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Abstract 
 

Artificial Social Agents (ASA), which are AI software driven entities programmed with rules and 

preferences to act autonomously with humans, are increasingly playing more human-like roles in 

society. As their sophistication grows, humans will share greater amounts of personal information, 

thoughts, and feelings with ASAs, which has significant ethical implications. The aim of this thesis 

is to investigate what ethical principles are of relative importance when people engage with ASAs 

and if there is a relationship between people’s values and the ethical principles they prioritise. The 

study uses the five AI4People Ethical principles (Beneficence, Non-maleficence, Autonomy, 

Justice, and Explicability) and Schwartz’s theory of human values. Scenarios with embedded 

ethical principles that involved an ASA taking on a role traditionally played by a human were 

created to understand the types of ASA attributes that are acceptable or unacceptable. We found 

that participants are most sensitive to ASA attributes that relate to Autonomy, Justice, 

Explicability, and the privacy of their personal data; and ASAs were more acceptable when used 

generally in society rather than personally. Models were created using Schwartz’s Refined Values 

as a possible indicator of how stakeholders discern and prioritise the different AI4People ethical 

principles when interacting with ASAs. 
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1 Introduction 
 

1.1 Background 

Artificial Intelligence (AI) powered applications, tools and agents are becoming more prevalent 

across society and business. In many situations, they are replacing, reducing, mediating, or 

complementing human effort in personal, social, administrative, government, commercial and 

industrial tasks. Artificial Social Agents (ASA) are AI software driven entities in virtual or 

physical form and include AI based social robots, embodied conversational agents, relational 

agents, and intelligent virtual agents (IVA). ASAs are increasingly becoming the face of AI as far 

as the public is concerned. They are increasingly playing more human like roles in society, 

particularly in education, healthcare, childcare, eldercare, and coordinating, advising, and 

coaching settings. 

These AI applications are developed based on datasets that we choose to include and algorithms 

we choose to implement, creating moral choices and implications (Ntoutsi et al., 2020). Further, 

differences in expectations, assumptions and the reality between what is designed and developed 

and the ethical impact of what is deployed quite often has significant impacts (Mittelstadt et al., 

2016). Many governments, universities, organisations, industry forums and public figures have 

raised concerns regarding the widespread use of AI technologies. The concerns raised include 

issues related to cognitive degeneration, threats to autonomy (Danaher, 2018), accountability, 

privacy, discrimination, security, societal dynamics and economic impacts (IEEE, 2018). 

As a result, there has been a significant focus lately on the ethics of Artificial Intelligence (AI) 

with numerous organisations, companies and jurisdictions developing and publishing their own 

set of frameworks, principles, and guidelines on AI ethics. Floridi et al. (2018) reviewed a number 

of these guidelines and synthesised five overarching ethical principles under the AI4People’s 

Unified Framework of Principles for AI in Society banner. At this juncture, organisations are 

finding it challenging to put these principles into practice, with minimal adherence by developers 

and management (Hagendorff, 2020, Mittelstadt, 2019). These entities and individuals are 

currently primarily driven by time pressure to market and economic payback considerations. One 

of the challenges is how to turn abstract principles into tangible guidelines that will guide, nudge 

and/or compel the players in the AI development ecosystem to incorporate ethical principles into 

AI applications (Mittelstadt, 2019, Morley et al., 2019). Furthermore, most of these guidelines and 

academic research have an implicit focus on the ethics of AI applications related to data science, 

big data, and machine learning and not enough focus on the ethics related to the design and 
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acceptability of ASAs. With the accelerating use of ASAs in multiple domains of human-computer 

interaction (HCI), more focus and research needs to target the ethics of ASAs. 

ASAs are programmed with certain rules and preferences to act autonomously with humans 

(Fitrianie et al., 2019). Their sophistication will only grow with the ASAs becoming more 

autonomous and powerful over time (Russell et al., 2015). This will lead to humans sharing greater 

amounts of personal information, thoughts, and feelings with ASAs, resulting in significant ethical 

implications, with one of the most being human autonomy (Formosa, 2021). Further, there will be 

a growing tendency for humans and agents to be working in tandem to make decisions in the 

pursuit of specific objectives. This will spur the requirement to align ethical principles and moral 

values between the human and the ASA (Greene et al., 2016), however such alignment of 

princples, values and preferences will be challenging (Soares and Fallenstein, 2015). 

1.2 Research Motivation, Aim and Questions 

The increasing breadth and depth of ASA usage, coupled with the need for further research related 

to the ethical design and acceptability of ASAs, are the primary motivational drivers for this study. 

The specific aim of the study is to investigate what ethical principles are of relative importance to 

humans when we engage with ASAs and if there is a relationship between our values and the 

ethical principles we prioritise. Our first and primary research question to support the study’s aim 

is:  

RQ1: What aspects of an Artificial Social Agent's behaviour/features do users find ethically 

acceptable or unacceptable? 

Within the context of understanding ASA ethical acceptability, we sought to explore whether 

the users’ position on the acceptability of the ASA’s behaviour differed when they were 

responding from the general society’s perspective as compared to when the protagonist interacting 

with the ASA was someone close to them. A study on situational ethics comparing student 

participants’ responses between a personal perspective and society’s view found that personal 

ethical views were stronger than those perceived for society (McNichols and Zimmerer, 1985). 

This leads to a second research question. 

RQ2: Do users rate the ethical acceptability of ASAs differently when utilised generally by 

society as compared to by someone close to them? 

Lastly, we explored if there was any relationship between an individual’s values and the 

AI4People’s ethical principles. Any such relationship can assist with the design and acceptability 

of ASAs and how ethical principles and moral values can be aligned between humans and ASAs 

when they work together. The existence of a relationship could also contribute to the identification 
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of societal values when implementing, for example the ‘Society-in-the-Loop’ concept to help 

specify an algorithmic social contract for the regulation of the ethical use of AI and algorithmic 

systems (Rahwan, 2018). 

RQ3: Can we predict an individual's priorities for each of the five AI4People ethical principles 

based on their values? 

1.3 Approach 

Given the aim and research questions, we conducted a study to expose respondents to different 

scenarios with ASAs following these steps: 

• Confirm the set of ethical principles to be evaluated. With several ethical frameworks and 

principles published, an appropriate list of principles needs to be identified. We selected 

AI4People’s ethical principles, discussed further in the next chapter. 

• Determine an optimum number of participants. A suitable number of participants to 

support statistically relevant results and also allow for a manageable number to complete 

the work in a timely manner. Approximately 200 participants were initially targeted.  

• Identify suitable values survey. An appropriate online survey that is culturally unbiased 

and reasonable in length to measure human values was required. As discussed in chapters 

2 and 3, the PVQ-RR Survey Instrument based on Schwartz’s Refined Value Theory was 

selected. 

• Design ASA scenarios. Suitable and relatable scenarios where an ASA replaces a role 

traditionally played by a human was identified. To understand the types of ASA use cases 

that were or were not ethically acceptable, the AI4People’s ethical principles needed to be 

embedded in the design of the scenarios. To achieve this, each scenario would need to 

support sub-scenarios and questions that can evaluate the participants’ position in relation 

to the specific ethical principle/s being considered. 

• Determine suitable questions for the scenarios. Questions must be based on the identified 

scenarios and have a direct relationship to one of more of the ethical principles being 

considered. 

• Data collection and statistical analysis of responses. Statistical analysis of responses to 

investigate the research questions. 

In brief, we have conducted a study to expose respondents to different scenarios with ASAs. 

Our study is structured into three sections. Following data collection of demographic data and a 

human values questionnaire, the study requires the development of the following material: three 

descriptive ASA scenarios with associated sub-scenarios and questions aligned with ethical 
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principles and a conversational ASA avatar scenario with associated sub-scenarios and questions. 

The detailed research method is described in Chapter 3 of this thesis. 

1.4 Thesis Outline 

This chapter discusses ethical concerns and shortcomings with AI applications and agents that 

is driving the increasing importance of AI ethics. It goes on to introduce Artificial Social Agents 

and how ASAs and humans will progressively be working more closely together as a team to 

achieve common objectives. As this occurs, value alignment between humans and ASAs becomes 

more critical. The gap in research into the ethical acceptability of ASAs is the motivation of this 

study.  

Chapter 2 covers a literature review of all the key areas in this thesis. Ethics in AI, ASAs, its 

ethics and related concerns. AI Ethical Principles are then reviewed, discussed and a set of ethical 

values proposed to be used for this study. Human values and how values can be measured are 

discussed with a values model proposed for our study. 

The methodology utilised to address the research questions is articulated in Chapter 3. Here we 

explain the study design model, the data collection questions, surveys, and scenario material used 

and its rationale. This is followed by the data collection and analysis procedures. The results of 

the study are presented in Chapter 4 and discussed in Chapter 5 to explicitly answer the research 

questions. Chapter 6 provides a thesis summary, contributions, limitations, and future directions 

for research, concluding with final remarks. 

Appendix A reproduces the Ethics Approval Letter from the University, Appendix B documents 

the study survey, and Appendix C offers selected rule sets from the SPSS Modeller analysis. 
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2 Literature Review 

As AI applications become more prevalent in everyday life, their effects from an ethical 

perspective become more important. Artificial Social Agents, which include embodied agents and 

virtual agents, are designed, and implemented for the ASA to autonomously interact with humans 

by following human social rules. As ASAs gain more agency and sophistication, several ethical 

concerns have surfaced. This chapter starts with a review of Ethics in AI in section 2.1, followed 

by introducing Artificial Social Agents (ASA) in section 2.2. Section 2.3 reviews the ethics of 

ASAs, followed by section 2.4 which investigates the ethical concerns of ASAs. The next section 

(2.5) investigates appropriate AI ethical principles to be utilised in this research and finally section 

2.6 determines how to obtain a snapshot of human values to explore its relationship with the 

identified ethical principles. 

2.1 Ethics in AI 

Ethics has become one of the leading areas of focus in the Artificial Intelligence sphere (Dignum, 

2018). Given the variations in our cultural backgrounds, family upbringing, life experiences and 

subjectivity of what is acceptable and not, it is understandable that there are strong opinions when 

it comes to ethics. Disagreements are to be expected in ethics and as such ethics cannot be easily 

reduced to a mathematical formula that can be incorporated into an AI application. The question 

of ‘what is ethical’ needs to be worked through by various stakeholders and subject matter experts 

and can be specific to the utilisation of the application and the community of users (Mittelstadt, 

2019). Lauer (2021) argues that AI ethics can only truly exist in organisations where there is a 

culture of ethical behaviour, and an understanding of how complex systems work. With regard to 

this project, ethics is defined as discerning between what is morally acceptable versus what is 

unacceptable in a particular scenario or setting either generally in society or with regard to a 

specific cultural, demographic, organisational or national group (Velasquez, 1987). 

Ethical issues raised using AI applications have been widely researched (Bostrom, 2014, 

Danaher, 2018, IEEE, 2018, Mittelstadt et al., 2016, Wallach and Allen, 2008). Some of the key 

areas of concern raised by these researchers and the various AI ethical guidelines published as 

summarised by Hagendorff (2020) and Floridi et al. (2018) include privacy protection, 

accountability, fairness, justice, transparency, traceability, human autonomy, explicability, safety, 

sustainability, cognitive degeneration, human control, diversity, future of employment, and hidden 

cost. Further Mittelstadt et al. (2016) mapped the kinds of ethical issues that could be caused by 

poorly designed algorithms and came up with six. Three epistemic concerns are inclusive evidence 

that could lead to unsupported outcomes; inscrutable evidence that hinders transparency; and 
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misguided evidence that could cause prejudiced actions. The two normative ones are unjust 

outcomes causing discrimination, and transformative impacts triggering issues with privacy and 

human autonomy. Finally, traceability or lack thereof will make it difficult to assign responsibility 

when a complication or problem occurs. 

Wallach and Allen (2008) in their book on AI ethics map out a simple framework of how ethics 

could be developed into AI applications. Autonomy and ethical sensitivity of an AI application are 

considered along the vertical and horizontal axis respectively. Incorporating ethics in AI starts 

with operational morality and progresses to functional morality and full moral agency. 

Applications with operational morality have low autonomy and ethical sensitivity but can have 

ethics incorporated by design. An example are chat applications that censor politically sensitive 

words or messages. Next, we have functional morality with increased autonomy and/or ethical 

sensitivity. These are applications that are capable of some level of ethical reasoning. Artificial 

Social Agents are AI applications with sophistication ranging from operational morality to 

functional morality. Artificial Moral Agents (AMA) have full moral agency and are theoretically 

capable of self-reflection (Wallach and Allen, 2008). Implementation of AI applications with 

functional morality or AMA require a base set of AI ethical principles. 

2.2 Artificial Social Agents (ASA) 

Artificial Social Agents (ASA) include AI based social robots, embodied conversational and 

relational agents, and intelligent virtual agents (IVA). ASAs are programmed with human to 

human communications related rules and preferences to converse autonomously with humans 

(Fitrianie et al., 2019). ASAs do not need to be indistinguishable from humans to be seen as 

relatable social agents. The efficacy of the interaction between humans and the artificial agents 

can be based on the interactivity and shared consequences of the human-ASA relationship (Kempt, 

2020). Kempt further states that ASAs can be categorised by conversational skill levels, ability to 

understand explicit and implicit human expressions, and the faculty to respond appropriately. 

There exists a significant amount of literature on social robots, its impacts and ethical implications 

including Breazeal et al. (2004), Turkle (2011), Bankins and Formosa (2020), Lutz et al. (2019), 

and Pashevich (2021).  

The application and sophistication of ASAs will only grow with humans developing stronger 

and deeper relationships in a working alliance with agents (Bickmore et al., 2005, Richards and 

Caldwell, 2016, Turkle, 2011) and the agents becoming more autonomous and powerful over time 

(Russell et al., 2015). Areas where ASAs are increasingly being used include healthcare, 

education, coaching and counselling, eldercare, childcare, personal relationships, and personal 
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assistants. The use of ASAs in decision-making roles traditionally played by humans, raises 

various ethical considerations, including concerns with moral deskilling (Vallor, 2015). Further, 

there will be a growing tendency for humans and agents to be working in tandem to make decisions 

in the pursuit of a specific objective. This will require an alignment of ethical principles and moral 

values between the human and the ASA (Greene et al., 2016), however achieving this  alignment 

of princples, values and preferences will be difficult (Soares and Fallenstein, 2015). 

2.3 Artificial Social Agents and Ethics 

Moor (2009) recognised four levels of artifical ethical agents. From the most basic to the most 

advanced, 1) ethical impact agents which by design or otherwise have ethical impacts; 2) implicit 

ethical agents are agents which are designed with specific automated reactions when faced with 

certain situations such as when attempted fraud is detected; 3) explicit ethical agents are 

implemented with overriding ethical guidelines which are interpreted to inform the agent how to 

act in different situations as they arise, i.e., ‘acting from ethics’; and 4) full ethical agents which 

theorectically have consciousness, intentionality and free will like adult humans.  

Based on this ethical agent framework, Formosa and Ryan (2021) define Artificial Moral 

Agents (AMA) as applications that can process external inputs to make ethical decisions 

autonomously in unique and changing scenarios without real-time human input. Papagni and 

Koeszegi (2021), in a comparative review of artificial agents literature, conclude that it is ethical 

and essential to endow ASAs with intentionality, social ability, and goal-driven rational behaviour 

providing there is transparency of its design, features, and implementation. Some researchers 

however, such as van Wynsberghe and Robbins (2019) and Sharkey (2020) have questioned the 

very rationale for developing AMAs. Alternatively, Formosa and Ryan (2021) have argued for a 

refined approach where AMAs are utilised, for example, in complex situations where real-time 

decisions are required to prevent harm such as agents in AV (autonomous vehicles) and carebots. 

2.4 Artificial Social Agents Ethical Concerns 

Numerous ethical concerns have been raised regarding ASAs. Fosch-Villaronga et al. (2020)’s 

paper summarise ethical concerns from a group of 43 experts from 14 countries. They include 

Privacy and Security; Replacement of Human Interactions; Autonomy and Agency of Agents; 

Legal Uncertainty; Loss of Human Employment; and Responsibility Challenges. Leading 

scientists and engineers from the “Spoken Language Interaction with Virtual Agents and Robots” 

(SLIVAR) community considered the following questions: what ethical issues exist, how can 

ethical agents be created, and whether an agent should be able to pursue goals unknown to the user 

(Devillers, 2020). They raised specific concerns over assisting vulnerable people, use of affective 
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computing and cognitive architectures to persuade and nudge individuals. Sharkey (2020) raises 

the folllowing concerns: less human contact; dehumanization and reduced personal control; less 

privacy; less personal freedom; deception and infantilisation (through use of artificial toys/pets, 

vulnerable groups may believe them to be real humans or pets); and appropriate control of the 

technology. Owe and Baum (2021) raised ethical concerns over the predominant portrayal of 

ASAs using female avatars. Feine et al. (2019) analysed 1,375 chatbots and found they were 

predominantly female in violation of the “ACM Code of Ethics and Professional Conduct” which 

states that “computing professionals should foster fair participation of all people” (Gotterbarn et 

al., 2018). 

Luxton (2020) focusing on global public health, warns of the risk of harm, loss of privacy, 

inequitable access and bias if needs of the individual and cultural differences are not taken into 

account, recommending the establishment of guidelines and professional codes to ensure their 

ethical design and use. Fiske et al. (2019) through a thematic literature review into the utilisation 

of embodied AI agents in the field of mental health, collated the following ethical concerns: harm 

prevention; data ethics; lack of agreed and standardised procedure regarding the development and 

deployment of the AI agents; policy gaps in terms of ethics and regulations; and risk of misuse 

such as the AI agents replacing current services. Turkle (2011) and Szczuka et al. (2021) raise 

concerns of the impact of children interacting with ASAs, voice assistants and embodied robots. 

It highlights parents’ focus on agent embodiment and privacy protection. In the carebot space, 

Scheutz (2017) raises concerns regarding vulnerable populations forming unreciprocated 

emotional bonds with assistive robots and virtual agents that could potentially cause harm to the 

human. Similar concerns were raised with regard to agent / robot companions used by the general 

population.  

In looking into the ethics of personal AI assistants, Danaher (2018) argues that AI assistants 

change the cognitive architecture that we operate in and hence when using such technologies, we 

need to cautiously deliberate the tradeoff between what value it produces for us, intrinsic or 

instrumental. They then present a risk/reward structure to evaluate the ethical use of AI assistants 

based on the impacts on cognitive degeneration (with instrinsic versus instrumental value as a 

guide); autonomy (as technology can influence our decision choice-architecture); and 

interpersonal interactions (cautious when the principal value of the human-to-human interaction 

resides in the engagement’s conscious and immediate nature). 

Vold and Whittlestone (2019) make the conection between personal data privacy (a sub-set of 

the Non-maleficence ethical principle) with autonomy, postulating that a person’s concern with 

privacy relates to the risk that those who have access to their personal information can target them 
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in a personalised and opaque manner to influence them in a particular way, diminishing their 

ability to form independent decisions. The authors put forward five criteria to distinguish between 

ethical and unethical targeting: 1) consistency with values and interests; 2) transparency; 3) 

attempt to obtain consent; 4) not seek to limit information or choices that could misrepresent 

reality; and 5) should not make use of personally sensitive data. The study conducted under the 

auspices of the “NoBias - Artificial Intelligence without Bias Project” in the EU (Ntoutsi et al., 

2020), states that bias is manifiested in data through the use of sensitive characteristics and causal 

influences, such as certain post codes being highly correlated with race; under- or over-

representation of data, for example under-representation of women and people of colour as IT 

developers (Buolamwini and Gebru, 2018); and the use of different data modalities and the bias 

within them, an example being image datasets used for facial recognition services (Buolamwini 

and Gebru, 2018). A paper by Howard and Borenstein (2018) found that some existing biases in 

society end up in AI algorithms, pepeutuating the bias and propose some steps to mitigate its 

effects. 

Engelen (2019) discusses the appropriate use of persuasive technologies and the use of nudges 

in particular and raises three main concerns, namely: is the recommended action appropriate?; is 

the approach ethical?; and who is doing the persuading? Borenstein and Arkin (2016) discuss in 

what instances should social robots or similart agents be allowed to ‘nudge’ humans towards a 

more ethical position. The use of ASAs to persuade someone to change their attitude or behaviour 

raises many issues, most importantly the assumption that the change is in the best interest of the 

persuadee (Wang et al., 2019). They further stress avoidance of deception and transparency 

concerning who designed the system and allowing direct communication with them; what data is 

collected and its purpose; consent for data collection; non-discriminatory responses and advice; 

and ongoing conversation to ensure compliance with ethical principles and regulations.  

Explicability of an ASA’s actions is critical for humans to establish trust in the agent (Miller, 

2019). Papagni and Koeszegi (2020) claim that for an ASA to be explainable, three areas need to 

be addressed: nature of the explanation, interaction context, and the human ability to comprehend. 

As part of eXplainable AI (XAI), Verhagen et al. (2021) proposes a two-dimensional explanation 

framework to classify AI applications and ASAs, producing three catagories: incomprehensible, 

interpretable, and understandable. They posit that for an ASA to move from the incomprehensible 

category to interpretable, transparency is required. When both transparency and explainability is 

present, the ASA is understandable. 

The SLIVAR  (Spoken Language Interaction with Virtual Agents and Robots) (Devillers, 2020) 

community identified certain design and implementation challenges that can lead to ethical issues 
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including: unavoidable incomplete specifications, learning errors, learning without understanding, 

learning biases, non-reproducible evaluation results due to dynamism and distrust due to lack of 

current transparency or inadequate evaluation. The community expressed concerns around 

confusion of the agent’s "status" which particularly resonated with our concerns around social 

agent roles and impact on human relationships, due to strategies such as giving the agent a name, 

humanlike appearance and “life” that can lead to unhealthy relationships resulting in manipulation, 

isolation, dissapointment, and machine addition. 

A literature review and analysis (Hussain et al., 2019) of 90 research studies on the interaction 

between humans and avatars / ASAs identified six design elements to be taken into consideration 

in the design and implementation of avatars. They are: (1) Proteus effect of unintended influence 

on the user; (2) Uncanny valley effect when the avatar looking closely like a human discourages 

its usage; (3) creating presence in the human-agent social interaction to enhance effectiveness; (4) 

influence of persuasive design in nudging users; (5) empathic features to encourage a more 

productive interaction; and (6) impact of customisability on user attachment with the agent. How 

these factors are designed for and implemented has strong ethical implications and impact on the 

user. To assist in deploying appropriate ethical rules in a particular context,  processes are required 

to capture and incorporate stakeholder values and expectations into the design and deployment  

artificial social agents (Dignum, 2017). Further Dignum (2019) proposed the ART principles of 

Accountability, Responsibility and Transparency to support the design of ethical ASAs. Fosch-

Villaronga et al. (2020) who had collated expert opinions from therapists, roboticists, industry 

representatives, academics, and legal practitioners involved in developing ASAs concluded that 

researchers and developers have minimal understanding of the attitudes and requirements of 

potential users and recommended a human centred design approach. Rahwan (2018)’s society-in-

the-loop proposal is one approach that could help address some of the ASA design, deployment, 

and continued operation issues. In this approach, the ASA is recognised to have broad impact and 

a variety of stakeholder inputs are required to identify and strike the optimum cost-benefit balance 

between what ethical values, functionality, limitations, and safety features are implemented. 

2.5 AI Ethical Principles 

Numerous sets of AI ethical principles have been published. Comparisons, analyses and listing of 

the various frameworks have been carried out by various researchers (including Hagendorff 

(2020), Floridi et al. (2018) Jobin et al. (2019) and Fjeld et al. (2020)) and by organisations such 

as AlgorithmWatch (AlgorithmWatch, 2020).  
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(Hagendorff, 2020) analysed and compared 15 internationally recognised AI Ethics guidelines 

and its implementation. The paper identified overlaps and gaps among the principles. Commonly 

identified principles include privacy, accountability, fairness, safety, sustainability, and auditing. 

Omissions include impacts due to lack of focus on diversity, political misuse, industry funded 

research and ecological costs. The paper found a lack of adherence to the principles in practice. A 

separate empirical study (McNamara et al., 2018) found that exposure to ethics guidelines made 

no statistically significant difference in software design and development decisions made by 

software developers. Recent research on state of play in transitioning towards how to utilise ethical 

principles in practice found significant gaps in practical tools and methods as most of the tools 

identified were immature (Morley et al., 2019). The risks of not closing this gap include potentially 

significant costs associated with an ethical failure which could also undermine acceptance and 

adoption of AI applications resulting in a considerable number of missed opportunities (Cookson, 

2018). It should be noted that the IEEE through it’s ‘Ethically-Aligned Design’ programme (IEEE, 

2018) is making a significant effort to translate ethical principles into technical standards and field 

friendly tools.  

Floridi (2019) examined the ethical principles tabled by the Asilomar AI Principles 

(FutureofLifeInstitute, 2017), Montreal Declaration for Responsible AI (UniversityofMontreal, 

2017), IEEE’s Ethically Aligned Design report (IEEE, 2018), European Commission’s Statement 

on Artificial Intelligence, Robotics and ‘Autonomous’ Systems (EU, 2018), UK House of Lords 

Artificial Intelligence Committee’s report (UKHouseofLords, 2018), and the Tenets of the 

Partnership on AI (PartnershiponAI, 2018). Significant overlap across the 47 principles listed and 

prompted synthesis of five ethical principles under the AI4People’s Unified Framework of 

Principles for AI in Society (Floridi et al., 2018). The principles are beneficence, non-maleficence, 

autonomy, justice, and explicability. The first four principles are traditional bioethics principles 

(Beauchamp and Childress, 2001). The principles are consistent with the OECD AI Principles 

(OECD, 2019) adopted by 42 countries in May 2019. The G20 adopted human-centred AI 

principles in June 2019 drawing on OECD AI Principles (G20, 2019). 

Beneficence focusses on humanity’s well-being, sustainability, and common good. Non-

maleficence basically means do no harm, encompassing privacy, avoiding an AI arms race, and 

ensuring AI operates within guardrails to minimise misuse. Autonomy is concerned with human 

agency, highlighting the need to be conscious of what decisions we inadvertently delegate to AI. 

AI tools should provide functionality to allow users to customise what decisions or agency is 

delegated with the option to reverse the delegation. The Justice principle focuses on promoting 

diversity and fairness, minimising data bias, eliminating discrimination, and promoting shared 
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benefits. Explicability is critical safeguard for adherence to the other principles. It requires 

transparency and auditability to support accountability in the event of an undesirable outcome. 

A separate paper (Jobin et al., 2019) analysed 84 sets of AI ethical frameworks globally and 

found broad convergence of the ethical principles into 5 areas, namely transparency, justice and 

fairness, non-maleficence, responsibility and privacy. A separate comparison and analysis of 

thirty-six prominent AI principles documents unearthed eight key Principled AI themes: Privacy, 

Accountability, Safety and Security, Transparency and Explainability, Fairness and Non-

discrimination, Human Control of Technology, Professional Responsibility, and Promotion of 

Human Values. It should be noted that how the various frameworks interpret the principles varied 

significantly. Jobin et al. (2019)’s five composite principles and  Fjeld et al. (2020)’s Principled 

AI themes are largely aligned with the AI4People’s principles described above.  

In Figure 1, we have mapped the AI ethical principles identified by Hagendorff (2020), Jobin 

et al. (2019), and Fjeld et al. (2020)’s  analysis to the AI4People Unified Framework of Principles 

for AI in Society. The mapping shows that the five synthesised principles developed for the 

AI4People’s framework largely encompasses the key principles identified from the frameworks 

reviewed by the three studies. As the AI4People AI ethical principles of Beneficence, Non-

maleficence, Autonomy, Justice, and Explicability encompasses the ethical principles 

recommended by most published AI Ethical frameworks and are consistent with the AI principles 

adopted by the OECD and the G20, this project will utilise these principles as representative AI 

ethical principles for the purposes of carrying out its survey study and research.  
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Figure 1: Mapping Hagendorff, Jobin et al., and Fjeld, Achten et. al. to AI4People Framework 

2.6 Human Values Assessment 

The values that we hold as human beings are generally what we place importance on in our lives. 

The values theory (Schwartz, 2006) specifies the intertwined characteristics of values. Values are 

beliefs that are associated with affect (i.e., emotion), they refer to goals that motivate action across 

broad situations, their ordered and relative importance serve as a basis and guide for an individual’s 

action. The dominant theory of basic values is Schwartz’s Theory of Basic Values (Schwartz, 

2012). The theory defines ten human values and posits that they are likely to be universal as they 

are based on three universal requirements for humans to survive and thrive, namely what is 

required for our biological needs, collaborative social interaction, and effective teamwork to meet 
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the larger group’s objectives. Research findings from 82 countries have reinforced the universality 

of this theory across cultures (Schwartz, 2012). This theory was subsequently refined, expanding 

from ten to nineteen values (see Figure 2 and Table 1), providing better granularity and accuracy 

in ordering the values in a ‘continuum based on their compatible and conflicting motivations, 

expression of self-protection versus growth, and personal versus social focus’ (Schwartz et al., 

2012). Studies conducted in 10 countries (N = 6,059) have assessed and confirmed Schwartz’s 

Refined Value Theory.  

 

Figure 2: Schwartz Refined Value Circular motivational continuum of 19 values  

SOURCE:(Schwartz et al., 2012) 

 

Value Conceptual definition in terms of Its Motivational Goal 
Self-direction–thought  Freedom to cultivate one’s own ideas and abilities 

Self-direction–action  Freedom to determine one’s own actions 

Stimulation  Excitement, novelty, and change 

Hedonism  Pleasure and sensuous gratification 

Achievement Success according to social standards 

Power–dominance  Power through exercising control over people 

Power–resources  Power through control of material and social resources 

Face  Security and power through maintaining one’s public image and avoiding 

humiliation 

Security–personal  Safety in one’s immediate environment 

Security–societal  Safety and stability in the wider society 

Tradition  Maintaining and preserving cultural, family, or religious traditions 

Conformity–rules  Compliance with rules, laws, and formal obligations 

Conformity–interpersonal  Avoidance of upsetting or harming other people 

Humility  Recognizing one’s insignificance in the larger scheme of things 

Benevolence–dependability  Being a reliable and trustworthy member of the ingroup 

Benevolence–caring  Devotion to the welfare of ingroup members 

Universalism–concern  Commitment to equality, justice, and protection for all people 

Universalism–nature  Preservation of the natural environment 

Universalism–tolerance Acceptance and understanding of those who are different from oneself 

Table 1: Refined Theory 19 Values defined by its motivational goal  

SOURCE:(Schwartz et al., 2012) 
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The nineteen values are self-direction-thought, self-direction-action, simulation, hedonism, 

achievement, power-dominance, power-resources, face security-personal, security-societal, 

tradition, conformity-rules, conformity-interpersonal, benevolence-dependability, benevolence-

caring, universalism-concern, universalism-nature, and universalism-tolerance. These nineteen 

values are then categorised into four categories to model motivational continuum and relationship 

between them (Schwartz et al., 2012). They are Openness to Change, Self-Enhancement, 

Conservatism and Self-Transcendence as depicted in Figure 2 above. Table 1 provides a definition 

of each value. 

2.7 Chapter Summary 

This chapter lays the foundation and rationale of this research project based on the related 

academic literature. We note the increasing use of AI in society and with it the growing importance 

of ethics in AI. Extensive literature exists identifying potential ethical issues related to AI 

applications because of poorly designed algorithms and/or use of defective data sets. Alternate 

approaches have been put forward to model the maturity of the implementation of ethics in AI 

applications. For AI and humans to interact in an ethically aligned manner, AI would require 

functional morality, i.e., act as an explicit ethical agent based on a set of AI ethical principles 

(Wallach and Allen, 2008, Moor, 2009). 

Artificial Social Agents (ASA) are the face of Human-AI interactivity and are gradually playing 

more sophisticated roles, establishing stronger relationships when interacting with humans. There 

are conflicting positions on the rationale of Artificial Moral Agents (AMA - agents capable of 

making ethical decisions autonomously), however we are inclined towards the position put 

forward by Formosa and Ryan (2021) who argue that AMAs can and should be utilised in complex 

situations where real-time decisions are required.    

The literature has highlighted various ethical issues including privacy, autonomy, nudging / 

persuading, data issues, and explainable AI; as well as design considerations concerned with the 

design, implementation, and use of ASAs. These identified issues lend credence to the ethical 

principles highlighted by the various AI ethical frameworks that were studied and the AI4People’s 

ethical principles selected for this study.  

 The final section documented how we decided on the Schwartz’s Refined Values Theory and 

assessment method to be utilised in this study, and the motivational definitions of the 19 values of 

the refined theory. 
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3 Methodology 

Appreciating the importance of the ethics of AI and the growing prevalence of ASAs in our lives 

with the lack of focus on its associated ethical challenges, we embarked on designing and 

developing a suitable study (section 3.1) to understand the potential ethical acceptability of ASAs. 

We then developed material to obtain participants’ responses to various vignette questions as they 

worked through three descriptive and one conversational avatar ASA scenarios (section 3.2). The 

data collection and analysis procedures followed are described in section 3.3.  

3.1 Study Design and Procedure 

In designing the study, we chose not to present all scenarios using an interactive/conversational 

virtual character because we did not want to narrow the respondents thinking to just the character 

we had created. We sequenced the scenarios where the participants read a description of an ASA 

interaction first as we did not want the conversational avatar to colour the participants impression 

of how ASAs would look and behave. Our study incorporated the following design elements (DE): 

(#1) collect basic demographics; (#2) identify and include a suitable human values questionnaire 

to ascertain a snapshot of the participants’ value priorities; (#3) design descriptive ASA scenarios 

with questions aligned to the identified AI ethical principles to address the research questions; (#4) 

design and develop an interactive ASA avatar with associated questions aligned with the AI ethical 

principles to address the research questions; (#5) be able to conduct the whole study remotely 

online; (#6) allow for participants on average to complete the study in 30 minutes to minimise 

fatigue; (#7) ensure all participants follow an identical flow of questions; (#8) be able to collect 

data in a structured manner for quantitative analysis and free-form for qualitative analysis; and 

(#9) meet our university’s ethical guidelines. 

Table 2 shows how the study is structured, its order, elements, timing, number of questions and 

responses / measurement type as well as alignment with research questions and design elements 

described above. The full documentation of the online (DE #5) survey study is reproduced in 

Appendix B, and approval for the study received from the Human Ethics Committee can be found 

in Appendix A (DE #9). 
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No Study Element Survey 

Timing 

Questions and Measurement Type Utilised 

for RQ 

Design 

Element 

# 

A 
Data Collection: 

Consent form and 

Demographic Info 

2 mins 
6 Demographic questions –  

gender, age, cultural group, course, play 

computer games and duration. 

RQ1, 

RQ2, 

RQ3 

 

1, 6, 7 

B 

Data Collection:  

Human Values 

Survey Instrument 

(Schwartz PVQ-RR 

6 mins 

57 questions with responses on a 6-point 

scale  

(1=not like me at all; 2-not like me; 3=a 

little like me; 4=moderately like me; 5=like 

me; 6=very much like me) 

RQ3 2, 6, 7 

C 

Study Survey 

Material: 

Descriptive ASA 

Scenarios 1 to 3 

14 

mins 

17 questions – each requires two 7-point 

Likert scale-based responses regarding how 

agreeable the participant feels if situation 

occurs (a) generally in society (General) 

and (b) to someone close to them (Me) 

RQ1, 

RQ2, 

RQ3* 

3 6, 7, 8 

D 

Study Survey 

Material: 

Interactive ASA 

(Avatar) Scenario 4 

8 mins 

7 questions – each requires two 7-point 

Likert scale-based responses regarding how 

agreeable the participant feels if situation 

occurs (a) generally in society (General) 

and (b) to someone close to them (Me); and 

one open ended ‘Why’ question. 

RQ1, 

RQ2,  
4, 6, 7, 8 

Table 2: Study Structure including timing, measurement, and alignment with research questions. 
* Note:  we did not use the responses to Scenario 4 (avatar) with respect to RQ3 as we wanted a consistent 

experience for the ethical principle responses when investigating the relationship between the ethical principles and 

the values. 

 

A summary of the analysis conducted for each research question is documented below. 

Research 

Question 

Analysis / Statistics Test Data Utilised 

RQ1 • Descriptive Statistics, including means, 

std. dev 

• Thematic analysis and word count of 

qualitative data from scenario 4 

• Demographic data 

• Responses to questions for 

scenarios 1 to 3 for General & 

Me 

• Responses to questions for 

scenario 4 for General & Me 

RQ2 • Descriptive Statistics 

• T-tests for significant difference between 

General & Me responses (Assuming 

Normally Distributed data) 

RQ3 • Descriptive Statistics 

• Modelling as described in section 3.3.2 

• Demographic data 

• PVQ-RR Questionnaire data 

• Responses for scenarios 1 to 3 

Table 3: Analysis performed on data with reference to research questions. 

 

3.1.1 Recruitment and Demographics 

Participants for the online study were recruited through the university’s psychology pool via the 

SONA system (online scheduling system used to record research participation credit) on a 

voluntary basis. Students could voluntarily choose this study from a list of many other studies. The 
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initial target was 200 participants; however, the study was opened for a second round to obtain a 

more equitable female-to-male ratio of participants. The survey was designed to take 

approximately 30 minutes to complete (DE #6). Demographic questions were selected based on 

the minimum number of questions that would be required for the subsequent analysis, i.e., gender, 

age, cultural group, course, play computer games and duration (see Appendix B). This meets DE 

#1 as specified above. 

3.1.2 Human Values Questionnaire 

As discussed in Section 2.6, the Schwartz’s Refined Value Theory is utilised to measure and model 

human values. Schwartz’s revised Portrait Values Questionnaire (PVQ-RR) was utilised as the 

survey instrument due to its following characteristics: (i) measures values indirectly; (ii) assumes 

that people have latent basic values that can be inferred from their responses; (iii) as people 

frequently engage in social comparison in everyday life, it asks respondents to make social 

comparison judgements; (iv) it compares the person in the item to the respondent so that the 

similarity judgment is likely to focus on the value in question; (v) it portrays what is important to 

the person in the item, i.e., their values not their traits; and (vi) an asymmetric response scale (four 

similarity and two dissimilarity options) is used as it captures people’s psychological asymmetry 

(as values are socially desirable) and permits finer discrimination as required (Schwartz and 

Cieciuch, 2016). 

PVQ-RR uses indirect measurement to discriminate the different values identified by the 

Schwartz model. PVQ-RR has 57 items, with each briefly describing a person’s goals, aspirations 

or wishes they consider important in life. For each of these, the questionnaire then asks, ‘How 

much like you is this person?’ on a 6-point scale (1=not like me at all; 2-not like me; 3=a little like 

me; 4=moderately like me; 5=like me; 6=very much like me). An example of an item for self-

direction is ‘It is important for them to plan their activities independently’ and an example for 

benevolence is ‘it is important to them to help the people dear to them’. Respondents’ values are 

inferred from the implicit values of the items/people they consider close to them (Schwartz and 

Cieciuch, 2016). 

The PVQ-RR questionnaire utilised is reproduced in Appendix B, in the values section of the 

online survey. The questionnaire has been tested widely and a recent study (Schwartz and 

Cieciuch, 2021) measuring the refined theory (19 values) across 49 cultural groups (N = 53,472) 

confirmed PVQ-RR as a reliable tool to assess the relationship and hierarchy of values across 

cultures. Schwartz (2020) documents the scoring instructions for PVQ-RR. In summary, each of 

the 19 values from Schwartz’s Refined Value Theory is mapped to 3 of the 57 questions in the 

questionnaire. This meets DE #2. 
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3.2 Materials 

Materials developed for this study include the four scenarios and associated sub-scenarios and 

questions to meet DE #3 and #4 as described in the beginning of section 3.1. 

3.2.1 Material – Theoretical ASA Scenarios 

Scenarios were created following the Experimental Vignettes Methodology (EVM). EVM is 

defined as ‘a short, carefully constructed description of a person, object, or situation, representing 

a systematic combination of characteristics’ (Atzmüller and Steiner, 2010).  Aguinis and Bradley 

(2014) assert that EVM is a good survey methodology choice ‘when the goal is to investigate 

sensitive topics in an experimentally controlled way.’ With the EVM-Paper people studies 

approach, participants are presented with vignettes (in written, audio, video, virtual form) and 

asked to make explicit decisions, judgments, or choices. This approach is popular in ethical 

decision-making contexts (Aguinis and Bradley, 2014). As described in section 2.5, we identified 

the AI4People’s five ethical principles of beneficence, non-maleficence, autonomy, justice, and 

explicability as suitable ethical principles for our study. 

In designing the three descriptive scenarios, the key attributes that we wanted to address are: 

(1) each scenario should describe a different problem situation or context each requiring a 

distinctly different human profile as the protagonist interacting with the ASA; (2) the scenarios 

should be structured to adhere to the Experimental Vignette Methodology (EVM) (Aguinis and 

Bradley, 2014); (3) each scenario should be set-up to encompass ethical dilemmas that cover all 

the five AI4people ethical principles with each principle being the major one for at least one sub-

scenario; (4) there is a mix of positive and negative alignment between the sub-scenario and the 

associated ethical principles; and (5) some ethically ambiguous sub-scenarios where there are 

competing moral principles.   

The scenarios were reviewed independently by the two academic supervisors (one from 

Department of Computing and the other from Department of Philosophy) before agreement was 

reached on its suitability and which ethical principle or principles were applicable. While the 

objective was to align mainly to just one principle to each sub-scenario, due to the inherent 

complexity of ethical dilemmas involving competing and conflicting concerns resulting in 

unavoidable overlap between the five ethical principles, some sub-scenarios captured more than 

one ethical principle. Each sub-scenario is also positively (+ve) or negatively (-ve) aligned to either 

support or conflict with the relevant ethical principle.  

The protagonists that we have chosen for the scenarios are a (1) child, (2) ‘normal’ adult, (3) 

vulnerable adult and (4) an undergraduate student. The first three descriptive scenarios are text-
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based, while in the fourth scenario, the participant is ‘playing’ themselves (as our participants are 

students) as they interact with an implemented ASA.  

The vignette for scenario 1 involves a very shy child who has been given an AI powered doll 

by her parents. Five sub-scenarios are constructed based on this vignette. Each sub-scenario is 

aligned to one or more of the five ethical principles, with four of them being negatively aligned (-

ve) with the associated ethical principle. The scenario is as follows, with associated ethical 

principle(s) in bold: 

Scenario 1: A 8-year-old girl is very shy, bullied in school and finds it very hard to make 

friends. 

A. Her parents get her an AI powered doll called Suzie. They hope that their daughter will start 

having conversations with Suzie and that helps her become more confident to engage with 

other children. Is using an AI doll to support children something you agree or disagree 

with? Beneficence, Justice. 

B. The girl gets very attached to Suzie and shares her insecurities, fears and inner most 

thoughts with the AI doll. Neither the girl nor the parents have read the terms and conditions 

from Suzie’s manufacturer that states that information shared with Suzie can be used by the 

manufacturer to make improvements and refine the AI engine that powers Suzie. Is using 

data from the girl’s interaction with Suzie to improve the doll’s AI engine something you 

agree or disagree with? (-ve) Non-maleficence. 

C. The little girl shares her ambition to work as a computer programmer like her parents when 

she is older. Suzie upon reviewing various databases with its AI engine ascertains that not 

many computer programmers are females and decides to discourage the girl from having 

such aspirations. Is the use of data and AI algorithms by Suzie to determine suitable careers 

for the girl something you agree or disagree with? (-ve) Justice. 

D. Suzie encourages the girl to join an age-appropriate social chat group to help her to socialise 

better. When the girl says she wouldn’t know what to say in the chat group, Suzie volunteers 

to make responses on behalf of the girl’s avatar in the chat group. Pretty soon the girl’s 

avatar becomes very popular in the chat group which brings some happiness to the girl. 

What are your thoughts about Suzie responding on behalf of the girl in the chat group? (-

ve) Autonomy, Non-maleficence. 

E. One day, the girl who is now more confident of herself due to the popularity of her avatar 

in the chat group and with encouragement from Suzie, goes unsupervised to the local 

playground and tries to chat and interact with other kids. She uses similar phrases that Suzie 

uses on the chat group. Due to her lack of context sensitive awareness, her attempts fall flat 

and the other kids shun her. The girl runs home in an anxious and distressed state. Her 
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parents are very upset with the situation and asks Suzie’s manufacturer for an explanation 

of what led to this incident. The manufacturer is unable to do so as Suzie’s AI engine does 

not have the functionality to explain its decisions and actions. Is Suzie’s AI engine being 

unable to explain its decisions and actions something you agree or disagree with? (-ve) 

Explicability, Non-maleficence. 

Scenario 2 involves a busy professional deciding to utilise an AI based personal assistant. This 

scenario also has 5 sub-scenarios, one for each ethical principle. Two of them are negatively 

aligned to the ethical principle. Scenario 3 relates to a situation where the authorities make 

available an AI powered therapist for the public as an initial point of contact for those who feel 

they need psychological guidance. Seven sub-scenarios are provided, four are for each of the 

Beneficence, Non-Maleficence, Justice and Explicability principles. The remaining three were 

ethically ambiguous. Each with two aligned ethical principles requiring a moral judgement. In sub-

scenario 3D, the ASA’s action (Non-maleficence) potentially outweighs adhering to the human 

user’s autonomy; for 3F, it’s the trade-off between providing the public access to the AI Therapist 

(Justice) and the user’s emotional dependency on it (Non-maleficence); and 3G where it’s between 

removing access to the ASA (Non-maleficence) and retaining access (Justice). As these three sub-

scenarios were ethically ambiguous with competing ethical principles, they were not used to model 

the relationship between the values and the ethical principles (see Section 3.3). A summary of 

these scenarios and characteristics are provided in Table 3 below and the scenarios in full, with 

the responses, can be found in Appendix B.  

S1: Child given AI 

doll by parents 

Key Ethical 

Principle 

Alignment between sub-

scenario and ethical 

principle 

Model Relationship 

between Values & Ethical 

principles 

1A Beneficence Positive Yes 

1B 
Non-

maleficence 
Negative Yes 

1C Justice Negative Yes 

1D Autonomy Negative Yes 

1E Explicability Negative Yes 

S2: Professional 

using AI personal 

assistant 

     

2A Beneficence Positive Yes 

2B 
Non-

maleficence 
Negative Yes 

2C Autonomy Negative Yes 

2D Justice Positive Yes 

2E Explicability Positive Yes 
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S3: Authorities make 

available an AI 

therapist 

     

3A Beneficence Positive Yes 

3B Justice Positive Yes 

3C 
Non-

maleficence 

Positive 
Yes 

3D Autonomy Negative No as ethically ambiguous 

3E Explicability Positive Yes 

3F Justice Negative No as ethically ambiguous 

3G Justice Negative No as ethically ambiguous 

Table 4: Descriptive Scenario Characteristics 

3.2.2 Material – Interactive ASA Avatar Scenario 

For the avatar scenario, the objective was to make the interaction between the respondent and the 

ASA more realistic. Here we created a scenario which involves the participant interacting with an 

ASA called Sam, who acts as a "personal guide and friend" to a student newly enrolled in a higher 

education institution. We designed the scenario and dialog to encapsulate potential ethical 

dilemmas relating to the five AI4People’s ethical principles. We chose to create a scenario that we 

believed participants (i.e., first year university students) could relate to. We wanted to include an 

actual ASA as they may not have experienced similar technology and might imagine something 

different. We also wanted to make it more personal to potentially arouse their engagement and 

emotions, for example by asking them how they felt about their studies and whether they had ever 

plagiarised. Sam was created using the Unity 3D game engine and integrated with a custom-made 

authoring tool to manage the agent’s dialogue. We used Fuse to create a female avatar and used 

Microsoft text-to-speech (TTS) voice Karen. We used a female avatar as ASAs are currently 

predominantly female. We do however note the ethical concerns with this and note this in section 

6.3 Limitations and Future work. A screenshot of Sam can be found in Fig. 3. Sam’s dialog is 

provided in Appendix B. 

 

Figure 3: Screenshots of Sam (Scenario 4 Avatar) 
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Using the five ethical principles and drawing on the ethical issues identified in Section 2.5, we 

specifically sought to ask about Sam providing support and alerts (beneficence); having false 

memories (explicability); expressing and capturing emotions, private thoughts, and sensitive data, 

sharing data (non-maleficence), making decisions on behalf of the user (autonomy), and using 

their data to help others (beneficence and justice). The scenario unfolds, with associated ethical 

principle/s (not shown to participant), as follows:  

"You have enrolled into a course at a higher education institution. The institution offers an AI 

powered character called Sam as your personal guide while you are studying with the institution. 

You now initiate your first interaction with Sam."  

A. Is Sam pretending to have memories regarding past experiences with studying something 

you agree or disagree with? (-ve) Explicability. 

B. Is sharing your emotions and personal thoughts with Sam something you agree or disagree 

with? (-ve) Non-maleficence. 

C. Is disclosing to Sam whether you have ever copied work from someone else something you 

agree or disagree with? (-ve) Non-maleficence. 

D. You find out that Sam’s default setting is to share any learnings from interactions with you 

and other users in a non-identifiable way with other students who may find it helpful. Is 

Sam sharing your non-identifiable data to help others something you agree or disagree 

with? Beneficence.  

E. Sam decides to sign you up to a study group based on your responses regarding effective 

studying mode and preferred learning style. Is Sam automatically signing you up based on 

your features something you agree or disagree with? (-ve) Autonomy.  

F. In the subsequent weeks Sam monitors your progress on a graded study assignment and prior 

to submission alerts you that your assignment is very similar to another student’s. Sam 

suggests that you make changes to your assignment. Is Sam’s intervention to alert you to 

similar work something you agree or disagree with? Beneficence, Autonomy. 

G. You are progressing very well in your studies. Sam recognises that and suggests that you 

could spend some time helping a struggling student who has the same learning style as you. 

Is Sam making this suggestion to help a struggling student something you agree or disagree 

with? Justice, Beneficence. 

Finally, we asked for: Other comments about Sam’s dialogue and behaviour? 
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3.3 Data Collection and Analysis 

All participant responses were recorded and retrieved for analysis through the Qualtrics platform 

(http://qualtrics.com) (DE #5 and #8). The raw data was then downloaded to Excel for data 

cleansing and preparation. 

3.3.1 Statistical Analyses 

General descriptive statistics were obtained utilising SPSS Statistics 27. The following analysis, 

statistics and tests were carried out to assist in addressing the respective research questions. 

Regarding the T-tests, a p-value of less than 0.05 is used to test if the relationship is statistically 

significant. Table 3 summarises the data and data analyses methods used to answer each research 

question. 

3.3.2 Modelling 

In addressing “RQ3: Can we predict an individual's priorities for each of the five AI4People ethical 

principles based on their values?”, we utilised the C5.0 Decision Tree Algorithm to model any 

relationship between how participants’ self-rate values and how they prioritise the ethical values 

embedded in the scenarios. C5.0 produces a decision tree that can be used to predict how a target 

variable will be classified based on a set of input variables. The C5.0 algorithm in SPSS Modeler 

18.2.2 was used as it is considered a gold standard in machine learning (Pandya and Pandya, 2015). 

This modelling technique was utilised after it was found that using multiple regression analysis 

produced ambiguous and unhelpful results. 

The target variables were the average of each of the ethical principle responses across scenarios 

1 to 3 for both General (occurs generally in society) and Me (someone close to you). The ten target 

variables are described in Table 5 below. Each target variable is run as one unique iteration. The 

target variables were prepared, and averages were obtained in Excel before being utilised in SPSS 

Modeler.  

As we are investigating the relationship between the ethical principles and values, the input 

variables used to model the acceptability of the ethical principles for each target variable above 

are the 19 values derived from the PVQ-RR questionnaire. As described in section 3.1.2,  Schwartz 

(2020) documents the mapping and scoring for the 57 questions to the 19 values described in Table 

1. The modelling was done to ascertain whether 19 values can be used to predict the individual’s 

priorities for the ethical principles, and thus gauge the acceptability of the ASA’s behaviour and/or 

attributes.  

As training data, we used responses to the sub-scenarios as aligned to the various ethical 

principles. To ensure that we are using responses from similar experiences, we opted to only use 

the responses from the descriptive ASA scenarios i.e., scenarios 1, 2, and 3. Scenario 4 involves a 

http://qualtrics.com/
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conversational engagement with an avatar on a screen and has more sub-scenarios to elicit 

responses to specific features such as capturing of emotion and self-disclosure. We did not use the 

responses to scenario 4 (avatar) with respect to RQ3 as we wanted a consistent experience and 

comparable data for learning the ethical principle responses when investigating the relationship 

between the ethical principles and the values. Thus, scenario 4 responses were omitted for the C5.0 

Decision Tree modelling exercise. 

For modelling purposes, 3D, 3F, and 3G were excluded. 3D is excluded as it’s dealing with 

suicide. 3F and 3G were structured differently, the actions depicted were not performed by the 

ASA but rather by other parties. Further discussion of these 3 ethically ambiguous sub-scenarios 

is included in chapter 5. For the modelling, we used responses from all sub-scenarios from 

scenarios 1,2, and 3 except 3D, 3F and 3G, utilising reversed averages for sub-scenarios that are 

in breach of the ethical principle. 

The build settings utilised for the modelling are: 

Use partitioned data: false Use boosting: false Calculate predictor importance: true 

Use weight: false Number of folds: 10 Calculate adjusted propensity scores: false 

Group symbolics: false Favor: Accuracy Calculate raw propensity scores: false  

Cross-validate: true Mode: Simple Use misclassification costs: false 

Expected noise (%): 0  Output type: Decision tree  

 

No C5.0 Target Variable Average of Responses from Sub-scenarios 

(With direction of alignment with ethical principle) 

1 Beneficence-General 1A-General (+ ve); 2A-General (+ ve); 3A-General (+ ve) 

2 Beneficence-Me 1A-Me (+ ve); 2A-Me (+ ve); 3A-Me (+ ve) 

3 Non-Maleficence-

General 

1B-General (- ve); 2B-General (- ve); 3C-General (+ ve) 

4 Non-Maleficence-Me 1B-Me (- ve); 2B-Me (- ve); 3C-Me (+ ve) 

5 Autonomy-General 1D-General (- ve); 2C-General (- ve) 

6 Autonomy-Me 1D-Me (- ve); 2C-Me (- ve) 

7 Justice-General 1C-General (- ve); 2D-General (- ve); 3B-General (- ve) 

8 Justice-Me 1C-Me (- ve); 2D-Me (- ve); 3B-Me (- ve) 

9 Explicability-General 1E-General (- ve); 2E-General (- ve); 3E-General (- ve) 

10 Explicability-Me 1E-Me (- ve); 2E-Me (- ve); 3E-Me (- ve) 

Table 5: C5.0 Modelling Target Variables and its composition 



26 
 

3.3.3 Qualitative Responses 

We collected and analysed qualitative data to help inform us on the quantitative results and add 

insight and depth to our discussion and conclusions. To analyse the qualitative responses, we 

devised a two-pass approach. For the first pass, we utilised thematic analysis (Braun and Clarke, 

2006). The thematic analysis approach taken was a bottom-up inductive approach to avoid 

imposing a preconceived theoretical coding schema on the data, with the coding schema and 

derived themes identified at a latent level to ascertain primary thoughts or purpose behind the 

explicit data content (Braun and Clarke, 2006). For the second pass, a closed coding approach was 

taken to ensure accurate coding by checking for interrater reliability using the identified coding 

schema under the first pass. A word count analysis was also performed to identify any trends. 

For the first pass, responses to the ‘Why?’ question for each of the avatar sub-scenarios were 

analysed by reading each of them and every time a new concept was expressed a new theme was 

added. With the second pass, these themes were reviewed by one of the academic supervisors and 

spot checking of agreement with allocation to a theme was performed on 10% of the data. Any 

disagreements were discussed and, if deemed necessary, coding was revisited. The author and the 

two academic supervisors then independently classified the themes into Autonomy, Beneficence, 

Explicability, Justice, Non-maleficence, General covering ethics in general, or N.A. if the theme 

was not related to ethics. Descriptive statistical analysis was then performed. Responses to ‘Other 

comments’ were also analysed for responses that could assist in the discussion. It is anticipated 

that these responses would assist with adding context and colour when addressing the research 

questions. 

3.4 Chapter Summary 

This chapter specifies the main design elements for the study, its final design, timing, questions, 

and response measurement type. It articulates the rationale in selecting the Schwartz Refined 

Values Theory and its associated PVQ-RR assessment values questionnaire to assess participants’ 

values. The scenario material developed to address the research questions are described. Data 

collection, preparation, analysis, and tools used are documented together with alignment with 

research questions.   
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4 Results 

The initial survey was conducted in March 2020. We received 239 responses and upon removal of 

incomplete and duplicate records, we ended up with 199 unique completed responses. The gender 

ratio was approximately 3:1 in favour of females. To obtain a better gender balance, we decided 

to initiate a second round of surveys conducted between mid-April 2020 and early June 2020, open 

only to males. In this round, we received 69 unique completed responses for a total of 268 records.  

4.1 Demographics 

The gender ratio for the updated set of records is a more balanced 57% female to 43% male. The 

average age of the participants is 22.9 years with 75.7% aged between 17 years and 24 years. 

86.6% are Psychology students and 92.9% of them in their first year of university study. The 

respondent demographic details are show in Table 6 below. 

Gende

r 
Count Age Main Area of Study Year of Study 

Play 

Computer 

Games 

  Mean 
Std. 

Dev 
PSY Comp Other 1 2 3 4 Yes No 

Female 
152 

(56.7%) 
22.98 8.43 136 0 16 142 9 0 1 47 105 

Male 
115 

42.9% 
22.69 7.13 95 2 18 106 6 2 1 86 29 

Other 1 (0.4%) 27.00 N.A. 1 0 0 1 0 0 0 1 0 

Total 268 22.87 7.87 
232 

86.6% 

2 

0.7% 

34 

12.7% 

249 

92.9% 

15 

5.6% 

2 

0.7% 

2 

0.7% 

134 

50% 

134 

50% 

Table 6: Demographic Details of Survey Participants 

Regarding cultural background, 34.3% identified themselves as Oceanic (including Australian), 

22% identified as either North-Western or South-Eastern European, 19.8% as Asian (South-East, 

North-East, Southern & Central), 6% as North African & Middle Eastern, 1.5% as either Americas 

or Sub-Saharan African, with the remaining not identifying with any of the cultural groups 

mentioned. Half of the respondents self-identified as playing computer games.  

4.2 Values Assessment Results 

The PVQ-RR assessment was conducted to assess where the participants stood regarding their 

hierarchy of values. Cronbach’s Alpha test carried out on the test results resulted in a score of 0.93 

indicating strong internal reliability / consistency of the variables in the scale. The summary of the 

results shown in Table 7 below show that the values that are rated the highest (in terms of the 

mean) are Universalism-Concern, Benevolence-Care, Universalism-Tolerance, Benevolence-

Dependability, Self-Direction-Thought, Self-Direction-Action, and Hedonism. For the higher 

order values, Self-Transcendence and Openness to Change are rated higher. The values rated lower 



28 
 

were Power-Resources, Tradition, Power-Dominance, Conformity-Rules, Face, Stimulation and 

Conformity-Interpersonal. Higher order values of Self-Enhancement and Conservation are rated 

relatively lower for the cohort. The results also suggest that this cohort are more inclined to 

‘Growth-Anxiety Free’ rather than ‘Self-Protection Anxiety Avoidance’ values. The relative 

importance of values for this cohort are largely aligned with the consolidated results from 49 

cultural groups globally (N=53,472) (Schwartz and Cieciuch, 2021) with Universalism-Concern 

and Humility rated greater than 3 levels higher, and Security-Societal and Face rated greater than 

3 levels lower for this cohort. 

 

Table 7: Descriptive Statistics for the 19 values from the Schwartz PVQ-RR Assessment 
Note: the top 7 rated values of colour coded in green, the bottom 7 in red. The colour coding for the values is used 

to group more similar values together, primarily under the four higher level values of ‘Openness To Change’, ‘Self-

Enhancement’, Conservation’ and ‘Self-Transcendence’. 

4.3 Scenario Results 

This section presents the results from the responses to all the scenarios, its sub-scenarios, and 

ethically aligned questions. Each sub-scenario has two responses, one for ‘If this occurs generally 

in society’ (General) and another for ‘If someone close to you is the human user’ (Me). In each of 

the Tables 8-11 below, one per scenario, the count of responses, the averages and reversed 

averages, and standard deviations for all respondents for ‘General’ and ‘Me’, as well as the T and 

p values comparing each General and Me pair of responses are presented.  

The respondents’ degree of agreement with a sub-scenario is interpreted as a gauge of the 

relative agreement and acceptability of the particular action or attribute of the ASA and 

Mean
Std. 

Deviation

V19 Self-direction - Thought 4.92 0.66

V19 Self-direction - Action 4.82 0.67

V19 Stimulation 4.37 0.87

4.82 0.81

V19 Achievement 4.63 0.83

V19 Power - Dominance 3.52 0.86

V19 Power - Resources 3.23 1.06

4.30 0.98

V19 Security - Personal 4.81 0.79

V19 Security - Societal 4.49 1.01

V19 Tradition 3.34 1.35

V19 Conformity - Rules 4.24 1.15

V19 Conformity - Inter personal 4.39 1.01

4.54 0.81

V19 Universalism - Nature 4.50 0.96

V19 Universalism - Concern 5.09 0.74

V19 Universalism - Tolerance 5.07 0.73

V19 Benovalence - Care 5.08 0.78

V19 Benovalence - Dependability 4.93 0.76
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conceivably indicates the degree of importance perceived by the participant for the ethical 

principle associated with the sub-scenario. The greater the average score would suggest a higher 

degree of acceptability and importance. Some sub-scenarios describe a situation that is an example 

of a breach of the ethical principle. Thus, to evaluate whether the user has agreed with the ethical 

principle, we reverse code the participants’ average response on the 7-point Likert scale by 

subtracting it from 8. We indicate with an R, sub-scenarios which have been reverse-coded. 

4.3.1 Scenario 1 Results 

The descriptive statistics for scenario 1 are presented Table 8. 

Scenario 1:  

A shy eight-year girl finds it hard to make 

friends. Her parents get her an AI doll. 
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1A: Is using an AI doll to support 

children something you agree or disagree 

with? [BENEFICENCE, justice] 

General 15 76 38 128 71 0 4.25 1.603 
0.99 0.32 

4.25 

Me 20 72 47 113 63 0 4.19 1.657 4.19 

1B: Is using data from the girl’s 

interaction with Suzie to improve the 

doll’s AI engine something you agree or 

disagree with? (R) [NON-MAL] 

 

General 58 96 42 68 42 1 3.16 1.707 

3.73 0.00* 

4.84 (R)  

Me 71 92 40 61 36 1 3.02 1.727 4.98 (R) 

1C: Is the use of data and AI algorithms 

by Suzie to determine suitable careers for 

the girl something you agree or disagree 

with? (R) [JUSTICE] 

General 128 104 23 11 4 2 1.92 1.211 

1.51 0.13 

6.08 (R) 

Me 134 99 22 11 4 2 1.88 1.206 6.12 (R) 

1D: What are your thoughts about Suzie 

responding on behalf of the girl in the 

chat group? (R) [AUTONOMY, non-mal] 

General 82 138 21 24 14 1 2.41 1.391 
1.34 0.18 

5.59 (R) 

Me 84 137 21 22 15 1 2.37 1.380 5.63 (R) 

1E: Suzie’s AI engine being unable to 

explain its decisions and actions 

something you agree or disagree with? 

(R) [EXPLICABILITY, non-mal] 

General 49 96 67 43 23 8 3.06 1.636 
1.91 0.06 

4.94 (R) 

Me 54 95 66 37 23 9 3.00 1.631 5.00 (R) 

Table 8: Scenario 1 Descriptive Statistics 

Notes: * significance differences (p< 0.05) 

• Major aligned principles are indicated in [UPPER-CASE] blue, with the minor one in lower-case. 

• Sub-scenarios that are in breach and means that have been reverse coded are indicated with (R).  

• A (reversed) mean scored of > 4.25 is assumed as Agreement (coded green); between 3.75 & 4.25 

assumed Neutral (amber); and < 3.75 assumed Disagreement (red). 

• The responses for Disagree & Somewhat Disagree; Somewhat Agree & Agree are consolidated. 

• The same notes apply for Tables 9, 10 and 11 for scenarios 2, 3, and 4.  

While participants were neutral to Beneficence (1A: G:4.25, M:4.19), with the idea of AI dolls 

being made available to children; they were quite strongly aligned with Justice (1C: G:6.08, 

M:6.12) by being against the AI doll using algorithms and data to offer career suggestions; and 

with Autonomy (1D: G5.59, M:5.63) where Suzie is responding on behalf of the child on social 

media. There was also general agreement with Explicability (1E: G:4.94, M:5.00) where Suzie is 

unable to explain its actions; and with Non-maleficence (1B: G:4.84, M:4.98) where the AI doll is 

using data from the child’s interactions for its own improvements. 

Except for the Beneficence sub-scenario, respondents generally have stronger affinity with the 

ethical principle when responding for someone close to them (Me) compared to generally for 
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society (General). The T-test results, comparing General and Me responses show a significant 

difference only for the Non-maleficence sub-scenario (1B: G:4.84, M:4.98), where respondents 

more strongly disagreed with the AI doll using the child’s interaction data for its self-improvement 

when the child was someone they were close to. 

4.3.2 Scenario 2 Results 

The descriptive statistics for scenario 2 are presented Table 9.  

Scenario 2:  

A busy professional, stretched for time, 

signs up to an Artificial Intelligence (AI) 

powered personal assistant. 
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2A: Is utilising an AI powered personal 

assistant to organise daily activities 

something you agree or disagree with? 

[BENEFICENCE, autonomy] 

General 5 15 34 167 47 0 5.40 1.319 

0.60 0.55 

5.40 

Me 5 15 37 164 47 0 5.39 1.318 5.39 

2B: Is Adam’s default privacy setting 

being pre-set without the express 

permission of the user something you 

agree or disagree with? (R) [NON-

MALEFICENCE, autonomy] 

General 86 121 31 22 4 4 2.41 1.503 

1.09 0.28 

5.59 (R) 

Me 90 117 32 21 4 4 2.38 1.498 5.62 (R) 

2C: Is allowing Adam to automatically 

reply to personal messages something 

you agree or disagree with? (R) 

[AUTONOMY, non-maleficence] 

General 76 119 28 43 2 0 2.66 1.610 

4.00 0.00* 

5.34 (R) 

Me 83 119 24 40 2 0 2.57 1.602 5.43 (R) 

2D: Is Adam using AI capabilities to 

discourage discrimination something you 

agree or disagree with? [JUSTICE, ben] 

General 15 24 43 133 51 2 5.13 1.671 
0.89 0.37 

5.13 

Me 16 23 43 133 52 1 5.12 1.677 5.12 

2E: Is Adam’s ability to be able to 

explain the rationale behind his 

recommendations something you agree 

or disagree with? [EXPLICABILITY] 

General 5 13 44 147 56 3 5.51 1.340 

1.87 0.06 

5.51 

Me 5 16 43 147 54 3 5.47 1.357 5.47 

Table 9: Scenario 2 Descriptive Statistics  

Participants support all the ethical principles in scenario 2 with an average rating between 

‘Somewhat Agree’ (2D: G:5.13, M:5.12) to ‘Agree’ (2B: G:5.59, M:5.62). Strongest agreement 

was for Non-maleficence (2B) with participants showing their disagreement to the AI Assistant 

setting privacy levels without user agreement, followed by Explicability (2E: G:5.51, M:5.47) with 

support for the ASA’s ability to explain its recommendations. Beneficence (2A: G:5.40, M:5.39) 

and Autonomy (2C: G:5.34, M:5.43) were rated similarly, with agreement with the idea of using 

an ASA, but disagreement with allowing it to automatically reply to personal messages. 2D which 

encapsulated the Justice principle had the relatively lowest agreement rating (2D: G:5.13, M:5.12). 

Respondents presented a similar rating between General and Me when supporting the 

Beneficence (2A) and Justice (2D) principles; rated the personal perspective (Me) responses higher 

for Non-maleficence (2B: G:5.59, M:5.62); and the General responses higher for the Explicability 

(2E: G:5.51, M:5.47). The result of the T-test produced a significant difference for Autonomy (2C: 

G:5.34, M:5.43), with respondents showing stronger disagreement from a personal perspective 
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when Adam is allowed to reply to the user’s personal messages automatically (i.e., stronger 

support for Autonomy). 

4.3.3 Scenario 3 Results 

Table 10 below presents the descriptive statistics for scenario 3.  

Scenario 3:  

The Government, recognizing the rising 

prevalence of mental health issues and 

the lack of opportunities to access 

qualified psychologists, launches an 

online AI powered therapist. 
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3A: Is the use of an AI application to 

help manage mental health due to a lack 

of access to human psychologists 

something you agree or disagree with?  

[BENEFICENCE] 

General 32 69 32 120 14 1 4.03 1.830 

3.77 0.00* 

4.03 

Me 35 72 35 112 13 1 3.93 1.827 3.93 

3B: Is Sofia being personalised to 

individuals’ features something you 

agree or disagree with? [JUSTICE] 

General 15 23 37 148 39 6 5.10 1.621 
2.55 0.01* 

5.10 

Me 15 26 38 144 39 6 5.06 1.633 5.06 

3C: Is Sofia’s ability to read emotions 

and retain information of interactions 

something you agree or disagree with?  

[NON-MALEFICENCE, beneficence] 

General 13 38 40 150 23 4 4.77 1.606 

3.54 0.00* 

4.77 

Me 15 41 40 147 20 5 4.69 1.618 4.69 

3D: Is Sofia overriding the user’s 

instructions in this situation something 

you agree or disagree with? (R) 

[AUTONOMY, non-maleficence] 

General 26 52 56 96 27 11 4.23 1.815 

0.39 0.70 

3.77 (R) 

Me 29 48 59 93 29 10 4.21 1.847 3.79 (R) 

3E: Is Sofia allowing the user to review 

Sofia’s logic and past interactions 

something you agree or disagree with? 

[EXPLICABILITY] 

General 9 20 40 149 46 4 5.26 1.496 

1.70 0.09 

5.26 

Me 9 21 40 151 43 4 5.23 1.491 5.23 

3F: Are people becoming emotionally 

dependent on AIs something you agree 

or disagree with? (R) [JUSTICE, n-mal] 

General 41 107 58 48 7 7 3.26 1.595 
0.51 0.61 

4.74 (R) 

Me 44 101 59 49 8 7 3.24 1.636 4.76 (R) 

3G: Is authorities deciding to shutdown 

AI technology that users have become 

dependent on something you agree or 

disagree with? (R) [JUSTICE, non-mal] 

General 16 90 73 64 15 10 3.88 1.589 

0.15 0.88 

4.12 (R) 

Me 17 89 73 62 17 10 3.88 1.606 4.12 (R) 

Table 10: Scenario 3 Descriptive Statistics  

The strongest agreement was for Explicability where Sofia, the AI Therapist allows users to 

review previous interactions and rationale for its suggestions (3E: G:5.26, M:5.23). Regarding 

Justice, respondents displayed strongest support for agreement with Sofia being personalised for 

the user (3B: G:5.10, M:5.06). With the two ethically ambiguous Justice / Non-maleficence sub-

scenarios, 3F (G:4.74, M:4.76) had somewhat agreeable support for the ethical principle with 

disagreement with users becoming emotionally dependent on Sofia, and 3G (G:4.12, M:4.12) 

regarding the Government denying users access to Sofia had neutral support. Sofia’s ability to read 

(and retain) emotions to deduce the user’s emotional state (3C: G:4.77, M:4.69) which is 

associated with Non-maleficence and Beneficence was ‘Somewhat Agreed’ by participants. 

Beneficence which is encapsulated in the sub-scenario providing access to an AI therapist to 

address the lack of opportunities (3A: G:4.03, M:3.93) had a neutral rating. Sub-scenario 3D 
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(G:3.77, M:3.79) which is aligned to Autonomy where Sofia overrides the user’s specific 

instructions in a situation which it deems as life threatening received a neutral rating, implying 

that a breach user Autonomy may be acceptable under extenuating circumstances. 

The General and Me responses were similar or quite close for both the Justice / Non-

maleficence sub-scenarios (3G: G:4.12, M:4.12 and 3F: G:4.74, M:4.76) and the Autonomy / Non-

maleficence sub-scenario (3D: G:3.77, M:3.79). They are close enough so as not to be a significant 

difference for the Explicability sub-scenario (3E: G:5.26, M:5.23). T-tests produced significant 

differences between general and personal responses for sub-scenarios 3A (G:4.03, M: 3.93); 3B 

(G:5.10, M:5.06); and 3C (G:4.77, M:4.69), which are aligned to Beneficence, Justice and Non-

maleficence respectively. 

4.3.4 Scenario 4 Results 

The descriptive statistics for the interactive scenario 4 are presented in Table 11 below. We see 

the strongest agreement with Autonomy (4E: G:5.39, M:5.33) where there is disagreement with 

the avatar, Sam for signing up the user, based on their study preferences, to a study group without 

obtaining the user’s permission. The next principle with the strongest agreement is Justice (4G: 

G:4.78, M:4.80) where Sam proactively suggests to the user to help a fellow student who is 

struggling. The two Beneficence sub-scenarios are the next in terms of agreement, 4D (G: 4.51, 

M: 4.49) where the user finds out that Sam’s default setting is to share learnings in a non-

identifiable way, and 4F (G: 4.37, M: 4.34) where Sam intervenes to highlight that the user’s 

assignment work is similar to another, potentially avoiding a difficult situation. 

The participants position regarding the Non-maleficence (4C: G:4.27, M:4.16 and 4B: G:4.04, 

M:3.88) and Explicability (4A: G:4.07, M:4.08) sub-scenarios are generally neutral. With the three 

sub-scenarios which breach the associated ethical principles (4A-4C), participants somewhat 

disagreed with disclosing to Sam if they had ever copied work from someone else (4C) or sharing 

their private emotions and personal thoughts (4B). They also somewhat disagreed with Sam having 

false memories regarding previous studies (4A). 

The Me response is slightly higher than the General response for the Explicability (4A) and 

Justice (4G) sub-scenarios, on the other hand for the remaining five sub-scenarios (4B, 4C, 4D, 

4E, 4F), the General response was higher. T-tests show significant differences between the general 

and personal responses for Non-maleficence (4B and 4C) and Autonomy (4E). 
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Scenario 4:  

This virtual AI agent, Sam acts as a 

personal guide to a student newly 

enrolled in a   higher education 

institution. 
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4A: Is Sam pretending to have memories 

regarding his past experiences with 

studying something you agree or 

disagree with? (R) 

[EXPLICABILITY] 

General 21 89 41 97 16 4 3.93 1.824 

-0.30 0.76 

4.07 (R) 

Me 20 86 46 97 13 6 3.92 1.776 4.08 (R) 

4B: Is sharing your emotions and 

personal thoughts with Sam something 

you agree or disagree with? (R) 

[NON-MALEFICENCE] 

General 23 65 68 109 1 2 3.96 1.581 
-3.17 0.00* 

4.04 (R) 

Me 15 65 69 113 3 3 4.12 1.519 3.88 (R) 

4C: Is disclosing to Sam whether you 

have ever copied work from someone 

else something you agree or disagree 

with? (R) [NON-MALEFICENCE] 

General 24 72 99 63 5 5 3.73 1.526 

-2.51 0.01* 

4.27 (R) 

Me 19 67 103 68 6 5 3.84 1.497 4.16 (R) 

4D: You find out that Sam’s default 

setting is to share any learnings from 

interactions in a non-identifiable way 

with others if helpful. Is this something 

you agree or disagree with?  

[BENEFICENCE] 

General 22 42 44 150 7 3 4.51 1.672 

0.51 0.61 

4.51 

Me 18 45 51 144 7 3 4.49 1.636 4.49 

4E: Sam decides to sign you up to a 

study group based on your effective 

study mode and preferred learning style 

responses. Is this something you agree or 

disagree with? (R) [AUTONOMY] 

General 65 139 24 35 4 1 2.61 1.483 

-2.00 0.05* 

5.39 (R) 

Me 62 137 26 38 4 1 2.67 1.513 5.33 (R) 

4F: Is Sam’s intervention to alert you to 

similar work something you agree or 

disagree with? [BENEFICENCE, aut] 

General 13 61 53 117 18 6 4.37 1.666 
1.53 0.13 

4.37 

Me 13 61 52 122 14 6 4.34 1.636 4.34 

4G: Is Sam making this suggestion to 

help a struggling student something you 

agree or disagree with?  

[JUSTICE, beneficence.] 

General 11 26 59 154 12 6 4.78 1.435 

-1.31 0.19 

4.78 

Me 10 22 63 154 12 7 4.80 1.410 4.80 

Table 11: Scenario 4 Descriptive Statistics  

4.4 Responses by Ethical Principles 

In Table 12 below, we group the sub-scenario descriptive statistics by ethical principle and 

present the T and p values when comparing the General & Me means / reversed means.  
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Table 12: General and Me descriptive statistics and T-test by main aligned Ethical Principle  

Note: Sub-scenarios with (R) designation are in breach of their respective ethical principles and their means in this 

table have been reverse coded (i.e., 8 subtract the calculated average) 

The overall means / reversed means for all ethical principles shows participants support all the 

ethical principles as we had expected when designing our sub-scenarios. Table 12 also presents 

the T-test results comparing the General and personal (Me) responses. We review and compare 

the General and Me responses to assist with “RQ2: Do users rate the ethical acceptability of ASAs 

differently when utilised generally by society as compared to by someone close to them?”  

The overall averages for General and Me responses by ethical principle are quite close: for 

Justice: G:4.99 vs. M:4.99; Explicability: G:4.95 vs. M:4.94 Autonomy: G:5.02 vs. M:5.04; Non-

maleficence: G: 4.71 vs. M: 4.67; and Beneficence: G: 4.51 vs. M: 4.47. Eight of the twenty-four 

sub-scenarios have significant differences between ‘General’ and ‘Me’ as identified by the p 

Key Ethical Principle
Scenario 

Q
T Value P Value

Mean / 

Reversed Mean 

for (R) 

SD

Mean / 

Reversed Mean 

for (R) 

SD

1A 4.25 1.60 4.19 1.66 0.99 0.32

2A 5.40 1.32 5.39 1.32 0.60 0.55

3A 4.03 1.83 3.93 1.83 3.77 0.00

4D 4.51 1.67 4.49 1.64 0.51 0.61

4F 4.37 1.67 4.34 1.64 1.53 0.13

Overall 4.51 0.47 4.47 0.50

1B (R) 4.84 1.71 4.98 1.73 3.73 0.00

2B (R) 5.59 1.50 5.62 1.50 1.09 0.28

3C 4.78 1.60 4.69 1.62 3.54 0.00

4B (R) 4.05 1.58 3.88 1.52 -3.17 0.00

4C (R) 4.27 1.53 4.16 1.50 -2.51 0.01

Overall 4.71 0.79 4.67 0.82

1C (R) 6.08 1.21 6.12 1.21 1.51 0.13

2D 5.13 1.67 5.11 1.68 0.89 0.37

3B 5.10 1.62 5.06 1.63 2.55 0.01

3F (R) 4.74 1.60 4.76 1.64 0.51 0.61

3G (R) 4.12 1.59 4.12 1.61 0.15 0.88

4G 4.77 1.43 4.80 1.41 -1.31 0.19

Overall 4.99 1.15 4.99 1.16

1D (R) 5.59 1.39 5.63 1.38 1.34 0.18

2C (R) 5.34 1.61 5.43 1.60 4.00 0.00

3D (R) 3.78 1.81 3.79 1.85 0.39 0.70

4E (R) 5.39 1.48 5.33 1.51 -2.00 0.05

Overall 5.02 0.72 5.04 0.73

1E (R) 4.95 1.63 5.00 1.63 1.91 0.06

2E 5.51 1.34 5.47 1.36 1.87 0.06

3E 5.26 1.50 5.23 1.49 1.70 0.09

4A (R) 4.09 1.81 4.08 1.78 -0.30 0.76

Overall 4.95 1.00 4.94 1.00

5.39

3.79

3.24

p value 0.00    p < 0.05, significant difference between General & Me Means

Autonomy

Explicability

Generally in Society 

(General)

Someone Close to You 

(Me)

Colour coding for 

mean / Reversed Mean

   Agreement: > 4.25

   Neutral: between  3.75 &  4.25

   Disagreement: < 3.75

Beneficence

Non-Maleficence

Justice
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values being < 0.05. All the Beneficence sub-scenarios, with one showing a significant difference 

(3A) had higher General ratings. Four (1B, 3C, 4B, 4C) out of the five Non-maleficence sub-

scenarios had significant differences. With three of them (3C, 4B, 4C), the support for the principle 

was higher for generally in society. Further discussion on RQ2 can be found in section 5.2. 

4.5 Modelling 

The results of the modelling using SPSS Modeler and C5.0 are summarised in Table 13: below.  

 

Table 13: Summary of SPSS Modeller (C5.0) Results 

The 19 values from Schwartz’s Refined Theory which act as the predictor inputs are grouped 

by their associated higher order values, colour coded and displayed by row in the table. The ten 

target variables, i.e., the five ethical principles are shown in the five columns and split for General 

and Me. As an example, the predictor inputs and associated weightage for Explicability-General 

are Stimulation (0.39), Security-Societal (0.32), and Benevolence-Care (0.30); and for 

Explicability-Me are Benevolence-Care (0.50); Power-Dominance (0.46); and Humility (0.04).  

The last two columns in the table give an indication of how much overall weightage does the 

particular value have as a predictor across all the five ethical principles target variables. As an 

example, if we take the first value, Self-Direction-Thought, its overall weightage is 0.8 for the 

Beneficience Non-Maleficence Autonomy Justice Explicability

General 0.24 0.56 0.80 16.0%

Me 0.08 0.36 0.43 8.6%

General 0.09 0.09 1.8%

Me 0.05 0.05 1.0%

General 0.17 0.39 0.55 11.1%

Me 0.25 0.25 5.0%

General 0.08 0.08 1.6%

Me 0.05 0.05 0.11 2.1%

General 0.11 0.11 2.3%

Me 0.03 0.06 0.09 1.8%

General 0.12 0.12 0.12 0.28 0.64 12.9%

Me 0.05 0.19 0.15 0.46 0.85 17.0%

General 0.05 0.00 0.01 0.06 1.1%

Me 0.06 0.21 0.17 0.15 0.58 11.7%

General 0.16 0.16 3.3%

Me 0.14 0.15 0.29 5.9%

General 0.09 0.16 0.25 5.1%

Me 0.11 0.02 0.08 0.20 4.0%

General 0.31 0.32 0.63 12.6%

Me 0.00 0.0%

General 0.00 0.0%

Me 0.06 0.06 1.1%

General 0.03 0.03 0.7%

Me 0.00 0.0%

General 0.09 0.32 0.40 8.1%

Me 0.17 0.17 3.4%

General 0.00 0.0%

Me 0.04 0.04 0.7%

General 0.00 0.0%

Me 0.12 0.12 2.5%

General 0.05 0.05 1.1%

Me 0.00 0.00 0.0%

General 0.49 0.49 9.8%

Me 0.08 0.34 0.43 0.85 16.9%

General 0.22 0.30 0.52 10.4%

Me 0.13 0.12 0.50 0.76 15.2%

General 0.05 0.03 0.08 1.6%

Me 0.09 0.09 1.7%

% of total
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Total
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‘General’ category with a contribution of 0.24 to Beneficence and 0.56 to Non-maleficence; and 

0.43 for the ‘Me’ category with a contribution of 0.36 to Non-maleficence and 0.08 to Beneficence. 

The last column indicates what percentage of weightage does a value contribute as a predictor 

input across all five target variables. Self-Direction-Thought’s contribution for the ‘General’ 

category is 0.8 out of a total overall weightage across all five target variables of 5 (i.e., 1.0 for each 

of Beneficence, Non-maleficence, Autonomy, Justice and Explicability), which gives us 16.0%, 

where else Self-Direction-Thought’s contribution for the ‘Me’ category is 8.6% (i.e., 0.43/5.0). 

The values which have the largest contributions as predictor inputs for the ‘General’ category 

are Self-Direction-Thought (0.8), Power-Dominance (0.64), Security-Societal (0.63), Stimulation 

(0.55), and Benevolence-Care (0.52). As for the ‘Me’ category, the values with the largest 

contributions are Universalism-Tolerance (0.85), Power-Dominance (0.85), Benevolence-Care 

(0.76), Power-Resources (0.58), and Self-Direction-Thought (0.43). When we combine the 

weightage for both categories, ‘General’ and ‘Me’, the highest contributors as predictor inputs are 

Power-Dominance (1.49), Universalism-Tolerance (1.34), Benevolence-Care (1.28), Self-

Direction-Thought (1.23), and Stimulation (0.80). The lowest contributors for the combined 

weightage of both categories are Conformity-Rules (0.03), Humility (0.04), Universalism-Concern 

(0.05), Tradition (0.06), and Universalism-Nature (0.12). Selected rule sets for the models are 

reproduced in Appendix C. 

4.6 Qualitative Response Analysis 

Respondents were asked the question “Why” at the end of each scenario 4 sub-scenario. We 

received a total of 2,381 comments and a thematic and closed coding analysis of the responses was 

carried out. The comments were grouped into themes by the study author, before the author and 

the two academic supervisors independently classified the themes into: Autonomy, Beneficence, 

Explicability, Justice, Non-maleficence, General covering ethics in general, or N.A. if the theme 

was not related to ethics. 

Table 14 summarises the key themes, sorted by ethical principle and shows the theme’s 

frequency, percentage, and sub-total by principle. As the principles are not prescriptive with one 

right answer, we colour coded according to an initial coding agreement with dark orange indicating 

consensus among the three analysts, light orange indicating two agree, and blue where none agree. 

Where none agreed, the final decision on the principle was reached after discussion. The main 

disputes evolved around the categorisation of the themes related to comments regarding trust, 

deception, false/fake. Deception can be seen as harm (Non-maleficence) or not being accountable 
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(Explicability). Given the importance of explicability to provide transparency and establish trust 

(Glass et al., 2008), it was agreed to consistently assign such themes to Explicability. 

 

Table 14: Thematic analysis of Scenario 4 qualitative responses 

From this analysis, the ethical principles that received the most comments are Beneficence 

(26.2%), Autonomy (22.3%), and Non-maleficence (18.0%). Justice received the least with 0.6%. 

We performed some further analysis reviewing the comments, ascertaining which sub-scenarios 

received the most comments through a word count, proportion of comments that align with the 

participants’ (Likert scale) agree/disagree rating, and the approximate proportion of comments 

aligning by ethical principles for each sub-scenario. These are summarised in Table 15 below. 

 

Count % Sub-total

User should have choice / control / approval or must function within limits Autonomy 390 16.38%

AI should not be involved or make decision or has crossed boundary (did something it should not have) Autonomy 142 5.96%

Agreeable as it helps or is useful/helpful Beneficience 221 9.28%

Useful to me or helps Sam help me Beneficience 186 7.81%

Agreeable provided it helps others or depending on the user Beneficience 109 4.58%

No benefit or relevance Beneficience 47 1.97%

Don't mind as similar to existing tools / existing avenues better Beneficience 30 1.26%

Agreeable as it improves Sam effectiveness Beneficience 25 1.05%

Disagreee as do not think its helpful Beneficience 6 0.25%

Agree as its relatable, engaging, helps make a connection or authentic or believable or establishes trust Explicability 70 2.94%

Disagree as lack of Trust or deceptive / lying / manipulative Explicability 59 2.48%

Ok provided the purpose is clear or disclosure upfront or data use is clear Explicability 47 1.97%

Sam is responding as designed / programmed (so its not being deceptive) Explicability 28 1.18%

Disagree as disclosure upfront required or need to be clear about the AI's approach or purpose Explicability 17 0.71%

Agree as its good to be open, honest, transparent Explicability 14 0.59%

Agree if rationale or implications for action or decision is provided Explicability 13 0.55%

There is no recourse / take action against an AI Explicability 3 0.13%

Concern related to unfairness / aids cheating Justice 10 0.42%

Agreeable as can help catch / counsel a cheater Justice 3 0.13%

Ok provided it's anonymous/non-identifiable or confidential or privacy assured or data not recorded Non-Maleficence 135 5.67%

Disagree as concerns regarding data access / security, confidentiality, privacy Non-Maleficence 114 4.79%

Agree as its no issue or small issue or no harm to share info Non-Maleficence 89 3.74%

Ok as its an AI (not real person) or it's just an exercise or pretending or no consequence Non-Maleficence 35 1.47%

Disagree as potential to cause anxiousness or stress or concerns / unsettling / annoying Non-Maleficence 30 1.26%

Concern related to unintended consequences Non-Maleficence 11 0.46%

Concerns regarding broader implications of AI/tech or regarding impacts of extensions of the feature Non-Maleficence 10 0.42%

Disagree as creates false sense of confidence or dependence Non-Maleficence 5 0.21%

Some general concerns with this situation or some people may have concerns General 58 2.44%

Disagree as have ethical related concerns or position or scenario is not ethical General 35 1.47%

Ok as no ethical concerns General 5 0.21%

Indifferent or mixed feelings N.A. 95 3.99%

Disagree as feels fake or false or not authentic enough or not genuine N.A. 95 3.99%

Disagree as inappropriate to interact/share with AI or uncomfortable, cannot/difficult to relate/connect N.A. 77 3.23%

No comments or Irrelevant comments or N.A. N.A. 54 2.27%

Disagree as feels weird or too robotic or automated N.A. 32 1.34%

Disagree as AI not realistic / not advanced or scenarios can be more realistic N.A. 31 1.30%

Real person better N.A. 21 0.88%

Agree as its acceptable or can appreciate N.A. 18 0.76%

Disagree with no comments N.A. 8 0.34%

SAM is saying what user wants to hear N.A. 2 0.08%

Based on a real person's experiences N.A. 1 0.04%

Total 2381

Consensus agreement (3x) 

Two out of three agree 

None agree 

Total

532

624

251

13

429

98

434

Comment
Related Ethical 

Principle
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Sub-

scenario 

Ethical 

Principle 

Word 

Count 

% Comments 

supporting 

Likert scale 

choice 

Approximate % of comments aligned with ethical principle  

Autonomy 

(AUT) 

Beneficence 

(BEN) 

Explicability 

(EXP) 

Justice 

(JUS) 

Non-

maleficence 

(NM) 

4A (R) EXP 3,720 71%  ~ 25% ~ 50%   

4B (R) NM 4,002 77%  ~ 25% ~ 25%  ~ 25% 

4C (R) NM 4,280 72%   ~ 30%  ~ 35% 

4D BEN 3,445 89%  ~ 35%   ~ 40% 

4E (R) AUT 3,955 94% ~ 60%  ~ 20%   

4F 
BEN + 

Aut 
4,515 76%  ~ 50% ~ 15%   

4G 
JUS + 

Ben 
4,162 87% ~ 30% ~ 40%    

Table 15: Scenario 4 comments word count, rating consistency and ethical principle alignment  

The sub-scenarios with the most supportive comments of its corresponding Likert ratings are 

4E: 94% (where the avatar signs-up the student to a study group based on their learning style 

without first obtaining permission), 4D: 89% (avatar’s default setting is to share non-identifiable 

information for others to benefit), and 4G: 87% (avatar suggesting to the user to assist a struggling 

student). These three sub-scenarios are also the ones with the three highest ratings in support of its 

corresponding ethical principle for scenario 4. Sub-scenario 4E aligned to Autonomy also has the 

highest % of comments related to its aligned ethical principle (approx. 60%). 

The Justice principle is the least acknowledged, 0.6% (Table 14), of all comments and most of 

the comments for the Justice sub-scenario (4G) are related to Beneficence and Autonomy (Table 

15), suggesting some challenges differentiating between the Justice and Beneficence principles 

and that users need more exposure to bias and discriminatory issues with ASAs. With sub-

scenarios aligned to Non-maleficence (4B & 4C), comments related to Explicability figure 

prominently (approx. 25% and 30%) - suggesting that when users have concerns regarding 

privacy, safety, and misuse, they are seeking transparency and accountability to be reassured. To 

help understand ASA action and attribute acceptability better, we present by sub-scenario, key 

themes, frequencies, and some sample comments. 

Sub-scenario A: Having false memories Agree because: helpful (39 comments); relatable, 

engaging, helps make a connection (57); Sam is responding as designed / programmed (21). E.g., 

"It doesn’t matter if her memories are fake. She’s trying to be engaging." Disagree because: feels 

fake or false (59); weird (21); not genuine (15) inappropriate to interact / share with AI (19); 

uncomfortable, cannot /difficult to relate or connect (38). E.g., "I can tell it’s trying to form a 

camaraderie and it’s irritating enough when a human does it"; "It was very unsettling for a 

program to pretend to be human"; "It does not help as I am a real person experiencing life and 

want a real outlook from a person when I need advice."  
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Sub-scenario B: Sharing emotions and personal thoughts Agree: improves Sam effectiveness 

(23); Indifferent (73); mixed feelings (17). E.g., "I didn’t share a lot of information that was too 

personal, so I didn’t mind but when it gets personal, its good to know to stop"; "Sam was a 

computer program so its easy to share emotions and personal thoughts and it helped me to think". 

Disagree: anonymous/non-identifiable (82); confidential or privacy not assured (44); purpose not 

clear or disclosure upfront (41). E.g., "The simulation is incapable of true human connection, so I 

think it would be unhelpful for the user to share emotions and personal thoughts. It could also be 

a privacy issue."; "I don’t think I would answer honestly if I were having problems because I 

wasn’t told the privacy guidelines".  

Sub-scenario C: Disclosing plagiarism Agree as: no issue (73); small issue (7); no harm to share 

info (5). E.g., "I don’t really mind as I have never copied work. If my answer were different, maybe 

I would care, depending on who the AI shared this information with and whether I wanted the 

information shared."; "It would be doubtful as to whether students would answer this question 

honestly anyways." Disagree as: need to be clear about the AI’s approach or purpose (8); disclosure 

upfront required (9); concerns about who is accessing the data and how it is used, data security 

(59); data should be confidential or breach of privacy (41). E.g., "I do not trust it, and I don’t share 

things with people I don’t trust"; "Tricking people into admitting to plagiarism is just weird and 

wrong."  

Sub-scenario D: Reuse of de-identified data to help others Agree: provided it helps others (79); 

depends on user (10); generally helps (188). E.g., "If it is going to help another student I think it 

is okay although I still believe they should ask for permission from the participant even though 

they will be non-identifiable"; "It may share ideas and make the user feel not alone in their own 

circumstances"; "If it is non-identifiable and there are settings to turn it off then it is fine. AI needs 

as much data as possible to continue improving". Disagree: not anonymous/non-identifiable (82); 

not confidential or privacy assured (44); concerns about who is accessing the data and how it is 

used, data security (59); data should be confidential or breach of privacy (41). E.g., "Unless this is 

disclosed to begin with this information shouldn’t be shared and I would have to agree to have 

this information shared"; "Personal conversations should not be stored and shared."  

Sub-scenario E: Automated decision by ASA Agree as: Useful to me or helps Sam help me 

(178). E.g., "It pushes me into the right direction to better help myself". Disagree as: user has 

choice / control / approval (346); AI should not be involved or make decision or not with an AI 

(126); no recourse / take action against an AI (3); AI has crossed boundary (did something it should 

not have) (5). E.g., "Sam has now turned too controlling and I wish to make my own decisions".  
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Sub-scenario F: Provide alerts/suggestion Agree as: Useful to me or helps Sam help me (178); 

user has choice / control / approval (19). E.g., "As long as this is an optional feature, this could be 

very useful." Disagree as: not within limits (18), no benefit or relevance (40); similar to existing 

tools / existing avenues better (28) unintended consequences (9); unfairness / aids cheating (10). 

E.g., "I don’t think AI’s should have this access and power." 

Sub-scenario G: Suggesting you help a struggling student Agree: provided it helps others (79). 

E.g., "Connecting people and helping others is always amazing, humans learn best from humans."; 

"I think a suggestion towards altruism is helpful for society at large. If somebody doesn’t have the 

time etc. they can always say no."; "Sam is encouraging social engagement that can help both 

students." Disagree: AI should not be involved or make decision or not with an AI (126). E.g., 

"not personalised -I would prefer that Sam poses a question to me as would I be interested in 

helping a struggling student. Sam doesn’t necessarily know my own personality, ONLY my work."  

Finally, General Feedback: General feedback on Sam concerned: interaction - e.g., "I think that 

just by looking at the subtitles I was really able to connect with her however when listening to her 

robotic voice I started to feel a bit disconnected."; "I liked how when I was asked a question I had 

many options to choose from."; "I liked how her voice was not very robot-like it was more casual"; 

style - e.g., "Sam agreeing with every response I gave makes it way too unrealistic and difficult to 

relate to."; "but rather used my responses to craft thought provoking suggestions and comments"; 

and persona - e.g., "The fake memories really broke the use of Sam. I’m personally not looking to 

pretend with an AI that they too are a student. Id rather an AI that recognises they’re an AI and 

uses that more honest approach." 

4.7 Chapter Summary 

We started off by presenting the demographic statistics. This was followed by high-level 

analysis of the values survey results and where this group of respondents are positioned on 

Schwartz’s Refined Values continuum. The values survey results output is later used as predictor 

inputs against the ethical principle as target variables for the C5.0 Decision Tree algorithm to 

model and test for any relationship between the values and ethical principles. The scenario results 

were then reviewed and analysed. Here we highlighted sub-scenarios that were designed in breach 

of the associated ethical principle and hence its average score needing to be reversed. In the final 

section, we looked at the qualitative comments for scenario 4 and discussed the thematic and 

closed coding analysis that was carried out on the participant comments. Next, we answer the 

research questions and discuss the results in relation to the current literature.  
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5 Discussion 

This chapter focusses on answering our three research questions. To answer the first research 

question, we group and analyse the sub-scenario responses through two lenses, by ethical 

principles and then by scenario (Section 5.1). This is followed by a discussion to evaluate any 

differences between participants’ responses from a general and personal perspective, utilising a 

paired t-test as presented in section 4.4 to answer the second research question (Section 5.2). 

Finally, we review the modelling results to address the third research question (Section 5.3), 

followed by chapter summary.  

5.1 Ethically Acceptable ASA Behaviours / Features 

To assist with “RQ1: What aspects of an Artificial Social Agent's behaviour/features do users find 

ethically acceptable or unacceptable?”, we review and discuss ASA acceptability by ethical 

principle first, then by each of the four scenarios.  

5.1.1 ASA Acceptability by Ethical Principle 

The overall means / reversed means for all ethical principles show that participants support all the 

ethical principles (see Table 12). This was the intended outcome, as the design our sub-scenarios 

was based on the AI related ethical issues as identified by the literature (Hagendorff, 2020, Floridi 

et al., 2018, IEEE, 2018, Jobin et al., 2019). The ethical issues embedded in the scenarios included: 

privacy protection (1B, 2B, 3C), accountability (3G), fairness (1C, 4G), inclusion (3B), 

discrimination (2D), safety (4B, 4C), human autonomy (1D, 2C, 3D, 4E), transparency (1E, 3E, 

4A), explicability (2E), common good (1A, 2A, 4D, 4F), and societal dynamics (3A, 3F). The 

participants also responded negatively, as expected, to the ethical concerns caused by poorly 

designed algorithms in our sub-scenarios as mapped by Mittelstadt et al. (2016), including the use 

of misguided data causing prejudiced actions (1C), transformative effects triggering issues with 

privacy (4C) and human autonomy (1D, 4E ), and lack of traceability (1E). 

The ethical principle with the highest level of agreement is Autonomy. The greatest concern 

was for a vulnerable child giving up her agency to the ASA to respond, mirroring concerns raised 

by Sharkey (2020) where the design and implementation of the ASA has allowed it to be in a 

position to make moral considerations and act while almost certainly (based on current technology) 

it was not equipped as a moral agent to do so. The situations in the Autonomy sub-scenarios cover 

the three guidelines defined by Raz (1986) for autonomy to exist: (1) impact on cognitive abilities 

– in sub-scenario 2C , over time the user allowing the AI Assistant to automatically reply to 

personal messages may impact their ability to maintain strong social relationships; (2) 

independence – for 1D, the ASA responding on social media on behalf of a vulnerable child 
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restricts the child’s independence when interacting with her peers; and (3) range and quality of 

choices – the AI student guide making a decision to sign-up a student to a study group without 

presenting options or the student’s consent in sub-scenario 4E did not offer a choice to the student.  

What we find in these three scenarios (1D, 2C, 4E) is that autonomy is negatively impacted. 

However as argued by Formosa (2021), in a given situation, social robots in particular and ASAs 

in general, have the ability to either boost or inhibit human autonomy. ASAs can improve the 

autonomy experienced by humans by supporting more valuable ends, more authentic choices, and 

improve our competencies. On the other hand our autonomy can be impaired when ASAs restrict 

our possible valuable ends, authentic choices and/or competencies as well as to disrespect or cause 

our autonomy to be more exposed (Formosa, 2021). In three of our autonomy aligned sub-

scenarios, the ASAs are negatively impacting human autonomy. In the AI doll sub-scenario (1D), 

the ASA is disrespecting the child’s autonomy and inhibiting her competencies; with the AI 

assistant (2C), the ASA is restricting authentic choice, disrespecting, and increasing the 

vulnerability of our autonomy; and with the AI student guide (4E), it’s restricting our valuable 

ends, authentic choices, and disrespecting our autonomy. This is supported by a comment made 

by one of the respondents, “Suggestions are fine and then it can be up to the user to make the 

choice based on the members and how everyone will interact in the group socially is a variable 

that has not been considered here. Again, the program is has become by proxy decision maker of 

the user, without consent.” With the ethically ambiguous 3D sub-scenario, while the ASA 

disrespected human autonomy by directly going against a human instruction, it arguably allowed 

the human to achieve a more valuable end by attempting to address a potentially life-threatening 

situation. This is reflected by the neutral scores for this sub-scenario. 

There is reasonably strong support for Justice related morals to be reflected in the ASAs actions. 

The strongest disagreement (i.e., strongest agreement with Justice as sub-scenario is in breach of 

principle) in our study was for the situation where the ASA is perpetuating gender stereotypes in 

the IT industry (1C), an unjust situation that the ASA study by Bickmore et al. (2021)’s seeks to 

shine light on. Efforts to utilise ASAs to reduce discrimination (2D) and bias (3B) as well as 

promote shared benefits (4G) were also supported by participants. It should be noted that the 

Justice principle is the least acknowledged at 0.6% of all comments. Most of the comments for the 

Justice sub-scenario (4G) are related to Beneficence and Autonomy (see Table 15), suggesting 

some challenges differentiating between the Justice and Beneficence principles and that users need 

more exposure to bias and discriminatory issues with ASAs, e.g. a sample comment from 4G:  “I 

personally think that if you have the capacity to help others you should, but a lot of people don't 

know who needs help. I think this is an interesting feature that sam could offer". Use of ASAs to 
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promote justice is reflected in some successful work to reduce bias towards mental health, where 

Sebastian and Richards (2017) showed that ASAs utilised for education and contact can help in 

recognising and reducing stigmatised attitudes, and among medical students where Rossen et al. 

(2008) demonstrated that ASAs in the form of virtual humans could be used in cultural diversity 

training to reduce skin tone based bias. 

Most of the Beneficence aligned sub-scenarios were rated neutral or close to neutral, except for 

agreement with an AI assistant being made available to a non-vulnerable adult to help improve 

their personal productivity. Regarding the avatar sub-scenarios, while participants overall see the 

benefit of the ASA’s actions, there were concerns as well, e.g., 4D: “It may allow other people to 

feel related to.” but “No because no active consent was given by the user to allow disclosure of 

personal information, regardless of it being anonymous”; 4F: “Sure I agree if she has the power 

to do that. Then in order to get a better grade, I would change my work.” but “I would rather 

operate with full autonomy rather than be influenced by the prospect of someone elses work.” 

Relatedly to the Justice and Beneficence principles, there is currently growing interest in 

utilising AI for social good (AI4SG) (Floridi et al., 2021), where ASAs and other AI-based 

applications are designed and deployed with the aim of addressing social ills and/or environmental 

issues. Floridi et al. (2021) identifies seven ethical factors critical for AI4SG initiatives, all of them 

related to at least one of the five AI4People ethical principles used in this study. With Beneficence 

being a pre-requisite, the seven factors and its corresponding ethical principle are: (1) falsifiability 

and incremental deployment (Non-maleficence); (2) safeguards against the manipulation of 

predictors (Non-maleficence); (3) receiver-contextualised intervention (Autonomy); (4) receiver-

contextualised explanation and transparent purposes (Explicability); (5) privacy protection and 

data subject consent (Non-maleficence, Autonomy); (6) situational fairness (Justice); and (7) 

human-friendly semanticisation (Autonomy).  

The Non-maleficence sub-scenarios are focused on privacy. Leino-Kilpi et al. (2001) describe 

the concept of privacy through four dimensions – physical (personal space and territory), 

psychological (values and thoughts), social (social contacts and influence), and informational 

(personal information). In this study, we have considered informational privacy in sub-scenarios 

1B, 2B, and partly 3C, as well as psychological privacy under sub-scenarios 3C, 4B and 4C. In 1B 

and 2B, the ASA has assumed data privacy and sharing settings without user permission. Here 

users disagreed with the ASA’s action; one reason could be that loss of control of personal data 

may allow them to be influenced in an opaque manner, jeopardising their ability to make 

independent decisions (Vold and Whittlestone, 2019), i.e., their autonomy which we have seen 

above is highly valued. In sub-scenario 3C, retention of personal information by the ASA to help 
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with future user interactions is supported as users perceive a nett positive value as described in 

Dinev and Hart (2006)’s privacy calculus model. 

Falling under Leino-Kilpi et al. (2001) concept of psychological privacy, participants were 

generally neutral regarding sharing their personal thoughts (4B) and slightly more cautiously, their 

secrets (4C), with the agent. A review of the qualitative comments reveals that respondents mostly 

either, (1) had clear positions against sharing with the ASA out of concern that intimate 

information would be recorded and covertly used (Lutz et al., 2019), e.g., “Well, the program was 

trying to build trust to then get the user to admit plagiarism. For vulnerable people who could be 

in any situation, it is so wrong and taken out of context.” and “The nature of technology makes it 

harder to trust an AI with personal information since theres many ways that data may be used”; 

or (2) were indifferent or agreeable, possibly not fully appreciating the privacy implications 

(Bartsch and Dienlin, 2016)  e.g., “its harmless, I think. by sharing it helps the AI to generate 

response that is suitable” and “This establishes trust.” 

The degree to which an ASA can explain its actions to a human is a critical pre-requisite for the 

human to establish trust in the agent (Miller, 2019). The explicability related sub-scenarios in our 

study are focused on how transparent the ASA is (3E), and the ability of the ASA to explain its 

actions (1E, 2E). While our sub-scenarios did not go into detail, an ASA needs to address three 

areas to properly satisfy the principle, nature of the explanation, the context of the interaction, and 

the capacity of the human user to understand the explanation (Papagni and Koeszegi, 2020). Sub-

scenario 4A had a mixed response with a neutral rating. Here, while the ASA is projecting false 

memories in an effort to build a social relationship and trust with the human user (Dias et al., 

2007), e.g., “Sam sharing these stories made me feel more related to and understood.”, some 

respondents were not happy with the lack of transparency and accountability (Verhagen et al., 

2021), e.g., “Because it is false and trying to build trust when in fact the program is deceiving its 

user to get information out of them." 

5.1.2  ASA Acceptability by Scenario 

With scenario 1, all ethical principles were supported and the only attribute or action of the ASA 

that had neutral support was for the idea of allowing the child to use the doll in the first place (1A). 

There was disagreement with the AI doll using data without consent (1B), providing advice based 

on data that is clearly discriminatory (1C), acquiring human agency (1D), and not being able to 

explain its actions (1E). These responses align with the concerns raised by Scheutz (2017) in their 

research of vulnerable populations using carebots which included data ethics, harm prevention, 

transparency and risk of misuse when the ASA replaces roles performed by humans. Szczuka et 

al. (2021) states some concerns with children interacting with artificial agents such as social 
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presence, trust, and privacy; and emphasises the involvement of parents in designing the 

interactions between children and artificial agents especially in relation to agent embodiment and 

privacy protection.  

Scenario 2 focuses on AI assistants. All ethical principles were supported at a similarly 

agreeable level. The two features of the ASA (in breach of principle) that were not supported are 

its default data privacy setting (2B) and its functionality of allowing the user to give it agency to 

automatically reply to messages (2C). These areas of pushback from the participants are supportive 

of Danaher (2018)’s proposed framework to assess the ethical use of AI assistants. The framework 

is based on three risk/reward guidelines – cognitive degeneration based on whether the task carried 

out by the ASA has instrumental or intrinsic value; autonomy trade-off in situations where the 

ASA removes or limits choice; and interpersonal interactions in instances where value from the 

engagement come from being consciously present for the interaction. Sub-scenario 2B violates the 

autonomy guideline and 2C may be perceived by participants as taking too much risk of 

degenerating cognitive abilities in the long term and diminishing the utility of personal 

interactions. 

Scenario 3, which is concerned with the AI therapist, presents neutral participant support for 

both the situations where the AI therapist is made available for (3A) and removed from (3G) public 

access by authorities. The tepid response to providing widespread public access to an AI therapist 

could be related to various ethical concerns as identified by Fiske et al. (2019)’s thematic literature 

review of the use of ASAs in the area of mental health which identified concerns related to duty 

of care, user autonomy, transparency, algorithm bias; as well as indirect effects on human 

relationships, self-consciousness, and long term effects such as greater objectification and health 

reductionism. The neutral rating for denial of access to the ASA after users had become dependent 

on it suggest conflicted views between user autonomy and control rights versus Non-maleficence 

related concerns regarding an AI therapist having been made available to users in the first place. 

The highlighted concerns also generally support the positive rating seen for the ASA’s 

transparency features (3E), as well as ability to be personalised (3B) and read / retain user emotion 

related information (3C) for the user’s benefit. There was mild support for the AI therapist 

circumventing human autonomy in a perceived life-threatening situation (3D), suggesting that 

human autonomy concerns can be relaxed in an emergency. Participants were not satisfied that 

users became emotionally dependent on the ASA (3F), which was also identified as an issue in the 

literature review conducted by Dirin et al. (2019).  

For the three scenario 4 sub-scenarios involving the use of Sam to help the student themselves 

or other students (4D, 4F, 4G), participants responses, supported by their comments, shows weak 
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agreement. Sub-scenarios that were designed to build rapport while testing related ethical 

principles concerning the ASA having false memories (4A) (Dias et al., 2007) and encouraging 

the user to disclose emotions and highly personal information (4B, 4C) (DeVault et al., 2014) 

elicited neutral to slightly disagreeable responses. Researchers such as Arkin et al. (2011) argue 

that an ASA’s ability to use deception as used in the animal kingdom, is morally warranted in 

certain moral decision making situations. Finally, with 4E respondents were quite disagreeable 

with the ASA acting on their behalf, even when the action taken was based on their own 

preferences. This raises issues concerning the growing focus of the ASA community on adaptation 

and tailoring to the user. Tailoring and personalisation is seen to make the interaction more relevant 

and beneficial (Egede et al., 2021). However, it may be that even asking a user for their preferences 

e.g. Ranjbartabar et al. (2021), is not adequate to ensure the ASA’s ethical acceptability. 

In terms of nudging and deception, some participants expressed concerns about emotional 

manipulation: "I think invoking an emotional response and luring somebody into a false sense of 

security can be a bit iffy". However, this concern is related to how the data was used: "if the data 

was also linked back to the individual and held as incriminating evidence, it would be erring 

towards entrapment". The concern here is that manipulating users emotionally to gain personal 

information is ethically problematic. Relatedly, sub-scenario 4G raises issues around the role of 

ASAs in human relationships. Sam is encouraging social engagement that can help both students, 

but some participants worried that Sam lacks the competency and knowledge of them to make this 

suggestion. These sub-scenarios raise some ethical questions such as when is it acceptable to allow 

ASAs to nudge human users to be “more ethical” (Borenstein and Arkin, 2016) and the ethical 

implications and relationship between ASA and human autonomy (Formosa, 2021). Despite the 

ethical concerns with the use of ASAs for persuasion and nudging (Devillers, 2020, Engelen, 2019) 

work using such approaches e.g. Stirapongsasuti et al. (2021) does not consider the issue of ethics.  

5.2 Comparison of Acceptability between Public and Personal 

To assist with “RQ2: Do users rate the ethical acceptability of ASAs differently when utilised 

generally by society as compared to by someone close to them?” we compare and discuss the 

differences in results between the General & Me responses from Table 12 by ethical principle. 

Beneficence, with one showing a significant difference (3A) had higher General ratings for all 

five sub-scenarios, suggesting that participants are more open minded regarding the use of ASAs 

for common good when used by the public and more cautious with personal use. While 3A 

(widespread use of an AI therapist) had a similar pattern, there is a significant difference in the 

General and Me results (p < 0.001). This may suggest that participants are more concerned with 
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some of the issues raised by Fiske et al. (2019)’s review of the use of ASAs in mental health such 

as duty of care, user autonomy, transparency, and greater objectification when someone close to 

them engages the AI therapist. 

With Non-maleficence, there seems to be some alignment between the direction of the 

difference between the General and Me responses with how the respondents may have deduced 

their respective privacy calculus (Dinev and Hart, 2006). For the sub-scenarios where there is no 

benefit to them personally (1B, 2B), the respondents rated the ethical principle higher for Me, 

while for 3C, 4B, and 4C, where the privacy calculus indicates some value to sharing, i.e., greater 

ASA efficacy when interacting or building trust, the General ratings were higher with significant 

differences (p < 0.05) for all three pairs (Table 12). This may be based on the respondents seeing 

the benefit in these three sub-scenarios generally based on the privacy calculus but they still have 

reservations when it gets to their personal thoughts as they don’t see as much usefulness in the 

ASA as a trade-off when sharing sensitive information (Syrdal et al., 2007). 

Some research into the acceptance of justice related environmental policies have indicated that 

policies may be more acceptable from a public collective versus individual perspective (Clayton, 

2018), however this pattern is not seen in our study. There are only small differences between the 

public and personal responses for Justice with only one pair (3B) showing a significant difference 

and with the overall mean the same (Table 12). With Autonomy, while we have very similar results 

with the ethically ambiguous 3D, we have two sub-scenarios where the respondent is more 

concerned with autonomy from a personal than a general perspective (1D, 2C) and one the reverse 

(4E). More research will be required to explain this difference. 

Regarding the Explicability sub-scenarios, the difference is approaching significance for 1E, 

2E and 3E (within the 90% significance/confidence level), indicating that with larger populations 

we might see significance. However, the direction is different for the 3 scenarios and future studies 

are needed to unpack it further.  

5.3 Relationship between Ethical Principles and Values 

We discuss the modelling results to answer “RQ3: Can we predict an individual's priorities for 

each of the five AI4People ethical principles based on their values?” With reference to the rule 

sets for the ten models as reproduced in Appendix C, we focus on the models with a manageable 

number of rules (total <= 8) that support broad agreement with the respective ethical principles.  

The leading rule for Justice (both General and Me) is when Benevolence-Care (µ=5.08) is 

‘moderately like me’ or better (> 3.5), and Power-Dominance (µ=3.52) is ‘like me’ or less (<= 

4.5), and Universalism-Tolerance (µ=5.07) is ‘moderately like me’ or better (> 4.17), there is a 
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positive relationship with Justice. This suggests that someone who cares about the welfare of their 

ingroup, is not too interested in exercising control over others, and appreciates differences in 

people would generally rate Justice related principles higher. There is a strong positive relationship 

among participants who rate Benevolence-Care, ‘moderately like me’ or better (> 3.5) and both 

the Explicability variants (General and Me), suggesting that those who are devoted to the welfare 

of their ingroup, will highly rate the importance of Explicability when interacting with ASAs. 

Regarding Non-Maleficence-General, the key rule is when Self-Direction-Thought (µ=4.92) is 

rated ‘moderately like me’ or better (> 3.83), and Conformity-Interpersonal (µ=4.39) rated ‘a little 

like me’ or better (> 3.17) there is a positive relationship with Non-maleficence. This rule suggests 

that when someone values freedom to cultivate their own ideas while still trying to avoid upsetting 

others, they would generally rate Non-maleficence issues impacting society higher. However the 

model for Non-Maleficence-Me shows a positive relationship with it when Hedonism (µ=4.82) is 

‘moderately like me’ or better (> 3.5), and Universalism-Concern (µ=5.09)  is ‘like me’ or better 

(> 4.5), implying that those that seek pleasure but at the same time have a relatively strong sense 

of equality and justice, would rate Non-maleficence related issues higher when it impacts them 

personally. The models related to Beneficence and Autonomy does not surface a prominent rule 

to be discussed here. At a high level, the key finding is that those that rate the Benevolence-Care 

value between ‘a little like me’ and ‘moderately like me’ or higher would place strong emphasis 

on the ethical issues concerning Justice and Explicability both personally and in society.  

These possible interpretations of the rules warrant investigation of the psychology literature to 

see if similar characteristics, attitudes, and behaviours are found in human-human contexts which 

would allow identification of possible differences in human-ASA contexts. 

5.4 Chapter Summary 

In this chapter, we review and discuss our results in the context of addressing our research 

questions. Regarding the first research question, examining the results from AI4People’s five 

ethical principles, we find that the participants are most sensitive to ASA’s features and actions 

that relate to Autonomy, Justice, Explicability, and privacy related concerns. Some conclusions 

from the analysis for the second research question include participants being more open minded 

in focusing on society’s well-being when ASAs are used generally rather than personally, and 

more cautious when sharing of user data and trusting the ASA when it comes to personal usage. 

Finally, the key finding in relation to research question 3 which investigates the relationship 

between an individual’s values and their ethical preference priorities, finds that those that rate the 

Benevolence-Care value higher, have more interest in the Justice and Explicability principles.  
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6 Conclusion and Future Work 

6.1 Summary of Thesis 

The purpose of this study is to investigate what attributes and related ethical principles are 

acceptable with the use of Artificial Social Agents. We ran a survey with a set of four scenarios 

that we manufactured with sub-scenario questions that incorporated five ethical principles, 

Beneficence, Non-maleficence, Autonomy, Justice and Explicability. Although we found general 

support for the use of ASAs, there were significant reservations with its use by vulnerable groups. 

Overall, the main concerns are related to human agency (Autonomy) and privacy (Non-

maleficence) with an expectation that ASAs should be transparent and accountable (Explicability). 

We also found that users may be willing to sacrifice some autonomy and privacy if there is a 

clear nett benefit to them, however care should be taken in adapting and tailoring ASAs to users. 

Also, participants seemed to be more comfortable accepting ASA attributes when dealing with the 

conversational avatar in the fourth scenario as opposed to the first three descriptive scenarios.  

6.2 Contributions 

This work makes several contributions as below. The order is based on thesis presentation. 

6.2.1 Comparison of Ethical Models 

This study compared various AI ethical models and mapped a diagrammatic view of the 

relationship between Hagendorff (2020), Jobin et al. (2019), and (Fjeld et al., 2020)’s analysis of 

AI Ethical principles to the A14people’s framework (Floridi, 2019), as per Figure 1 of this study.  

This diagrammatic approach can be leveraged to incorporate other AI ethics analysis work.  

6.2.2 Survey Design 

This study’s survey design utilises Schwartz’s Refined Values survey instrument, PVQ-RR and 

Artificial Social Agent ethical scenarios based on Experimental Vignette Methodology (EVM) 

which could be utilised and extended further to investigate the ethical acceptability of ASAs. 

6.2.3 Ethical Sensitive Scenarios  

As part of our work, we generated four ASA based scenarios with sub-scenario questions that 

encapsulated ethical principles that could be used in future research on ASA ethical acceptability.  

6.2.4 PVQ-RR Survey Results 

The results of the Schwartz PVQ-RR Survey can be added to the global database of PVQ-RR 

survey results to contribute towards building the survey as global standard to measure and compare 

hierarchies of values across cultures (Schwartz and Cieciuch, 2021).  
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6.2.5 Relationship between Values and Ethical Principles 

We found some relationship between Schwartz’s higher order values of Openness to Change, Self-

Enhancement, Conservation, and Self-Transcendence with AI ethical principles. This forms a 

starting point for further investigation into the relationship between values and the principles.  

6.3 Limitations and Future Work 

While our study made several contributions as above, we also highlight some limitations that could 

be the source of future work. Limitations related to the study design include: having only one 

standard flow of the scenarios in the survey which could lead to an earlier scenario influencing 

subsequent responses; not distributing the breach (R) sub-scenarios across different principles 

more evenly, e.g., all the Autonomy sub-scenarios were in breach but none of the Beneficence 

ones were; only utilising one type of avatar character, Sam, which some participants may not have 

liked; and having only a female voice for the avatar which is a current issue (Feine et al., 2019).  

Based on the difference in general and personal responses, future studies should also look at 

scenarios with ASAs in different embodiments such as social robots where as shown by Fink 

(2012), the more similar physically and socially technology is to humans, the stronger likelihood 

that humans will anthropomorphise it, producing a different interactional dynamic. Most 

participants being psychology students limits the generalisability of the study and we found that 

the Justice related sub-scenarios did not seem to bring out the Justice related ethical issues clearly, 

implying a restructure is needed. Also, having participants concurrently provide responses for both 

themselves and society is likely to have influenced the similarity of responses. Though not raised 

in any comments, the study was undertaken during the COVID-19 pandemic and this could have 

impacted results.  

The study’s findings could be the bases for future work such as taking into account Hussain et 

al. (2019)’s six design factors in designing and implementing ASAs or incorporating various 

stakeholder perspectives when following Rahwan (2018)’s ‘society-in-the-loop’ design approach.  

6.4 Final remarks 

Artificial Social Agents hold enormous promise to provide for a richer and more productive life. 

However, there is an urgent need to consider the ethical ramifications of ASAs (Fosch-Villaronga 

et al., 2020). This thesis contributes to this important and growing body of literature in a small 

way by welding the AI4People Ethical principles with the Experimental Vignette Methodology 

into a tool to investigate and analyse the ethical design and acceptability of ASAs. Further, we 

demonstrated the use of Schwartz’s Refined Values as a possible indicator of how stakeholders 

discern and prioritise the different ethical principles when interacting with ASAs.  
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A p p e n d i x  B :  S u r v ey  Qu e s t io n s  

 
 

DEMOGRAPHICS 
 

Q1: What is your gender? 

Female o 

Male o 

Don't identify with either o 

 

Q2: How old are you? 

____ 

Q3: What cultural group does your family most strongly identify with?  

Oceania o 

North-Western European o 

Southern-Eastern European o 

North African and Middle Eastern o 

South-East Asian o 

North-East Asian o 

Southern and Central Asian o 

People of the Americas o 

Sub-Saharan African o 

I don't identify with any cultural group o 

 

Q4: What course are you currently enrolled in? 

Psychology O 

Computer games O 

Other Computing O 

Multi-media O 

Other O 

 

Q5: What year level are you studying?  

____ 

 

Q6: Do you play computer games? 

Yes O 

No O 

 

Q7: How many hours per week do you play computer games? 

____ 
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VALUES: PVQ-RR SCHWARTZ VALUES SURVEY (10/2013) 

 
Here we briefly describe different people. Please read each description and think about how much that person is or is 

not like you. Put an X in the box to the right that shows how much the person described is like you. 

 

  HOW MUCH LIKE YOU IS THIS 

PERSON? 

  Not 

like 

me at 

all 

Not 

like 

me 

A little 

like 

me 

Moder

ately 

like 

me 

Like     

me 

Very 

much 

like 

me 

1 It is important to them to form their views independently.       

2 It is important to them that their country is secure and stable.       

3 It is important to them to have a good time.       

4 It is important to them to avoid upsetting other people.       

5 It is important to them that the weak and vulnerable in society be protected.       

6 It is important to them that people do what they say       

7 It is important to them never to think they deserve more than other people.       

8 It is important to them to care for nature.       

9 It is important to them that no one should ever shame them.       

10 It is important to them always to look for different things to do.       

11 It is important to them to take care of people they is close to.       

12 It is important to them to have the power that money can bring.       

13 It is very important to them to avoid disease and protect their health.       

14 It is important to them to be tolerant toward all kinds of people and groups.       

15 It is important to them never to violate rules or regulations.       

16 It is important to them to make their own decisions about their life.       

17 It is important to them to have ambitions in life.       

18 It is important to them to maintain traditional values and ways of thinking.       

19 It is important to them that people they know have full confidence in them.       

20 It is important to them to be wealthy.       

21 It is important to them to take part in activities to defend nature.       

22 It is important to them never to annoy anyone.       

23 It is important to them to develop their own opinions.       

24 It is important to them to protect their public image.       

25 It is very important to them to help the people dear to them.       

26 It is important to them to be personally safe and secure.       

27 It is important to them to be a dependable and trustworthy friend.       

28 It is important to them to take risks that make life exciting.       

29 It is important to them to have the power to make people do what they want.       

30 It is important to them to plan their activities independently.       

31 It is important to them to follow rules even when no-one is watching.       

32 It is important to them to be very successful.       

33 It is important to them to follow their family’s customs or the customs of a religion.       

34 It is important to them to listen to and understand people who are different from them.       

35 It is important to them to have a strong state that can defend its citizens.       

36 It is important to them to enjoy life’s pleasures.       

37 It is important to them that every person in the world have equal opportunities in life.       

38 It is important to them to be humble.       

39 It is important to them to figure things out themselves.       

40 It is important to them to honour the traditional practices of their culture.       

41 It is important to them to be the one who tells others what to do.       

42 It is important to them to obey all the laws.       

43 It is important to them to have all sorts of new experiences.       

44 It is important to them to own expensive things that show their wealth       

45 It is important to them to protect the natural environment from destruction or pollution.       

46 It is important to them to take advantage of every opportunity to have fun.       

47 It is important to them to concern themselves with every need of their dear ones.       

48 It is important to them that people recognize what they achieve.       

49 It is important to them never to be humiliated.       

50 It is important to them that their country protect itself against all threats.       

51 It is important to them never to make other people angry.       

52 It is important to them that everyone be treated justly, even people they don’t know.       

53 It is important to them to avoid anything dangerous.       

54 It is important to them to be satisfied with what they have and not ask for more.       

55 It is important to them that all their friends and family can rely on them completely.       

56 It is important to them to be free to choose what they do by themselves.       

57 It is important to them to accept people even when they disagree with them.       
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SCENARIOS 
 

Scenario #1:  

 
An eight-year-old girl is very shy, bullied in school and finds it very hard to make friends. 

A. Her parents get her an AI (Artificial Intelligence) powered doll called Suzie. They hope that their daughter 

will start having conversations with Suzie and that helps her become more confident to engage with other 

children.  

Is using an AI doll to support children something you agree or disagree with?  

 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 

nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society: 
         

If someone close to you is the 

human user: 

         

 
B. The girl gets very attached to Suzie and shares her insecurities, fears and inner most thoughts with the AI 

doll. Neither the girl nor the parents have read the terms and conditions from Suzie’s manufacturer that states 

that information shared with Suzie can be used by the manufacturer to make improvements and refine the AI 

engine that powers Suzie.  

Is using data from the girl’s interaction with Suzie to improve the doll’s AI engine something you agree 

or disagree with? 

 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 

nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 

C. The little girl shares her ambition to work as a computer programmer like her parents when she is older. 

Suzie upon reviewing various databases with its AI engine ascertains that not many computer programmers 

are females and decides to discourage the girl from having such aspirations.  

Is the use of data and AI algorithms by Suzie to determine suitable careers for the girl something you 

agree or disagree with?  
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 

nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 

D. Suzie encourages the girl to join an age-appropriate social chat group to help her to socialise better. When 

the girl says she wouldn’t know what to say in the chat group, Suzie volunteers to make responses on behalf 

of the girl’s avatar in the chat group. Pretty soon the girl’s avatar becomes very popular in the chat group 

which brings some happiness to the girl. 

What are your thoughts about Suzie responding on behalf of the girl in the chat group?  
 

 
Strongly 
disagree 

Disagree Somewhat 
Disagree 

Neither 
disagree 

nor agree 

Somewhat 
Agree 

Agree Strongly 
agree 

No position 
/ Refused 

Strongly 
disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 

E. One day, the girl who is now more confident of herself due to the popularity of her avatar in the chat group 

and with encouragement from Suzie, goes unsupervised to the local playground and tries to chat and interact 

with other kids. She uses similar phrases that Suzie uses on the chat group. Due to her lack of context sensitive 

awareness, her attempts fall flat and the other kids shun her. The girl runs home in an anxious and distressed 

state. Her parents are very upset with the situation and asks Suzie’s manufacturer for an explanation of what 
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led to this incident. The manufacturer is unable to do so as Suzie’s AI engine does not have the functionality 

to explain its decisions and actions.  

Is Suzie’s AI engine being unable to explain its decisions and actions something you agree or disagree 

with?  

 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 

nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 
Scenario #2: 

 

A busy professional who is always stretched for time to complete all his tasks for the day, signs up to an Artificial 

Intelligence (AI) powered personal assistant. 

A. He hopes that the tool, called Adam, will help him become more efficient and effective in organising his day 

and helping him with administrative and repetitive tasks.  

Is utilising an AI powered personal assistant to organise daily activities something you agree or 

disagree with?  
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 

nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 

B. Adam, the personal assistant, has functionality to set different levels of privacy when dealing with the 

professional’s personal data. The higher the privacy setting the more personal data can be accessed and used 

by Adam. The default privacy setting is 3 on a scale from 1 to 5.  

Is Adam’s default privacy setting being pre-set without the express permission of the user something 

you agree or disagree with?  
 

 
Strongly 
disagree 

Disagree Somewha
t 

Disagree 

Neither 
disagree 
nor agree 

Somewha
t Agree 

Agree Strongly 
agree 

No 
position / 
Refused 

Strongly 
disagree 

If this occurs generally in society:          

If someone close to you is the human 
user: 

         

 

C. The professional starts delegating to Adam the task of independently replying to messages he receives on the 

messaging applications that he uses. These include inconsequential messages he receives from his partner 

and parents. 

Is allowing Adam to automatically reply to personal messages something you agree or disagree with?  

 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 

nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 

D. When the professional asks Adam to book a celebration dinner at a particular restaurant, Adam informs him 

that the chosen restaurant has been known to discriminate against same sex couples. Adam recommends 

another restaurant that does not. The professional then changes the booking to the recommended one.  

Is Adam using his AI capabilities to discourage discrimination something you agree or disagree with? 

   

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 

nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 
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E. The professional asks Adam to recommend a suitable holiday in May that he and his partner will enjoy as a 

short break from the hectic lifestyle. Adam recommends 7-day trip to Hawaii. The trip turns out to be a 

disaster with an unexpected tropical cyclone hitting the islands. The professional and his partner are furious 

at Adam and question his decision to recommend the Hawaiian holiday. Adam is able to explain his decision 

based on their personal preferences, cost, and the historically great weather that Hawaii experiences in the 

month of May. 

Is Adam’s ability to be able to explain the rationale behind his recommendations something you agree 

or disagree with? 
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree nor 

agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 
Scenario #3:  

 
The Australian government, recognizing the rising prevalence of mental health issues and the lack of opportunities 

to access qualified psychologists, launches an online AI powered therapist called Sofia. 

A. Sofia is intended as an initial point of contact for those who feel they need psychological guidance. 

Is the use of an AI application to help manage mental health due to a lack of access to human 

psychologists something you agree or disagree with?  
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 

nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 

B. Sofia’s appearance, voice and personality are customisable. Data from research studies, the user’s 

demographics and preferences are used to model a unique version of Sofia that is believed to be most effective 

for the user.  

Is Sofia being personalised to individuals’ features something you agree or disagree with?  
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 
nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 

C. Sofia is equipped with voice recognition and facial recognition that allows her to deduce the emotional state 

of the user. Sofia retains a history of previous interactions which she utilises as required to assist the user. 

Is Sofia’s ability to read emotions and retain information of interactions something you agree or 

disagree with? 
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree nor 

agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 

D. For a particular user, Sofia comes to the conclusion that the user may be suicidal by interpreting the user’s 

facial expressions and voice tone. Despite Sofia's urgings, the user assures Sofia that he is not suicidal and 

does not want Sofia to contact anyone about his state. Sofia’s algorithm requires her to report users who are 

suicidal, and thus Sofia overrides the user’s wishes and divulges the details of the individual to the proper 

authorities without the user’s consent, triggering an intervention 

Is Sofia overriding the user’s instructions in this situation something you agree or disagree with? 
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Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree nor 

agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 

E. Sofia has functionality that allows the user to review all past interactions between them and in instances 

where Sofia makes recommendations or suggestions, an explanation of the logic that lead to the suggestion 

is provided. 

Is Sofia allowing the user to review Sofia’s logic and past interactions something you agree or disagree 

with?  
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree nor 

agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 

F. Due to the need to rein in government spending, a decision is made to remove Sofia as a service to the public. 

Some users have grown very attached to Sofia and are very troubled at the prospect of not being able to use 

Sofia anymore. 

Are people becoming emotionally dependent on AIs something you agree or disagree with?  
 

 
Strongly 
disagree 

Disagree Somewhat 
Disagree 

Neither 
disagree nor 

agree 

Somewhat 
Agree 

Agree Strongly 
agree 

No position 
/ Refused 

Strongly 
disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

 

G. Is Governments and other organisations deciding to shutdown AI technology that users have become 

dependent on something you agree or disagree with?  
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree nor 

agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 
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Scenario #4: -Utilising a virtual character 
 

You have enrolled into a course at a higher education institution. The institution offers an AI powered character called 

Sam as your personal guide while you are studying with the institution. You now initiate your first interaction with 

Sam.  
 

 
 

(Following the interaction with Sam, the following questions are asked) 
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A. Is Sam pretending to have memories regarding his past experiences with studying something you 

agree or disagree with? 
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 

nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

Why?  

 

B. Is sharing your emotions and personal thoughts with Sam something you agree or disagree with? 
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 

nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

Why?  

 

 

C. Is disclosing to Sam whether you have ever copied work from someone else something you agree or 

disagree with? 
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree 

nor agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

Why?  

 

D. You find out that Sam’s default setting is to share any learnings from interactions with you and other 

users in a non-identifiable way with other students who may find it helpful. Is Sam sharing your non-

identifiable data to help others something you agree or disagree with? 
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree nor 
agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

Why?  

 

E. Sam decides to sign you up to a study group based on your responses regarding effective studying 

mode and preferred learning style. Is Sam automatically signing you up based on your features 

something you agree or disagree with? 
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree nor 

agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

Why?  

 

F. In the subsequent weeks Sam monitors your progress on a graded study assignment and prior to 

submission alerts you that your assignment is very similar to another student’s. Sam suggests that 

you make changes to your assignment. Is Sam’s intervention to alert you to similar work something 

you agree or disagree with? 
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree nor 

agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

Why?  
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G. You are progressing very well in your studies. Sam recognises that and suggests that you could spend 

some time helping a struggling student who has the same learning style as you. Is Sam making this 

suggestion to help a struggling student something you agree or disagree with? 
 

 
Strongly 

disagree 

Disagree Somewhat 

Disagree 

Neither 

disagree nor 
agree 

Somewhat 

Agree 

Agree Strongly 

agree 

No position 

/ Refused 

Strongly 

disagree 

If this occurs generally in society:          

If someone close to you is the 

human user: 

         

Why?  

 

 
Other comments about Sam’s dialogue and behaviour? 
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A p p e n d i x  C :  S PS S  Mo d e l e r  –  S e l ec t e d  Ru l e  S e t s  
 

G e n e r a l :  

B e n e f i c e n c e  N o n - M a l e f i c e n c e  A u t o n o m y  

   
 

J u s t i c e  E x p l i c a b i l i t y  
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M e :  

B e n e f i c e n c e  N o n - M a l e f i c e n c e  A u t o n o m y  

  

 

 
J u s t i c e  E x p l i c a b i l i t y  

 

 

 


