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ABSTRACT

The sub-optimal methods currently used to allocate and manage electromagnetic

spectrum results in a significant waste of spectrum resources. This wasted ‘sec-

ondary’ spectrum, presents a significant engineering opportunity for developing

novel methods and systems to ‘capture’ and utilise. Limited techniques are avail-

able for determining, to a high degree, the underlying structure of secondary spec-

trum and the implications that timescales of observation and operation present

to this structure. Additionally, no formal method exists for quantifying and eval-

uating these structures. This lack of understanding is instead substituted for

randomness, making it difficult to develop effective secondary spectrum access

systems.

To address this lack of insight, power and latency implications for future sec-

ondary spectrum access systems with respect to timescale is identified, followed

by the construction of a low cost high resolution measurement system to provide

real world context. Leveraging these findings and capabilities, a novel ‘Whites-

pace Opportunity Distribution’ algorithm is developed, providing an unprece-

dented view into the structure of secondary spectrum opportunities in both time

and frequency. These insights are captured in the collaborative development of

several novel secondary spectrum access and spectrum management technologies.

This thesis presents several inventions, novel analysis techniques and evalu-

ation methods to further the understanding of the impact of timescales on sec-

ondary spectrum utilisation.
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Chapter 1

Introduction

The increased consumer appetite for always-on wireless internet connectivity, to access

image and video heavy social media, high definition video streaming and real time appli-

cations have had a profound impact on global societies and economies. Adding to this

demand, Internet of Things (IoT) devices and the growing number of data collection ser-

vices fueling artificial intelligence algorithms have also been growing at an aggressive rate.

Other applications dependent on high speed, wireless, always-on internet connectivity in-

clude self driving vehicles, Machine to Machine (M2M) communications, security systems,

environmental sensing and measurement, and financial transaction systems. These numer-

ous applications are increasing strain on conventional wireless communications services

every day and by association, the limited available electromagnetic spectrum allocated to

support these communications, which has given rise to significant commercial competition

for access and control of this ‘finite’ strategic resource.

There are good reasons for exclusively owned frequency allocations of spectrum for

commercial, industrial, government and research purposes. However, much of this exclu-

sively assigned spectrum is not leveraged to its fullest potential, and in particular, the

spectrum below 6GHz that is significant interest and utility for consumer mobile devices

1
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and Mobile Network Operators (MNOs) [1, 2]. The legacy models and technological ap-

proaches toward spectrum management has lead to inefficiencies resulting in potential

over-allocations of spectrum in some bands, with heavy congestion in other bands [3–5].

The recent development of reconfigurable and highly flexible software defined radios

and so called cognitive radios, have opened up a new way of approaching spectrum man-

agement. Rather than taking the broad sweeping inefficient (in some cases) and arguably

‘anti-competitive’ approach of exclusively allocating chunks of spectrum to an individual

user or company, a more dynamic approach to spectrum could be taken. This approach

would involve a network of radios that can sense their radio environment, make intelli-

gent decisions when accessing spectrum and coordinate with local datastores for spectrum

usage data, to ensure that their activity will not negatively impact any other ‘less sophis-

ticated’ users of the spectrum. This approach could enable a new generation of mobile

devices to capture all the possible unused spectrum within its local area, compensating

for existing spectrum assignments while significantly increasing the overall utilisation of

the spectrum.

Such a utopian ideal for spectrum management is not yet possible, however significant

international efforts are being made in this area to make it a reality. As part of these

efforts, this body of work develops numerous novel solutions that were awarded inter-

national patents, providing enhancements to existing and proposed secondary spectrum

management systems for wireless communications.

During the development of these solutions it was determined that there exists a fun-

damental gap within the communication of secondary spectrum investigations that has

been largely ignored by academia and industry. This gap is the lack of a formal and

intuitive classification method for assessing the viability of a candidate spectrum band

and, in particular, the secondary spectrum whitespace that it contains.

This work addresses the issue of a formal classification and evaluation method by
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introducing the notion of a Whitespace Opportunity Distribution (WOD). This evalu-

ation tool leverages a novel spectrum partitioning algorithm that quantifies secondary

spectrum whitespace opportunities as a function of the timescales and bandwidths of the

opportunities in a band of interest. This information is then aggregated in an intuitive

yet powerful manner for assessing the viability of a candidate spectrum band. This tool

presents a significant leap in how secondary spectrum whitespace can be communicated,

evaluated and thus, exploited.

The end objective of this work is to better inform device 1 and secondary spectrum

system requirements for operation in this new spectrum paradigm, enabled by a greater

understanding of the secondary spectrum environment.

1.1 Summary

The research conducted over the course of this thesis integrates two key motivations.

The first motivation pertaining to the quantification of secondary spectrum and optimal

timescales 2 for spectrum sharing. The second motivation pertaining to exploiting the

insight gained through the investigation of secondary spectrum and optimal timescales

through a research partnership with the Intel Corporation focused on developing sec-

ondary spectrum focused 5th generation mobile communications technologies.
1Unless otherwise defined, a ‘device’ or ‘devices’ are either typical User Equipment (UE) such as:

Mobile Handsets, Fixed Wireless Systems (i.e. desktop computer, sensors etc), Mobile Wireless Systems

(i.e. laptop, USB cellular modem, vehicle etc) or supporting radio infrastructure components including

Access Points and Base Station (BS), operating within a secondary spectrum context.
2Unless otherwise specified, any reference to ‘timescales’ within this document, is explicitly referring

to the duration of a, or sequence of, secondary spectrum opportunities.
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1.1.1 Quantifying Secondary Spectrum and Optimal Timescales

The primary investigation evolved into a series of investigations as familiarity with the

topic increased and gaps in the literature or current state of the art were discovered.

These investigations are captured by the three core chapters in this thesis.

The first investigation in Chapter 3 investigates the concept of an ‘optimal timescale’

for communications within a secondary spectrum context. The focus of this investiga-

tion is to explore the relationship between latency and power consumption within mobile

handsets. This relationship is used as a baseline for determining the impacts and con-

straints on device performance under a hypothetical opportunistic secondary spectrum

access scenario.

Upon conclusion of the findings from the initial investigation it is identified that in or-

der to determine the optimality of timescales, it is fundamental to identify what spectrum

‘looked like’ from a ‘resource’ perspective to identify what timescales could be supported

by the spectrum in question. Specifically, the ‘resources’ we were interested in were the

time and frequency of allocated spectrum that were occupied or unoccupied by incumbent

activity.

To find these resources, the development of a custom spectrum measurement and

analysis system is conducted in Chapter 4. This system is designed to capture high

resolution spectrum measurements in realtime, lasting days but measured in microseconds.

The development of this system is necessitated by the lack of a cost-effective spectrum

measurement solution with the resolutions, observation periods, and required flexibility.

The completion of the measurement system generated large datasets and a method of

processing and identifying secondary spectrum opportunities in a computationally efficient

manner is devised and explored in Chapter 5. This information was then represented in

an innovative and informative method by use of a partitioning method to group chunks of

contiguous time and frequency located secondary spectrum whitespace, and then display-
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ing the data as a set of cumulative distributions and a two dimensional visual clustering

of the opportunities. This analysis technique is termed a ‘Whitespace Opportunity Dis-

tribution’ enables rapid interpretation and understanding of the distribution of secondary

spectrum resources.

The whitespace opportunity distribution analysis technique is designed to inform de-

vice requirements for future secondary spectrum access systems and to enable superior

modeling of secondary spectrum opportunities from both a time and frequency dimension.

This method of displaying information has the added impact of providing an ‘apples to

apples’ evaluation of spectrum resources, enabling the rapid assessment and comparison

of spectrum quality. Finally, this system and analysis technique enabled a new under-

standing of what an optimal timescale for spectrum sharing is, and how this is of benefit

to the design of secondary spectrum systems.

1.1.2 Intel Project

This work was additionally motivated by a research partnership formed with the Intel

Corporation and termed ‘The Intel Project’. This collaboration was conducted over the

first two and a half years of the investigation. The research interests of the Intel Project

were focused upon the development of fifth generation (5G) mobile communications tech-

nologies. Specifically, the project interests were within the areas of managed spectrum

sharing systems: Licensed Shared Access (LSA) standardisation activities in the EU and

the Spectrum Access System (SAS) standardisation activities in the USA. This research

in tandem with the research objective of the overarching thesis topic saw the development

and submission of numerous international patent filings in the area of managed secondary

spectrum systems, of which most have been awarded and are discussed in length in Chap-

ter 6.
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1.2 Power, Latency and Cost of Secondary Spectrum

Access

The study of timescales lead into analysing the current limit of state of the art communica-

tion protocols and consumer hardware to determine the best possible case, for the shortest

timescale that could feasibly be achieved for secondary spectrum communications. As will

be presented in chapter 3, it is found that timescales are particularly limited to the la-

tency penalties incurred by attempting to access spectrum. Access latency is found to

be dependent on the protocols and specific hardware implementations used. There is a

connection between latency and power/energy consumption as well. A high-power low-

latency system can have a performance benefit over a low-power high-latency system, with

respect the amount of energy expended per unit of information (bit), this relationship is

further emphasised under a highly dynamic secondary spectrum environment.

In Chapter 3 the relationship of power consumption and latency is used to form a

limit when determining the optimal timescale for gaining access to spectrum, and hence

providing insight to the feasibility from an energy consumption perspective of spectrum

sharing in highly dynamic environments for mobile devices. These findings were pub-

lished and presented at the 2014 WPMC Conference in Sydney, Australia, titled: “Power

and Latency Limitations in Secondary Spectrum Reuse for Mobile and Home Wireless

Systems” [6]. This paper studied the impact of OFDM receiver architectures and the

latency of operation incurred at each fundamental signal processing stage with the asso-

ciated amount of required power to decode more information from the signals it receives.

The latency vs power metric is then tied to short timescale secondary spectrum (whites-

pace) opportunities to formulate an energy efficient decision for accessing spectrum. This

decision aims to capitalise on detected whitespace opportunities that given the cost of ac-

cessing the spectrum and the duration of the whitespace opportunity, a return on energy
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required to access the opportunity can be determined.

1.3 A High Resolution Spectrum Measurement Sys-

tem

To determine and better define an optimal timescale, or many optimal timescales for sec-

ondary spectrum access, observations of real spectrum environments would need to be

performed under different spectrum use cases. The timescales at which secondary spec-

trum ’exists‘ within given bands needed to be identified to determine how fast a secondary

spectrum device would need to react to a secondary spectrum opportunity without any

a-priori knowledge in order to capitalise upon it. Observation of spectrum is also required

to determine if any particular timescales that may result in an abundance of available

secondary spectrum exist as well as identification of other interesting relationships and

models that could be derived from the data.

To perform spectrum observations, a spectrum analyser is required to capture, store

and subsequently interrogate spectrum measurements to determine how secondary spec-

trum evolved over time. The spectrum measurements needed to be at a sufficiently high

resolution, with good dynamic range and sensitivity, to identify any potential incum-

bent activity within the measured bands of interest. The television whitespace (TVWS)

standards were used as a baseline for the required sensitivities for identifying incumbent

activity. The system developed in a cost constrained manner, and is able to perform

measurements reliably for several days at a time.

The platform is constructed with solution specific software combined with commercial

off the shelf software defined radios for measurement, a custom built storage and analysis

computer and the use of a graphics processing unit to perform the eventual analysis.

The decision to develop the measurement system is the combination of cost, capabilities
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and interest. This sub-project represented a reasonable amount of time dedicated to

development, optimisation and validation. The details of this sub-project are captured

within Chapter 4.

The platform enabled the necessary measurement resolution and sensitivity metrics

for spectrum observation with the added convenience of high computational efficiency.

This platform provided rapid iteration and learning from the captured data, enabling a

measurement campaign to be conducted that captured hundreds of terrabytes of spectrum

measurement data, across various frequency bands of interest and times of the day. These

datasets were subsequently analysed and formed the basis of the research conducted in

Chapter 5.

1.4 Quantifying Secondary Spectrum Resources

To take advantage of a highly dynamic secondary spectrum environment with low coor-

dination, very short timescales and very high resolution bandwidths would be required to

detect and subsequently maximise the utilisation of all secondary spectrum opportunities.

It stands to reason that a time and bandwidth metric would be beneficial for evaluating

secondary spectrum opportunities, providing an ‘apples-to-apples’ comparison of differ-

ent bands and use-cases/scenarios, by purely representing the range of opportunities that

exist. These metrics will also reduce evaluation time of candidate bands and assist in

informing design requirements for agile radios and secondary spectrum devices.

High resolution time and frequency measurements generate enormous amounts of mul-

tidimensional data, posing a significant challenge in interpreting the dataset in a tractable

and informative manner. This has lead to several attempts at displaying measurement

data in an informative manner, however the only metrics that are typically conveyed are

relatively uninformative duty cycle, or spectrum occupancy plots [7]. Arguably, these
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simple spectrum data representations are due to complexities in both capturing and dis-

playing large datasets. Unfortunately, these methods are insufficient to represent the

timescales of secondary spectrum resources available within an observation window and

are simply ‘ballpark measures’, that are not useful in informing device requirements.

To address the lack of comprehensive and generally accepted secondary spectrum

resource analysis methods for evaluating short timescale whitespace opportunities, we

developed a novel method for quantifying the availability of spectrum resources within

an observed secondary spectrum environment. This method we refer to as a ‘Whitespace

Opportunity Distribution’ (WOD) explained in depth in Chapter 5. A WOD captures

an accurate approximation of discrete contiguous secondary spectrum opportunities in

both time and frequency and displays these opportunities across a ‘hexbin density plot’,

to adequately present the concentration and size of opportunities observed.

To achieve this, the dimensionality of spectrum measurement data is reduced by ap-

plying a known NP-Hard partitioning problem to successfully capture discrete whitespace

opportunities at millisecond timescales and sub kilohertz resolutions, enabling the avail-

able spectrum resources to be quantified. This method was presented and applied to two

different spectrum use case measurements, to contrast whitespace availability based on

incumbent spectrum usage, at the 2017 IWCMC Conference in Valencia, Spain, titled:

“Quantifying Secondary Spectrum Distributions” [8].

The capture of secondary spectrum opportunities under this method opened up sev-

eral new opportunities for modeling spectrum occupancy and analysis of other spectrum

occupancy features such as the fractal relationship between total secondary spectrum

availability and timescale over different spectrum use cases.
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1.5 Licensed Shared Access Technology

The collaboration with the Intel Corporation ran over a two and a half year period. The

focus of this collaboration is within the context of the 5th generation mobile communi-

cations standardisation efforts, and in particular contributions to the development of the

‘Licenced Shared Access’ (LSA) standard. The objective of the LSA research and stan-

dardisation efforts is to achieve a complete shared spectrum solution. The objectives of

this partnership coupled well with the research focus of this thesis on whitespace analysis

and mobile device performance in a secondary spectrum context.

These interactions fostered important academic and professional outputs for both

the Intel Corporation and Macquarie University. The project sought to bring together

expertise from both industrial and research backgrounds from numerous universities across

the world to shape the future technology that would become part of the 5G standardisation

activities. The project saw the successful delivery of many patent filings and research

papers within the secondary spectrum management space as contributions toward the

greater 5G standardisation effort.

Patents of note and with connection to the greater thesis topic that were developed

with the Intel Corporation have been included within this document. Each of the patents

are presented with a high level overview and then explained further in depth throughout

the body of the document under relevant sections. This structure is used as the individual

patent submissions require the relevant background and context associated with their de-

velopment to be appreciated for validation of their contribution. The works are presented

here chronologically, however they do not appear in this order within the text due to the

relevant background and context. While the patents themselves do not directly assist in

answering the core thesis topic, they were substantial drivers toward the motivation of

the topic and the final direction taken.



1.5 Licensed Shared Access Technology 11

1.5.1 Signal Buffering for Licensed Shared Access (LSA) Tech-

nology

Drawing on the power and latency relationships studied in the first publication and com-

bining this approach with managing secondary spectrum in highly dynamic environments

to maximise the capture of secondary spectrum, a concept for a device is developed to

receive data across available secondary spectrum before that device is made aware via a

chain of trust that the data received is intended for it [9]. The primary function of the

invention is to maximise the exploitation of temporal whitespace opportunities, reducing

the overall required time of exposure to the whitespace channel for a given payload.

As a general rule, the less time that a whitespace opportunity is required to be utilised,

the less risk that the particular communication is exposed to where an incumbent could

retake the spectrum. Thus there is motivation to develop a system that simultaneously

transmits a payload of interest during control plane signaling within a device to device

communications context, to offset the latency ’penalty‘ incurred by the control signaling.

The necessity of avoiding this penalty and the benefits of doing so are covered in Section

6.4.

1.5.2 Evolved Node-B, Local Controller and Method for Allo-

cation of Spectrum for Secondary Usage

The research into the LSA and later SAS system revealed some important issues that the

existing standardisation efforts had not addressed sufficiently. The first issue is how to

handle LSA spectrum allocation to a multitude of MNO’s including the case of shared

Base Stations. LSA spectrum is only assigned to a single MNO through a binary sharing

agreement, without considering potential multi-party scenarios. The second issue is how

to anonymise LSA spectrum allocations through distributed spectrum management if the
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multi-party scenario existed. This is important to address as MNO’s and Base-Station

(BS) operators may not want to expose specifics of their network activity to competitors

or third parties.

The solution devised, split the spectrum management domains between the LSA op-

erator and the MNO’s network components attached to the LSA network [10]. This is

to be achieved through anonymised data passing interfaces for sharing agreement data,

with the core decision making for spectrum allocation (i.e. who is the successful operator

at a point in time to be granted LSA spectrum) being completely hidden from the LSA

network. The core decision making entity (termed the Local Controller (LC)) is responsi-

ble for enforcing sharing agreements within its region of operation, but would frequently

check with a centralised policy entity to ensure that the decisions being made are cor-

rectly conforming to the policies pertinent to that LCs region of operation. Section 6.3

delves further into this concept and how anonymity is assured for the MNO’s from each

other and the greater LSA network, while still facilitating efficient secondary spectrum

management for all interested parties.

1.5.3 Methods for Performing Mobile Communications Between

Mobile Terminal Devices, Base Stations and Network Con-

trol Devices

LSA and SAS systems seek to facilitate the availability of additional electromagnetic

spectrum, which enable MNO’s to perform Long Term Evolution (LTE) (i.e 4G and

beyond) based Carrier Aggregation (CA) between spectrum owned by the MNO and the

secondary spectrum to provide greater amounts of bandwidth for data communications.

In Australia, Europe and the USA, the majority of LTE channels used are based on

Frequency Division Duplex (FDD), with handsets designed for the Chinese market being
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predominantly based on Time Division Duplex (TDD) duplexing methods. The bands

that LSA and SAS will be operating within fall directly within bands specified under

the LTE standard as TDD bands, this would require CA of both TDD and FDD bands,

which is a challenge for both device manufacturers and network operators. To exploit

this diversity in duplex schemes, balancing and optimising user data payloads across

the two duplex methods (and hence carrier frequencies) depending on particular user

contexts [11]. The solution explored in Section 6.5 proposes a mapping of user payload

types to the different duplex methods for optimising network throughput with the unique

use-case posed by LSA and SAS, and improve user quality of service by managing system

latency, power consumption, operational range and throughput metrics.

1.5.4 Methods and Devices for Shared Spectrum Allocation

This work addressed another deficiency within the LSA framework, where sharing agree-

ments are expected to be ‘private discussions’ between incumbents and MNO’s. Thus it

would be likely that a precise process would become dependent on a preferred proprietary

solution. It would also be likely that these sharing agreements could shift overtime/change

dynamically and to facilitate these dynamic changes, the LSA architecture could be mod-

ified and enhanced by the solution.

The solution introduces a ‘Sharing Level Management Entity’ (SLME) [12] for the LSA

architecture and an adaptation for the SAS architecture that could also benefit from such

a capability. This entity is responsible for automated negotiation and dynamic updat-

ing of sharing agreements between incumbents and licensees, with the method examined

further in Section 6.2. This solution also proposes a negotiation mechanism for both

the incumbents and licensees for access to secondary spectrum, as well as establishing a

framework for outlining the requirements of the sharing agreements and an announcement

mechanism to inform the greater network of updates to particular sharing agreements.
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1.6 Scope

Chapter 1 provides an outline of the core structure of the document acting as a roadmap

for the contributions presented and how the contributions relate within the document.

Chapter 2 is a comprehensive literature collection, detailing electromagnetic spectrum

and its properties, how electromagnetic spectrum is managed and utilised for modern

communications systems and the methods required to perform that management effec-

tively. The second part of the literature review covers the topic of secondary spectrum in

depth, including current and future developments for managing and utilising secondary

spectrum effectively.

The four primary sections in Chapter 1 map directly to the remaining four Chapters

under the same name. The following summaries detail original contributions that were

not part of the Intel Project:

1. Section 1.2 provides an overview of Chapter 3 with Primary contributions:

(a) A survey of the relationship between power consumption and latency for con-

ventional wireless receivers

(b) Introducing a simple whitespace model for evaluating timescale of device op-

eration

(c) Providing a measure to calculate energy efficient secondary spectrum access

(d) A thought experiment, of how energy consumption is impacted as a function

of a secondary spectrum environment and the inherent risks of operating in

that environment.

2. Section 1.3 provides an overview of Chapter 4 with Primary contributions:

(a) Design, development and implementation of a low cost and high resolution
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spectrum measurement system

(b) Implementation of a novel 2D image noise filter for improving energy based

detection of incumbent signals

3. Section 1.4 provides an overview of Chapter 5 with Primary Contributions:

(a) Measurement of several candidate spectrum bands

(b) Introduction of the ‘Functional Whitespace’ concept, for evaluation of discrete

whitespace opportunities

(c) Defining a unit of whitespace (the WhiteSpace Resource Block (WSRB))

(d) Clustering of WSRBs to increase the ‘Functional Value’ of the discrete blocks

(e) Defining the optimal clustering of WSRBs to maximise Functional Value as an

NP-Hard problem

(f) A novel partitioning algorithm to generate clusters of WSRBs in real time from

an observed spectrum

(g) Using the partitioning result to generate a novel Whitespace Opportunity Dis-

tribution (WOD)

(h) Demonstration of WODs as a superior method for representing and evaluat-

ing secondary spectrum whitespace over conventional means of communicating

secondary spectrum whitespace

4. Section 1.5 introduces the topics of LSA and SAS, covered in depth in Chapter 2.

The four Subsections in Section 1.5 provide a brief of the contributions achieved

and map directly to Chapter 6 under the Sections of the same name. The primary

contributions in this chapter were achieved as part of the Intel Project collaboration:
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(a) Section 6.2 details extensions to the LSA and SAS systems are to facilitate a

method of dynamic renegotiation of secondary spectrum agreements and how

those agreements are defined.

(b) Section 6.3 details a further extension to the LSA and SAS systems by provid-

ing a mechanism and framework to separate the control domains of the LSA

and SAS system to encourage both sharing of physical infrastructure and to

prevent private network configuration information from being exposed to the

greater system.

(c) Section 6.4 develops a novel concept of capturing secondary spectrum oppor-

tunities before a formal control and connection set up sequence has to be

performed, capitalising on secondary spectrum opportunities that would oth-

erwise have been unable to be captured.

(d) Section 6.5 examines the merits of Time Division and Frequency Division Du-

plex schemes for mobile communications and details a method for determining

the optimal selection of either of these duplex schemes given a user context.

Duplex optimisation forms an important component of the success of secondary

spectrum management systems such as LSA and SAS.



Chapter 2

Background and Related Work

2.1 Introduction

The electromagnetic spectrum or simply, ‘spectrum’, presents significant scientific, social,

defence and economic benefits for modern society [13]. With the constant evolution of

technological development from smartphones and wireless multimedia systems, the finite

spectrum resources which were once considered abundant are now heavily stressed in the

bands designated for these services [3–5]. This increased demand for the constrained spec-

trum resources calls for efficient management processes to be designed and implemented,

particularly with regards to the primary occupants and services within a given spectrum

band. All aspects of spectrum management need to be explored to achieve this goal. In

particular, it is critical to optimise the spectral efficiency of primary spectrum occupants

and subsequently, develop efficient strategies to harness unused or underutilised spectrum.

This chapter seeks to build a fundamental understanding into the broad topic of

electromagnetic spectrum utilisation and management, current driving forces for spectrum

strain, the limitations that exist with currently implemented management strategies, and

forward facing solutions to further increase the efficiency of spectrum management.

17
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Section 2.2 provides a background into electromagnetic spectrum properties, specifi-

cally the dimensions in which spectrum can be utilised. This section also introduces the

concept of electromagnetic spectrum as a ‘finite’ resource, providing the motivation for

harnessing secondary spectrum.Section 2.3 investigates the governing bodies responsible

for spectrum management and spectrum policy and key standards bodies responsible for

developing communication device requirements both domestically and globally.

Section 2.4 provides a foundation into the architecture of wireless devices, and meth-

ods used to access electromagnetic spectrum for communication. This section primarily

provides a base for the power consumption and latency investigation in Chapter 3 and

several contributions in Chapter 6.

Section 2.5 opens up the topic of secondary spectrum, how it can be harnessed, and

the current state of the art to address congestion and inefficient spectrum usage. The

Section formulates key motivations for much of the research and patent development in

this document.

Section 2.6 introduces Software Defined Radios (SDR) and they impact they have had

on developing solutions for harnessing secondary spectrum. The capabilities and core

functions of SDRs are presented as well as sensing techniques used for the observation

and classification of spectrum, forming an important basis for Chapter 4 and 6.

2.2 Electromagnetic Spectrum Properties

The concept of spectrum being ‘finite’ requires a general understanding of how commu-

nication systems access and utilise spectrum as well as the intrinsic physical properties

of electromagnetic spectrum. Electromagnetic spectrum is temporally renewable; if at

one instance in time a ‘piece’ of spectrum is ‘consumed’, every instance after that the

spectrum will still be available to be consumed again, whether by the same user or some
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other user or users.

Application performance is highly dependent on the intrinsic physical properties of

spectrum, as the signal propagation characteristics of spectrum varies significantly de-

pending on frequency. Due to the way in which certain systems can and are engineered,

there is a finite supply of ‘suitable’ spectrum for these applications. The desirable prop-

agation characteristics combined with finite supply of frequencies, gives rise to certain

frequencies being highly prized and protected.

Thus the dichotomy of spectrum being infinite and simultaneously finite exists, where

the hard limit of spectrum ‘capacity’ is due to how effectively the spectrum is managed

and the technology that harnesses it.

2.2.1 Electromagnetic Spectrum Properties

In communications theory, the the Shannon-Hartley theorem describes the maximum rate

at which information can be transmitted over a given bandwidth with a given signal to

noise ratio of the received signal. (C) is given as the channel capacity in bits/Hz, (B)

is the bandwidth of a channel, (S) is the signal power in Watts and (N0) is the channel

noise in Watts. The theorem to determine capacity is given by:

C = B log2 (1 +
S

N0

) (2.1)

Electromagnetic radiation models used in communications are subject to a phenom-

ena known as path-loss [14]. Path-loss is defined as the amount of power that a signal

attenuates by (L) over a given distance (d) between a transmitter and receiver at a given

wavelength (λ) (given by λ = v
f

where (f) is frequency and (v) is the speed of the elec-

tromagnetic wave, in the free space example this is the speed of light (c)). To highlight

the frequency dependency and for ‘ease of use’ the free space path-loss formulation repre-

sented in ‘log domain units’ (dBmW) of loss from the transmitted power (PTx) to received
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power (PRx) for two ideal isotropic antennas in free space [15]:

PRx

PTx

= 20 log10 (
4 π d f

c
) (2.2)

Adjusting the formula to units of kilometres (km) instead of m and frequency in

megahertz (MHz) instead of Hz, this can be further be simplified to [15]:

PRx = PTx − (20 log10(d) + 20 log10(f) + 32.45) (2.3)

This relationship between signal frequency and path-loss yields that lower frequency

signals are less susceptible to path-loss over extended distances and are thus preferable for

applications that require the transmitter and receiver to be considerable distances apart

from each other.

Typical practical path-loss models will not simply assume free space for propagation

and will introduce additional source of loss or ‘fade’ to the model. These models introduce

a stochastic random variable to account for additional loss within the wireless channel.

The most common fading ‘log-distance fading’ is used to account for other properties and

randomness within a given channel.

In the ‘log-distance’ model [15], the path-loss at a reference distance is measured and

then the path-loss at the desired distance is modeled based on that reference distance, a

fixed quantity γ (the path-loss exponent) is accounted for with the distance portion of the

calculation and a zero mean Gaussian random variable with zero mean (Xσ) is used to

model the ‘flat fading’ (frequency independent constant signal loss), within the channel.

PRx = PTx − (10 γ log10(d) + 20 log10(f) + 32.45 +Xσ) (2.4)

It can be seen from equations 2.1 and 2.2 that there is a relationship between the

distance that a transmitter and receiver can be in space relative to each other for a
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given transmission power with respect to the data rate that can be expected between

the two devices. However, this is not the complete picture for the frequency dependency

of propagation characteristics. The environments and other use cases such as movement

in which the vast majority of consumer mobile devices operate is quite hostile for signal

propagation, and is unaccounted by simple fading models.

‘Rayleigh Fading’ is a statistical model that aims to encompass the effects of an

environment (urban/rural) and the velocity at which a transmitter is traveling on the

propagation of radio signals. This model takes into account ‘scattering’ and the result-

ing ‘multipath’ caused by objects in an environment blocking the ‘line of sight’ between

a transmitter and receiver. Many other fading models exist to account for additional

sources of loss and randomness due to a devices operating environment and use case,

these are thoroughly investigated in [15].

2.2.2 Dimensions and Constraints of Spectrum Usage

Equations 2.1 and 2.2 shows that there are three primary physical dimensions for which

spectrum can be managed across, these are: time, frequency (or bandwidth) and space.

Thus it is useful to gain an appreciation for how each of these dimensions in isolation can

be managed or exploited to maximise achievable spectrum capacity.

Here we refer to both diversity and multiplexing as ways of explaining how spectrum

can be better exploited for radio communications. Diversity and multiplexing are some-

what the inverse of each other, where a diversity scheme aims to trade off capacity to

increase reliability, and a multiplexing scheme aims to maximise capacity with less regard

to reliability of signal reception [7, 14].

A diversity scheme is a method employed to improve the reliability of a communica-

tions signal by routing that signal over two or more channels with different characteristics,

such as fading, geography, frequency and interference. The same signal is essentially sent
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multiple times in different ways with the aim of ensuring the successful reception of the

signal by the intended receiver. These methods are typically employed in hostile spectrum

environments where the capacity needs to be traded off for reliability. For example, mul-

tipath (the same signal taking many different spatial routes) can be exploited to improve

the gain of that signal at a receiver.

Similarly, a multiplexing scheme seeks to exploit channel characteristics to improve

the amount of data that can be simultaneously transmitted. For example, a transmitter

may have knowledge of two channels that are the same in frequency but are separated in

space, the transmitter could transmit a separate data stream in each physical direction,

using a directional antenna to effectively double the information capacity of the spectrum

at that frequency. As the data streams are transmitted in different directions, there is

little chance that they will interfere with each other thus successfully multiplexing the

spectrum.

2.2.3 Time and Frequency

It is useful for spectrum management to deal with time and frequency in discretised

quantities [16]. An example of the discretisation of time and frequency is illustrated in

fig 2.1, where certain users of the spectrum are constrained to different frequency bands

and either access the spectrum for very long durations, or intermittent periods. In the

case where usage of frequency bands are intermittent, there presents an opportunity for

utilising that unused spectrum for additional purposes.
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Whitespace

Whitespace

Whitespace Whitespace

Whitespace

Frequency

Time

Figure 2.1: Example spectrum occupancy diagram. Incumbent activity depicted by grey

bars and white bars depicting ‘Whitespace’ or unused allocated spectrum.

2.2.4 Space

The space dimension for spectrum allocation is becoming a point of increasing importance

with respect to the current development of 5th generation mobile communication technolo-

gies (5G). To provide a brief and somewhat frivolous example: if every user had a discrete

unit of space allocated just to themselves, then the entirety of the electromagnetic spec-

trum would be available to them, provided they did not interfere with neighbouring units

of space. Due to the propagation of electromagnetic waves, the difficulty in controlling

these propagations, the overwhelmingly complex infrastructural and cost requirements to

service each unit of space adequately, and the simple use case of a user moving around

to other units of space, spectrum must be shared with over areas of space and managed

accordingly for multiple users [16].

‘Geographic multiplexing’ is the process of reusing spectrum in sufficiently separated

geographic locations, where there is little to no interference from communications between

region A and region B. These regions for example could be as between separate rooms

within a building (provided that the interference between the two rooms is managed and
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signal powers are limited), different sides of a large structure, or segments of a highway.

Geographic multiplexing enables users to move around to different areas while still being

connected to a mobile network and additionally enables more users to be served by the

same allocation of spectrum.

Figure 2.2 illustrates a basic example of two separate mobile networks (network A and

B), that are using the same frequency at the same time. The dotted area represents the

effective range of the basestation. Transmitter A will not interfere with transmitter B and

can thus access the same frequency and time dimension resources as transmitter B. This

effectively doubles the capacity of the entire network when compared to a network with

just a single much farther reaching transmitter and this concept can be scaled down much

further to smaller network sizes and even take advantage of the physical environment to

increase overall spectrum utilisation.

Transmitter A

Transmitter B

Figure 2.2: Example of geographical reuse of the same frequency band. Transmitter A can

communicate simultaneously at the same frequency as Transmitter B without interfering

with each other due to geographical separation
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Recent developments in small cell technology and heterogeneous networks expand on

the the concept of allocating a unique space to each user to maximise available spectrum

resources to each user. By decreasing the size of a region, and increasing the density of

basestation deployments, effectively, many more users can be served at higher datarates

than under a single basestation serving all of those regions. This concept known as

‘densification’ is one of the key enablers for 5G systems.

Network A

Network B

Dev A

Dev B

Dev C

Figure 2.3: Depiction of geographic multiplexing by taking advantage of physical entities

to separate networks

Figure 2.3 illustrates how the physical environment can impact upon the spatial reuse

or ‘geographic multiplexing’ of spectrum. The structures form a barrier for the electro-

magnetic waves, preventing them from reaching further due to high signal attenuation.

While this can be inconvenient in some cases, with respect to Device C, as it is unable to

communicate with either Network. The structures however do present an advantage when

the intent of the network is to maximise the total amount of throughput. As Networks A

and B have been deployed strategically to maximise the geographic multiplexing offered
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by the environment, thus eliminating the need for Device A and B to simultaneously share

spectrum resources, which would negatively impact on both their power consumption and

network throughput. The subject of mobile device power consumption will be explored

in depth in Chapter 3.

In addition to geographic multiplexing, the concept of ‘spatial multiplexing’ also exists.

Specifically this concept is used when referring to a technology called MIMO (Multiple

Input Multiple Output) [17, 18]. This technology utilises an antenna array to perform

multiplexing on a relatively small physical scale, and by taking advantage of the ‘multi-

path’ within the environment. Several separate ‘spatial streams’ can be created due to

environmental diversity between individual transmitter and receiver antennas, and thus

separate channels for transmitting data can be established.

MIMO Transceiver A

MIMO Transceiver B

Spatial Streams

Figure 2.4: Depiction of four spatial streams between two MIMO antenna arrays

‘Multipath’ describes the multiple paths that a given or multiple electromagnetic waves

can ‘travel’ from a transmitter to a receiver. These different ‘paths’ are created by the

different angles and surfaces each that stream bounces off before it eventually arrives

at the receiver. Often multipath becomes a source of interference, both destructive and
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constructive for a given signal [19]. In environments with low diversity, typically only a

low number of MIMO channels can only be supported.

2.3 Electromagnetic Spectrum Management

The Electromagnetic Spectrum is used in a large number of consumer, commercial, in-

dustrial and federal applications for observation and communications. Some particular

applications for electromagnetic spectrum are as follows: mobile networks, financial trad-

ing systems, military, satellite communications, medical imaging, terrestrial and sea nav-

igation (GPS (Global Positioning System), GLONASS, Galileo and BeiDou), exploration

(Space: stars, blackholes, exoplanets and, Earth: gas, oil, water, minerals). Often these

services and applications compete for spectrum due to the aforementioned physical prop-

erties of spectrum which necessitates effective management of it, to meet all the demands

placed upon it.

The Electromagnetic Spectrum is treated as a finite national strategic resource that

is administered and managed by the federal body of the relevant nation as it should see

fit. The international standards for spectrum regulation are outlined by the International

Telecommunications Union (ITU) [20], which is a specialised agency for information and

communication technologies under the United Nations. The ITU is responsible for de-

veloping technical standards that ensure the interoperability of communications networks

and technologies.

Globally, each (UN Member) country allocates spectrum as they best see fit with

various domestic and international allocation standards and policies within the framework

and standards outlined by the ITU.

The ITU has developed international radio regulations to manage the allocation of

spectrum and satellite orbits, providing guidelines for the preferred services to be allocated
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within particular bands of the spectrum. There are 3 distinct regions that exist under

these regulations: Region 1 spans Europe, Africa, the Middle East west of the Persian

gulf, the former USSR and Mongolia. Region 2 spans the Americas, Greenland, and some

of the Eastern Pacific Islands. Region 3 covers the remaining areas of Asia, Iran and most

of Oceania. These regulations additionally detail the mandatory operating parameters

of transmitters for given frequencies, and the requirements of governments to update the

‘Master International Frequency Register’ (MIFR) [21] for spectrum assignments made in

their respective jurisdictions.

Figure 2.5: ITU Spectrum Regions [22]

Despite the ITU creating guidelines for spectrum allocation, the responsibility of dis-

crete spectrum allocation falls to the government of a given country. Typically this is

performed at the federal level by a communications regulator, for example, in the USA

the FCC (Federal Communications Commission) [23], in the UK, OFCOM (the Office
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of Communications) [24], in the EU significant work is being done to harmonise spec-

trum allocations for each member state under the EU’s Spectrum Policy Framework [25],

and in Australia the ACMA (Australian Communications and Media Authority) [26] is

responsible for communications regulation. These bodies are responsible for administrat-

ing spectrum for their respective domestic military, federal, commercial, industrial and

general consumer applications.

2.3.1 Spectrum Allocation

Under the ITU Radio Regulations [27] there are four categories of spectrum assignments

Primary, Secondary, Exclusive and Shared.

Primary spectrum is directly licensed to a user, users or service typically referred to

as the Primary User (PU). The PU has a right to access the given spectrum and are

provided with a guarantee that the expected interference within that spectrum will be at

or below a certain level, as well as outlining particular services that may be used within

that band and transmission requirements.

Secondary spectrum assignments are provided to enable greater spectrum usage in

the absence of a primary service. Secondary assignees have no guarantee for interfer-

ence and hence quality of service. They are additionally required to not interfere with

the primary service of that same band and may not claim protection from the primary

service, they may however claim protection from transmitters of secondary nature. Ex-

clusive allocations are reserved for a single communications service, such as: distress,

safety and emergency services, maritime navigational and meteorological warnings, space

communications, aeronautical radionavigation systems and medical transports.

Shared assignments are used where a particular band can be used for two or more

communication services, provided they adhere to certain interference minimisation poli-

cies.
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2.3.2 Spectrum Assignment

Spectrum that is not exclusive or utilised for certain scientific, military and government

purposes, is typically assigned via auctions for commercial and industrial uses [1, 2]. As

it stands there is no uniform agreement for spectrum pricing, however large contiguous

chunks of spectrum that are of high value (due to their functional efficiency) for mobile

network operators (MNO) have commanded very large prices in recent times [28, 29].

Previous approaches to the problem of spectrum allocation was either via first come

first serve over the counter licences, ‘spectrum lotteries’ where interested parties would

apply and then be randomly drawn from a pool, where interested parties were evaluated

for policy, societal and economic benefit. These approaches were often met with poor

outcomes for either the governments, interested parties or overall spectrum productivity.

Thus a more economically viable solution was converged to via spectrum auctions [28,29].

The value of a given spectrum is dependent on the contiguous allocated frequency, the

geographical area or volume that the spectrum licence is valid for, intrinsic propagation

characteristics of the given frequency, the number of people that would be encompassed,

the number of competitors/demand in the area and associated administrative costs. These

auctions have been found to provide an effective method for a government to allocate the

limited spectrum resources, with greater productivity of the spectrum being achieved and

simultaneously generating revenue for governments [30].

The auction model of spectrum allocation, in Australia was adopted by the ACMA in

1992 under section 60 of the Radiocommunications Act 1992 [31].

Figure 2.6 illustrates at a high level view how a federal body depicts the assignment

of spectrum resources. The allocations at these resolutions are typically for designating

types of services that are able to access the various bands. Once these initial high level

designations are agreed upon, the designated bands are then sliced up into chunks in

bandwidth and geography or regions, to then be licensed out to services that purchase
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the exclusive rights for accessing that spectrum over a given period of time, similar to a

conventional property lease.
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Figure 2.6: Australian Radiofrequency Spectrum allocations chart [32]

Exclusive access of a band is true except in cases similar to the ‘Industrial, Scientific

and Medical’ (ISM) bands which do not have a rigid spectrum allocation scheme, but

rather have requirements surrounding how the spectrum can be accessed, such as max-

imum transmission power limits and access strategies to ensure that multiple users can

access those bands harmoniously without unnecessarily interfering with each other.
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2.3.3 Mobile Communications Spectrum

For the specific interest of mobile communications, the primary consumers of this spec-

trum are users connecting to the internet via devices such as mobile handsets, mobile

modems, or static/fixed systems using the wireless network. These communications

networks are operated and maintained by entities known as Mobile Network Operators

(MNOs). These entities apply for spectrum licences from the federal government of the

country in which they operate to gain exclusive access to large contiguous or several

large discontinuous bands (1.4MHz to 20MHz per band) for which to provide internet

connectivity and data transmission services to their customers via 4G and future 5G

communications technologies.

As projected by the Cisco Visual Networking Index: Global Mobile Data Traffic Fore-

cast Update [33] over the 2016 to 2021 horizon, there is expected that over 50 percent

of global connected devices will be comprised of smartphones making up 86 percent of

all mobile traffic. 20 percent of global internet protocol traffic will be created solely by

mobile devices, and monthly global mobile data traffic will be approximately 49 exabytes

per month by 2020. They also expect that mobile traffic will grow at a compound annual

growth rate (CAGR) of 47 percent over the 2016 to 2021 horizon. These projections are

also agree quite similarly to the Ericsson Mobility Report (Nov 2017) [34], with a CAGR

of 42% toward to 2023 horizon. An expected monthly data traffic on the same order as

the Cisco report by 2020, with an expected 110 exabytes per month by 2023.

MNOs require access to large contiguous bands of spectrum to provide their services

due to the large data consumption requirements of their customers. It is forseable that

these consumer requirements will continue to grow into the future. In fact the development

of higher bandwidth and lower latency communications systems has considerably increased

the amount of traffic generated by users of that technology. High bandwidth and low

latency offers considerable quality of service improvements to the user, making the user
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more intent on using that service. For example: waiting time for files to transfer are lower

so larger files can be transferred, high definition content can be viewed in realtime and

time sensitive applications such as stock trading, high definition voice communications

and other financial transactions also become a possibility.

With the clear advantages for user based applications that these systems offer, there

will only be a greater uptake over time of these services which will further strain existing

spectrum capacity and infrastructure (fronthaul and backhaul) supporting the network.

The typical fronthaul network or ‘access network’ comprises of numerous basestations

(BS) organised into ‘cells’ that provide regions of connectivity for mobile users authorised

to connect to that network. An access network is interested in providing the greatest

amount of capacity to the users of that network to secure good quality of service for

the users. Capacity can be increased in the following ways: increase power (or reduce

noise), decrease the service area (to gain greater geographical efficiency) or increase the

available amount of spectrum available. To address the growing user appetite for data

consumption, there too must be a growth in spectral capacity to meet this demand.

A range of frequencies with good physical object penetration, and low attenuation,

in the interests of minimising power consumption, are highly desirable for all mobile

communication systems. It is also apparent that the range of frequencies that fit these

requirements primarily exist below 6GHz. These spectral properties are also highly desir-

able for numerous other applications, not just mobile data networks and systems, resulting

in a significant strain on frequencies below 6GHz with respect to allocation.

A key limitation of the growth in general connection speeds, is the suitability of

spectrum for general consumer applications. Thus a significant interest in spectrum above

6GHz for future 5G mobile systems, as a prospective solution to meet this every growing

demand has been generated [35, 36]. Due to the nature of mobile communications not

requiring a user to be physically tethered to a location, a user will typically move around
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buildings and the outdoor environment while using the device. This mobility aspect

presents a challenge for communications engineers, especially at above 6GHz frequencies,

as a device that constantly moves around its environment, presents constant variation in

the physical channel between the device and basestation. Sources of variance are due to

objects such as structures, bodies, cars or foliage blocking the direct line of sight (LoS)

between a transmitter and a receiver. Thus a frequency that will propagate well and

penetrate these objects with little loss of signal integrity and no impact to the physical

object is important for the success of a mobile device, or, a means to overcome the

penetration issue will need to be developed for a successful above 6GHz system [37].

Power consumption is another point of interest for communications in general, but

especially with respect to mobile communications and even more so at higher frequen-

cies due to the challenging signal environment. As mobile devices are primarily battery

powered it is critical that the energy consumed to perform communications is kept to an

absolute minimum, without negatively impacting on user experience. It is also of interest

to keep transmission power low due to the close proximity to people that communication

systems are conventionally used. These factors make high transmission powers unaccept-

able for mobile communication systems, so below 6GHz communication frequencies that

experience low attenuation are already at a significant advantage when compared to above

6GHz systems. One of the primary advantages of above 6GHz systems, is access to very

high allocations of contiguous bandwidth due to both the limited number of other users

from 28GHz to 100GHz [36] and the significantly greater amount of spectrum at those

frequencies. Thus, in addition to the study of above 6GHz 5G systems, investigation of

efficient spectrum utilisation in sub 6GHz bands for 5G systems is also of high interest.
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2.3.4 Spectrum Management Policy

A high level understanding of the interactions between the 3GPP (The 3rd Generation

Partnership Project), ETSI (European Telecommunications Standards Institute) the ITU-

R (ITU Radiocommunication Sector - a subgroup of the ITU), the IEEE (Institute of

Electrical and Electronics Engineers), and CEPT (European Conference of Postal and

Telecommunications Administrations) ECC (Electronic Communications Committee) is

needed to appreciate the interactions and structure behind spectrum management and

management policy within the European Union and globally. The purpose of this expla-

nation is to demystify each bodies’ responsibility and role in the context of management

of spectrum and communications with respect to 4G, 5G and secondary spectrum ac-

cess technologies. These governing bodies have particular importance in positioning the

contributions in Chapter 6 and understanding the general policy and global framework

interactions that mobile communications systems are designed toward.

The ITU-R tasks itself with: “Ensuring the rational, equitable, efficient and econom-

ical use of the radio-frequency spectrum by all radiocommunication services, including

those using satellite orbits, and to carry out studies and approve recommendations on ra-

diocommunication matters.” They are responsible for (but not exclusively) approving the

standards presented to them in accordance with existing radio regulations and regional

agreements set out by the ITU-R. ITU-R also ensures that the necessary performance

and quality of proposed radio systems are maintained and conservation of spectrum and

more flexible methods of accessing spectrum are considered for addressing forward fac-

ing spectrum needs. The ITU-R is also responsible for issuing requirements for the IMT

(International Mobile Telecommunications) standards: IMT-2000 (3G); IMT-Advanced

(4G); IMT-2020 (5G) [38].

The CEPT, specifically the ECC business committee of the CEPT operates at a re-

gional level within the EU for certain policy, coordination and harmonisation activi-
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ties [39]. In addition to the ECC there are independent spectrum authorities responsible

for the administration of spectrum activities in every EU member country on a per coun-

try basis. These local administrations perform a similar function in EU member countries

as the ACMA in Australia, the FCC in the United States of America, and OFCOM in the

United Kingdom. The responsibilities of these entities are to develop and administrate

spectrum and spectrum policy, legislation and regulations for their relevant jurisdiction.

ETSI is a not for profit standardisation organisation that produces globally applicable

standards to Information and Communication Technologies (ICT), for fixed, mobile, and

internet technologies. Out of ETSI was created a technical working group for the 3G series

of standards, which formed into the 3GPP, of which now ETSI is a partner organisation

[40].

The 3rd Generation Partnership Project is a collaborative agreement between stan-

dards development organisations that develop specifications from contribution-driven mem-

ber companies that are organised into Working Groups (WG) within three different Tech-

nical Specification Groups (TSG). The name of the partnership is a legacy name from

when the 3G technical specifications and reports were under development. Their activities

are now concerned with technical specifications and reports for 4G (LTE, LTE-A, LTE-A

Pro) and 5G (5G New Radio) specifications [41].

The IEEE is a global professional engineering and standardisation organisation that

tasks itself with numerous activities in the fields of engineering, computing and tech-

nology information, such as professional conferences, technology standards, highly cited

publications and education. They are responsible for developing and maintaining the 802

family of standards (among many others), which in particular deal with LANs (Local

Area Networks) and MANs (Metropolitan Area Networks). The particular standards of

interest are IEEE 802.11 (WiFi) and IEEE 802.22 (TVWS) [42].

In summary, the ITU-R establishes what should and can be done with spectrum (i.e.
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types of services, device categories and harmonisation efforts), the CEPT (FCC, ACMA,

OFCOM etc) establishes what will be done with the spectrum at a federal level (i.e.

explicit use cases and discrete band allocations/auctions) and ETSI, the 3GPP and the

IEEE outline the systems and methods of accessing spectrum (i.e. specifications for the

hardware to perform communications).

2.4 Radio Resource Management

A thorough understanding of Radio Resource Management (RRM) reveals that it is foun-

dational to power consumption, access latency and secondary spectrum use because it

provides both a logical and physical architecture for efficiently utilising spectrum as well

as defining key metrics for evaluating the performance of these topics.

The field of RRM is focused on the design of systems to ubiquitously manage, access

and navigate the spectrum and physical environments to perform successful communica-

tions between two or more devices, in the shortest possible time, with the lowest possible

energy [43]. The objective of RRM is to maximize total system spectrum efficiency in bits

per second per unit area, via PHY and MAC layer systems and algorithms to overcome

and/or manage the physical environment, fading, shadowing, multipath, Doppler shift,

interference, noise; and to maximise the efficiency of handover, modulation, error coding

and scheduling [44, 45].

2.4.1 MAC and PHY Layers

With respect to the standardisation and development of mobile communication devices,

T-REC-X.200 (1994) Section 6.1 presents the reference model for the Open Systems Inter-

connection (OSI) architecture [46]. It defines the seven layers of an ‘open system’, which

provides a common basis for the coordination of standards development for the purpose
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of systems interconnection. Additionally it allows existing standards to be placed into

perspective within the overall Reference Model. The layers of this model are captured in

Figure 2.7.

Figure 2.7: Open Systems Interconnection (OSI) architecture [46]

Under the ITU-T definition: “The Physical Layer (PHY) provides the mechanical,

electrical, functional and procedural means to activate, maintain and de-activate physical

connections for bit transmission between data-link-entities (MAC layers). A physical-

connection may involve intermediate open systems, each relaying bit transmission within

the Physical Layer. Physical Layer entities are interconnected by means of a physical

medium” [46]. The PHY layer encompasses what is known as the ‘air interface’, the

radios, multiplexing, quality of service measurements and calibrations, antennas and the

analog/digital frontends within mobile devices. Effectively the PHY layer is responsible

for the successful transmission and reception of bits over the air interface.

Layer 2, the Data Link Layer (DLL), encompasses the Medium Access Control (MAC)

and Logical Link Control (LLC) sub-layers. By the ITU-T definition: “The Data Link
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Layer provides functional and procedural means for connectionless-mode among network-

entities, and for connection-mode establishment, maintenance, and release data-link-

connections among network-entities and for the transfer of data-link-service-data-units.

A data-link-connection is built upon one or several physical-connections” [46]. Funda-

mentally, the MAC sub-layer is responsible for error correction such as requesting re-

transmission of information, setting and adjusting power amplification for transmission

and reception, performing radio resource scheduling tasks in coordination with other con-

nected entities and determining where chunks of information received from the PHY layer

should be sent to or acted upon.

2.4.2 Orthogonal Frequency Division Multiplexing

Orthogonal Frequency Division Multiplexing (OFDM) is a technique used by modern

transceivers for transmitting and receiving digital information by encoding that informa-

tion over multiple ‘subcarrier’ frequencies.

Due to the tight packing of the subcarriers, the sidebands of each carrier signal will

overlap with neighbouring subcarriers. This is circumvented due to each of the subcarriers

being orthogonal to eachother, and is achieved by setting the spacing of each subcarrier

to the inverse of the symbol rate [47].

The symbol rate, or more commonly known as the ‘baud rate’ (fB), is the rate at

which communication signals are generated over a carrier. Each of these symbols has

a bit representation, determined by the number of distinct levels (M) the symbol can

represent. For example, these may be represented by M unique voltage levels, which can

encode log2(M) bits. The ‘bit rate’ (R) of a system is equal to its baud rate, times the

number of bits encoded within each symbol, expressed in bits per second.

R = fB log2(M) (2.5)
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Each of the subcarriers are modulated using either Quadrature Amplitude Multi-

plexing (QAM) or Phase Shift Keying (PSK) to encode the digital bits. By utilising N

subcarriers within a given band rather than a single carrier spanning the entire band. The

robustness of the transmitted data is significantly higher with respect to spurious channel

noise, due to only a subset of the carriers being impacted, rather than the entire signal.

Intersymbol Interference

Figure 2.8 demonstrates the Nyquist Inter-Symbol Interference (ISI) criterion, with chan-

nel response (h(t)) on the y axis and time (t) on the x axis. Under the ISI criterion,

if the symbol period (Ts) is equal to the inverse of the bandwidth of each subcarrier,

then the raised cosine response of each (nth) subcarrier with centre frequency (n/Ts at

baseband), when sampled at the nyquist rate will ideally only contain the signal power

for that respective subcarrier [14]. Under these conditions the impulse response of every

other subcarrier is 0, with the response of the intended subcarrier being equal to 1, thus

eliminating ISI ∀ n ∈ Z:

h(nTs) =


1; n = 0

0; n ̸= 0

(2.6)

For the Fourier Transform H(f) of h(t), to satisfy the ISI criterion [14]:

1

Ts

+∞∑
k=−∞

H

(
f − k

Ts

)
= 1 (2.7)

Figure 2.8 provides a graphical representation of the conditions satisfying Eq 2.6 and

Eq 2.7.
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Figure 2.8: Depiction of subcarriers in the frequency domain, with identified subcarrier

centre frequencies forming the sample points/bins for a FFT to capture each symbol [48]

The trade-off with this approach is that the symbol holding times must be significantly

longer than if the signal was permitted to occupy the entire band. Thus there is an

increase in transmission delay before a symbol can be successfully received and decoded

as the integration of the signal must be performed for as long as the holding time. Due to

this extended holding time, the signal integrity becomes more susceptible to deviations

in frequency. This can occur either due mismatched transmitter and receiver oscillators

or Doppler shift from moving at speed [49].

Resource Blocks

OFDM symbols are grouped into ‘Resource Blocks’ (RB). These resource blocks are com-

prised of multiple ‘Resource Elements’ (RE), with each resource element occupying a



42 Chapter 2. Background and Related Work

discrete period in time over a particular subcarrier frequency. These resource elements

form the smallest spectrum units that an OFDM system, such as LTE utilises. The limits

on symbol bandwidth and holding duration are inversely related by 1
f
. A resource element

represents a discrete chunk of time and frequency within the band of interest within an

LTE system, that can be allocated for data communications.

Figure 2.9: LTE Resource grid structure, detailing Resource Blocks and Resource Ele-

ments. The grid, bottom right, Y axis represents frequency (number of subcarriers and

bandwdith), and X axis represents time (symbol holding time) [50]

Each of the resource elements comprises a single OFDM symbol. In the case of QPSK

(Quadrature Phase Shift Keying), a single RE comprises 2 bits of information, 16QAM: 4

bits, 64QAM: 6 bits. In the LTE case, a resource grid can look like the following, Resource

Blocks (180kHz each - 12 subcarriers of 15kHz) and subframes (1ms) being used to break
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up and schedule spectrum resources at a high level, before further breaking the resources

down into their final Resource Elements, detailed in Figure 2.10.
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Pilot Signals

To account for time variant interference and fading within an OFDM communications

channel, channel estimation is physically integrated directly into the operation of OFDM.

By selecting a few equidistantly spaced subcarriers that span the band of interest, a

known ‘pilot’ signal can be broadcast over these subcarriers [52]. These ‘pilot signals’ or

‘pilot tones’ (depicted in red in Figure 2.10) are transmitted (by the basestation) with

a given power level, on a particular set of subcarriers and with a particular cyclic prefix

(or training data sequence) for accurate channel estimation. Typically these tones are

scheduled for specific resource blocks under a specific pattern to assist with estimation

functions. This is also performed on the uplink, but in a somewhat different manner.

When the (UE) receiver measures the power and accompanying training dataset of

the pilot tones [52], the receiver can model the time variability within the channel, and

correct for it. This leads to a reduction in the bit error rate in the overall channel. Rather

than performing channel estimation on every subcarrier across the entire channel, it is

more efficient and preferable to select a few, equally spaced carriers to perform pilot signal

estimation.

2.4.3 Channel Duplexing and Aggregation

Frequency Division Duplex (FDD) and Time Division Duplex (TDD) are communication

schemes that enable bi-directional (full duplex) communications between two parties si-

multaneously [53]. While both these methods provide simultaneous bi-directional commu-

nications, they are quite different in carrier frequency management and possess different

properties that make them more or less suitable in certain conditions.

Carrier Aggregation (CA) [54, 55] (particularly in the context of LTE) is a method

for enabling the collection (’aggregation’) of one or more separate carrier frequencies, to
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increase the amount of available bandwidth to a device for uplink or downlink commu-

nications. The carriers do not have to be contiguous in frequency (under certain CA

schemes), a key benefit for maximising the utilisation of fragmented spectrum.

TDD and FDD

A FDD scheme, uses separate bands for the uplink and for the downlink, these are known

as ‘paired’ bands [53]. The paired frequencies (with necessary guard bands between them)

are used exclusively for the uplink or the downlink and are in fact two paired simplex

communication channels, functioning simultaneously. Typically these bands are equal in

bandwidth, which results in reduced spectral efficiency under asymmetrical traffic. Due

to each carrier being dedicated to a single direction, delay between transmission and

reception is less critical than under a TDD scheme, increasing the effective range of an

FDD deployment.

A TDD scheme only requires a single frequency band for operation, but slices the

band into units of time, which are allocated to both uplink and downlink [53]. This

form of duplex, at a small timescale is in fact a simplex scheme (achieving only one

way communication at any point in time), however the duration between uplink and

downlink slots are sufficiently short. This short duration between slots results in practical

application, emulating simultaneous bi-directional communications with delays (guard

periods) in between communication frames to minimise interference.



2.4 Radio Resource Management 47

Frequency Division Duplex (FDD)

Time Division Duplex (TDD)

DownlinkFrequency

Time

Up-
link

DL UL DL UL
TDD

Channel

Uplink

Downlink

Uplink Uplink

Downlink Downlink

Frequency

Time

FDD UL
Channel

FDD DL
Channel

Figure 2.11: Comparison between FDD and TDD spectrum duplexing and access schemes.

Note the stringent time spacing between uplink and downlink periods in the TDD case.

Figure 2.11, illustrates the key differences in time and frequency behind an implemen-

tation of both TDD and FDD duplex schemes.

The primary advantage of a TDD system over an FDD system is that the TDD system

does not require paired spectrum in order to provide full duplex communications, and

can also achieve greater spectral utilisation (in some scenarios). The time slot allocation

between the size of uplink and downlink slots can be dynamically varied if more downlink

traffic is required over the uplink or vice versa. Which is a key benefit for spectrum

efficiency as traffic is commonly asymmetrical [53].

Disadvantages of TDD include: the increased time delay between slots to ensure that

uplink and downlink traffic do not collide; and, higher cost due to the requirement of

more complex radios and infrastructure. The more stringent timing requirements when

compared to an FDD scheme also results in reduced ability for the scheme to handle long
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distance communications due to the delay spread (or reduced throughput by extending

the guard period), requiring more dense deployments of TDD basestations to serve the

same area as a single FDD basestation. A further TDD disadvantage is the notion of cross

slot interference, for example: two neighbouring BS’s with different up/down allocations,

creating conflicting slots and substantial interference at the cell edge.

TDD based asynchronous traffic has the added knock on effect of causing increased

communication delays and energy consumption between the UE and BS (due to a mis-

match in spectrum access requirements between a given UE and BS) that are not present

in FDD scenarios. If a UE has different access requirements (such as more upload traffic

than the BS is allocating as the BS may be optimising for heavy download traffic, i.e.

significantly more down frames are allocated than up frames) the UE’s transmitter will

have to be active for an extended period, consuming more energy and experiencing sig-

nificantly more delay in communication when compared to uploading the same payload

under an FDD strategy. This problem can be further exacerbated if an up/down frame is

allocated by the BS and only a small portion of the traffic actually occupies the spectrum

resources, traffic in the opposite direction incurs a substantial delay penalty until the next

slot, as it cannot be transmitted on the unoccupied resources during that frame.

Conversely, the inverse of the problem exists in FDD systems if there is substantially

more traffic than either channel (up or down) can support, and if one channel has a very

low amount of traffic, similar latency and energy consumption penalties will be incurred

by the UE’s competing for resources on the congested channel.

TDD access schemes provide more options with spectrum utilisation however can cause

unintended and somewhat unpredictable delay and energy consumption penalties due to

conflicting channel direction allocations, while FDD schemes provide a more predictable

communication environment, but are more susceptible to congestion in a single direction

which can also incur delay and energy consumption penalties for UEs.



2.4 Radio Resource Management 49

Carrier Aggregation

Carrier Aggregation is a method of achieving higher available bandwidth to a device that is

limited to only communicating on a single allocated carrier frequency, by simultaneously

communicating over multiple allocated carriers. The advantage of this method is the

increase in available bandwidth offered to a device by using the available hardware on

the device (assuming the device is at least 3GPP Release 8 compliant, and the MNO has

supporting basestations and spectrum).

Carrier aggregation is performed in three distinct methods, highlighted in Figure 2.12.

Each of these aggregation types pose unique challenges for protocol and hardware de-

sign [55]. Aggregated channels do not have to be contiguous in frequency, and can be

made up of several discontiguous carrier frequencies [54]. This method of harnessing mul-

tiple discontiguous bands, addresses a significant challenge for spectrum regulators and

licensing agreements with respect to allocating large contiguous blocks of spectrum.

Figure 2.12: Carrier Aggregation types [55]



50 Chapter 2. Background and Related Work

Carrier aggregation is also a key enabler for maximising the utility of secondary spec-

trum access systems, and is fundamental to their commercial success. Section 2.5.3 in-

cludes the numerous ways CA can be exploited to achieve greater available bandwidth to

communications devices.

2.5 Secondary Spectrum

Building upon Section 2.3.3, it follows, that by the large number of spectrum-consuming

applications, the economic benefit and quality of life improvements that spectrum enables,

that the finite amount of electromagnetic spectrum (on a frequency basis) would already

be heavily constrained and thus used very efficiently. This unfortunately is not the case.

It is known that a scarcity of spectrum exists for frequencies below 6GHz as the

spectrum below 6GHz are completely allocated for various services or leased to long term

incumbents [5]. Recent studies, however, have found that the utilisation of the spectrum

below 6GHz is very low on temporal, bandwidth and geographical [3, 4] dimensions.

Limitations of licensing structures, spectrum assignments and spectrum access meth-

ods to address the difficult task of managing interference from various sources, results in

much of the spectrum being wasted. It must be expressed, however, that many of the

existing licensing and spectrum assignment structures are created under the assumption

that neighbouring services are uncoordinated and have no interest in coordination, likely

due to cost and complexity.

The inefficient management of spectrum to address the problem of interference and

uncoordination, results in a substantial loss in ‘functional efficiency’ of the spectrum which

can be attributed to several factors:

• Physical factors: large geographic regions or over sized buffer zones than necessary

being assigned to isolate the incumbent from an uncoordinated neighbour, or over
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allocation of bandwidth incorporating larger than necessary guard bands to avoid

interference from an uncoordinated neighbour.

• Operational factors: services that typically communicate with a less than 100%

uptime, have intermittent usage, are spurious in operation, or employ older tech-

nologies with low spectral efficiency.

The combination of the aforementioned spectrum usage factors, lack of coordination

and interference management leads to substantial inefficiencies in the available spectrum

that can be exploited, and hence, the low ‘functional efficiency’ of spectrum. This issue

of low functional efficiency however, presents an opportunity. As much of the spectrum

is unused, there is presented a substantial opportunity for a system to detect the ‘gaps’

in spectrum use and exploit those gaps.

The notion of secondary spectrum assignments was introduced in Section 2.3.1 as an

assigned secondary application or user of an allocated spectrum band, with no guarantee

for quality of service. Secondary spectrum going forward is defined here as: any electro-

magnetic spectrum that is currently unutilised on a temporal, geographical or frequency

dimension that is designated for a service or use, due to the absence of the primary user

of that spectrum.

The primary user typically possesses a license for a given carrier frequency, bandwidth

and area of operations which grants them exclusive use of that spectrum over the regions

defined by the license. A primary user often has to pay for the privilege of having ‘exclusive

access’ to that spectrum. Due to the desirability of ownership of spectrum for numerous

applications the majority is already allocated to a primary service or user. However, if that

primary service or user is not operating within a particular geographical area/space, time

or frequency, at the highest possible efficiency (i.e. saturating the channel capacity) then

that particular spectrum can be used for a secondary service. Partitioning the spectrum
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into useful-sized blocks on the part of the primary user (in space, time, frequency or

any other measurable quantity), provides an opportunity for improving the functional

efficiency of that spectrum as well as effectively enabling opportunities for secondary

users (presumably who have run out of their own dedicated spectrum).

The granularity at which spectrum needs to be managed to combat the aforemen-

tioned inefficiencies is a complex issue to address. The abundance of unused spectrum,

or, ‘whitespace’ that exists needs to be leveraged to address the functional efficiency of

spectrum. This has been identified by numerous global organisations and as a result sig-

nificant efforts have recently been put into designing and defining systems for secondary

spectrum reuse in an effort to reclaim a portion of the under-utlised spectrum within a

particular frequency band.

One of the main motivations for a primary user (or ‘incumbent’ with respect to a

secondary spectrum service) to purchase a spectrum licence, other than having exclusive

access to that strategic resource, is to protect the primary users’ communications or

activities within that spectrum from external man-made sources of noise. As the capacity

of spectrum is noise limited (see equation 2.1) it is within a primary users’ best interest to

minimise sources of noise, to therefore maximise the capacity of a given channel. As such,

the exclusive licence grants a regulatory and legally enforceable contract to the primary

user with the effective guarantee that their signals will not be interfered with by a third

party.

This becomes the main point of contention for a secondary spectrum service. As

the service will be operating at the same frequency as the primary service there are

significant concerns that the secondary service may degrade the quality of the primary

incumbents signals leading to potentially negative performance and financial impacts upon

the incumbent. Thus it is of utmost importance that for a secondary spectrum service to

be designed with all aspects of interference with respect to the primary users’ operation.
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As a fundamental principle of managing secondary spectrum, secondary services must

cede control of the spectrum to their primary counterparts whenever the primary service

begins operating within that space, time or frequency, so that a Secondary User (SU) will

not interfere with a PU. The coordination between primary and secondary users gives

rise to unique engineering challenges which are being addressed through two combined

government and private enterprise initiatives: the Licensed Shared Access (LSA) [56, 57]

system under development in Europe and the Spectrum Access System (SAS) as part of

the Citizens Broadband Radio Service (CBRS) [58] within the United States of America.

Managing and identifying secondary spectrum is an ongoing area of study and is the core

focus of much of our research.

2.5.1 Managed and Unmanaged Secondary Spectrum

An ideal secondary spectrum service will have to be aware of and opportunistically con-

sume any available spectrum that the primary incumbent does not make use of, with no

impact toward the primary user/incumbent. It is obvious that a ‘quasi-omnipotent’ sys-

tem required to fulfill this requirement will be quite challenging to design and implement.

To this end, typically secondary services are only deployed in locations where it is highly

likely that there will be no presence of a primary user at all (such as the case with TVWS

devices) [59].

The construction of an aforementioned ‘quasi-omnipotent’ system (or a crude approx-

imation), is the objective of several technologies with several different schools of thought

with respect to how much control or management should be needed or required to make

these systems a possibility. Broadly, there are two umbrellas for secondary spectrum

access systems, managed and unmanaged systems. Managed systems such as LSA and

SAS [60, 61] (Section 2.5.3) are infrastructure and legal agreement heavy with stringent

restrictions on spectrum access. What these systems do provide however, is a guaran-
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tee or assurance that secondary users accessing spectrum resources with this system will

have zero impact upon primary user activity situated within that band, with methods for

recourse if the secondary user does infact break that agreement.

Unmanaged systems, in contrast, such as Cognitive Radios (CR) seek to address the

avoiding of interference with a primary user issue by: having the radio completely aware

of the spectrum around it, locally and regionally; designing capabilities for identification

of spectrum access patterns or signals/triggers from the incumbent services within the

band of interest; and finally, making decisions for when to access access the spectrum

using gathered information so as to not impact the primary user but still have access to

the band of interest. The topic of Cognitive Radios will be explored in more detail in

Section 2.6.1.

2.5.2 Television Band Whitespace (TVWS)

A system to make use of Television Whitespace (TVWS) was conceived in the mid 2000’s

as a possible method of harnessing unused secondary spectrum resources. The first efforts

were undertaken by the IEEE 802.22 working group set with the task of developing the

architecture and standards for a Wireless Regional Area Network (WRAN) that can

operate within the Digital Video Broadcasting - Terrestrial (DVB-T) bands (470MHz to

790MHz), to access any unused channels on a geographical and temporal basis [62, 63].

Specifically, TVWS refers to a technology that implements the regulatory requirements

for unlicensed sharing of unused space in licensed, local terrestrial TV (Television) channel

coverage areas. The basic principle relates to the idea of allowing unlicensed, secondary

devices to access spectrum at specific geographic locations and/or during specific time

intervals, in geographically-limited spectrum where it would not interfere with terrestrial

TV transmission or reception.

This is achieved through the use of a centralised geo-tagged spectrum database, that
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holds records for all operating television stations across any regions of interest. A TVWS

device is required to obtain authorization before they can transmit, and requires those

devices to cease operation if they come into close range or are located inside protected

areas [64]. These protected areas are created at incumbent boundaries or within areas

where there are no available channels to ensure that the incumbents are protected from

secondary devices.

Within the U.S. [65] and the UK [66], TVWS regulatory frameworks have been devel-

oped and introduced. There have also been efforts within the WiFi standard to introduce

TVWS capabilities [67]. However, due to the key areas where additional spectrum would

have the greatest commercial impact (i.e. within densely populated urban areas), the

majority of television bands are already owned or occupied by an incumbent, resulting in

a significant lack of exploitable whitespace. In addition to the lack of availability, there

also exists no mechanism within the TVWS system to ensure quality of service (QoS) for

secondary systems communications, which reduces its desirability for time sensitive and

high throughput applications.

To further complicate, and challenge the viability of TVWS systems, there is a growing

interest from national regulators to repackage existing spectrum previously assigned for

television (analog and now primarily digital), and relicense it, rather than to leave unused

channels idle for access on a secondary spectrum basis. For example within Australia

in 2015, spectrum from 694MHz to 820MHz (which included a number of analog and

digital television channels), was consolidated and repurposed under the “Digital Dividend”

program. This spectrum was subsequently auctioned to MNOs for dedicated mobile

networks [68]. In a similar vein, the FCC auctioned off reclaimed spectrum from 698MHz

to 806MHz [69], to various MNOs and interested parties under auctions 73 and 92. These

factors globally have resulted in the limited success of TVWS systems.
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2.5.3 LSA and SAS

Proceeding the development, deployment and somewhat limited success of TVWS sys-

tems, an improved generation of managed secondary spectrum access systems has been

under development. These systems would be able to access a somewhat smaller amount

of spectrum (approx 150MHz, compared with TVWS estimated 320MHz), but with the

possibility of achieving greater secondary spectrum utilisation due to less constrained sce-

narios. These systems have been trialed and developed both in Europe (LSA) and the

United Stated (SAS), and while similar in intent are rather different in implementation,

initial frequency bands of interest, incumbents present and types of secondary users [59].

LSA

LSA is a secondary spectrum sharing standard currently set for deployment within the

European Union, first proposed in 2011 by the Radio Spectrum Policy Group (RSPG) [70].

It is poised to be a significant improvement on existing regulatory frameworks enabled

by building intelligent management and licensing schemes to more effectively manage

complex spectrum use cases. The premise of ‘licensed shared access’ is to develop a system

that enables a PU (or owner of spectrum) to enter into a bilateral (or multilateral) sharing

agreement with one or more SUs to enable the SU to make use of the primary spectrum

without negatively impacting the PU’s mission.

LSA as per its initial specifications completed in 2017 [71], opens up the 2.3GHz to

2.4GHz band in Europe to MNO’s with LTE Band 40 (TDD) networks, enabling a form

of coexistence with the existing incumbents through the use of binary sharing agreements.

The primary incumbents within this band (in particular within Germany) are: SAP/SAB

links (Services Ancillary to Programme/Services Ancillary to Broadcasting) i.e. wireless

high definition television cameras, portable video links and mobile video links (for news

related purposes or sporting/special events coverage); and various airborne telemetry and
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radiolocation services [72]. Most of these applications have a limited range resulting

in a small geographical incumbent footprint at any one point in time. These particular

incumbents are also only active during times of particular interest that are not necessarily

known ahead of time or to be planned for (other than the sports and events coverage

scenario). It is foreseeable that these services will not be on 24/7 in a concentrated location

due to the opportunistic nature of these services, yielding a considerable opportunity for

secondary spectrum utilisation.

Sharing agreements are set up as a form of temporary lease agreement between the

PU and SU. The SU leases spectrum over defined time ranges, regions, bandwidths sens-

ing requirements and other parameters such as transmission powers, incumbent reclaim

conditions and allowable interference levels, outlined within the sharing agreement. The

advantage in LSA sharing agreements, is the provision of a guarantee to the PU that

any SU activity will not negatively interfere with the PU. The agreement outlines con-

ditions and penalties if interference events do occur and specifies the procedure for an

event occurs where the PU must retake control of the spectrum from an active SU. These

agreements are enforced by the physical LSA control system and sets of protocols for the

rapid transition of ownership of the spectrum from the PU to SU and vice versa.

Several advantages of the LSA system are:

• LSA can be deployed while maintaining existing incumbent services.

• QoS is guaranteed for the incumbent and some level of QoS can also be guaran-

teed for the SU, which is not possible under either ‘opportunistic spectrum access’

approaches or conventional ‘secondary use’ allocations.

• LSA is a complimentary spectrum management tool that fits under ‘individual li-

censing regimes’ [56].

As an example for the use-case of an LSA system, an explicit agreement can be set
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up where a PU has agreed to vacate the spectrum for a period of time, or, in the event

when the PU is not using the spectrum at a given point in time for whatever reason, the

secondary user may have a method to access the spectrum at that point in time. The

objective of this system is to enable parties with ownership of spectrum or services that are

explicitly allocated to a portion of spectrum, be able to coexist with intelligent secondary

services that seamlessly ‘work around’ the comparatively unsophisticated primary users.

At a high level, this work-around is achieved by sensing the presence and activities of

the PU, then building a model and conforming to a particular set of rules around that

activity, so that the spectrum is only accessed when the SU is certain that they will not

interfere with PU activities. Effectively, the system guarantees the QoS for the incumbent

and provides minimal QoS guarantees for the secondary user trying to squeeze value from

inefficient use of the spectrum.

Without access to a-priori spectrum allocation information, real-time sensing infor-

mation, and a system to provide the decision making or administration of the spectrum,

it would be impossible to ensure the coexistence of primary and secondary services while

maintaining QoS for all interested parties. The LSA architecture in Figure 2.13 is designed

with these constraints in mind.

As per Figure 2.13, the system architecture requires the following system blocks [60]:

an LSA Repository, an LSA Controller, an OA&M (Operations, Administration and

Management, or, a Network Operator) entity, and an interface for regulators to update

agreements and assess performance of the system
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Figure 2.13: Block Diagram of the LSA Architecture

The LSA repository maintains a database of geographically tagged spectrum mea-

surements, spectrum access conditions, sharing agreements and incumbent spectrum us-

age information. Incumbents are required to provide a-priori usage information to this

database for their particular spectrum usage patterns in space, time and frequency. This

data is then used to create primary user access models enabling greater accuracy for de-

termining whether a secondary service can be used within a given region at a particular

point in time [73]. Additionally, allowable transmission power ranges and interference

limits can be determined from these datasets in combination with general regional radia-

tion propagation models and incumbent data. There have been several pilot tests of this

system in recent times [74].

The LSA controller is responsible for handling OA&M requests for accessing the sec-

ondary spectrum. The controller is also responsible for interrogating the LSA repository

to identify possible conflicting services within the region of spectrum requested by the

OA&M service. Once a request is received it is combined with regional information (such



60 Chapter 2. Background and Related Work

as incumbent services present, expected regions that interference could be caused etc)

and the particular sharing agreement that the secondary user on the OA&M network has

with the relevant incumbents. A decision is then made by the controller to approve or

deny the spectrum access request to ensure that any incumbents will not be affected by

the secondary system accessing the spectrum.

SAS

The Spectrum Access System (SAS) is a USA FCC initiative to improve the functional

efficiency of the 3.55 - 3.7GHz band in the USA mainland, by devising a three tier model

for primary and secondary spectrum reuse within that band. The 3.55 - 3.7GHz frequency

band is termed the “innovation band” and while its objective too is to enable managed

secondary spectrum reuse of the given band, this approach takes a different approach to

LSA. Within this frequency band the secondary users are encompassed by the CBRS, and

the access technology proposed to access the spectrum is a variant of LTE called LTE-U

(LTE unlicensed) that uses the LTE TDD Band 42 and 43, or WiFi type opportunistic

spectrum access with modified collision avoidance systems [75].

The key difference with SAS when compared to LSA, is that certain incumbents

are unable or not required to inform the central database of their activity, and thus

the secondary users must adapt to this use case. The incumbents that fall under this

category are military services such as naval radar systems, who do not want to broadcast

their position or operational area to any central broker or entity. Thus their positional

information must be obfuscated from the SAS network at large, and particular coastal

areas within the mainland United States are exclusion/protection zones that SAS devices

cannot use.

Under SAS there are three classifications of users (compared to LSA’s two), the pri-

mary user or incumbent which has the highest level of protection and QoS guarantee
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against all CBRS devices; A priority secondary user or PAL (Priority Access License)

that has some guarantee of QoS and protection against the last class of devices; and

the third class, an unprioritised secondary user that has no guarantee of QoS and can

only access the spectrum ‘opportunistically’ (by sensing spectrum and reporting its mea-

surements and location to the SAS to gain access) called the GAA (General Authorised

Access) [61].

A general model of the SAS architecture is present in Figure 2.14. The SAS entities

are responsible for providing secondary spectrum access licenses to interested Citizens

Broadband Radio Service Devices (CBSD), and ensuring that the CBSDs do not inter-

fere with incumbent services. Similar to the LSA architecture, an interface between all

SAS entities, spectrum databases and federal incumbents present within given bands are

provided to define the parameters for spectrum sharing. The CBSD is representative of

a node, access point or base station that provides the access network for users over the

secured secondary spectrum access.

The PALs (priority CBSDs) can engage in a bidding process to secure access to the

secondary spectrum for a given geographical region. These regions defined by the FCC

notice are split up according to USA federal census tracts, where a licensee that has

secured spectrum will have access to that spectrum over the entire census tract (with

limited transmission powers allowed around the borders of the tract). As per FCC 15-47

section 1 point 4 [75] this PAL license grants a 10MHz band of secondary spectrum over

that tract for a period of 3 years, however only a maximum of 7 licences (70MHz total)

can exist within a given census tract within the 3550 - 3650MHz portion of the band.

This limitation on the number of licences ensures that there will always be at least some

spectrum available for GAA purposes. GAAs are able to move freely within the entirety

of the 150MHz band (excluding PAL owned spectrum or active incumbents), however

they are afforded no QoS protection from other GAAs or PALs.
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Figure 2.14: Block Diagram of the SAS Architecture

2.6 Software Defined Radios

The concept of a Software Defined Radio (SDR) has been in existence since the mid 1990’s

under a United States Department of Defence program under the name “SPEAKeasy” [76].

This radio was designed to address an issue faced by the USA military, in that it had

over 15 existing radio platforms, RF bands and waveform modulations for which all of

defence command and control operations were conducted over. The Speakeasy program

was designed to emulate the entire suite of radios under operation on a single device. To

achieve this, the radio needed to be reconfigurable and modular to suit all the various

waveforms and signal processing tasks in order to successfully communicate with all the

existing radios in the field.

The SPEAKeasy produced a functional prototype combining software programmable

baseband processing and wideband interchangeable RF modules to enable communication

over a wide range of RF bands and waveform modulations. This was a revolution in
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modern radio architecture as no longer did a single system have to be designed for every

niche frequency band and waveform modulation, now existed a general purpose device

that could address all of these requirements [7, 77].

Since then the concept has been further refined, commercialised and deployed broadly.

The system that used to occupy the space of a large truck can now occupy seldom more

space than a credit card and for only hundreds of dollars [78]. More powerful consumer

level SDRs such as Ettus Research USRPs (Universal Software Radio Peripheral), is a

core component of many wireless technology development and research labs across the

world [79].

The capabilities of an ideal SDR (Figure 2.15) are enabled by a series of important

processing blocks:

• Reconfigurable front-end (antennas, amplifiers, mixers and variable frequency oscil-

lators) to change the frequency band of operation and signal amplification

• Digital Upconversion and Downconversion to perform frequency conversion from

and to baseband.

• High sample rate Analog to Digital Converter (ADC) and Digital to Analog Con-

verter (DAC) to convert the analog information to and from digitised information

respectively.

• A suitable baseband processor for digital signal processing, decoding, radio control

and protocol enforcement.

• Fast Fourier Transform (FFT) capabilities to translate the captured waveform to

the time domain for analysis.

• Inverse Fast Fourier Transform (IFFT) capabilities to convert a digitally encoded

time domain signal to the frequency for transmission.
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Digitised waveforms are typically captured by a direct-conversion receiver (also known

as a zero-IF receiver), that comprises a demodulation stage for capturing samples in the

complex domain with separate in-phase (I) and quadrature (Q) signal paths [80]. These

samples are then manipulated to extract the information encoded within the captured

waveform, enabling the successful reception of any waveform at any frequency band within

the range of operation of the radio [81]. The specifics of capturing and manipulating an

analog signal with a SDR is studied in depth in Chapter 4. An ideal SDR receiver (Figure

2.15, utilises direct sampling of the carrier frequency, high resolution ADC sampling at at

least twice the frequency of the carrier and digital downconversion to extract the desired

signal.
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Figure 2.15: Ideal SDR Architecture

From a practical and conventional implementation however, Figure 2.16 highlights

the core components of a reconfigurable ‘Direct Conversion’ or ‘Zero IF’ radio receiver. A

reconfigurable channel select filter is used to pick out the desired carrier while minimising

other signals present in the spectrum. Downconversion is used to mix the radio frequency

(RF) down to a baseband frequency, rather than direct sampling of the RF. To achieve

this, a frequency synthesiser is used for the LO input, to match the carrier frequency of the
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desired signal. The carrier frequency is situated at the centre frequency of the waveform,

and since the LO frequency matches the centre frequency (creating a ‘Zero Intermediate

Frequency’), in-phase and quadrature (IQ) signal paths are used to accurately capture

the signal. Downconversion to a baseband requires a much lower sampling frequency to

capture the desired waveform than directly sampling a multiple GHz carrier. ADCs that

sample at slower rates are also offered superior resolution which enables more precise

power estimation and signal reconstruction for the baseband processor to decode [82].
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Figure 2.16: Conventional SDR Receiver

On the transmit side, any digitised waveform intended to be transmitted is encoded

as digital information in the time domain, translated to the frequency domain, digitally

upconverted and transformed to the analog domain via the DACs, propagated through

the analog front end, amplified, and finally transmitted via the antenna to an intended

recipient.

Due to the large range of capabilities offered by a modern SDR platform, the power

consumption and physical footprint required to implement the computationally inten-

sive signal processing and reconfigurable analog front-end components still make highly

reconfigurable SDR capabilities out of reach for modern low power mobile handsets.
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2.6.1 Cognitive Radios

A Cognitive Radio is a communications device proposed by J. Mitola in 1998-1999 [83] as a

way to expand available bandwidth for digital telecommunications by utilising spectrum

more efficiently. The CR was proposed as an extension of SDRs to better exploit the

general purpose and reconfigurability offered by an SDR platform, with the intent of

developing a device that capitalises on the ‘ideal’ functional use case for SDRs.

A CR builds upon the reconfigurable air interfaces, waveform generation and repro-

grammability offered by a SDR platform and leverages its fullest potential by integrating

spectrum sensing, continuous monitoring of system and network performance, combined

with machine learning for spectrum prediction, modeling and decision making. The inte-

gration of these capabilities in a single device or network of devices should enable greater

electromagnetic spectrum utilisation and thus significantly improving the aforementioned

functional efficiency of spectrum, by detecting and exploiting inefficient uses of spectrum

in realtime.

It is the primary function of a CR to coexist with existing primary users, without the

CR impacting negatively in any way upon that primary user. CR’s ideally manage sec-

ondary spectrum across a decentralised network of nodes (i.e. across all the CR’s in the

network), whereas systems like LSA and SAS (see section 2.5.3) perform secondary spec-

trum management centrally, with inputs from decentralised nodes. In practice however,

this is difficult to achieve.

2.6.2 Sensing

The first and most prominent difference that a CR encapsulates over a conventional SDR

is spectrum sensing and decision making or cognition. Spectrum sensing is fundamental

for a secondary spectrum system to make decisions to gain access to interference free
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spectrum and at the same time, to not interfere with other users.

There are many spectrum sensing algorithms that are currently in use or are areas of

study today. These include: energy detection, cyclostationary filtering, radio identifica-

tion, matched filtering and waveform based sensing [16, 84].

Energy detection is the simplest and most common form of spectrum sensing due to

its low computational and implementation complexity. It is also a very good method of

observing a channel without a-priori knowledge of the users within that channel. It is

a powerful tool for generalised incumbent detection. Incumbents are detected by their

relative power level to the noise floor of the detector. Thresholding or minimum power

levels above the noise floor can then be used to broadly determine if an incumbent is

present or not. The tradeoff with this method versus other sensing methods is its relatively

low accuracy and susceptibility to noise within the sensing environment, which can lead

to false detections or misdetections. Sensing performance and evaluation parameters for

energy detectors are covered further in depth in Section 4.4.

Cyclostationary feature detection exploits the ‘cyclostationarity’ of features within

received signals [85]. These features exploit the so called ‘spectral redundancy’ that is

present within man made signals and are caused by the periodicity of the statistical

variance in the signal. When a quadratic non-linear transform is applied to the variance,

‘spectral lines’ are generated as a form of fingerprint of the signal. This method of

detection is substantially more robust to noise than energy detection, it does however

require knowledge of the various ‘fingerprints’ that map to relevant incumbents present.

Waveform based sensing is generally used to assist with synchronisation of a receiver

to a given transmission signal, or a pilot signal for channel sounding. The sensor aims to

exploit these synchronisation or training indicators for detecting the incumbent, but how-

ever requires a-priori knowledge of those particular signal patterns to make an accurate

detection.
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Matched filtering is considered the optimal method (minimal misdetection error) for

detecting incumbents when the transmitted signal is known. It requires that the sensor has

perfect knowledge of all incumbent signaling features and has the capability to demodulate

all of the incumbent signals detected. While this method achieves the highest rate of

incumbent detection, it is only practical if only one or several types of incumbents exist

within a given band of interest, as sensor complexity will grow considerably as more

incumbents are accounted for.

Radio identification applies in a similar vein to matched filtering but is less ‘all en-

compassing’. The sensor is designed to pick out particular properties of a transmission

technology in order to determine the access technology used, such as WiFi or LTE. Once

the access technology is determined, it will calibrate its sensing functions accordingly to

be more sensitive to that particular type of incumbent to minimise false detections.
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Figure 2.17: Comparison of Spectrum Sensing Methods. Complexity of implementing and

designing the sensor versus the accuracy of the sensing method [16]
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Sensing duration also forms a critical part of a CR’s success, as longer observation

windows will result in more accurate sensing results. However as a CR’s function is to

opportunistically access spectrum the duration for which observations can be performed is

a direct loss in transmission opportunity if the spectrum is clear of incumbents without the

CR’s knowledge. So an adequate balance between enough sensing to ensure no incumbents

are present versus transmitting the intended payload needs to be sought.

Another problem that persists with the performance of individual CR’s, is the ‘hidden

primary user problem’. This is a common issue, prevalent in wireless communications that

is similar to the ‘hidden node’ issue in Carrier Sense Multiple Access (CSMA) networks

such as WiFi. This issue is particularly important for CRs with imperfect knowledge of the

spectrum environment (possibly due to multipath or fading effects) and typically occurs

near the edge of an incumbents transmission range [86]. For example: if an incumbent

basestation is transmitting to an edge user, but the CR is out of range of the incumbent

signal, then the CR will determine the channel to be clear. The CR’s transmission range

however can overlap with that same edge user, causing interference with the user (not the

basestation), even though the CR correctly determined the channel to be clear. Figure

2.18 illustrates the hidden primary user problem:
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Figure 2.18: Illustration of the hidden primary user problem

There are several solutions to this problem such as cooperative sensing (CRs dis-

tributed widely, sensing together) or a geolocation database. A geolocation database can

be used to keep a live record of all incumbents within an area of interest, the CR can

then interrogate the database to ensure no hidden users are within the CR’s range, or be

used to inform maximum power output levels for the CR.

Cognition and Coordination

The primary objective of a cognitive radio and more generally, a secondary spectrum

system, is to detect and subsequently exploit whitespaces within a spectrum of interest.

However detecting an opportunity to exploit while good in theory, is still subject to

randomness in channel useage by the incumbent or error in the detection method used. A

more robust method to ensure that the secondary spectrum that has been found is indeed

available for use, is through constant sampling and subsequent modeling of the spectrum

to establish useage patterns that could be exploited by the CR.
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Further, in the event that there are multiple CRs vying for the same spectrum re-

sources, there needs to be a form of coordination between them to ensure that they do

not interfere (collide) with each other and render the opportunity worthless [86,87]. Thus

a level of cognition and coordination is required by these devices to maximise the efficiency

of secondary spectrum capture.

Cognition or ‘machine learning’ is required to optimise a self organised network of

CRs, in the absence of a centralised controller and to perform decision making for when

to access spectrum. These decisions are formed in accordance with the protocols outlined

by the network, a set of access constraints, currently available sensor information and

other spectrum usage models (such as geolocation data or incumbent access modeling).

Machine learning comes into play in assessing the performance of access constraints and

whether they need to be tightened or relaxed by optimising for a particular cost function,

such as wasted spectrum with respect to payload time to transmit/receive [88, 89]. The

decision making component can be as simple as ‘if-then’ logic, in combination with more

complex methods for optimising access constraints.
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Chapter 3

Power, Latency and Cost of

Secondary Spectrum Access

3.1 Introduction

Power consumption and latency metrics of a modern handset are paramount to the com-

mercial and functional success of the device, as these are key factors impacting the user

experience: users are not fond of delays and dead batteries. Generally, modern handsets

already implement quick connection set up times afforded by modern LTE and WiFi sys-

tems. These devices are also designed with the goal of maintaining low rates of energy

consumption except in the most heavy usage cases. This design goal provides the user

with an always-at-the-ready experience that will endure for the most part of a day before

needing to be recharged again. Thus it is important to remain sensitive to the amount

of energy that is consumed for every aspect of the devices operation and how quickly it

performs those operations.

For a mobile handset to function within a secondary spectrum environment, the trade-

off between power consumption and latency needs to quantified with an eye to the impact

73
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on user experience and overall device performance. It is necessary to identify real world

scenarios for secondary spectrum reuse, and by association, the kinds of spectrum envi-

ronments that are suitable for secondary communications. These are needed to establish

the functional requirements for devices designed to operate within those environments

and to inform design decisions made in implementing future devices.

Chapter 3 focuses on the relationship that power and latency exhibits with respect to

the cost associated with accessing secondary spectrum. Section 3.2, provides background

and an introduction into power and latency constraints on the function and performance

of wireless devices and systems. Section 3.3 provides background on conventional OFDM

receivers to provide context for the extended original work presented in: “Power and la-

tency limitations in secondary spectrum reuse for mobile and home wireless systems” [6].

Subsection 3.3.1 presents original work that establishes the motivation for the patent sub-

mission in Section 6.4. Section 3.4 additionally comprises of original work, presenting a

simple whitespace opportunity time and cost model, establishing a baseline for further

whitespace evaluation. Subsection 3.4.3 presents a thought experiment on ‘time risk of

spectrum access’ as a hurdle to achieving optimal energy efficiency in a secondary spec-

trum environment where a device can evaluate whether to access a secondary spectrum

opportunity, or wait for a future opportunity under non deterministic opportunities.

Secondary spectrum, from the perspective and designs employed by conventional User

Equipment (UE) and Base Stations (BS) operating within fixed, licensed spectrum, would

view a secondary spectrum environment as highly dynamic, discontinuous and hostile,

effectively writing off this spectrum as inaccessible for their purposes. This perspective can

be attributed to the comparatively longer time frames that exclusive spectrum licensees

enjoy for spectrum ownership, managed secondary spectrum systems are designed to

somewhat accommodate ‘classical’ spectrum access strategies. The non-continuous and

somewhat unpredictable nature of unmanaged secondary spectrum, in particular, presents
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unique challenges to the mobile networks and devices required to access it. Both managed

and unmanaged secondary spectrum are landscapes which alternate between primary

(incumbent) and secondary user (BS/UE) utilisation.

Secondary spectrum whitespaces are artifacts resulting from poor or inefficient spec-

trum utilisation. These inefficiencies could be exploited by both secondary users who

require access to spectrum and primary users in search of additional revenue with excess

spectrum available. To take advantage of secondary spectrum opportunities however, up-

dated wireless devices will need to be constructed that meet the stringent requirements

of this new spectrum environment.

To adequately perform within a secondary spectrum environment, significant improve-

ments on existing wireless electronics is required, such as: detection, modeling, sensing,

decision making, access control and coordination. At the most fundamental level these

additional operations come at a cost: energy consumption and latency.

To establish a baseline for consumer-targeted secondary spectrum systems, the re-

lationships between power consumption and latency of a modern mobile device OFDM

receiver are identified and modeled. This model is then used to assess suitability and

limits of simple secondary spectrum whitespace opportunities. The suitability of these

opportunities is then assessed with respect to how fast a device can react to an opportunity

and how much energy it is willing to expend to take advantage of it.

3.2 Factors Impacting Power and Latency

The relationships between power consumption, latency of operation, time of operation,

and energy are important to understand going forward. The simplest representation of

Energy (E) in electronic devices is a product of Time (t) and Power (P ). For a component

or device operating with a constant power dissipation over a given duration the total
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energy consumed:

E = Pt (3.1)

Latency is the time a system takes to respond to a given input. For example, if

two functions are queued, and must be completed sequentially, then the second function

cannot be initiated until the first one is completed. Thus the latency for the second

function to begin is at a minimum, equal to the duration that the first function takes to

complete.

In the study of reducing energy consumption, either power consumed can be reduced,

or the duration of consumption reduced. By reducing the time of operation, or speeding up

the time of operation, it is often the case that latency is positively impacted. Thus a focus

on reducing time of operation has the twofold benefit of minimising energy consumption

(assuming that power consumed does not scale linearly or worse with the tighter time

constraint), and improving the overall responsiveness of a system. Thus, to reduce energy

consumption for a given function (assuming P and t are not interdependent), either P or t

can be minimised to minimise E.

3.2.1 Power

One of the primary success factors for a mobile device is how long it can operate without

requiring to be recharged. As the energy capacity of any given battery is finite, there

is a trade-off that needs to be made between performance/user experience and power

consumption to maximise the mean time to charge for a given device.

The primary energy consumers in a modern smartphone are the display, applica-

tions processor (running applications and operating system) and the baseband processor

(responsible for basic communications calling/texting and data connections LTE/HSPA

(High Speed Packet Access)/WiFi). Strategies for reducing the energy consumption
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within these devices can be achieved through both hardware and software means.

Software can be implemented as part of the phones’ firmware, applications, or over-

all management, to reduce power consumption. Several of these strategies include: in-

creasing memory consumption (or precomputed values) to minimise redundant clock-

cycles/repeated computations required to achieve some output. Less clock-cycles con-

sumed leads to a direct energy consumption improvement, however memory in modern

devices is finite and some computational operations cannot always be precomputed in an

effort to reduce computational overhead. Oftentimes significant energy efficiencies are

achieved through the maturation and development of the operating system, functional

libraries, component drivers and specialised hardware.

Reduction in hardware-based power consumption is often achieved or attributed to

silicon node improvements, by shrinking the process to pack more transistors over a unit

area, and/or transistor designs that operate at lower energy consumptions [90]. Modern

System-on-a-Chip (SoCs) take this a step further and combine the benefits of various

semiconductor processes, not just silicon, to minimise power consumption in specific tasks.

Each semiconductor process selected is typically optimised for the specific mission that

the component fabricated from it is required to perform [91].

Doped Silicon CMOS (Composite Metal Oxide Semiconductor) processes such as

the MOSFET (Metal Oxide Semiconductor Field-Effect Transistor) or the more recent

FinFET (Fin Field-Effect Transistor) are used for applications processing, due to their

low power and maturation of fabrication processes from companies such as Intel [92],

TSMC [93] and Samsung [94]. SiGe (Silicon Germanium), GaN (Gallium Nitride) or

the commonly preferred GaAs (Gallium Arsenide) and RF-CMOS processes used for

power amplification, mixing and multiplexing. MEMS (Micro Electro-Mechanical Sys-

tems) are also utilised for applications such as filtering, employing materials such as LN

(Lithium Nobium Oxide) or LT (Lithium Tantalum Oxide). These substrates are com-
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monly employed in resonators, filters and oscillators from companies such as Qorvo [95],

Skyworks [96] and Broadcom [97].

Further advancements in the area of stacked integrated circuit (IC) dies, for example

stacking a memory chip directly ontop of the processor chip, are becoming more com-

monplace in an effort to further reduce latency of operation, improve performance and

further the miniturisation of devices [98]. Other stacking technologies such as current 3D

NAND technology for flash memory are also intense areas of research and development

to further capacities and reduction of power consumption [99].

Hardware operation strategies exist to reduce energy consumption as well. For exam-

ple, reducing how long a component stays unnecessarily on for otherwise known as ‘racing

to idle’ or power gating/dark silicon, and dynamic frequency scaling based on the current

computational workload [100,101]. These functionalities are commonly achieved through

a combination of hardware, software and firmware components.

Wireless protocol implementations can also have significant impact upon how power

is managed. Mobile handsets at a high level, have two modes or states of operation

when initiating and performing communications, these are the ‘control plane’ and ‘user

plane’. Control plane operation is reserved for when a connection is initiated, for the

handset to make itself known to the network, perform network updates, such as location

and channel state information to ensure acceptable quality of service (QoS) is achieved

and then operation is handed over to the user plane [102]. The user plane is typically

where the majority of communication time and energy are expended by transmitting and

receiving data. User plane operations cover applications such as: email, social media,

voice calls, images, and streamed video/audio content.
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3.2.2 Latency

Pedantically, latency can be caused within a communications system from almost every

element of the system, hardware, software, and the environment. Environmental latency

is primarily caused from propagation delay as the speed of light is finite, there will be

some period of time that must elapse before a particular signal is broadcast from a trans-

mitter and then received at a given receiver. This is somewhat negligible for terrestrial

communications however becomes an issue during operations at much greater distances

such as in space. A good example of where this is the communications delay between

earth and the moon (approx. 384,400,000 m) where at the speed of light in a vacuum

(299,792,458 m/s) takes approximately 1.25 seconds [103].

In spite of environmentally bound latency, other more prominent sources of latency

are caused from electronics and software implementations. From an electronics perspec-

tive every electrical component has some delay inherent within it between an input and

the resulting input. For single discrete analog components this is somewhat negligible,

however when many components are arranged together in a complex system, this can be

substantial and is examined further in Figure 3.2. Digital electronics are an even greater

source of latency due to smallest instance of time that a digital component can respond

to an input is denoted by its clock speed, the slower that frequency the longer it will take

for the digital system to respond to a given input. This further compounds when many

operations are required to achieve the desired result, such as with CR.

Oftentimes, software is written with many human conveniences thrown in to make

the process of writing the software more tractable or comfortable. However the more

convenient that software is to write there is often a performance penalty that must be

paid, in terms of latency and energy consumption. This can be due to many unnecessary

operations being performed that wouldn’t have to have been performed if the software

was written in the most efficient way possible. The downside addressing this issue, is to
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generate very efficient software it often becomes extremely difficult and unpleasant for an

engineer/developer to write, develop and maintain. Unless the latency is of the uptmost

importance, oftentimes a more convenient route will be taken, with the drawback of

adding to the latency and energy consumption of the system. Advances on the hardware

side of the equation can and often do, alleviate these penalties, but are not a substitute

for good software development and optimisation practices.

Latency in the perspective of user experience can make a device seem unresponsive to

inputs or actions requested of the device, this is experienced by the user as a phenomenon

referred to as ‘lag’. ‘Input lag’ is the time taken between the time for a system to respond

to a given input. Lag is also used as a common colloquial term to explain the degraded

or unresponsive user experience of an application due to the intermittent, ‘bursty’, or

untimely reception of data. Lag poses a considerable QoS issue particularly plaguing

latency-bound applications such as voice communications, audio/video streaming and

online gaming. In each of these applications, the ability to buffer information cannot be

used in an effort to smooth out intermittent connectivity, and data retransmission events

to make up for dropped packets (or timed out packets that are dropped) can often cause

undesirable performance within these applications. The inability to address latency in

these scenarios often renders the functions of these applications unbearable for the user

which is a considerable concern for the commercial success of a given device or application.

Latency within a system can lead to desynchronisations that can cause program insta-

bilities, resulting in system crashes or in the communications context, wireless connections

can be dropped. This is undesirable as when connections are dropped, control plane sig-

naling must be repeated to re-establish the communications channel. This adds further

latency to the communication and consumes additional energy to successively receive the

desired information. Thus it is important to remove latency as cause of system instability,

particularly within a mobile device.
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Latency poses a similar issue in the secondary spectrum context. In aggressive or

highly dynamic secondary spectrum environments where opportunities only persist for

short durations, we aim to show that the ability for a secondary device to detect and then

communicate during that opportunity is heavily latency-bound. If a system responds

too slowly, then the total spectrum capture and exploitation would be heavily degraded

or not existent. Thus, it is important that to establish a baseline of the latency limits

that current access technologies have when accessing primary spectrum under a variety of

scenarios. This established baseline can then be applied in an effort to assess the upper

bound of secondary spectrum capture that could be feasible for these systems.

3.3 OFDM Receiver Chain Model

To further explore the relation between latency and energy consumption, the structure

of an OFDM receiver is broken up into major functional blocks to identify contributors

of energy consumption and latency within the receive chain. Analysing a receiver in this

manner enables us to determine which elements may pose the greatest impact to the

energy consumption and latency of operation. The analysis additionally sheds light on

functional limits for similar receiver designs that could hypothetically operate within a

secondary spectrum context.
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Figure 3.1: Received Signal Chain Block Diagram
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An idealised OFDM receiver chain comprises of: a Front End Module (FEM), Analog

Front End (AFE), Digital Front End (DFE), Baseband Processor and Medium Access

Control (MAC). In typical implementations, the DFE is encompassed by the Baseband

Processor. The AFE is also known as the ‘Analog Baseband’, and the DFE combined

with Baseband Processor is also known as the ‘Digital Baseband’. Figure 3.1 provides a

high level view of the functional processing stages:

In order to ascertain power and latency metrics for each of the subsystems in Fig-

ure 3.1, a literature search was performed to ascertain the state of the art for power

and latency of mobile hardware. The time and power required to successfully receive

data for each discrete processing stage is displayed within Figure 3.2. In reviewing the

literature, it was found that there is little consistency in reporting of this data as dif-

ferent researchers were focusing on different aspects of the systems or the system as a

whole rather than solely reporting power and latency according to this simplified system.

The latency and power consumption values for the data points of the FEM and AFE

sections of the graph were modeled off discrete components, rather than an integrated

system. This is a reasonable approximation due to the similarities inherent within the

front ends of each technology analysed [104–107]. Furthermore, and not surprising, the

data from these sources demonstrate that the power consumption and latency become

functions of the telecommunications technologies such that standards supporting higher

data rates, or operating at higher data rates, required greater power consumptions than

those supporting lesser rates.

To establish the baseline metrics of operation in Figure 3.2, the figures presented for

MAC layer latency incorporates the time required for an ACK/NAK (Acknowledged/Not

Acknowledged signal) to be transmitted, indicating successful reception of a packet and

assumes no retransmission attempts (depending on technology standard) are made. The

latency values shown are indicative of the latencies incurred by individual processing
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stages and power consumption is presented as cumulative of previous stages. Thus to

determine the discrete power consumption delta of the stage, subtract the previous stage

from the final value. The latencies presented for the FEM, AFE, DFE and baseband

processor are for receiving and successfully decoding a symbol. The identified receivers

are often required to operate with very low amounts of available energy (within a mobile

device context), requiring significantly limited periods in which the components were

operating at 100% power draw.
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Figure 3.2: Receiver Latency and Power Consumption for User Plane Operation. Note

that the references on the digram are only correct for the original paper that the diagram

was published within. See paper [6] for source inputs to the models.

An additional benefit of Figure 3.2 is the time and power required to extract suc-

cessively more information from the received signal during user plane operation can be
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visualised. As more information is ‘extracted’ from the underlying baseband signal there

are higher amounts of energy and time required to ‘refine’ the signal into eventually,

useful information. The series of operations and the ‘refinement’ of the information is as

follows: within the FEM, the available information is an analog signal; within the AFE

the available information are demodulated in-phase (I) and quadrature (Q) analog signals

yielding constellation specific amplitude and phase information; in the DFE the analog

signals are digitized and ‘soft bits’ are extracted (i.e. a rough classification of the mapped

constellation point); the Baseband processor confirms the integrity of those bits (making

them ‘hard bits’, reducing the error in the classification of the constellation point) and

then maps the now hard bits to the appropriate physical channels; finally the MAC layer

interprets useful information from the bits and can perform computational operations

based on the bits.

The operation of the MAC layer when processing a raw signal to discernible informa-

tion, is several orders of magnitude longer with respect to time, than any other processing

stage. It can also be seen that from the FEM, AFE and DFE, over half of the power con-

sumption of the receiver is accounted for within these stages, however these stages only

take a 100th to a 10, 000th of the time that the MAC layer requires to perform its func-

tions. While the MAC layer consumes less power as a discrete stage than the front end

components, the latency of its operation shows that significantly more energy will be con-

sumed compared to the front end (PHY layer). This however only holds true if the front

end components are only ‘on’ for the time at which they are required to complete their

defined tasks, and are otherwise deactivated or ‘turned down’ when not in use. Deactivat-

ing or turning down components does present additional challenges for latency and power

consumption particularly due to the ‘time till ready’ (i.e. operating correctly) and how

the power consumption varies during this turning on period. Despite those challenges,

strictly, if the front end components are active for the entire duration a device is active or
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idle, then those components will likely consume more total energy than the MAC layer,

due to the front ends’ equal or higher power draw.

In summary, Figure 3.2 clearly identifies the baseband processing and MAC layer

functions as interesting and viable targets for improving energy consumption and latency

of operation.

3.3.1 Latency-bound Energy Conservation

Based on Figure 3.2, LTE has the lowest identified user plane latency (other than WiFi),

and is also the technology of choice for 4th generation mobile telecommunications net-

works.

For LTE, the duration of a symbol is 66.7µs or, 6.67× 104ns [108]. When examining

Figure 3.2, it can be seen that a symbol can propagate through the receive chain to the

baseband processor within that symbol holding period. The signaling structure of LTE

defines that a radio is to receive 2 slots worth of symbols, where a slot contains either 6

or 7 symbols. Each slot is 0.5ms, within a 1ms subframe. There are 10 subframes per

each 10ms frame [109]. As a side note, the symbol duration is the same for both long and

short cyclic prefix (CP) modes of transmission [108].

As a potential improvement and comment toward improving the operation of an LTE

receiver: once the final symbol of the second slot for the scheduled subframe has been

received and propagated to the baseband processor, the FEM, AFE and DFE (front

end) could ideally be put into a low power state, until the next scheduled subframe.

Scheduling information during data transmission is already communicated to the UE’s

Radio Resource Controller (RRC) as part of the BS’s resource allocation algorithm [109].

Before the next scheduled subframe the UE would ‘wake up’ the front end prior to the

first symbol being sent. Actively turning on and off the front end electronics could result

in meaningful power savings due to the front ends high power dissipation and the need
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for the front end to only be on for relatively short periods of time. Adopting this strategy

in future front end control in combination with predictive scheduling, would significantly

reduce the cumulative power dissipation of the receiver, reducing the net energy required

to perform receive functionality.

3.4 Energy Efficient Secondary Spectrum Access

To determine the energy efficiency of wireless communications, a measure linking the

total expended energy to the number of bits successfully transmitted and received during

user plane operation is useful. This metric however, implies any energy expended during

control plane operation as ‘wasted’ energy, as the energy expended does not translate

directly to received or transmitted user data. Thus, it is desirable to limit or minimise

the amount of time a radio spends in control plane operation, to maximise the energy

spent in user plane operation. The added benefit of minimising time spent during control

plane operation, is that the user plane operation can be commenced faster, reducing the

overall latency of communication.

To apply this measure in the context of a secondary spectrum environment, where the

opportunities for transmission are limited or heavily constrained in time, this measure

can be used to determine the value or associated cost in accessing a discrete secondary

spectrum ‘window’1.

3.4.1 Simple Whitespace Opportunity Model

A model of a secondary spectrum whitespace opportunity or whitespace ‘window’ is pre-

sented in Figure 3.3, to evaluate the time and energy costs of accessing a secondary

spectrum opportunity. LTE is used as the access technology for the purposes of the
1A window within this context and going forward refers to a discrete secondary spectrum opportunity
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model, and we assume modifications are made for operation within a secondary spectrum

context.

This model assumes the downstream case (from the perspective of the UE), where

either a UE has requested data to be sent to it from the BS or the BS is notifying the

UE of an incoming payload. This model also assumes that every time a new whitespace

opportunity is to be accessed, that the setup/control negotiation has to take place before

data can be transmitted. The ideal whitespace window assumes that there is no sensing or

channel migration time required by the UE so as soon as the window begins, the control

period begins. This is possible if prior knowledge of the spectrum is available to both the

UE and BS.

For a secondary spectrum window of length Tws, a ‘receive frame’ exists between T0

and Tdata. The frame is broken down into three discrete periods:

1. Control plane (c-plane) latency, a fixed period between T0 and Tc−plane dependant

on time to establish a connection between the BS and UE.

2. One Way Delay (OWD) [110] or user plane (u-plane) latency, a fixed period between

Tc−plane and Towd. OWD is the latency incurred due to propagation delays in the

downlink between the edge of the core network (CN) and UE.

3. Data/payload receive period, defined between Towd and Tdata.

Figure 3.3: Whitespace Window and Receive Frame Model

The points on the model are as follows:



88 Chapter 3. Power, Latency and Cost of Secondary Spectrum Access

• T0 : point in time where transmission begins in a pre-identified whitespace oppor-

tunity.

• Tc−plane : time for handset control plane functions to complete, switching the handset

from idle to active. This point is typically a fixed duration from T0.

• Towd : time taken for a packet to propagate from the edge of the CN to the UE.

• Tdata : time taken to receive requested data.

• Tws : length of whitespace window, can be arbitrary, however is finite and small for

purposes of dynamic secondary spectrum.

OWD in this context does not account for other external latencies incurred, other

than propagation delay in order to keep the model simple. Refinements of the model can

include latencies incurred by variables external to the UE, BS and CN, provided that they

do indeed add to the period of no whitespace window utilisation between the control plane

and user plane transition. Ideally these sources need to be accounted for and quantified

when determining appropriate whitespace windows to access. These refinements can be

accomodated in the existing model by simply extending the OWD duration to encapsulate

their impact.

The control period is dependent on the particular mobile technology (in this case LTE)

in question to perform connection setup between the UE and BS to toggle the UE from

the ‘idle’ state to the ‘connected’ state.

3.4.2 Cost of Spectrum Access

Utilising the model presented in Figure 3.3 the energy cost of accessing a whitespace win-

dow can be expressed as a function of the window duration, bounded by communication

setup time (control plane latency). Note that the cost of access only accounts for energy
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expended during control plane operation (i.e. ‘wasted’ energy, that must be amortised

across the energy cost of transmitting the data payload) and does not include the energy

cost of receiving user plane data.

If the length of the window is sufficient for all necessary data to be transmitted within

that window, then only a single setup cost is incurred. If the window is smaller, then

multiple setup costs will be incurred. If the window is smaller than the required setup

time, then it is impossible to transmit any data. The following equations describe the

energy cost of whitespace access.

Ecost(Tws) =


TsetPset if Tset + Tlen ≤ Tws

⌈ Tlen

Tws−Tset
⌉TsetPset if Tset < Tws < Tset + Tlen

∞ if Tset ≥ Tws

(3.2)

Where:

• Ecost : total amount of energy required by the required setup period(s)

• Tset : setup time (c-plane latency and OWD)

• Tlen : required time to successfully transmit all required data

• Pset : power dissipated during the setup

This cost assumes that subsequent whitespace windows of duration Tws exist during

case 2. It can be seen by inspection that as the duration of Tws is shorter than 50% of Tlen

the cost of access grows rapidly as (Tws − Tset) approaches 0. At Tset ≥ Tws the window

is too small to even allow for connection to be established, thus the cost of accessing a

series of windows of that length (if not impractical), is infinite.

To offset the cost of connection set up (Ecost), a receiver must receive a certain amount

of information or rather for a certain period of time, before the energy expended to begin

the connection is justified. The simple cost model presented in Eq 3.2 is applied to several
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control plane latency scenarios by varying Tset, to assess the range of spectrum window

durations that would present a viable opportunity to access under each scenario. As a

reference, 100ms is the c-plane latency requirement for LTE [111].

Receive efficiency within this context is the energy cost of setup plus the energy cost

of receiving requested data, divided by the energy cost of receiving data. The energy

cost of receiving data is calculated under the assumption that the receiver is operating

at maximum power consumption during both control and user plane operations, with the

consumption figures presented in [112].

In Figure 3.4 the power draw is kept constant for both control and user plane operation

for simplicity. Thus the power draw during control and user plane operation can be

canceled out. This yields the resulting expression to determine efficiency as: the ratio of

time spent in control and latent operation, versus time spent during user plane operation

for various window durations.

Figure 3.4: Setup versus Data Receive Energy Efficiency Curve

The results from Figure 3.4, show that the required window for efficient receiving of

data, is tightly coupled to the control plane latency. This is due to the energy spent to



3.4 Energy Efficient Secondary Spectrum Access 91

establish a connection, requires significantly more energy to be expended when receiving

data, to reduce the connection overhead as a percentage of total energy. As energy is the

product of time and power, a significantly longer data receive period is required, which

increases the required duration of whitespace window to make the receive operation viable.

Inefficient whitespace accesses will significantly degrade the operational time of the device,

due to the batteries limited energy resources when receiving a defined amount of data.

The efficiency values presented in Figure 3.4 are shown as a simple example to detail

energy efficiency with respect to window duration, under scenarios where the control plane

operation expends energy at a much faster rate than the user plane operation, these values

would vary. Under scenarios where the control plane consumes higher amounts of energy,

this behaviour would significantly skew the efficiency curves to the right, requiring a longer

duration opportunity in order to gain higher energy efficiencies over the cost of access.

The cost of access model assumes that every time a new whitespace window is to be

accessed, that the access cost is incurred. This cost could be reduced if the UE and BS

both had a priori knowledge of the next window to ‘jump’ to when the current window

reaches its end (provided channel conditions allow it). The current active connection

would be carried over to a different identified frequency in a similar method to how Blue-

tooth utilises frequency ‘hopping’ to combat interference without needing to renegotiate

the connection with each frequency hop.

In a highly dynamic whitespace environment, significant increases in data throughput

would be achieved versus a more latent receiver, particularly when the window is shorter

than the c-plane latency of the more latent receiver. A receiver with low c-plane latency

can efficiently access a larger number of potential whitespace windows due to it having

to expend less energy to access additional windows to receive all requested data.

Extrapolating from Figure 3.4 and Eq 3.2 to a sequence of whitespace opportunities

in a dynamic spectrum environment, the efficiency of spectrum access must also factor
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in the real distribution of secondary spectrum opportunities and the duration of these

opportunities. The distribution of opportunity durations can be used as a metric to

determine the required control plane latency, that can be tolerated to operate in various

secondary spectrum environments. This forms much of the focus of Chapters 4 and 5.

3.4.3 Time Risk of Spectrum Access

The time risk of access, is a thought experiment that extends Eq 3.2. In this experiment

the priority of a payload is determined by its type and secondary spectrum opportunity

duration and ordering is known to a degree. The ‘time risk’ is a measure of the tolerance

of the system to delaying a communication in the interests of energy efficiency, with the

expectation of capturing a longer contiguous whitespace opportunity in the future. The

thought experiment is how to evaluate the time and/or energy penalty that is incurred

by accessing a currently available whitespace opportunity and accepting the risk of that

opportunity abruptly terminating or waiting in the interests of finding a longer duration

whitespace opportunity, where, perhaps, greater energy efficiency can be achieved.

For example: if the secondary spectrum environment is very sparse, then there would

be a high time risk associated with each opportunity, as missing an opportunity would

incur a large time penalty which may be unacceptable for certain payloads. Conversely,

in a whitespace abundant environment, there would be quite low time risk as there are

an abundance of opportunities, however some opportunities may end abruptly or before

the payload has completed, impacting efficiency.

In the absence of a well defined time risk of access scenario, either due to lack of infor-

mation about a spectrum environment or the users occupying it, systems that are largely

unaware of their spectrum environment can access the secondary spectrum in a couple

ways, but with no objective of explicitly reducing energy consumption. One strategy is

to use pre-determined frequency hopping patterns (such as in bluetooth) to avoid/reduce
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collision with incumbents within a given spectrum, capturing some whitespace opportu-

nities. In the second case, likely where energy consumption is a priority, random back-off

and sensing strategies can be utilised, where sensing is required to be performed before

communication can take place. If during a sensing period, an incumbent is detected

the device will non deterministically wait for an opportunity to perform sensing again,

in the hopes of detecting a whitespace opportunity at some future point for which to

communicate over (such as in WiFi).

In a more well defined secondary spectrum scenario however, the risk to be calcu-

lated is the trade-off between the energy cost of accessing a current opportunity with a

particular estimated duration versus waiting for a period to access a future opportunity

with a greater duration. Payload efficiency in this case is dependent on the amount of

data to be transmitted, the duration of the transmission period and the priority of the

payload with respect to the actual whitespace opportunities captured. The performance

of this approach is highly dependent on the data available and the predictive power of the

whitespace and incumbent analysis to minimise interference while also minimising energy

consumption.

Sensing is required by the device to determine when an incumbent is no longer present,

and similarly to detect when an incumbent returns to the spectrum. Sensing however, is

an expensive function and should be minimised to preserve energy. By reducing sensing

intervals however, the delay between spectrum state updates is increased, which can either

put the device at risk of interfering with an incumbent if it retakes the spectrum inbetween

intervals. Or in the other case, where an incumbent releases the spectrum and a significant

portion of the whitespace opportunity is wasted.



94 Chapter 3. Power, Latency and Cost of Secondary Spectrum Access

3.5 Summary

This chapter has presented general models for the power consumption and latency re-

lationship of conventional radio receivers. The concept of whitespace windows within

the context of secondary spectrum was outlined. Finally, the connection between the

latency of a wireless system with respect to accessing electromagnetic spectrum and the

performance implications for that device adapted to a secondary spectrum context were

explored.

Section 3.3 details an OFDM receiver model and uses this model to perform an ac-

companying a survey of several OFDM receivers, providing a discretised breakdown of the

receive chain with the power and latency incurred per stage. Figure 3.2 illustrates that

of the technologies surveyed, technologies with higher power consumptions, have consid-

erably lower latencies of operation, particularly with respect to the MAC layer latencies.

Further, the technologies that have higher power consumptions, have higher theoretical

throughputs over their lower powered counterparts.

The analysis of current OFDM technologies was fundamental to understanding hypo-

thetical device performance with respect to spectrum reuse. The whitespace access cost

model is then proposed to illustrate the cost of accessing whitespace with the knowledge

of receiver power and latency constraints, and incorporating those performance metrics

to make energy efficient spectrum access decisions.

Section 3.4 introduces a simple whitespace opportunity and energy cost model, that

investigates the role of receiver latency with respect to the range of secondary spectrum

opportunities that become viable as a function of that latency. The results of Figure 3.2

highlight that unless a receiver is constantly receiving information for every given point in

time, there are substantial power savings and hence energy consumption reductions that

can be realised due to latency of operation.

Finally a thought experiment in Subsection 3.4.3 is presented, connecting the timescale
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at which a device operates with an underling secondary spectrum model. The experiment

posits how a device can make decisions on the secondary spectrum opportunities that it

captures, via assessing the risk and reward of the decision. The energy required to seize an

opportunity can thus be modeled as a function of the risk of the opportunity terminating,

and the time risk between not taking advantage of the current opportunity and instead

waiting for (an expected) next opportunity.

This Chapter has shown that future receiver and telecommunications standards will

need to emphasise the reduction of UE receiver latency of operation as a means to reduce

energy consumption. This is of particular importance for devices operating within dy-

namic whitespace environments, as decreasing control plane latency will result in higher

device energy efficiencies and potential accessible ranges of whitespace opportunities.
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Chapter 4

A High Resolution Spectrum

Measurement System

4.1 Introduction

The study of short timescale secondary spectrum opportunities requires high resolution

spectrum measurements and a suitable system to perform the measurement. High reso-

lution spectrum measurement in this context, and going forward, is achieved with con-

tinuous direct sampling of the spectrum of interest, capturing the entire observation

bandwidth continuously for an extended duration (days or more). High resolution spec-

trum measurements enable a discrete and progressive time analysis of the spectrum with

relatively small time steps and small frequency bins to be performed. One can liken

these small time steps and frequency bins to the size of pixels in an image, generally,

the smaller the pixels the higher resolution the image, hence ‘high resolution’ spectrum

measurement. Sparsely sampled spectrum would therefore yield ‘low resolution’ measure-

ments of the spectrum.

To capture these measurements, a sufficiently well equipped radio and analysis plat-

97
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form must be either built or obtained to measure, record, process and analyse the mea-

surements. Simply performing simulations on arbitrary spectrum models is not sufficient

to investigate the optimal timescale of operation for secondary systems in a real world

context.

Section 4.2 provides a background into existing spectrum measurement studies and

highlights several issues that arise with those existing sets of measurements and measure-

ment techniques with respect to the investigation of optimal timescale operation within

a secondary spectrum environment. Section 4.3 details the processing stages required to

take raw samples from a radio receiver and compute those samples into its power spec-

trum and the resulting Power Spectrum Density (PSD) plot that can be used for energy

detection and further spectrum analysis. Section 4.4 provides detailed background into

the principles and performance of Energy Detection (ED) based sensing for spectrum

measurement and classification of unknown signals, the impacts of threshold selection on

the performance of the energy detector are then explained.

The primary contributions in this chapter step through the development and improve-

ment of a low cost spectrum measurement system using energy detection based sensing

for secondary spectrum observation. This system can be used for general spectrum obser-

vations and more particularly, is used for determining the optimal timescale of secondary

spectrum operation.

Section 4.5 details the requirements, design and implementation of a low cost spectrum

measurement system, including the detectors architecture, performance, hardware and

software stack implemented for effective operation. Section 4.6 presents a novel image

based noise filter as the second contribution for this chapter. Utilising the capabilities

of the newly implemented spectrum measurement system, and then performing energy

detection upon those measurements, the novel filtering approach significantly improves

the accuracy of unknown signal detection and reduces the probability of misclassifying
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low SNR events.

Chapter 5 uses this same measurement system to conduct secondary spectrum observa-

tion of multiple bands of interest and details the subsequent analysis of these observations.

4.2 Existing Spectrum Measurement Studies

Numerous studies have been performed across the world to collect whitespace measure-

ments and provide the subsequent analysis of particular frequency bands [3–5, 64, 113].

The typical measurement strategy employed in these studies perform a frequency ‘sweep’

of the observable spectrum, rather than a continuous or ‘static’ sampling of a single band

of interest.

A sweep is performed by progressively ‘scanning’ over a band of interest, using a

spectrum analyser with a lower capture bandwidth (instantaneous bandwidth) than the

spectrum band of interest being observed. Progressive snapshots are taken from the

observable spectrum as it is scanned, equal to the spectrum analyser’s instantaneous

bandwidth (or bandwidth ‘increment’). Once a ‘snapshot’ of the current bandwidth in-

crement is captured, the next bandwidth increment is then captured until the entire band

of interest is observed. Once the whole band of interest is captured, the spectrum anal-

yser then steps back to original starting frequency and repeats the process continually

until the observation is stopped. In some cases these sweeps can take several minutes

per complete sweep due to the observed bandwidth being many times larger than the

instantaneous bandwidth of the measurement systems used. Other reasons for the large

time in between sweeps is also due to the settling time of the measurement hardware, and

multiple observations are typically captured per increment for noise suppression.

The advantage that swept datasets have over static datasets (measurements taken

where the spectrum analyser focuses on a single frequency range equal to its instantaneous
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bandwidth), is that much more of the observable spectrum can be captured without

requiring a spectrum analyser with an instantaneous bandwidth on the order of Gigahertz,

which is useful when gaining a general understanding of how a given spectrum is utilised.

Swept datasets are, however, ill suited for the study of optimal timescales due to their

fragmented observation periods breaking the continuity of measurement of a single band.

Measurement timescales presented for bands such as TVWS [64] are on the order of

days, weeks or years. Even though the measurements would have been instantaneously

captured with sufficient time and frequency resolution, the measurements are not sus-

tained or continuous. The discontinuous measurements are simply a series of snapshots

stitched together to form the final dataset and this dataset is then used to evaluate the

spectrum. As the study is not searching for smaller timescales less than the order of days,

having a dataset with minute or hour spaced gaps is negligible. This data is however, ill

suited for the investigation of optimal timescales.

To illustrate further: a measurement device may sample each spectrum increment for

5 seconds and takes a total of 5 minutes to complete a sweep. This dataset is then stitched

together and used to determine spectrum occupancy. Measurements at this scale cannot

be used to inform a UE of operational parameters such as latency of operation or power

consumption requirements, due to these timescales being on the order of milliseconds.

The dataset captured does not have sufficient fidelity in order to model the performance

of those device parameters within that spectrum environment.

Additionally, the possibility of missing short timescale incumbents during sweeps be-

comes quite apparent due to the considerable amounts of short timescale data that is not

actually observed:

• A dataset constructed using this sweeping method will be compiled with consider-

able information gaps within it (due to missed events in-between sweep periods),

rendering it unsuitable for any investigations for incumbent events below the sweep
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time of the system.

• As an added drawback to spectrum sweeps, when the spectrum is analysed in many

of these studies [3, 4, 64, 113], small FFT lengths (or a small FFT depth 1) are

used, which provide a short timescale snapshot of the spectrum, however these

observations are discontinuous as they are generated from stitched together sweep

events, so the timescale that could be inferred from the observations is inaccurate.

• The second drawback of small length FFTs is the size of the resulting frequency

bins. These large bins limit the prevalence of incumbent activity with bandwidths

smaller than the bin widths, as the observed incumbent power is averaged across

the entirety of the bin. This results in potentially significant errors in determining

the availability of secondary spectrum, specifically with respect to the classification

of contiguous chunks of whitespace (see Section 5.4).

Due to the shortcomings identified, most existing spectrum measurement datasets

and databases suffer from these drawbacks, making them unsuitable for optimal timescale

analysis. Additionally, independent measurements can be captured with sufficiently higher

fidelity (sample rates and continuous observation periods) locally, compared to readily

available online spectrum databases [114,115]. This is also due to the very large amounts

of data generated by capturing that fidelity. Thus, a system capable of performing high

resolution spectrum capture, retrieval, and analysis, is necessary to investigate second, and

sub-second secondary spectrum structure, to determine optimal timescales of operation.
1An ‘FFT depth’ is the number of points used when calculating the FFT.
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4.3 Spectrum Analyser Processing Stages

To compute the spectral power density from a series of spectrum measurements, several

parameters must be taken into consideration to remove bias from the calculations and

to ensure to overall correctness of power estimation. This section steps through the

signal processing steps that were taken by the measurement system in performing power

estimation. The processing stages of a spectrum analyser after spectrum samples are

captured by a receiver are shown:

Conventional 
Receiver
(Fig 2.16)

Sample 
Normalisation, 
Windowing & 
Overlapping

 ADC 
Output 

Antenna

FFT
Power Estimation & 

Averaging

Spectrum Analyser (Sec 4.3 and 4.5)

Power 
Spectrum

Figure 4.1: Spectrum Analyser Processing Stages

4.3.1 Sample Normalisation

Time series samples must be appropriately preprocessed before an FFT can be accurately

computed. The complex sample x[n] = a[n] + ib[n], is divided by the maximum output

value of the ADC = 2r − 1, where r is the number of bits of resolution the ADC supports.

This result is then multiplied by an appropriate windowing coefficient.

4.3.2 Windowing

The samples must be windowed after normalisation to reduce the prominence of artifacts

and power leakage due to the time series being abruptly truncated prior to the samples

being fed into the FFT algorithm. The window of choice in this context is the four

term Blackmann-Harris Window (BHW) [116] due to its superior frequency selectivity
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characteristics and side lobe suppression. The BHW coefficients are computed as follows

where N is the number number of samples (or FFT depth):

wBH [n] = a0 − a1cos

(
2πn

N

)
+ a2cos

(
4πn

N

)
− a3cos

(
6πn

N

)
a0 = 0.35875; a1 = 0.48829; a2 = 0.14128; a3 = 0.01168

(4.1)

The power contribution of the window can be determined and removed from the final

power calculation by:

PwBH
=

1

N

N∑
n=0

|wBH [n]|2 (4.2)

It is of note however, that the BHW requires a 66.1% sample overlap for the best trade-

off between amplitude flatness and overlap correlation of the windowed signal as shown

in Figure 4.2. At this overlap percentage however, the power flatness is approximately

0.7 which is not ideal for power estimation. A significantly higher overlapping will result

in a little to no improvement in amplitude flatness while considerably increasing the

power flatness up to an 80% overlap where ideal power flatness is achieved. Conversely,

the correlation between windowed samples also increases to a 0.6 correlation between

samples at 80% overlapping, resulting in wasted computation. An overlapping factor

of approximately 66% is a useful minimum level for the best performance vs accuracy

trade-off for computation of successive FFTs.
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Figure 4.2: Amplitude Flatness (AF), Power Flatness (PF) and Overlap Correlation (OC)

of a 4 term Blackmann-Harris Window [116]

Amplitude Flatness (AF) is the ratio of the minimal total weight that may be applied

to any data point, with respect to the maximal total weight. It evaluates the disparity in

weighting of samples due to a windowing function being applied. As the samples being

taken are expected to have the same validity, the curve of summed window values should

be as close to 1 as possible. Typically, by increasing the overlap of samples between

windows, the curve of summed windows tends to flatten out (i.e. approach 1 or optimal

flatness) removing any bias applied to the samples due to the windowing function.

Power Flatness (PF) is similar to amplitude flatness, however the square of the win-

dowing biases are averaged, to take into account incoherent signals (i.e. non sinusoidal

signals, such as noise) [117]. By increasing the overlap of the samples, the biases intro-

duced from the windowing function on the power calculation can be minimised, resulting

in greater accuracy of measured instantaneous power.

Overlap Correlation (OC) is a measure of how correlated subsequent spectrum es-

timates (spectrum frames) are upon evaluation. If the overlap of a signal becomes too

great, spectrum estimates becomes strongly correlated, resulting in wasted computational

effort. Thus it is also necessary to minimise OC to eliminate unnecessary processing of
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highly correlated samples.

Overall, sample overlapping depends on the stationarity of data. If the data is in fact

stationary, then there is no need to perform overlapping [116]. As the data series we are

dealing with is non-stationary, overlapping is essential to remove bias from the measure-

ments. Flatness is thus chosen to be as high as possible, while minimising correlation for

efficient and bias minimised spectrum evaluation.

4.3.3 Overlapping

The effect that overlapping has on the samples is that the total number of output frames

will substantially increase. If k ≥ 1 is the total number of FFT output frames in the

dataset, then the total number of frames created J from the original number of discrete

frames k due to overlapping is:

J = 1 +
k − 1

1−%overlap
frames (4.3)

For our purposes an 80% overlap is selected to achieve optimal power flatness while

keeping the computational requirement minimised. This aggressive overlap has a relatively

high correlation between discrete frames of 0.6. This level of overlap and correlation

(or wasted computation) is reasonable for our configuration as the computational power

afforded by the measurement system can handle the increased load sufficiently, with the

benefit of increased power flatness, increasing estimation accuracy.

4.3.4 Fast Fourier Transform

Once normalisation, windowing and overlapping is completed, the FFT can then be com-

puted on the samples.
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The Fast Fourier Transform (FFT) is a computationally efficient method of calculat-

ing the Discrete Fourier Transform (DFT) of a sequence of values (discrete time based

measurements) into a set of characteristic frequencies and magnitudes present within the

sequence. The FFT will compute the exact same result as evaluating a DFT according

to its definition where {x0, ..., xN−1 | x ∈ C}:

Xk =
N−1∑
n=0

xne
−i2πkn/N k = 0, ..., N − 1. (4.4)

The evaluation of the DFT directly, yields an upper bound of O(N2), whereas it is well

known that the FFT can correctly compute the same result in Θ(N log N) [118]. To

maintain this efficiency N must be a multiple of 2m, where m is a positive integer.

Applying this to spectrum measurement, enables the frequency components of a series

of time samples (measurements) to be extracted, providing insight to the occupancy of

a given spectrum with respect to frequency. In spectrum measurement, the domain of

the output spectrum from the FFT is represented from [−N/2, N/2 − 1]. This causes a

flipping of the right hand and left hand sides of the DFT, placing the DC (Direct Current)

component (0 frequency in the present case of direct down conversion) at the centre of

the domain.

As this transform is from the time domain to the frequency domain, there is an

evident trade-off between time and frequency resolution. The number of complex samples

N , requires an amount of time τ to collect based on the sampling frequency fS. In this

work it is also referred to as the ‘timescale’ of measurement, as a smaller time increment

cannot be resolved without modifying N . Thus, when an N is chosen:

τ = N/fS seconds per frame (4.5)
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The chosen value for N will also define how many ‘bins’ or ‘frequency slices’ the resulting

spectrum is broken up into, this is also referred to as the ‘Resolution Bandwidth’ (RBW).

The advantage of increasing N yields a higher spectral resolution (number of slices) given

by:

β = fS/N Hz per bin (4.6)

4.3.5 Power Estimation

The power for each FFT frame is calculated by taking the magnitude of each complex bin

result within that frame. This is then converted to fullscale power in dB and normalised

by dividing the total number of bins that are present in the frame (equal to the number

of samples N):

PnFS
=

10 log10
√

Re2n + Im2
n

N
(4.7)

The final power figure Pn for each bin, has a final ‘calibration’ value added to it, to

correctly position the fullscale measurement with respect to a power value in dBW. As

dBFS is unitless, the fullscale value can be added to the maximum detectable signal of

the ADCs; the additional power bleed due to the window function can be accounted for;

and the front end gain can be subtracted. The maximum detectable signal (PSAT ) as

previously mentioned, forms the upper bound for the detectable power value. Once all

these are accounted for, the resulting value is the correct power value in dBW for the bin

in question.

PCal(dbW ) = PSAT −GFE + PWBH
(4.8)
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The final power value is achieved as follows:

Pn = PnFS
+ PCal (4.9)

These values can then be plotted alongside their appropriate frequency bin, as a power

spectrum. Sequential power spectra can be averaged over an observation period to create

a power spectrum density plot (PSD), similar to the one shown in Figure 4.5.

4.4 Energy Detection Based Sensing

Even though energy detection is somewhat ill suited for highly accurate spectrum mea-

surement (see Figure 2.17), the complexity of implementing an energy detector is a good

test of the systems basic functionality and does provide a robust capability for performing

(low precision) spectrum measurement.

An energy detector performs incumbent detection by comparing the spectral power

density of an observation (typically captured by a spectrum analyser) with a predeter-

mined (or otherwise calculated) power threshold. Energy detection based sensing systems

have lower levels of accuracy when compared to other sensing methods, but are however

largely preferred due to their simplicity in implementation and function [16, 84].

The primary challenge with energy based detection within a secondary spectrum ob-

servation context is that the measurements are being performed under uncertainty. That

is, that there are no deterministic signals such as training sequences available for the

energy detector to train on in order to achieve accurate noise estimation. Thus, this

uncertainty in the contributing effect of noise on the power estimation becomes a key

limiting factor on detector performance and threshold selection [119–122].
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Figure 4.3 provides an overview of the processing stages required for spectrum observa-

tion and subsequent energy detection. The spectrum analyser comprises of a conventional

receiver (Figure 2.16) and the necessary processing (Section 4.3) to perform power esti-

mation. Once the power spectrum has been estimated from the observations, these are

then input to the energy detector to perform classification (Sections 4.4.1 and 4.6) of the

observations.

Power Spectrum Density

Conventional 
Receiver
(Fig 2.16)

Sample 
Normalisation, 
Windowing & 
Overlapping

 ADC 
Output 

Antenna

FFT
Power Estimation & 

Averaging

Spectrum Analyser (Sec 4.3 and 4.5)

Thresholding
Filtering
(Sec 4.6)

Energy Detector (Sec 4.4 and 4.6)

Whitespace 
Classification

Figure 4.3: Architecture of Spectrum Analyser and Energy Detector Processing Stages

4.4.1 Energy Detector Performance

An energy detector used for the purpose of determining the difference between an incum-

bent signal and just noise, is an implementation of a binary classifier. A binary classifier

is designed to separate observations by means of a particular threshold selected to dis-

criminate between an observation being either true, or false. For example, a single power

measurement and using that recorded power value to determine whether the power in that

observation is the result of an incumbent being present and transmitting at that point of

observation, or simply noise [119–121].
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Ideally, the true positive rate for a detection system would be 1 and the false positive

rate would be 0, however in practice this is rarely the case. The threshold must be

selected such that, for a given sample set or set of observations Y , the false positive and

true negative rates are minimised.

To define the performance of an energy detector more concretely, we evaluate the

performance of the detector in the frequency domain after an FFT is performed on the

time series observations. For {y[n] ∈ Y | n ∈ [0, ..., N − 1]} where N is the number of

samples, the energy detectors’ objective is to discriminate between the two hypotheses:

y[n] =

 w[n] : H0

s[n] + w[n] : H1

(4.10)

To model the performance of the energy detector, it is assumed the channel noise w[n]

is Additive White Gaussian Noise (AWGN), distributed by 2: w[n] ∼ CN (0, 2σ2), with

mean equal to 0 and identical independently distributed (i.i.d.) Real and Imaginary parts,

each with variance σ2.

As the data collected from spectrum measurement is unlabeled i.e. it is unknown or

unknowable whether an incumbent event occurred during a given observation, there is no

feasible concrete validation method to determine whether an incumbent detection event

is a true positive or a false positive. Thus to attempt to determine whether an incumbent

event may have occured at a given point, it can be concluded that any observed energy

somewhere above the noise floor of the receiver and channel noise is likely due to an

incumbent event/signal being present. Thus is necessary to select a classification threshold

or specific energy level (perhaps conservatively) to confidently discriminate between an

unknown incumbent event/signal and channel/receiver noise.

In the greater context of Cognitive Radios, the primary goal of setting a detection
2 X ∼ CN (µ, σ2) denotes a parameter X distributed by a Complex Gaussian Random Variable.
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threshold is to ensure that an incumbent event is not missed, as the cost of missing

an incumbent event and interfering with them (i.e. a false negative or misdetection) is

undesirable. To select an optimal threshold we want to be certain that an incumbent

event is a true incumbent event and not just noise (i.e a false positive, or false detection)

by minimising the probability of a false detection (PrFD) under H0. Additionally, the

probability of misdetection (PrMD) under H1 is also to be minimised, by maximising the

probability of detection (PrD).

PrMD = 1− PrD (4.11)

We define the false detection and misdetection probabilities under both hypotheses, where

λ is the detection threshold and Pr[ · ] is an event probability:

PrFD = Pr[Λ > λ | H0]

PrMD = Pr[Λ < λ | H1]

PrD = Pr[Λ ≥ λ | H1]

(4.12)

For both hypotheses, it is to be noted that the value for λ is equal and thus needs to be

selected appropriately to minimise PrFD and PrMD.

As we are interested in the binned frequency location of an incumbent signal, energy

detection is performed using the following metrics on a sequence of FFT frames Y . The

discrete FFT bin y[k, f ] is the result from a frequency ascending n point complex FFT

where k is the sequential bin number {k ∈ Z | k = 0, ..., n} and f is a discrete time step

(FFT frame).

The test statistic Λ represents the average power captured by the detector, for each

FFT bin, calculated where {f−m|m ≥ 1} is a previous FFT frame (or timestep) from the

current frame f, (m = 0) and A is the averaging depth (or number of frame lags averaged
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over) [119–121]:

Λ =
1

A

A−1∑
a=0

|y[k, f − a]|2
H0

R
H1

λ (4.13)

Under H0, Λ can be modeled as a chi-squared distribution with 2A degrees of free-

dom [121]. Thus PFD is the Cumulative Density Function (CDF) of the chi-squared

distribution:

PrFD =
Γ(A, λ

2σ2
w
)

Γ(A)
(4.14)

Where Γ(z, x) is the lower incomplete gamma function.

Since Λ is a power function, comprising a sum of 2A squares of independent and

non-identically distributed Gaussian Random Variables with non-zero mean, Λ follows a

non-central chi-squared distribution with non-centrality parameter γ = Λ
2σ2 [119–122] 3.

PrMD = 1−QA

(√
2Aγ,

√
λ

σw

)

∴ PrD = QA

(√
2Aγ,

√
λ

σw

) (4.15)

The Marcum Q function (Qm(z, x)) [119] is defined as per [123] Eq (2-1-123) where m =

A/2.
3The non-centrality parameter is the SNR (γ) of the received signal. As the noise power of a double

sided AWGN is equal to twice the variance of the noise, i.e. Pw = 2σ2
w , and Λ is the received signal

power.
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4.4.2 Receiver Operating Characteristic

To evaluate the performance of a binary classification system (in this case an energy

detector), a Receiver Operating Characteristic (ROC) [124] is generated to display the

accuracy or performance of the classifier. This performance characteristic is denoted by

the level of confidence between the ‘true positive rate’ (TPR) and ‘false positive rate’

(FPR) of the classifier.

The TPR, in the context of energy detection, is determined by the probability of

‘correctly detecting’ the incumbent (PD) under a threshold λ (Eq 4.15), and the FPR is

determined by the probability of a ‘false detection’ (PFD) under the same threshold λ (Eq

4.14) i.e. the incorrect classification of an event as an incumbent being present, where

only noise is in fact present. The joint false alarm and detection probability for several

threshold levels are displayed by the ROC curves:

Figure 4.4: Receiver Operating Characteristic Curves for energy detector at various

threshold levels, with A = 10 frames.
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4.4.3 Averaging Parameter

These curves, under a low averaging parameter (A = 10), show that at a SNR of ap-

proximately 6dB is required to confidently discriminate between an incumbent event and

noise. This low averaging parameter is used as it preserves a reasonable timescale for

discerning incumbent activity over time without ‘smearing’ the power of those events in

time, as a high power instantaneous event will bleed over into subsequent time steps while

the averaging window decays. This will result in a less than ideal reconstruction of actual

spectrum events when a simple moving average is used for noise suppression. Unfortu-

nately under this regime, the high required SNR, while increasing the accuracy of the

detector, causes numerous potential incumbent events to be missed (i.e. the probability

of a misdetection increases) that are close to the noise floor of the detector (below the

threshold).

4.4.4 Energy Detection Performance

From a practical perspective however, the probability of a misdetection is somewhat

difficult to determine (in the absence of Eq 4.15), as the actual incumbent signals are

unknown and to a degree, unknowable. While Eq 4.15 provides a reasonable estimate of

unknown signal activity, it is somewhat general. An agressive threshold should thus be

used to minimised the probability of missed unknown signals, however as Figure 4.4 clearly

shows, a low SNR threshold will introduce a significant proportion of false detections.

To accurately compute the SNR, absolute noise power (N0) must first be estimated at

the receiver, in addition to the noise variance σ2
w and total received signal strength, aver-

aged across all bins (N) and over all observed frames (A). The noise power is estimated

by:
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N0 =
1

2NA

A−1∑
a=0

N−1∑
n=0

|y[n, a]|2 (4.16)

Note, that the range of the sum and the observed bins for energy detection, in a practical

energy detector should be truncated to regions of the measurement not susceptible to roll-

off from the filter, to ensure that the performance of the filter within the energy detectors

electronics has no impact on the resulting observation classifications with respect to a

given threshold. This artifact is highlighted in the following figure, which portrays a

sample output from the energy detector detailed and implemented in Section 4.5):

Figure 4.5: Example 25MHz Bandwidth PSD Plot of Incumbent Activity, Filter Roll-off

Regions (frequency range bounded by black dotted lines) and Noise Power Estimation

(blue dotted line)

As a way to improve the SNR conditions of the measurements and hence detection

accuracy, it is to be noted that the resolution of the measurements performed by the mea-
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surement system detailed in Section 4.5, yields underlying structure of incumbent events

which can be seen in Figs 4.13, 4.14, 4.15 and 4.16. This structure is exploited under

a more robust sensing and/or filtering approach in Section 4.6, which details the devel-

opment of a novel image based filtering technique to exploit this structure and improve

threshold selection for the energy detector.

4.5 Custom Measurement System Design & Imple-

mentation

As it was found that no completely contained, readily available, low cost spectrum mea-

surement solution was available to meet the demands of the intended spectrum measure-

ment scenario, a custom measurement solution was designed and implemented. Further,

as highlighted in Section 4.2, there are no readily available datasets with sufficient fidelity

in order to investigate second and sub-second secondary spectrum structure, thus those

measurements would have to be performed directly.

4.5.1 Requirements

To determine optimal timescales for operation, the spectrum observations would have to

be at timescales at least an order of magnitude smaller than the operational latencies of

current state of the art communication systems. The control plane latency of an LTE-

A signal is 50ms for a cold start and 5ms for a warm start [125], thus as a baseline,

the measurements would require a time resolution of 500us (to yield precision at 5ms

timescales).

Wide frequency diversity is required to provide the greatest flexibility of the system, if

some candidate band is found to not be useful for secondary spectrum investigation, then

the same system should be able to switch to measure a completely different band with
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minimal reconfiguration. The range from 100MHz to 6GHz are frequencies that most

mobile communication terrestrial links are focused [4,5] due to the superior transmission

properties of this spectrum. Thus, this entire frequency range needs to be accessible by

the system for measurement.

An instantaneous bandwidth of 20MHz or greater provides a useful slice of spectrum

for observation as LTE and WiFi both use 20MHz as a typical operating band, as well as

20MHz being a sufficiently large instantaneous bandwidth for observing spectrum activity

of many smaller bandwidth services. High frequency resolution (i.e. large FFT depths)

are also important to have access to, to accurately determine spectrum occupancy across

frequency and time for various wireless services.

It is critical that direct access to the raw spectrum samples before any preprocessing

or DSP (Digital Signal Processing) stages are performed, to preserve the integrity of the

measurements for independent analysis of the data. In tandem with direct access to the

samples a sufficient bandwidth interface be present between the measurement device and

the hose computer for real time access and recording of the observed samples.

To meet the aforementioned challenges several key requirements for the measurement

system were developed:

(R1) - Wide frequency diversity to observe multiple candidate frequency bands from

100MHz to 6GHz

(R2) - Instantaneous bandwidth of at least 20MHz

(R3) - Measurements with time resolution of at least 5ms

(R4) - High frequency resolution to assess spectral congestion or utilisation

(R5) - Up to several days of error free continuous measurement
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(R6) - Expandability to gang multiple radios together to expand observation bandwidth

or multiple simultaneous spatial measurements of the same band

(R7) - Direct access to measurement data stream

(R8) - Sufficient network bandwidth for real-time visualisation of measurements and

storage for post processing/analysis

(R9) - Sufficient computational resources for storage and processing tasks

(R10) - Analysis software to evaluate measurements

4.5.2 Commercially-Available Hardware Platform

The radio hardware immediately available for development was a USRP n210 from Ettus

Research [79]. This software defined radio platform was previously used for WiFi-based

research thus has sufficient performance to meet the requirements of the measurement

system, notably: 20MHz instantaneous bandwidth and sufficient frequency diversity (de-

pending on the attached daughterboard) to access the frequency range of interest.

The USRP n210 provides on board networking, signal processing and ADCs and DACs

with 100MS/s and 400MS/s sample rates respectively. Both of these converters are con-

nected to a respective signal conditioning chain that provides an interface to a serial

connector specified by Ettus, to interface with a daughterboard that is mounted over the

top of the USRP motherboard. These daughterboards provide a set of different frequency

oscillators, mixers and amplifiers to broaden the frequency range that the motherboard

can access. This modular approach to a hardware platform is one of the key reasons for

the USRPs success and reconfigurability (Req. 1).

Another advantage of using the USRP platform, is the significant amounts of docu-

mentation available for the Application Programming Interface (API) developed by Ettus
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Research to facilitate the integration of USRPs within custom applications. The USRP

is a favored platform for researchers and enthusiasts due to the platforms flexibility. In

addition to this flexibility the platform has an active forum/mailing list where many de-

velopment questions, bug reports and workarounds which are easy to find and assisted in

the development process.

USRP Constraints

The measurement of samples poses a three part problem: The rate at which data can be

captured by the USRPs ADCs, the throughput of the physical interconnect between the

USRP and the host machine (in this case 1GbE), and the capacity for the host machine

to capture the sustained 1Gbps data rate of the network interface.

To achieve the 20MHz bandwidth requirement, for a practicable system, approximately

25MS/s of complex samples (i.e. 50MS/s effective sample rate, exceeding the Nyquist

criterion for a 20MHz bandwidth) (Req. 2, 3, 4) is required to completely capture the

20MHz bandwidth with the 2.5MHz of either side of the captured spectrum cut off due to

the bandpass filter roll-off. This phenomena can be seen on both the right and left hand

side of the power spectrum in Figure 4.9.

The FPGA (Field Programmable Gate Array) onboard the USRP provides an option

to strip the resolution to 8b from 14b and with the decimation offered by the ADC, the

sampling stream is reduced from 50MS/s to 25MS/s to meet the throughput constraint

of the networking interface. A 1GbE networking connection can support a maximum of

125MB/s transfer rate, thus with a resolution of 14b (rounded to 16b in the protocol) to

provide sufficient dynamic range, only a 25MS/s complex (I/Q) can be captured. The
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total required transfer rate RT is as follows where ζ is the network overhead:

RT = 16× 2× 25× 106 ÷ 8 b/s

RT = 100 MB/s

RT + ζ ≤ 125 MB/s

(4.17)

It is quite reasonable that ζ accounts for less than 20% of the total transfer rate, thus the

required datarate is effectively supported by the 1GbE interface (Req. 8). At this rate,

the amount of data captured over a 24 hour period is approximately 8.6TB.

24(h)× 60(min)× 60(sec)× 100MB/s = 8.64TB (4.18)

Keeping 8TB+ of samples in a contiguous file is an unrealistic and highly cumbersome

prospect, as most file systems would not handle such a large file well and random reads

would be very expensive. Thus the captured samples are split into timestamped 4GB

chunks. This selection of chunk size also simplifies the retrieval of the data for analysis.

Each sample set is arranged in a separate flat file structure (of multiple 4GB chunks).

The use of a real-time database was deemed unnecessary as the raw samples do not have

any additional information other than the time-stamp and their position in the sequence.

The samples are streamed once and processed multiple times with only sequential reads

used in analysis.

Analog to Digital Conversion

The ADCs (Texas Instruments ADS62P4X) [126] on-board the USRP are capable of cap-

turing 14bits of resolution at 100MS/s with 88dB of Full Scale Dynamic Range (FSDR). In

practice the dynamic range (GFS) is calculated based on the number of bits of resolution
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n. The practical FSDR is limited, GFS ≈ 84dB given by:

dBFS = 20 log(2n) (4.19)

The peak to peak voltage of the ADCs is 2V [126] and the ADC resolution is 14bits,

where Vp−p = 2V and reference impedance R = 50Ω:

VP = VP−P/2

VRMS = VP/
√
2

(VRMS)
2/R = 0.01V

(4.20)

Finally, to compute the input signal saturation power:

PSAT = 10 log(0.01) + 30dB

PSAT = 10dBm
(4.21)

The frontend of the WBX daughterboard provides up to 30dB of gain (GFE) for the

receive channel with a 6dB noise figure (NF) and 3dBi antenna (GA) [127]. Accounting

for saturation power, fullscale gain, frontend gain and antenna gain, yields a minimum

detectable signal of ≈ −107dBm.

MDS = PSAT −GFS −GFE −GA ≈ −107dBm (4.22)

The minimum detectable signal is primarily due to the quantisation error experienced

due to the resolution of the ADC and amplification stages. The theoretical Noise Floor

in this case would be MDS +NF ≈ −101dBm.

Note that thermal noise power PTN = 10 log10(k T B)+ 30 where k is the Boltzmann

constant 1.38064852×10−23J K−1, temperature T of the receiver in Kelvin and noise band-

width (or resolution bandwidth) B in Hz, is commonly used as the minimum detectable sig-

nal (MDS). PTN yields a thermal noise power of approx. −160dBm + 30dB = −130dBm
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at room temperature with an RBW of 24.4kHz (25MHz/1024 samples - far lower reso-

lution than the intended scenario). Thus the minimum detectable signal in Eq 4.22 is

entirely dependent on the measurement hardware and noise figure of the system, and not

limited by the selected resolution bandwidth and resulting thermal noise power.

4.5.3 Custom Measurement System Architecture

Figure 4.6 shows the basic system model for the measurement system. The USRP n210

with a mounted WBX daughterboard and attached antenna is connected to the analysis

workstation via a 1GbE connection. After several data collection and processing itera-

tions, the Central Processing Unit (CPU) onboard the workstation is determined to be

insufficient to keep up with the computational load due to the numerous number of FFT

operations. Thus an NVIDIA co-processor is recruited to offload the FFT computation,

increasing the rate of analysis that could be performed.

USRP (Receiver)Workstation (Host)

Raid 0 Array

Network 
Interface

ADC

Antenna

DaughterBoard 
(WBX)

FPGA and 
Network 
Interface

1GbE
Recording and 

Analysis 
Software

GPU

A/D 
Configuration 

Figure 4.6: Diagram of measurement system high level physical architecture

The workstation comprises of a Xeon E5 1650, 32GB DDR3, 4 x 6TB HDDs in RAID

0, a NVIDIA Tesla K40 and, the developed measurement, storage and analysis packages
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detailed in Section 4.5.4 (Req. 9). The particular RAID configuration provides sufficient

storage capacity for approximately 2.7 days (Req. 5) (24TB/8.6TB Day−1 = 2.7 Days,

Eq 4.18) of continuous measurements from the USRP and supports a Read/Write of over

600MB/s. This high throughput is required to both handle the measurement data rate

from the n210 comfortably and with the added benefit of speeding up data retrieval. This

configuration is preferred due to cost with respect to storage capacity versus throughput.

M.2 and other PCIe based solid state drives would support much higher data rates,

however at the time of acquisition, high capacity SSD’s (2TB+) were not available for

the consumer market nor would they be cost effective.

The only physical bottleneck from this system architecture that cannot be addressed

through faster computer hardware and more efficient software, is the physical interface

between the USRP and host i.e. the Ethernet connection. In the X300 series of USRPs

this physical throughput limitation is overcome by the inclusion of a 10GbE networking

interface, or an onboard 4x PCIe connection that can be used to connect the USRP to

the motherboard of a host device with an appropriate cable, should larger bandwidth

datasets be required.
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Figure 4.7: Image of spectrum measurement and analysis system set up. Workstation

(red), USRP N210 (blue) and SMA (SubMiniature version A) cable with attached VERT

900 antenna (green) mounted to a window for measurements. Post-photographic outlines

used for emphasis and identification.

Figure 4.7 shows the physical setup configuration for most of the spectrum measure-

ment activities. A static configuration is determined to be ideal for rapid iteration and

improvement of the system. The static setup is also preferred to eliminate environmental

variance across numerous measurement over time, enabling the datasets to be compared

equally from a physical environment perspective. The antenna is affixed to the inside of

the window, as mounting it outside is not possible.

4.5.4 Software Platforms

Several candidate software platforms were investigated to determine their suitability for

spectrum measurement activities. Matlab, HDSDR and GNU Radio were all freeware or
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available at no additional cost (Matlab) as potential software candidates. Each of the

candidates were assessed for their suitability in the high performance application that is

required of the measurement system.

Matlab

Matlab [128] is a ubiquitous standard for engineering computing, especially within the

communications field. MathWorks, the developer of Matlab, provides a toolbox for con-

necting a Matlab script to a connected USRP. However, due to limitations in the imple-

mentation of the associated toolbox for USRPs and the cumbersome nature of Matlab

programs due to user code being interpreted and not compiled, the throughput of the

attached USRP is severely impacted, resulting in very low throughput for realtime data

capture and processing.

HDSDR

HDSDR (High Definition Software Defined Radio) is a freeware SDR program [129] that

enables the user to quickly connect to a USRP and have some direct control of the USRPs

functions. For the purposes of spectrum measurement however, due to the way in which

HDSDR was written, there is a severe limitation on the instantaneous bandwidth that

the program can capture. It is found that only 8MHz of instantaneous bandwidth are

able to be captured by the program before significant lagging and dropping of samples

are incurred, likely due to program inefficiencies in how the data stream is processed.

The additional disadvantage of this program is that the samples that were retrieved

were unable to be dumped directly to a storage media for later playback and/or analysis,

eliminating its applicability for the desired use-case.
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GNU Radio

GNU Radio [130] is an open source graphical programming based software platform that

offers deep control over the processing and data capture chain for many SDRs and in

particular the USRP ecosystem. GNU Radio uses a GUI (Graphical User Interface) based

programming approach, to enable the programmer to quickly ‘connect’ a signal processing

chain to a source device or dataset and perform signal processing on the retrieved data.

It can also interface to a USRP in realtime to pull samples directly from the device. This

provides an easy to use and prototype package to get projects working quickly.

GNU Radio suffers from a similar problem to Matlab, in that its core functions are

written in Python. Python is a language interpreted at runtime and is (typically) not

pre-compiled (bar certain wrapped C/C++ library functions). In light of this, overall

program performance is limited, especially in the context of processing large numbers of

repetitive operations. Thus Python (and by virtue Matlab/GNU Radio) is unsuitable for

very high throughput measurements and processing, but still remains useful for analysis.

It is determined that GNU Radio is also unsuitable for the application and a higher

performance alternative needs to be selected.

4.5.5 USRP Hardware Drivers

After investigation of existing software solutions, the three alternatives were all deemed

to be unsuitable for the required task, the only remaining option was to interface directly

with the USRP hardware via a custom software layer and the associated UHD drivers

supplied by Ettus Research. Ettus Research provides a well documented driver API to

interface with all USRP platforms (Req. 6,7), making this a viable alternative, with

unprecedented control over the USRP when compared with the alternatives.

The UHD Package offers a direct C++ API to interface with an attached USRP. This
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API is used by both Matlab and GNU Radio implementations to communicate with a

USRP (and supposedly HDSDR as well). Matlab interfaces with the API via wrapping

the relevant C++ functions and then referencing those, while GNU Radio takes a similar

approach, by wrapping the C++ code with Python wrapper functions to integrate the

USRP with the existing GNU Radio codebase that is written in Python.

The API provides all the necessary function calls to correctly configure the USRP for a

range of wireless communication applications, providing fine grained reconfigurable control

over: carrier frequency, bandwidth, sampling rate and amplification levels. Direct access

to the USRP via the API enables the best possible performance that a host can achieve

when communicating with a USRP, provided that the code is written appropriately to

realise the required performance.

As none of the existing spectrum measurement solutions that existed were suitable

for the use case required of this research. A custom solution directly accessing the UHD

drivers to control and extract the raw information we required, had to be designed to

fulfill our specific data and interface requirements.

4.5.6 USRP Firmware

The firmware for each USRP device is provided by Ettus Research as part of the USRP

Hardware Driver (UHD) driver package (Section 4.5.5). The UHD package offers the user

the ability to modify the firmware and the functions of the underlying FPGA onboard the

USRP. The firmware can be easily flashed to a USRP via the included flashing utility as

part of the UHD package using (in the case of the USRP n210) the ethernet connection

to a host computer.

Should a USRP become bricked from a bad flash due to power or networking inter-

ruptions, the USRP has an onboard ‘flashback’ function triggered via an onboard push

button. Upon activation the internal flash memory backup will flash a basic networking
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firmware to the working memory set enabling the USRP to communicate with a host for

a complete reflash to be performed.

4.5.7 Software Architecture and Development

To meet Req. 3, 4, 5, 6, 7, 8, and 10 the software platform had to be designed with an

eye toward efficiency, performance, flexibility and reliability. Hence C/C++ is the chosen

language for high throughput processing and interfacing operations, with Python selected

as the language for the data analysis stages.

The initial objective for the software platform, is to capture and process the measured

data in real time and then draw the necessary analysis from the data directly after the

end of the measurement phase. By doing this, the amount of data generated from the

measurement phase could be significantly reduced as there is no need to keep the raw

samples and only the processed result of the samples are stored.

This rationale however is deemed to be insufficient: if there were an improvement or

change in how the data is analysed, the measurements would have to be re-run to reflect

this change. Each new run of measurements would thus result in an entirely different

dataset, eliminating the possibility of accurate comparisons between older and newer

processing methods.

To address this issue the samples would need to be stored and maintained appropri-

ately. The associated hardware and software solution is developed to address the necessity

of storing measurements as they are captured by the USRP on a high speed disk array

for post processing.

To process the samples into useful information, large numbers of high resolution FFTs

would have to be performed alongside various DSP and analysis algorithms. As most

of the code would have to be low level as previously identified, C/C++ is the preferred

language for a good balance of performance and flexibility, with Python being used as the



4.5 Custom Measurement System Design & Implementation 129

preferred language for manipulating the large data sets after they were processed.

FFTW [131] is a high performance FFT package for C/C++ and is used for initial

development and within the recording program to implement a lightweight low resolution

spectrum analyser. For the purpose of high FFT depth processing, it is found that even

using the built in parallelisation options within FFTW and an 8 core Xeon platform,

the throughput is insufficient to analyse the dataset at the rate that the RAID array

could provide data, resulting in a processing bottleneck, giving rise to the need for GPU

(Graphics Processing Unit) accelerated FFT processing. However, some FFTW code is

preserved for lower throughput operations and as a verification step for the results from

the GPU accelerated output.

To reduce development time to hit the necessary throughput targets, the boost for

C++ libraries were used to improve ease of implementation multi-threading within the

software stack (as well as being a requirement for compiling the UHD driver code). The

NVIDIA CUDA libraries (that are natively written in C) were also used to develop GPU

code to enable high throughput DSP and FFT functions.

The software development is broken up into four separate packages with a common

DSP CUDA accelerated module used by several of the packages. These four packages are

primarily written in C/C++ and consist of:

• ‘Samples To File’ a program to correctly configure the USRP to perform new spec-

trum measurements and save the continuous sample stream into discrete manageable

data files with a built in realtime spectrum analyser to ensure correct function.

• ‘Spectrum GUI’ a program to view and ‘navigate’ through the saved samples as a

power spectrum.

• ‘Process Samples’ a program to iterate over the saved samples to perform DSP on

the spectrum for energy detection and subsequent opportunity detection, covered
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in Chapter 5.

• ‘Analysis Tools’ an analysis package written in Python to perform deeper analysis

and data manipulation of the processed spectrum, also covered in Chapter 5 (Req.

10).

Realtime Spectrum 
Playback

Samples to 
File

FFTW + FFT 
Manipulation

USRP Interface

Metadata and 
Configuration

Retrieve Samples 
from USRP

subsampling

UHD API

USRP (n210/X300)
Write Samples to 

Hard Disk

File Manager

Figure 4.8: Flow Diagram of Spectrum Sampling Program, highlighting the main software

functions and data flows to perform spectrum measurement.

Figure 4.8 describes the architecture of the spectrum sampling program, including how

the USRP, drivers and software layer interact, and how raw spectrum samples are prop-

agated through the system for verifying the system is functioning correctly and recorded
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for later retrieval for analysis and processing.

The core measurement program, takes advantage of the UHD API to perform configu-

ration and data retrieval from a connected USRP device. The configuration information is

either input by the user, or a default configuration is used. This configuration information

is saved alongside other measurement metadata to identify the measurement parameters

for later retrieval. An example configuration file snippet is as follows:

Listing 4.1: Spectrum Measurement Configuration File

// 20160317_1834_465MHz . c f g

dev : N210r4

f : 4 . 65 e+008

bw : 27 . 5 e+006

s : 25 e+006

g : 30

The configuration file preserves the start date and time in minutes of the measurement,

the device and version, centre frequency, channel select filter bandwidth (found to have

no effect), sampling rate and front end amplification stage gain.

A thread that is responsible for managing the USRP is then created, which feeds

requests to the USRP. This thread is also responsible for retrieving the samples from

the USRP and managing the storage buffer. This storage buffer is implemented as a

‘ping pong buffer’ (PPB). A PPB is a memory management technique to avoid race

conditions/memory contention by implementing two separate buffers A and B, shared

and coordinated between two separate routines (pointers): a storage pointer (S) and a

retrieval pointer (R). This is also known as a ‘producer and consumer’ sharing mechanism.

Initially the R pointer is set to null, the S pointer is set to A. Buffer A is filled with
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data from the S pointer, then S is updated to point to buffer B and proceeds to fill it.

Once S is updated to point to B, R is then updated to point to A. S then consumes the

data in A and waits until it is next updated to point to B. This update is triggered by R

finishing filling B and then pointing back to A.

This process continues by alternating each of the pointers between the buffers, with S

‘producing’ data and R ‘consuming data’. As the retrieval (the writing samples to a file)

function is faster than the storage function (getting samples from the USRP), the storage

function is always assigned priority and the retrieval function will wait until the storage

function is complete. This effectively enabled realtime streaming of data from the USRP

as it is generated, as the data could be retrieved much faster than the USRP is able to

generate it. Checks were also put in place to ensure that S and R could not desynchronise,

which may result in measurements being overwritten.

For debugging purposes, the data stream is subsampled by a separate routine to enable

live viewing of the power spectrum of the samples captured. The data stream is fed into

a FFTW function running on the CPU to perform the FFT, normalisation and power

estimation is done within the same routine, and then finally sent to a display routine

which plotted the power spectrum for the user to view.

A separate mode is also implemented that did not save the samples to a file, and just

enabled the user to view the live power spectrum captured by the USRP, which is used

during the calibration and validation activities to ensure the estimated power spectrum

is accurate. This functionality can be seen in-situ in Figure 4.7.

Various sample batch sizes were tested to determine software and architectural lim-

itations on processing throughput. Most batch sizes tested (n x size of an FFT frame)

resulted in similar throughput figures, with significant deterioration in throughput as n is

less than 100. This is likely due to the small amount of data transferred in each read cycle

causing the mechanical drives to constantly park, resulting in much greater numbers of
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read cycles, and the FFT routine being constantly stopped and started.

Smaller batch sizes also had negative implications for the throughput of DSP functions,

requiring many additional concatenation and buffering cycles to satisfy overlapping and

averaging parameters.

A more efficient buffering solution such as a PPB could have been used at the time to

speed up the CPU throughput, however when the initial tests were conducted the data

retrieval and processing is implemented serially. A PPB solution is subsequently developed

for the GPU code (and the aforementioned Samples to File program), to pipeline the

constant reading and writing from GPU memory to main memory.

Figure 4.9: Output from the Spectrum GUI Program. Note that the y axis displays

observed power, and x axis displays clusters of bins, which can be scaled off a known

bandwidth and centre frequency
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To alleviate the aforementioned processing bottle-

neck, a GPU solution is developed in CUDA using the

cuFFT library and a NVIDIA Tesla K40. This setup

is more than sufficient at performing the high depth

FFT calculations and additional DSP functions on

the datastream in realtime as it is retrieved from the

RAID array. The total throughput increase is ap-

proximately 40x over the CPU alone, benchmarked

using the rate of batched data retrieval and the time

taken to complete the processing of each batch.

The functions that the CUDA solution provided

were (Figure 4.10): sample normalisation to correctly

weight the observations with respect to the maxi-

mum observable value; sample overlapping for opti-

mal power flatness (see Section 4.3.2); windowing of

the raw samples, using a Blackmann-Harris window;

computation of the FFT on a subset of samples (a

‘frame’); computing power of the FFT frame, and

normalising the power by the number of FFT bins;

averaging of several FFT frames to reduce noise in

measurement; thresholding in accordance with the

energy detection threshold (to discriminate between

an incumbent signal or background noise); an op-

tional 2D ‘image’ filtering function (see Section 4.6)

to remove spurious transmissions from the power

spectrum; and finally the resulting power spectrum

is written to main memory.

CUDA 
Module

CuFFT + FFT 
Manipulation

Normalisation + 
Windowing

Copy Samples to 
GPU

Averaging + 
Thresholding

Filtering (optional)

Write Results to 
Main Memory

Power Estimation + 
Normalisation

Figure 4.10: CUDA Module

Flow Diagram.
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Spectrum 
GUI

CUDA Module

Spectrum Scrubbing/
Viewing Utility

File and Metadata 
Retrieval Utility 

GUI

Figure 4.11: Spectrum GUI Flow

Diagram, a utility designed vi-

sual inspection of captured spec-

trum samples.

The increase in computational throughput by us-

ing the GPU to offload the FFT and DSP functions,

resulted in the new bottleneck due to the RAID ar-

ray read speed. Being bound by only the storage

media is ideal in this configuration.

To complete the spectrum measurement capabil-

ities, a simple GUI (Figure 4.11) is written in C++

using the Qt GUI library (Figure 4.11), enabling

playback of the Power Spectrum Density (PSD) of

the observed spectrum samples by a user. The

utility provides functionality to scan throughout a

dataset to look for particular times and signals of

interest as well as providing a graphical view of the

power spectrum for the user shown in Figure 4.9.

The user is able to either step through the spec-

trum frame by frame with the arrow keys, or can

immediately jump to a desired frame through the

manual input on the top left and pressing the scan

button. The arrow keys can be held down for spec-

trum playback at about 30 frames per second.

As the amount of data contained within each frame is very high, each pixel represents

numerous FFT bins and scales with FFT depth. For example, an FFT with depth 32k,

will display 16 bins per pixel (2048 pixels horizontal on the chart). To broadly display this

data, the red line is the maximum observed power within each bin cluster, the blue line

is the average power and the green line is the minimum power observed in each cluster.
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4.5.8 Calibration and Verification

To ensure correct function of the software, and that the hardware onboard the USRP is

correctly calibrated for measurement, the USRP is connected to a signal generator with

a known transmission power and frequency of operation.

Figure 4.12: Calibration and verification setup: USRP is connected to a Rohde and

Schwartz Signal Generator with a range of known output powers and frequencies. Laptop

is used to display in realtime the measured signal strength.

The receive (Rx) port of the USRP is connected to a Rohde and Schwartz function

generator via a SMA cable with 30dB of in-line attenuation to limit the possible power

transmitted to the USRP. The USRP is connected to a portable host computer running

the measurement software. Figure 4.12 displays the calibration and verification setup,

with an earlier version of the Samples to File program running and collecting measure-

ments. The setup is useful in debugging certain algorithmic errors in the power estimation

calculations, as well as providing confidence in the detection thresholds selected for in-
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cumbent identification, with respect to the minimum detectable signal (−107dBm Eq

4.22) and noise floor (−101dBm) of the receiver.

Ettus research also provides a loop back calibration function as part of its UHD driver

package, which can also be used to perform closed loop calibration of the hardware fron-

tend, in the absence of bench-top measurement hardware.

4.6 Filtering and Threshold Selection

From Section 4.4.2, it is evident that to reduce the number of missed incumbent events

below the threshold, a method to either reduce the impact of noise on the classification

of spectrum measurements is required to accurately discriminate incumbent events from

noise.

At the final stages of the spectrum analysers function, after power estimation is com-

pleted, energy detection is performed. Functionally, this is achieved by comparing the

estimated power of a bin with a Power Threshold PL, where the power threshold is se-

lected in accordance in Figure 4.4, for reliable detection. According to the threshold: if

Pn ≥ PL then the result is 0 (an incumbent event), else it is 1 (whitespace) 4.

To improve the SNR of the energy detector, a 2D image filter is implemented with

a simple ‘filter kernel’, to perform robust noise filtering by assessing the clustering (or

correlation) of incumbent events in time and frequency. A filter kernel is a sliding square

frame that is applied discretely to every pixel in a 2D image. The kernel performs a

function on the ‘target pixel’ (the central pixel) using the values of the surrounding pixels.

The convolution of the underlying image and the kernel, results in the filtered image. A

typical kernel size for image filtering is a u by u frame, where {u = 1 + 2n | n ∈ Z}.
4While counterintuitive, as we are interested in whitespace, detection of whitespace is taken as the

true/positive outcome i.e. 1
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For our purposes, the kernel is used to remove noise from the estimated power spec-

trum, after thresholding is applied. This is able to be done, as, after thresholding, each

pixel (FFT bin) in the image is reduced to either a 0 or 1 (whitespace), being above or

below the threshold respectively.

When computing the convolution in this implementation, the number of 1’s encom-

passed by the kernel are summed. If the number is equal to or greater than a Filtering

Threshold FL, then the output of the convolution will be a 1. If the number of 1’s is less

than the threshold, then the output will be a 0 (an incumbent event). Effectively the

filter is looking for neighbouring whitespace to determine if the subject is whitespace or

not.

This is a practical way of performing filtering as the resolution bandwidth of the

observations is substantially finer than the smallest bandwidth used by a conventional

telecommunications device, or conventional spectrum allocation, which is on the order of

10khz - 12.5kHz [132, 133].

Using the correlation between neighbouring bins, that would also be occupied under

a conventional communications scenario (as detected incumbent events at this resolution

have to be correlated in frequency and time), to determine whether a point under inves-

tigation is spurious noise or not, is a rather logical approach. This approach is further

preferred as the computation is taking place on a GPU, which is optimised for this type

of (image based) operation.

4.6.1 Spectrum Noise Image Filter Performance

Initially a 3 by 3 kernel was investigated, however this was unable to cope with random

clustering of noise and yielded virtually no improvement in incumbent identification when

applied at a PL ≤ −96dBm (noise clustering can be seen in Figure 4.15, Filter I). To better

handle random clusters a larger kernel of 5 by 5 is selected with FL = 16 for filter I, and
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a more aggressive setting of FL = 13 for filter II.

A larger kernel or more aggressive filtering thresholds could have been used to further

eliminate the clustering observed in Figure 4.15 and 4.16. However, as these signals are

unknown and (in a low SNR case) sparsely correlated, a more aggressive filter runs the

risk of an increased misdetection rate at low SNR.

Each waterfall plot presented, respresnts a subset of the overall spectrum captured

in order to intuitively display the information. The waterfall is generated by stacking

discrete FFT frames sequentially in time (Y axis), with the X axis representing discrete

frequency bins from the FFT. Each plot spans 384 frequency bins (190Hz per bin) on the

X axis, and 384 time steps (5ms per step) on the Y axis such that each pixel portrays a

discrete FFT bin at a particular point in time.
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-93dBm Threshold -93dBm, Filter I

Figure 4.13: Thresholded power estimation at -93dBm and 5 by 5 filter kernel applied,

FL = 16

-95dBm Threshold -95dBm, Filter I

Figure 4.14: Thresholded power estimation at -95dBm and 5 by 5 filter kernel applied,

FL = 16
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-96dBm Threshold

-96dBm, Filter II 

-96dBm, Filter I

Figure 4.15: Thresholded power estimation at -96dBm and 5 by 5 filter kernel applied,

FL = 16 and 13 respectively
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-97dBm Threshold

-97dBm, Filter II 

-97dBm, Filter I

Figure 4.16: Thresholded power estimation at -97dBm and 5 by 5 filter kernel applied,

FL = 16 and 13 respectively
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4.6.2 Noise Image Filter Evaluation

As the events being detected are from unknown incumbent sources or noise, it is hard to

gauge the absolute improvement in performance within this context. One could assume

that any small cluster of events that are not part of a larger cluser (like in Figure 4.16) is

simply noise, however this naïve approach is invalid as it is unknown if the smaller clusters

are in fact noise or an incumbent, thus all events must be treated as incumbent events

to avoid misclassifying a true incumbent event. The downside of this, as is explored

in Section 5.6 can result in highly fragmented secondary spectrum, which can render

it unsuitable. Thus a filtering threshold that makes a reasonable attempt at detecting

probable incumbent clusters, with minimal smaller fragmented clusters is desirable.

It is highlighted in the study [134], that noise variance plays a substantial role with

the accuracy of energy detection of unknown signals. This can also be seen in the energy

detector model presented in Eq 4.15, where the non centrality parameter is dependent

on the noise variance. The more accurate that noise variance is able to be modeled, and

subsequently removed, the greater the improvement in SNR (As is also intuitive with the

Shannon-Hartley Theorem, Eq 2.1).

In regards to the conclusions in [134] the SNR improvement obtained by this filter is

very close to the noise variance, due to the low averaging used, if higher averaging was

used the SNR could have been further improved. Higher averaging however, negatively

impacts timescale resolution (see Section 4.4.3) which is undesirable for precise spectrum

measurement.
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Figure 4.17: Power Spectrum Density of a candidate frequency band, highlighting the

noise floor of the observation and threshold settings investigated for filter performance.

With respect to the noise floor measurements (N0) in Figure 4.17 and the various

threshold levels investigated, a threshold that has an SNR of approximately 1dB using

the filtering method employed by Filter II, is used for whitespace classification and the

subsequent analysis in Chapter 5. This threshold represents a 5dB SNR improvement,

with a substantially improved PrMD at the equivalent 6dB threshold (in the classic energy

detector case). The filter also provides greater access to low SNR events (between 6 and

1 dB SNR) that would have otherwise been misclassified by the classic energy detector,

making it a highly preferable solution for improving the accuracy of observations going

forward.
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4.7 Summary

This Chapter focused on the design and development of a low cost, high performance

spectrum measurement and analysis system. The method by which secondary spectrum

is identified is through the use of conventional energy detection augmented with a novel

image based filter to improve the SNR performance of the detector.

Section 4.5 detailed the complete design process for the spectrum analyser and energy

detector required to perform secondary spectrum whitespace observation. The spectrum

analyser created from this process performs exactly as intended, meeting all requirements

identified, within acceptable tolerances. The high performance software platform also

detailed, plays a critical role in enabling rapid analysis of the extremely large datasets

captured by the spectrum analyser, significantly reducing the time required for mea-

surement results to be processed and analysed, while offering unparalleled control of the

spectrum analyser and the data stream it generated when compared to prior solutions.

The novel 2D image filtering approach for reducing noise from the classification of

spectrum observations also proved to be a very useful addition to the overall system

by substantially improving the SNR performance of the energy detector. This addition

considerably increased the confidence that incumbent event misdetections will be reduced,

and minimal noise will be incorrectly classified. This added advantage of this approach

approach is the significant reduction in fragmentation of the resulting classified secondary

spectrum, which proves to be a highly desirable attribute for the analysis and construction

of Whitespace Opportunity Distributions in Chapter 5.
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Chapter 5

Quantifying Secondary Spectrum

Resources

5.1 Introduction

This Chapter details several primary contributions made possible from the highly capable

measurement system developed in Chapter 4. The new access to high resolution, long

duration and large instantaneous bandwidth datasets, now enables the analysis and de-

velopment of algorithms to determine both the distribution secondary spectrum resources

and which timescales present optimal opportunities to exploit secondary spectrum re-

sources.

Section 5.2 raises a distinction between simply observing incumbent activity in candi-

date bands simply on a frequency basis, versus determining how the spectrum is used (a

use-case), and then mapping the incumbent activity to that use-case. By performing ob-

servations and then attaching those observations to a use-case, rather than a fixed range

of frequencies, the observations can now be applied globally to other frequency bands

where similar use-cases exist as comparison datasets.

147
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Section 5.3 identifies two candidate frequency bands and their associated use-cases for

which high resolution continuous spectrum observations are performed.

Section 5.4 first provides a background into existing spectrum analysis techniques, and

how these techniques are quite limited in their application. This section then proposes

a new approach to performing secondary spectrum analysis by selecting an appropriate

timescale to measure discrete opportunities against and then details implications that the

Fast Fourier Transform presents with respect to spectrum observation and analysis.

Section 5.5 introduces the notion of ‘functional whitespace’ and details a formal

method for which to evaluate discrete whitespace opportunities based on the spectrum

resources that it encapsulates. The notion of a WhiteSpace Resource Block (WSRB) is

also introduced as a fundamental unit for which to perform evaluation of whitespace from.

Section 5.6 builds on the functional whitespace concept, by determining an optimal

way to cluster groups of WSRBs such that the functional value that they present is max-

imised across an observed secondary spectrum. This original work was published under

the title: “Quantifying secondary spectrum Whitespace Opportunity Distributions” [8].

The approximate optimal clustering is achieved through a novel procedural partitioning

solution to an extreme type of ‘Maximum Wighted Independent Set’ (MWIS) problem,

known to be NP-Hard [135, 136].

Section 5.7 presents a novel approach to displaying the partitioned secondary spec-

trum whitespace opportunities via means of a Whitespace Opportunity Distribution. This

visual analysis tool enables rapid and accurate evaluation of the types of secondary spec-

trum opportunities that exist within a band of interest, providing a very powerful means

of comparing candidate frequency bands and exposing vastly more information about the

secondary spectrum opportunities than classical evaluation methods.

The lack of a formal classification method to evaluate or determine the quality of

secondary spectrum whitespace is a fundamental issue when assessing the viability of
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various candidate bands from the perspective of the whitespace resources that a potential

candidate possesses in space, time and frequency. There are many potential measures

for spectrum evaluation such as information capacity, bandwidth, intrinsic physical and

spatial propagation properties, and geographic assignments. However no self contained

evaluation method relating the time and frequency of secondary spectrum opportunity

exists.

The focus of the analysis is in the time and frequency domains without considering

information capacity, as the ‘raw components’ of spectrum capacity are time and band-

width with respect to capacity. The analysis is performed for a discrete point in space,

to make the initial problem more tractable, while still deriving useful information for the

evaluation of the secondary resources contained within an observed band and geographic

location.

Typical analysis methods for presenting whitespace availability are performed either

via duty cycle or spectrum occupancy plots [7] highlighted in Subsection 5.4.1. Duty

cycle and low resolution spectrum occupancy analysis of spectrum provides high level

identification of candidate bands and snapshots into possible useage patterns over the

course of an observation period. The resolution and timescales (typically minutes or hours)

observed and subsequently presented, are insufficient to provide a complete analysis of all

incumbent activity at the point of measurement within these bands.

5.2 Secondary Spectrum Use-Cases

With respect to the particular bands chosen for investigation, the overall utilisation of

the band and the types of services present (and use-cases) are what are of interest, not

the specific frequency ranges observed (other than within an Australian spectrum alloca-

tion context). This distinction is important as spectrum allocations and bands are not
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harmonised globally and are thus not directly transferable from country to country, the

analysis of the use of wireless devices in a specified use-case, however, is indeed trans-

ferable. Thus a use-case approach to performing spectrum observation and evaluation is

useful to consider when modeling secondary spectrum environments.

The necessity for secondary spectrum environment models is directly connected to

informing the requirements, design and thus impacting the overall performance of devices

attempting to communicate within those environments. Suppose a device attempting to

access secondary spectrum. For the device to function correctly and to ensure that its op-

eration will not interfere with an incumbent, the device requires substantial information

about the spectrum environment before the spectrum can be accessed. This information

will need to be comprised of the types of whitespace opportunities that the exist across

the current bands of interest. In particular, the timescales of these opportunities and

whether the device can select some optimal timescale where access to spectrum resources

is maximised, with minimal wasted energy. As such, specific information regarding the

duration, bandwidth and center frequency of the expected whitespace opportunities will

also be of critical importance for communication planning and energy cost minimisation.

Hence there is a significant need for robust identification of candidate bands and investi-

gation into the structure of the whitespace resources and the timescales of those resources

within each candidate.

Any sufficiently high performing secondary spectrum device will likely be designed

for a target or range of bandwidths and transmission opportunity lengths (timescale),

thus when designing this device a high degree of certainty for the type of secondary

spectrum opportunities present from both a bandwidth and duration perspective needs

to be known. These constraints will then be used to inform the optimal bandwidth to

be used for communications and the time that a particular band or opportunity can be

used for before having to hop to a new opportunity. These constraints will then factor in
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to how quick the device needs to react to a secondary spectrum opportunity and inform

models for the energy cost of accessing such opportunities.

5.3 Measurement of Candidate Bands

The band and dataset focused on in this Chapter is at 465MHz centre frequency with

25MHz instantaneous bandwidth. The band was observed over a 24 hour period generat-

ing over 8TB of data on the 17th/18th of March 2016 at Macquarie University, Sydney,

Australia. The selection of the band was due to the devices and services allocated within

this band in Australia. The band is divided completely into 12.5kHz and 25kHz alloca-

tions, which are allocated for services such as community broadcast radio, taxi cab radios,

emergency services, rail corridor, and low data rate point to point links for industrial mon-

itoring and communications [26].

The 465MHz band was a likely candidate to find significant amounts of whitespace with

a high resolution analysis due to the spectrum use-cases within that band. Additionally,

this study provides new insight into a lesser studied band as a potential candidate for

secondary spectrum use. Most secondary spectrum measurement campaigns focus on

TVWS bands (Section 2.5.2) or the 2.3Ghz/3.5GHz bands for LSA and SAS (Section

2.5.3), however those particular use cases do not exist in Australia as of yet. The 465MHz

band is an interesting candidate in this context as it is a band with numerous small

channels and low total utilisation (similar to the 3.5GHz band in the US).

Due to the small bandwidths and expected spurious use cases in the 465MHz band, it

was deemed ideal for testing the performance of the measurement system and development

of whitespace evaluation techniques. The typical Power Spectrum Distribution (PSD) plot

of this spectrum is below:
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Figure 5.1: PSD of 12.5/25kHz Mobile/Fixed Band, 452.5 to 477.5 MHz Bandwidth,

190Hz resolution. Each min, max, avg point spans 64 bins.

Figure 5.1 shows a snapshot of the 465MHz band, the small spike at the centre of the

band is due to the down conversion mixing from the receiver. There are numerous small

bandwidth spikes across the band, which can be determined due to the low average and

minimum power levels for the relevant frequency bin. Thus these spikes have bandwidths

on the order of 12.5kHz (190Hz/bin × 64 bins = 12.16kHz spanned per pixel). The

snapshot also covers a time period of 50ms, due to an averaging of 10 frames used (with

approx 5ms timescale resolution per frame). An interesting cluster of incumbent activity

can be seen at approx 474MHz, which is likely from a low bandwidth telemetry system.

To contrast with the expected sparse spectrum usage at 465MHz, a second dataset was

collected at the 880MHz band. This band was selected as it comprises of two separate

upper band mobile communications allocations: 870 — 880MHz owned by Vodafone

Hutchinson Australia for 4G services, and 880 — 890MHz owned by Telstra Corporation

for 3G services. This was captured to present the use case of a 3G/4G operator in contrast
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to the 12.5/25kHz band. A PSD of the 3G/4G use case is presented below:

Figure 5.2: PSD of 3G/4G Mobile Band, from 867.5 to 892.5 MHz Bandwidth, 190Hz

resolution. Each min, max, avg point spans 64 bins.

Figure 5.2 clearly shows the 4G and 3G services present in the observed band. At

875MHz the pilot signals can be clearly identified, and a significant decrease in signal

power can be seen at approx 885MHz, which is the guard band in between two separate

3G signals (likely uplink and downlink). A guard band can also be identified at approx

879.5MHz to minimise interference between the 4G and 3G services

5.4 Spectrum Analysis

In order to design a device to perform dynamic secondary spectrum communications, there

needs to be certain performance requirements established of the device that are informed

by the spectrum resources that the device is attempting to access. As such, significant

effort must be expended to observe to a high degree the ‘structure’ of the underlying
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secondary spectrum resources within a given band of interest.

The structure of whitespace effects the ‘functional value’ of that whitespace opportu-

nity. The concept of ‘functional efficiency’ of secondary spectrum was explored in Section

2.5, where spectrum allocations with long durations and bandwidths are preferred due to

the large contiguous amounts of spectrum that can be optimally managed. ‘Functional

value’ of whitespace is derived similarly, whereby a discrete whitespace opportunity that

exists for several minutes with several megahertz of bandwidth, is of greater value to a

secondary user, than an opportunity that exists for a couple seconds with the same band-

width (however there may be more of these short timescale opportunities, which could be

useful to exploit).

More concretely: an opportunity that persists for a very long period of time, presents a

much more valuable proposition to take advantage of (from the perspective of a secondary

user) than an opportunity that will expire rapidly. Further, maximising the bandwidth of

an opportunity also increases its functional value as its instantaneous information capacity

is greater. In essence, opportunities with very large bandwidths and long persistence times

are highly valuable due to their greater utility, or functional value.

5.4.1 Existing Spectrum Analysis Methods

Existing spectrum analysis methods [7] such as duty cycle and occupancy plots only

provide some (limited) pieces of the overall secondary spectrum picture. A duty cycle

plot only indicates the proportion of the observation period that an incumbent event was

detected. In some cases this is broken down into hour intervals yielding only limited

additional information toward the structure of the secondary spectrum.

A duty cycle plot such as Figure 5.3, shows total incumbent activity for an observed

frequency range as a fraction of the total observation period. It can effectively be used to

gauge how active an incumbent is across the observation period.
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Figure 5.3: Example Duty Cycle Plot, ‘Overview of the UHF spectrum in The Nether-

lands: close-up of the 400 to 470 MHz band’ [7] pp.484

It is important to know the specific time periods that incumbent events are present

in order to establish any kind of trend, pattern or underlying structure of the incumbent

activity, rather than holding a running tally of time occupied vs time unoccupied. Typ-

ical spectrum measurement campaigns would preserve at least some of that information

(possibly on minute or longer timescales).

An occupancy plot such as Figure 5.22 is useful for representing detected incumbent

activity within a particular region over time, the activity or measured transmission power

(given a known location) can be used to establish boundaries, exclusion zones and iden-

tifying high or low areas of incumbent activity. However this method too only presents

information about the total spectrum occupancy over an observation duration and pro-

vides no further detail toward underlying secondary spectrum structure, especially when

time intervals between observations are large. Occupancy plots taken from several loca-

tions over time are typically employed in constructing Radio Environment Maps (REMs).

5.4.2 Spectrum Analysis Tools

To meet the deficiencies identified with respect to existing commonly employed spec-

trum analysis and evaluation techniques, a set of tools were developed to perform deeper

analysis of the datasets captured by the spectrum analyser developed in Chapter 4, to
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investigate a more powerful method of representing secondary spectrum resources. The

tools developed were separated into two packages: the first for processing the raw data

into a useful output for further analysis, and the second for performing the various forms

of analysis and evaluation.

CUDA Module

Process 
Samples

2D Packing 
Algorithm

File and Metadata 
Retrieval Utility 

Packed Data Output

Analysis 
Tools

Packed Data Input

Distributions and 
Evaluation

Figure 5.4: Process Samples package and Analysis Tools flow diagrams

Figure 5.4 provides a general overview of the main components that make up the two

utilities for processing and analysing secondary spectrum opportunities. Process Samples

is designed to ingest large spectrum measurement datasets and use the CUDA Module

outlined in Figure 4.10, that performs the correct data conditioning and signal processing

to calculate a time series power spectrum. Energy detection is then performed on the

power spectrum by applying a threshold and filtering stage to classify spectrum events as

an incumbent event or whitespace as outlined in Section 4.4. After classification, the now
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classified data set is fed into the core feature of the Process Samples package, ‘the packing

algorithm’ outlined in Section 5.6. The results of the packing/partitioning operation is

output to a .csv file to be further analysed. The specifics of the analysis is explored in

Section 5.7.

These tools were designed to enable a deeper investigation into how whitespace is

structured and how that structure can be represented and evaluated at a glance, with

the objective of yielding greater insight of the underlying secondary spectrum resources

contained within a band.

5.4.3 Timescale Bound Detectability of Whitespace

As a thought experiment: if spectrometers were distributed over the entirety of a given

geographic region with the objective of detecting spectrum utilisation, it would likely

be found that significant periods of time exist where spectrum in this band is unused

either geographically or temporally. For the purposes of the thought experiment, only the

temporal case will be addressed.

There must also exist a particular timescale at which certain incumbent activities are

performed, thus a smaller timescale has the potential for opening up secondary spectrum

opportunities between incumbent activities that previously did not exist. Increasing the

sampling rate of the spectrometers (or decreasing the averaging) further to reduce the

observed timescale would increase the visibility of previously detected whitespace clusters,

and also unveil new whitespace clusters. As the timescale is further reduced, more clusters

would likely be detected between incumbent events and subsequently previously detected

clusters would appear larger (or ‘stretched’, relative to the timescale). For sufficiently

small time intervals, a channel that once appeared to have no whitespace opportunities,

appears more like free spectrum.
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Figure 5.5: As the timescale at which secondary spectrum can be observed decreases, there

is a higher likeliness that secondary spectrum opportunities will be detected, capturing a

more accurate representation of the actual secondary spectrum resources present.

To illustrate this thought experiment and assuming a fixed location and spectrum

modeled as a binary state either occupied (an active incumbent present) or available (no

active incumbent). Figure 5.5 shows a primary spectrum owner reporting that the spec-

trum is ‘always’ unavailable for secondary users. For example, a military frequency band,

TV channel, or commercial radio station may always be off-limits for secondary users

(Timescale 1), especially for secondary users that require opportunities on the timescale

of hours or longer. However, if we look more closely at that spectrum band with a

timescale resolution on the order of minutes, we may find that there are indeed ‘minute

intervals’ over which whitespace exists (Timescale 2). Increasing the timescale resolution

further, toward seconds or sub-seconds, some of the previously unavailable portions of
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timescale 2 may now present new opportunities that could be captured and subsequently

exploited (Timescale 3). As this timescale is decreased further, subsequently more sec-

ondary spectrum can be detected.

This approach is of particular interest to spectrum environments that have a different

set of use-cases pertinent to it than the ones previously mentioned. In particular, use

cases that are completely allocated to a particular user, however that use case involves

spurious use of the spectrum, such as: Emergency Services, Radiolocation, and Amateur

Radio.

The challenge with harnessing this type of secondary spectrum (in contrast to the

previously mentioned, coordinated secondary spectrum management methods presented

in Chapter 2) is the absence of any centralised control or coordinated spectrum brokering

to manage the secondary spectrum resources. To exploit the dynamic nature of this un-

coordinated secondary spectrum, detection and spectrum analysis needs to be performed

to a sufficiently high degree to capture the true nature or structure of the underlying

secondary spectrum resources before any models and predictions can be developed.

General models for incumbent spectrum usage can be achieved with a sufficiently

large spectrum observation data set, over time, space and frequency. However, minimum

requirements for device performance, such as minimum set up time, and maximum con-

tinuous transmission length, can be established by determining the expected incumbent

activity from spectrum observations.

The underlying structure of the secondary spectrum resources however is typically

non-static and will vary over time, space and frequency. If a model is developed assuming

that the secondary spectrum resources are static in any dimension, without supplemental

realtime sensing at a minimum, there exists a significant risk of collision with a primary

user, which is unacceptable. Therefore the following analyses and evaluations do not

assume that the observed spectrum activities are static over time, only the underlying use



160 Chapter 5. Quantifying Secondary Spectrum Resources

cases are static. Substantially more data is required before any kind of practical spectrum

prediction/forecasting/trend analysis can be performed to any degree of certainty.

5.4.4 Whitespace Resource Blocks

To perform evaluation of whitespace, it must first be quantised in a way that is convenient

for totaling and manipulating to enable calculations and comparisons between different

whitespace opportunities. Quantising whitespace enables a connection to be made be-

tween the ‘structure’ of an opportunity and the impact of that structure on the overall

functional value of the whitespace opportunity.

The structure of secondary spectrum is approached in the OFDM sense where time

and frequency are represented discretely. Each ‘resource block’ represents a chunk of

electromagnetic spectrum of a given duration and bandwidth, at a particular point in

time and frequency.

A WhiteSpace Resource Block, or WSRB, represents available secondary spectrum

analogous to how a resource block represents spectrum resources in LTE. In this context

we introduce the WSRB as a fundamental quanta of whitespace for which we can evaluate

a single unit of whitespace as a function of bandwidth β (Resolution Bandwidth, Section

4.6) and duration τ (Timescale, Section 4.5):

β =
Sample Rate
FFT Depth Hz (5.1)

τ =
FFT Depth
Sample Rates (5.2)

As can be seen, the fundamental whitespace unit is dependent on the selected FFT

depth for which the observation is being performed, assuming a fixed sample rate.
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5.4.5 FFT Depth Selection

As the FFT depth changes the time and bandwidth dimension of a WSRB, the impacts of

particular FFT depths was investigated to determine the potential technical implications

and challenges with respect to determining the structure of whitespace.

The computations were performed on the same dataset comprising of a 5 minute

observation period with a sampling rate of 25MS/s (complex - 50MS/s effective, yielding

25MHz bandwidth). These measurements were then put through a classifier to reduce

each observation point to either an incumbent detected event or whitespace opportunity.

These measurements were represented as a waterfall plot, which shows the spectrum

activity over a contiguous period in discrete time steps.

The base case of these snapshots was performed at an FFT depth of 217 points. Thus

a single pixel represented in Figure 5.12 represents a WSRB with a bandwidth of approx

190Hz and 5ms duration, as per Eqns 5.1 and 5.2.

Each pixel in every image also represents the approximate 190Hz and 5ms time steps,

which is the ‘native resolution’ for Figure 5.12. Native resolution in this context is anal-

ogous to the native resolution of a digital display, where when operating at its native

resolution each pixel is correctly displayed without ‘smearing’ effects, a non-native res-

olution will result in pixels being incorrectly represented, resulting in a smearing effect

where neighboring pixels blend together on the display. By representing each image with

the same frequency bin width and time step duration per pixel, this a point by point com-

parison on both axes across all figures to visualise the impact that various FFT depths

present.

As the time and frequency steps are constant across the images, ‘smearing’ of frequency

and ‘compression’ in time is observed. Smearing and compression are related according

to Eq 5.1 and Eq 5.2, where to reduce the smearing of power across the frequency, the

FFT bin widths need to be smaller. Making these bins smaller requires the timescale to
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increase proportionally. Similarly, if the timescale is reduced, to gain greater time step

precision, the frequency bins will spread out causing the smearing effect. The increase in

time steps requires ranges of time steps to be binned or ‘compressed’ into a single row of

pixels.

When displaying these data points, this relationship is apparent as there are only a

finite number of pixels available for the image to be displayed upon. This phenomena is

due to the inherent uncertainty between the discrete frequency and time resolution of an

FFT, otherwise known as the ‘Uncertainty Principle’ [137].

Thus, in Figure 5.6 each row of pixels, comprises of 64 discrete time steps, whereas

in Figure 5.12 each row of pixels only comprises a single time step. The compression of

time is calculated in each respective figure by 217

FFT Depth with the number of incumbent

events represented per row of pixels, determined by its colour and the associated colour

bar value for ‘whitespace density’. Similarly, the smearing in frequency can be calculated

by the inverse as smaller FFT depths yield larger frequency bins.

Figure 5.6: Resulting spectrum with FFT depth set to 2048 bits (2kb)
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Figure 5.7: Resulting spectrum with FFT depth set to 4096 bits (4kb)

Figure 5.8: Resulting spectrum with FFT depth set to 8192 bits (8kb)
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Figure 5.9: Resulting spectrum with FFT depth set to 16384 bits (16kb)

Figure 5.10: Resulting spectrum with FFT depth set to 32768 bits (32kb)
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Figure 5.11: Resulting spectrum with FFT depth set to 65536 bits (64kb)

Figure 5.12: Resulting spectrum with FFT depth set to 131072 bits (128kb)
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It can be clearly seen from these images that as the FFT depth increases, the certainty

of the incumbent signal in frequency becomes much higher, while the time certainty

decreases. Each WSRB is equivalent from a time and bandwidth perspective, no matter

what FFT depth is used, the functional resources contained are unitary.
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Figure 5.13: By increasing the FFT depth, higher frequency certainty is obtained for

incumbent signals, which result in higher amounts of discovered whitespace due to the

smearing of the incumbent signal power in the frequency domain being minimised

It is observed that at lower FFT depths, a significant amount of bandwidth smearing

is observed, however the time certainty is higher. As WSRBs are unitary regardless of

FFT depth, a comparison of all observed WSRBs is performed to calculate whether higher

FFT depths should be used to detect whitespace with a higher frequency certainty, or

with a higher time certainty. This comparison is performed across the entire 5 minute,

25MHz bandwidth sampling period where the computed incumbent activity is compared
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against the entire spectrum resources. The results are contained in Figure 5.13, with the x

axis noting FFT Depth and the y axis showing the percentage of total observed spectrum

that is whitespace.

Higher RBWs result in a reduced smearing of the incumbent energy over the spectrum,

which is desirable for maximising the detection of ‘total available whitespace’. The notion

of total available whitespace fundamentally requires ‘perfect’ knowledge of the spectrum

being observed in order to detect every single WSRB that exists. Perfect knowledge

means to have an omnipotent view of all the spectrum events at all times to find exactly

how much whitespace can and should exist, an ideal scenario that, perhaps due to the

inherent randomness of spectrum, is highly improbable to achieve. Thus an upper bound

for whitespace availability, will be used in place as a theoretical value that approximates

the ‘perfect’ whitespace availability.

From Figure 5.13 higher RBWs provide a more accurate detection of available whites-

pace (at the expense of timescale resolution), approaching the upper bound for total

available whitespace and likely the upper bound for functional whitespace (due to sub

5ms timescales being very hard to capitalise upon with modern devices). Perceivably

there is an ideal FFT depth for which the best time resolution vs frequency resolution

trade off exists, however due to computational efficiency a base 2 FFT depth will result

in the closest approximation feasibly possible. The aforementioned ‘ideal resolution’ is

the point whereby, increasing FFT resolution results in no additional secondary spectrum

resources identified. It is also possible that an increase in resolution results in a reduc-

tion of observed secondary spectrum resources due to smearing effects. Efforts to detect

‘all’ discrete secondary spectrum resources is however practically infeasible and can really

only be demonstrated in simulation where all WSRBs are known prior or are completely

deterministic.

It should be noted that there is a significant fall-off in the amount of whitespace de-
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tected as the FFT depth progresses past 214 points, this is likely due to the RBW being

significantly smaller than the bandwidth of the incumbent event bandwidths (12.5KHz),

sufficiently minimising the frequency smearing. Figure 5.14 illustrates how incumbent en-

ergy is smeared across frequency due to the selection of the resolution bandwidth (RBW)

due to FFT depth.
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Figure 5.14: Diagram of the loss of Bandwidth resolution with respect to the energy of a

spectrum event ‘smearing’ across different FFT bin sizes

These results provide an interesting insight. The impact that low FFT depth analysis

of secondary spectrum paints a substantially pessimistic view of the actual secondary

spectrum resources that are present within a band of interest. In fact, as incumbents are

limited to specific frequency bands, it makes sense to increase the frequency precision of a

measurement to correctly locate the incumbent signal energy in frequency, as neighbour-

ing bands will have no incumbent activity, yielding more whitespace resources with higher

value structuring. Further as an incumbent will likely never change its frequency of oper-

ation, slightly longer timescale steps will have limited impact on the overall detectability

of whitespace. It is to be noted that no noise filtering is applied to the dataset, only

thresholding is performed before the whitespace is tallied. The final reason for improved

whitespace detection is that most incumbent events occur on timescales much greater
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than 5ms. Increasing the timescale resolution beyond 5ms has little to no improvement

in the detectability of whitespace in this particular dataset and band of interest, primar-

ily due to the increased negative impacts of power smearing across frequency at shorter

timescales and that the incumbents occupy relatively small channels.

5.5 Measuring Functional Whitespace

To evaluate whitespace efficiently there is limited value in taking note of every discrete

whitespace block due to the bandwidth and time spanned by a single WSRB as tracking

or creating a database of every discrete WSRB would generate a dataset an order of

magnitude larger than the underlying sample set.

It is useful if not essential to group WSRBs into clusters. This approach has a twofold

advantage, the amount of memory required to track the resulting whitespace opportunities

is significantly less (than the raw samples), and grouping or clustering WSRBs is more

useful for determining their structural value.

Fundamentally, the intrinsic value of a cluster is the information capacity contained by

that cluster. This can be computed by the time and frequency spanned by the opportunity,

times its information capacity. An accurate information capacity calculation for each

cluster could require a channel model, fading model, transmitter and receiver locations,

transmission powers, and communication technology to be known as well as bandwidth

(and duration). Thus, we choose to simplify and only look at the Duration Bandwidth

Product (DBP) b × d as a proxy for capacity for simplified evaluation of whitespace

opportunities.

A whitespace cluster w is a contiguous set of WSRBs aggregated over time and fre-

quency to form a ‘useful’ slice of spectrum, represented as a two dimensional rectangular

vector consisting of (b · β)× (d · τ) WSRBs, of the form w = (b, d), where b is the number
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of adjacent WSRBs in frequency and d is the number of sequential WSRBs in time.

To create a whitespace cluster, a 2 dimensional grid of sequential ‘spectrum frames’

X is composed. A spectrum frame has time resolution τ and is the output of a single

FFT computation after power estimation and thresholding is performed. X is an m by

n grid: the frame index i = 0, . . . ,m− 1 where m is the maximum observation period in

frames and frequency bin index j = 0, . . . , n− 1, where FFT depth is n. xi,j ∈ 0, 1, where

1 identifies a WSRB and 0 an incumbent event.

5.5.1 Whitespace Slices

To generate basic whitespace clusters, the most trivial case is to generate slices. These

slices are generated by setting either the duration value to 1, wk = (b, 1) or the bandwidth

value to 1, wk = (1, d), effectively becoming a single dimension analysis. These can be

selected to either evaluate the possible bandwidths that the spectrum can support, or the

expected duration of whitespace opportunities.

Figure 5.15: Single Dimension Analysis (Slicing) of X (from Left to Right) a) Bandwidth

Analysis Slices. b) Duration Analysis Slices
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A bandwidth slice is obtained by setting the observed duration to 1. Each frame (row)

in X is iterated over and searched for continuous WSRBs in bandwidth. This yields the

distribution of discrete bandwidths present within the spectrum over the observation

period. This however, is effectively the same as stacking numerous separate data series

on top of each other as there is no intrinsic information (or metadata) generated to link

the rows in X together as per Figure 5.15a.

A duration slice is obtained by setting the bandwidth to 1 and scanning each (column)

of X for contiguous WSRBs in time. This method is effectively the same as stacking

numerous separate data series next to each other as there is no intrinsic information

generated to link the columns together as per Figure 5.15b. The sum of each cluster

duration per bin can be compared with the total observation period to determine the

duty cycle.

These methods provide limited insight into the value of a spectrum and lead to mis-

leading portrayals of whitespace. For example, if only the discrete bandwidths are known,

there is no knowledge of how long each opportunity of a given bandwidth persists for and

vice versa. It is possible that numerous large bandwidth opportunities are detected, how-

ever they may be scattered substantially across the observation period, rendering them

useless for analysis and unusable for practical purposes.

Thus, a single dimension analysis is ineffective for evaluating whitespace, both the

bandwidth and duration of an opportunity must be known simultaneously. To identify

an opportunity as a function of bandwidth and duration, requires a 2D partitioning of X.

2D partitioning will enable the DBP of an opportunity to be computed (and its capacity,

channel models permitting) and hence enabling the evaluation of an opportunity.
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5.6 Whitespace Resource Partitioning

By determining the absolute bandwidth and duration of each whitespace opportunity, a

proper evaluation of secondary spectrum can be performed. The bandwidth and duration

of a whitespace opportunity enable the DBP of the opportunity to be determined which

is used to evaluate the raw resource that exists from the real bandwidth and duration

measurements. This raw resource evaluation can then be used within channel simulations

to test the performance of devices within the secondary spectrum environment.

5.6.1 Problem Identification

Once the grid X is constructed, whitespace opportunities with contiguous blocks of WS-

RBs in duration and frequency are then ‘carved out’ of X until no regions within X have

WSRBs that are not spanned by a carved out whitespace opportunity.

The approach of stacking spectrum frames and performing a search over the 2D dataset

X to find contiguous rectangular blocks of whitespace, is a subset of the classical rectan-

gular partitioning problem [138]. More specifically, this problem falls under the category

of problems known as ‘A Maximum Weighted Independent Rectangular Partitioning of a

Rectilinear Polygon with Holes’, a known NP-Hard problem [135,136].

To frame the problem: the observed spectrum forms a rectilinear container with fre-

quency positioned along the X axis and continuous time along the Y axis. The ‘holes’

within the container are incumbent active events, as a secondary spectrum device is not

permitted to use any resources occupied by an incumbent. The rectangles to be parti-

tioned are chosen to form a Maximum Weighted Independent Set (MWIS), which are the

whitespace clusters.
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Figure 5.16: MWIS Partitioning of Spectrum Occupancy Grid X

The MWIS problem itself, is NP-Complete, however due to the holes within the recti-

linear container (i.e. the incumbents) the resulting problem becomes NP-Hard and thus

the maximum set can only be approximated and a maximum set is unknown. Figure 5.16

illustrates a possible solution to the MWIS problem.

We extend the previous definition of w to a rectangle R on a 2D grid. We create each

rectangle R ∈ R defined by a quintuple of frequency, bandwidth, duration, frame index

and weight: R = (Rf , Rb, Rd, Rn, Rm).

The set of rectangles are chosen to cover the largest possible contiguous area of the

container per rectangle, minimize the total number of rectangles and maintaining that

each rectangle forms part of an independent set. A set Q ⊆ R is an independent set iff

no pair of rectangles in Q intersect: {Q,Q
′ ∈ Q | Q ̸= Q

′
, Q ∩Q

′
= ∅}

The DBP of an opportunity is used to calculate its weight Rm. Weights are subject to

minimum thresholds (B,D) to reduce partitioning fragmentation {Rm = Rb · Rd | Rb ≥

B, Rd ≥ D}.



174 Chapter 5. Quantifying Secondary Spectrum Resources

5.6.2 Brute Force Approach

The first approach toward determining the MWIS, employs a brute force approach for

generating rectangles. A list of all possible rectangles spanning the spectrum was gener-

ated with no concern for overlapping rectangles. Once all possible rectangles were found, a

conflict graph was generated that represents the rectangles as nodes and their overlapping

regions as conflicts (edges).

To construct the conflict graph G, for each R ∈ R we create a graph G(V,E) where

each node v ⊆ V inherits the quintuple from its representation in R, v 7→ R.

For v ∩ v
′ ̸= ∅, an overlap is present, thus creating a conflict between the two regions

spanned by v and v
′ . A conflict edge {e ∈ E | e = (v, v

′
)} indicates this conflict.

To find a maximal independent set V
′ ⊆ V, the condition where E = ∅ must be met.

More than one maximal set can be found in V. The nodes within V
′ must be selected

appropriately so no nodes overlap. To find the largest maximal set, {V′′ ⊆ V | V′′
=

max
∑

i∈V′ im∀ V
′} must be met. V

′′ is the largest weighted partitioning of X.

We initially chose a largest node replacement strategy to create a maximal set from V.

The largest node in V is selected, conflicting nodes are removed according to E, then next

largest node is selected and repeated until E = ∅. This approach however was found to

be extremely time and computationally intensive, thus we opted for a more time efficient

approach.

To reduce the computational complexity, a second method to eliminate the need for

a conflict graph was explored via a procedural ‘greedy’ algorithm.

5.6.3 Procedural Generation Approach

In the procedural generation approach, whitespace detection is performed procedurally,

iterating through each time slice of X, generating rectangles based on whitespaces present
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in previous time slices. The algorithm prioritises contiguous regions of WSRBs in band-

width, dependent on thresholds B and D, and then opts to maximise the duration of

each rectangle before a decision is made to confirm the partitioning. The resulting set of

whitespace opportunities are then used for evaluation.

Figure 5.17 highlights the main functions of the partitioning algorithm. Contiguous

regions of WSRBs are partitioned due to incumbent events or noise that is greater than

the defined threshold at the energy detection stage. In each spectrum frame (time step),

the algorithm identifies ‘chunks’ of spectrum with contiguous WSRBs in frequency.

Figure 5.17: Flowchart of Partitioning Algorithm Main Functions, where B is Minimum

Bandwidth and D is Minimum Duration
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Once a minimum number of sequential time steps (greater than the time threshold)

are spanned by the chunk, the bandwidth component of the chunk is converged to (par-

titioned). This convergence initialises the ‘block’ and defines the maximum bandwidth

that this currently identified opportunity will possess, regardless of time. The block will

only be terminated to form a cluster if an incumbent event (or spurious noise) is de-

tected within current time step of the bandwidth spanned by the block. This termination

point now determines the time component of the newly partitioned block, confirming the

assignment of bandwidth and duration of that cluster.

In the case where the total time steps are below a time threshold, then the WSRBs

tracked by that current block will be reallocated into two or more blocks in an effort to

minimise orphaned WSRBs due to the incumbent event.

Whitespace Opportunity 
(Cluster)

Tim
escale

Bandwidth

(Frequency, Frame_no)

(X,Y)

Figure 5.18: Recording Structure of WSRB Cluster

The algorithm tracks the timescale (y dimension, in discrete time steps of τ), start-

ing frequency (beginning x coordinate), bandwidth (x dimension, in discrete frequency

bins with width β), whitespace (unique counts of WSRBs for error checking) and frame

number (ending y coordinate). This successfully encodes the coordinates, dimensions and

area of each partitioned whitespace opportunity as a contiguous cluster of WSRBs. In

combination with the configuration file 4.1 that is generated when the measurements are
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taken, the actual frequencies and whitespace events in time can be determined. Figure

5.18 illustrates how partitioned WSRB clusters are structured and stored.

This approach proved to be much more useful when evaluating candidate bands as

the partitioning is effectively performed as new frames are made available, providing

near realtime performance (limited by data read speeds), reducing the overall time for

candidate evaluation. As this is done as a post processing step, realtime performance

in this context is somewhat less important than the tremendous speedup offered when

compared to finding the maximum independent set of a conflict graph. An example

snippet of the output from the partitioning algorithm is as follows:

Listing 5.1: Partitioning Algorithm Output File

// cluster_dump_greedy_465MHz . csv

t imes ca l e , f r equency , bandwidth , whitespace , frame_no

. . .

24 ,49256 ,534 ,12816 ,91

19 ,100438 ,2970 ,56430 ,91

39 ,103429 ,1090 ,42510 ,91

92 ,26697 ,9624 ,885408 ,92

34 ,13119 ,2150 ,73100 ,93

52 ,52825 ,432 ,22464 ,93

74 ,77227 ,5992 ,443408 ,94

38 ,85075 ,111 ,4218 ,96

. . .

There are some drawbacks however with this algorithm. The foremost issue is that

weights of each cluster are not optimal. One dimension (bandwidth) is selected before the
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second dimension (time), which effectively limits the degrees of freedom of the packing

algorithm, resulting in ‘long’ clusters in time, rather than ‘wide’ clusters in frequency.

Figure 5.19 represents a re-generated psuedo-waterfall plot, which is generated by taking

a partitioned window file and displaying which whitespace opportunities were captured,

and the remaining incumbent events that were not captured.

Figure 5.19: A detailed look at the packing algorithm performance, Figure 5.22 represents

the underlying spectrum for which this packing was performed on. Grey regions indicate

100% whitespace, coloured regions indicate WSRBs that are either not packed due to

fragmentation or incumbent events.

Figure 5.19 shows how the packing algorithm typically generates long clusters due

to how the algorithm is implemented. It is, however, preferable that the clusters do

remain long, as: once a bandwidth is selected then that becomes the known frequency

range for an opportunity, the longer that that opportunity now persists for, the higher

value and more practical the given cluster will be. Thus it is functionally more desirable

to have thin (in frequency) and long (in time) clusters than wide (in frequency) and

short (in time) clusters. It was also found that a minimum duration and bandwidth
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needed to be selected such that the smallest whitespace cluster had a viable functional

value. This minimum value was selected at 12.5kHz bandwidth and 50ms timescale, the

implications and performance of which can be found in Section 5.7. If a single WSRB

was the minimum size viable cluster, significant granulation of the spectrum would have

been packed, resulting in a substantially lower overall functional value being achieved.

The work in [135] established that the MWIS with holes problem is indeed NP-Hard

and can be solved in polynomial time, however no bounds for the problem are presented

in the text. In the proposed procedural solution, as one dimension takes precedence over

the other, it is clear that there will be an inefficiency with respect to achieving a MWIS.

However, by converging to one dimension first across all elements in the set in a somewhat

sensible manner, this improves the computability of the problem considerably, resulting

in a reasonable and useful solution to the MWIS with holes problem in linear time.

It is important to note that certain vertical bins within Figure 5.19 do not perfectly

line up with the corresponding vertical bin in Figure 5.22. This is primarily due to how

the binning is displayed in Figure 5.22 as there are 131072 horizontal bins compressed

into an approximate 1000 pixel X axis, causing a substantial loss in visual fidelity. In

the re-generated psuedo-waterfall plot Figure 5.19, particular nuances within the packing

algorithm and how contiguous regions of whitespace are packed combined with the com-

putationally intensive mechanism required to generate from the windowed dataset and

requires further substantial effort to resolve completely.
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5.7 Whitespace Opportunity Distributions

The results from the partitioning algorithm offers considerable additional insight toward

the whitespace structure of a candidate band when compared to conventional spectrum

occupancy and duty cycle representations. This method is also completely scalable for

observation duration (hours, weeks, months), data permitting.

The partitioned whitespace clusters are presented on a 2D log hexbin plot, with log

density of clusters at given bandwidth and duration intervals. Hexagonal bins (hexbins)

were chosen as the preferred binning method for displaying whitespace clusters. In whites-

pace structure investigation, the opportunities need to be plotted logarithmically due

to the large range between several millisecond opportunities and several hour or longer

opportunities. Additionally, the number of observations is very dense so each discrete

opportunity dimension cannot be represented without an infinite level of resolution.

When binning highly dense datasets for presentation, it is essential that the distance

between the extremes of the ranges covered by each bin is minimised. The most appropri-

ate shape to minimise the distance between all points within a region is a circle, however

circles of the same size cannot tessellate, wasting space and adding ambiguity when the

data is presented. A hex more closely approximates a circle with the added benefit of

tessellation, making hex shaped bins a superior decision when compared to square (or

discrete pixel) bins for the representation of whitespace clusters graphically.

Each hex presents the frequency of observation and spanned time and frequency ranges

of all discretely partitioned clusters. Histograms are present on the X and Y axis to add

visibility to the distribution of opportunities in duration and bandwidth. In this work we

refer to the displaying of whitespace structure under this novel scheme as a ‘Whitespace

Opportunity Distribution’ (WOD) presented in Figure 5.21 and 5.23.
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5.7.1 WOD Evaluation on 465MHz and 880MHz Whitespace

Structure

Figure 5.20, 5.21 and 5.22, 5.23 are generated from two separate 5 minute observation

periods. Figure 5.20 and 5.22 present the spectrum occupancy plots and Figure 5.21 and

5.23 are the results of the procedural partitioning strategy, for the 3G/4G and 12.5/25kHz

datasets respectively. Figure 5.21 and 5.23 compare the whitespace opportunities present

in the aforementioned 5 minute observations. The partitioning threshold is set to B

= 12.5kHz and D = 50ms to reduce fragmentation of the spectrum, and to provide a

minimum bound for ‘useful’ opportunities. Each plot comprises of approximately 30GB

of spectrum samples.

The 3G/4G dataset first presented in Section 5.3, Figure 5.2, shows well defined guard

bands, thus it should be observed that partitions directly relating to the guard band

opportunities are present. In 5.21 there is indeed a clear clustering of opportunities

around 500kHz in bandwidth, as expected. This clustering maps directly to the guard

band present between the upper and lower band, with durations that span the entire

observation period, confirming that the algorithm performs as expected in the extreme.

The 465MHz band in Section 5.3, Figure 5.1, shows a significant amount of incumbent

activity, highlighted by the ‘max’ value series. It is important to note that within that

same bin range, a value in the range of the noise floor is also captured. Thus it can be

concluded that all the activity happening within that band is primarily at or below the

bandwidth spanned by each bin (approximately 12.5kHz), as expected.

In Figure 5.22 the observed density of the incumbent activity is again due to the

bandwidth spanned by each bin and the nominal bandwidth allocated to each spectrum

licensee in that band. This provides an interesting challenge to assess the packing perfor-

mance of the algorithm within a spurious, but consistently occupied band, which can be
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seen in Figure 5.19.

Figure 5.20: Spectrum Occupancy for 3G/4G Mobile Band, 880MHz centre frequency,

20MHz bandwidth (effective), 5 minute observation period

Figure 5.21: Whitespace Opportunity Distribution for 3G/4G Mobile Band, 880MHz

centre frequency, 20MHz bandwidth (effective), 5 minute observation period
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Figure 5.22: Spectrum Occupancy for Land Mobile/Fixed 12.5/25kHz Band, 465MHz

centre frequency, 20MHz bandwidth (effective), 5 minute observation period

Figure 5.23: Whitespace Opportunity Distribution for Land Mobile/Fixed 12.5/25kHz

Band, 465MHz centre frequency, 20MHz bandwidth (effective), 5 minute observation pe-

riod
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In Figure 5.21 and 5.23, it can be seen that there is a high concentration of smaller

duration and bandwidth opportunities in general for reasons in Section 5.6.3. Notable

banding at particular bandwidth intervals is also observed as expected. This banding of

opportunities correlates closely to the gaps between concurrently communicating devices

and/or high traffic channels present within the observed spectrum in Figure 5.20 and 5.22

respectively.

The concentration of low bandwidth and low duration opportunities in Figure 5.21

are found due to the ‘feathered’ (or fragmented) edges of the upper band as highlighted

by the low observation density of secondary spectrum in Figure 5.20.

The following figures are obtained by evaluating the discrete whitespace resources

spanned by the packing algorithm and secondly, a count of all the observed discrete

whitespace resources in the dataset is also counted. These values are then used to compute

the percentage coverage of the partitioned set, and the total whitespace resources spanning

the observed spectrum.

The percentage of available resources in Figure 5.23 with respect to the total spectrum

resources is 99.41%. Only .59% of the observed band comprised incumbent activity,

leaving 99.41% of the spectrum resources unutilised. The partitioned set covered 97.97%

of those available resources. Therefore 1.44% of available resources were not spanned by

the partitioned set.

Conversely, the available resources in Figure 5.21 is only 11.95% of the total spectrum

resources, with the partitioned set covering 78.75% of those resources. This suggests that

significant resources (21.25%) exist below the selected threshold.

It can be seen in Figure 5.23 that there are considerable whitespace opportunities.

Bandwidths of: 40, 70, 100, 250 and 500kHz have prominent densities, however the dura-

tions are concentrated below 1 second, reducing the value of these opportunities. There

are numerous opportunities at bandwidths greater than 250kHz that exist for almost the
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entire observation period which would provide excellent candidates for low bandwidth sec-

ondary spectrum devices. However for a secondary spectrum device, designed to function

efficiently with sub second opportunities, this scenario presents a significant concentration

of spectrum resources to exploit.

By comparison, the limited opportunities in Figure 5.21 would not present a viable

candidate for secondary spectrum usage, other than within the guard bands (which are

designated to be devoid of transmitters). Observing only the partitions above 250kHz

and 1 second in Figure 5.23, the total resources available above this threshold are 72.75%.

Thus there is significant whitespace available at bandwidths and durations that can be

deemed useful for realistic secondary spectrum devices, with only a quarter of the remain-

ing resources below this threshold.

Figure 5.24: Whitespace Opportunity Distribution for Land Mobile/Fixed 12.5/25kHz

Band, 465MHz centre frequency, 20MHz bandwidth (effective), 1 hour observation period



186 Chapter 5. Quantifying Secondary Spectrum Resources

Figure 5.24 is generated from one hour of continuous observations from the same

dataset as Figure 5.23. There is a substantial self-similarity with respect to the con-

centration of particular bandwidth and timescale whitespaces across both figures. This

suggests that the spectrum environment over the one hour period possesses a relatively

static or self-similar distribution of whitespace structure with respect to the five minute

observation. Thus it can be concluded that there is some predictive power that could

be exploited from the smaller duration observations with respect to the longer duration

observation.

5.8 Summary

This Chapter has introduced and developed a method to quantify secondary spectrum

resources, to enable unprecedented evaluation of secondary spectrum opportunities within

a candidate band.

Several candidate bands were observed in Section 5.3, for which to perform secondary

spectrum analysis upon. These observations were made possible from the development of

the high resolution spectrum measurement system detailed in Chapter 4.

The notion of functional whitespace was introduced in Section 5.5, presenting a method

to evaluate discrete secondary spectrum opportunities for further analysis. Section 5.6

expanded upon the functional whitespace concept, devising a method to cluster discrete

secondary spectrum opportunities to maximise the functional value of observed clusters

within a candidate band.

The partitioning algorithm in Section 5.6 enables a new way to evaluate secondary

spectrum whitespaces. By taking a quantitative approach to evaluating secondary spec-

trum, the timescales and expected bandwidths for secondary spectrum communications

can now be known, with the potential secondary spectrum resources that exist at those
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timescales and bandwidths also made known.

The concept of a Whitespace Opportunity Distribution is finally presented in Section

5.7, as a novel method for performing secondary spectrum whitespace evaluation enabling

unprecedented granular evaluation of the secondary spectrum resources contained within

a candidate band. WODs are constructed via the application of a novel procedural spec-

trum partitioning algorithm, which clusters detected secondary spectrum whitespaces in a

somewhat optimal way to quantify the intrinsic value of the whitespace contained within

the aforementioned band.

Whitespace Opportunity Distributions are a key tool going forward for performing a

deep analysis of the secondary spectrum resources contained within a band of interest,

and at the same time, this wealth of information can be communicated and compared

intuitively between other bands of interest. This presents itself as an exceptionally useful

tool for the identification of future secondary spectrum candidate bands. The resulting

analysis can also be used as an important tool for informing the expected timescale and

bandwidth parameters for future secondary spectrum devices.
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Chapter 6

Intel Project Patent Submissions

6.1 Introduction

This Chapter covers several successful patent submissions during the collaborative works

with the Intel Corporation. The four patents listed here are in chronological order of

filing. This ordering is different to the date at which the patents were awarded due to

numerous factors within the patenting process.

Section 6.2 details a formal method for creating secondary spectrum license agreements

within an LSA and SAS context. These agreements are designed to function with a novel

agreement matching and negotiation engine termed the ‘Service Level Management En-

tity’, which is a broker that evaluates incumbent secondary spectrum access proposals

and secondary user access requests (proposals). The SLME then creates a dynamic shar-

ing agreement between two or more compatible proposals, formalising and enforcing a

managed secondary spectrum sharing procedure.

Section 6.3 provides an enhancement to the existing LSA and SAS architectures by

rigorously defining the regions of hardware ownership within each architecture. The re-

gions of ownership and the appropriate interfaces required to support the correct function

189
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of the LSA and SAS system, while providing incentives for third parties and MNOs alike

to maintain their own LSA and SAS capable hardware, without the risk of exposing their

internal network configuration is presented. This solution also provides a scalable architec-

ture for the management and enforcement of sharing agreements, within the appropriate

domains.

Section 6.4 develops a novel concept of capturing secondary spectrum opportunities

before a formal control and connection set up sequence has to be performed, within a short

range (such as Device to Device, Vehicle to Vehicle, Machine to Machine, or Internet of

Things) context. A detailed mechanism for capturing secondary spectrum opportunities,

while provide protections for device energy consumption and ensuring security of the

payload transmitted via the secondary spectrum opportunity is provided.

Section 6.5 examines channel duplex communication modes (Time Division and Fre-

quency Division) and assesses them for their performance within particular spectrum

use-cases. Scenarios where a base station has the capabilities of using both TDD or

FDD duplex modes are presented (via Carrier Aggregation or otherwise). The access to

both duplex schemes is a feature of the LSA and SAS systems, that needs to be opti-

mally managed. Solutions are provided to optimise which duplex mode should be used

to optimally suit the challenges of the spectrum use-case with the objective of minimising

the energy consumption of wireless devices attached to the base station and maximising

overall channel capacity.

The patent filings as a collaborative work, are difficult to attribute specific concepts

and ideas to individual authors, as often the final submission is a fusion of collabora-

tive ideas. The ordering of the authors however, is indicative of the proportion of the

contribution each individual was responsible for in each respective filing.
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6.2 Methods and Devices for Shared Spectrum Allo-

cation

This patent [12] is developed in the context of LSA and SAS (see Section 2.5.3). At

the time of filing, the negotiation mechanism and specifics of a Sharing Agreement were

not considered closely, and are assumed to be left to some off-line process not explicitly

defined by the relevant sharing systems. The solution proposed by this invention, proposes

a highly efficient framework for automating and formalising the negotiation process, with

added enhancements to facilitate near real-time sharing agreement modification between

the Primary User(s) (Incumbents), Secondary User(s) and spectrum regulator/authority.

The primary contributions of this solution are: an automated negotiation mechanism

that can be initiated by Incumbents and/or licensee(s); specific definition for the terms of a

sharing agreement; dynamic time and availability dependency of those sharing agreements;

and a method to facilitate matching and evaluation of compatibility between negotiation

terms.

6.2.1 Agreement Matching and Negotiation

This work proposes the addition of a Sharing Level Management Entity (SLME). The

SLME is a separate entity within the overall LSA and SAS Controller(s) responsible for

facilitating the negotiation and modification of sharing agreements. In Figs 6.1 and 6.2,

the highlighted red components within the general LSA and SAS architectures identify

the proposed modifications to facilitate spectrum license negotiations.
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Figure 6.2: Modified Block Diagram of the SAS Architecture from Figure 2.14

Secondary Users and Incumbents are able to submit terms that they are willing to

accept for a sharing agreement, the terms of such an agreement are outlined in Section

6.2.2. The SLME processes the proposed terms from one or more Secondary Users and

assesses the compatibility of those terms with the terms proposed from one or more
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Incumbents. These terms are compared together to assess the compatibility of Incumbent

spectrum licenses, Secondary User access requests, and other spectrum access parameters

(such as maximum output power, or geographical limits on device use) defined according to

the LSA database or the particular responsible SAS entity. Once the terms are evaluated

and matched, the specific terms of the license are sent to the licensee, and if the licensee

accepts, the SLME will grant spectrum access to the Secondary User according to those

terms.

6.2.2 Time and Availability Dependent Sharing Agreements

A key advantage that this solution provides is the capability to provide short time frame

(from days to seconds) secondary spectrum sharing, under the existing LSA and SAS shar-

ing frameworks. Sharing agreements in the proposed solution are be submitted, evaluated

and matched autonomously, eliminating long negotiation phases typically required under

conventional spectrum sharing. This increase in agreement term evaluation and matching,

provides the mechanism for an efficient ‘free market’ for spectrum sharing agreements, a

desirable function for encouraging highly efficient secondary spectrum utilisation.

To enable a dynamic spectrum sharing scenario to be realisable, considerable effort

must be spent to detail concretely the terms in which shared spectrum needs to be han-

dled, as is evident in Section 2.5. A formal sharing agreement provides the necessary

information to ensure that these details are captured and that undesired impacts due to

interference and/or degraded quality of service for other spectrum users. To address this,

a sharing agreement must comprise of the following:

• Geographic areas or regions that are valid under the agreement, including exclusion

zones, protection zones (low transmission power allowed) and allowable interference

levels to surrounding areas/regions.
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• Overall maximum output power levels for communications, both in fixed and mobile

cases.

• Time period(s) that the agreement is valid for, including statistical allowable in-

terruptions where the Incumbent can retake their spectrum for brief (or otherwise)

periods while the license is in effect. This also has the granularity of agreeing

on different time period arrangements for various geographical locations previously

outlined.

• Frequency range of operation, both contiguous and/or non-contiguous bands that

can be accessed.

• Pricing information.

• Penalties for violation of agreement.

• Incumbent protection requirements, whether sensing is required before an access

request can be granted, or if interrogating the geographical database is sufficient.

• Types of neighbouring services and their specific interference requirements or con-

ditions.

• Particular services that are allowed to be deployed within the band (such as: fixed,

mobile, aerospace, telemetry, etc).

6.2.3 Summary

The explicit nature of time dependent sharing agreements in combination with the overall

LSA and SAS architectures ensures that the Incumbents interests will be protected. The

SLME being integrated within the existing sharing systems, ensures that spectrum can
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only used within the allowable parameters set out by the relevant spectrum regulation,

spectrum databases and Incumbent requirements.

This work presents an improved solution and enhanced capability to render off-line

binary sharing agreements that would have to have been agreed upon for secondary spec-

trum sharing to occur unnecessary and obsolete. By integrating a SLME, agreements no

longer have to be explicitly binary, can involve multiple interested parties, enable real-

time renegotiation, and enable the negotiation of sharing arrangements with parties that

otherwise would not have met or been able to engage with each other.
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6.3 Evolved Node-B, Local Controller and Method

for Allocation of Spectrum for Secondary Usage

This patent [10] proposes a further development within the LSA and SAS architectures

covered in Section 2.5.3, to provide a method for enabling the sharing of physical secondary

spectrum radio infrastructure (Base Stations (BS) 1) owned by either an incumbent or

third party, between several interested incumbents and/or spectrum license holders. The

patent also enables the control domains of the LSA and SAS system to be explicitly

separated, such that only necessary information to facilitate effective secondary spectrum

management is exchanged, without exposing the internal configuration (infrastructure,

clients, device configurations, access strategies, access patterns etc) of an MNO or third

party’s network to the greater LSA/SAS system and vice versa.

The primary function of the LSA/SAS system is to facilitate the transfer of spectrum

ownership for secondary spectrum access. There should be no restrictions placed by

the LSA/SAS network in how either the Incumbent or SU should utilize the spectrum

when ownership of the spectrum is transferred (unless otherwise defined under a sharing

agreement). Thus the LSA/SAS system itself should be limited to informing the SU

when the spectrum is available, specific details of the sharing agreement, and when the

spectrum is retaken by the Incumbent.

The SU should be responsible for providing information of the state of the secondary

spectrum to the LSA/SAS system in accordance with the particular licensing agreement

to prove SU compliance and ensure Primary User protection, rather than the LSA/SAS

system itself being required to constantly monitor and police the spectrum.
1In this context a Base Station is used to refer to any kind of physical radio infrastructure, mobile

or static, that broadcasts a wireless communications network, such as a Macro Cell, Micro Cell, Access

Point etc within a secondary spectrum apportionment
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It is foreseeable that competing service providers would not want to make each other

aware of their particular secondary spectrum licensing and access strategies. Thus only

necessary localised and obfuscated secondary spectrum access constraints need to be in-

formed to the relevant infrastructure, while not exposing the greater spectrum licensing

agreement (or agreements).

The solution proposed addresses this concern with a novel modification to the existing

LSA and SAS architectures and details the mechanisms required to ensure anonymisa-

tion of secondary spectrum access by interested parties (with an appropriate license) to

eliminate conflicts of interest and enable sharing of physical infrastructure.

6.3.1 Control Domains

The core concept introduces a distributed domain control approach, with respect to how

spectrum sharing agreements are processed and enforced. This distributed approach in-

troduces the ‘Regional Controller’ (RC) and ‘Local Controller’ (LC) system blocks to

facilitate distributed control.

The novel system level blocks defined in this patent are the RC, LC the interfaces

S4 and S5 and the explicit domain separation. The RC and LC concept is to be imple-

mented as either an extension or complete replacement for the somewhat arbitrary ‘LSA

Controller’ block within the reference architecture. While the SAS case is not explic-

itly defined here, the same concept can be logically extended by integrating the concept

within the proxy/network manager and SAS entity blocks (See Figure 2.14, covered in

the original patent document.
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Figure 6.3: System Domain Diagram for the ‘Regional Controller’, ‘Local Controller’ and

Interfaces

The core system components within the system domain diagram in Figure 6.3 and the

interfaces S1, S2 and S3 are analogous to the interfaces between the appropriate system

blocks in the reference architecture, Figure 2.13. The interfaces and system blocks in the

LSA and SAS reference architectures are discussed in Section 2.5.3. Interfaces S4 and S5

are detailed in Section 6.3.2.

The Regional Controller (RC) is under the ownership of the LSA operator. The RC

aggregates and maintains the licensing agreements that pertain to the geographical region

for which the RC serves (termed the Regional Controller Service Area (RCSA). The RC is

responsible for converting licensing agreement(s) into ‘local access policies’ for individual

Local Controllers (LC) located within the service area that the RC is responsible for.

Each LC is owned by either an MNO or third party, and is responsible for enforcing the

particular local access policy as provided to it by the RC. A local access policy defines how

secondary spectrum can be accessed by the the devices attached to the LC. These policies

are dependent on the licensing agreements in effect for the geographical area spanned by

the LC . A single LC may be responsible for one or more co-located BS’s/cells in a given
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geographic area, termed a Local Controller Control Group (LCCG) (see Section 6.3.3).

The local access policy is effectively an obfuscated subset of spectrum sharing agree-

ments, restricted to the discrete region spanned by the LC. These policies are filtered

down from the total set of secondary spectrum access policies (regional access policies),

that are maintained by the RC. The local access policies only provide instruction on how

secondary spectrum is to be accessed and by whom it can be accessed. This simplifica-

tion of spectrum management is important, as by only having local access policies visible

in the MNO domain, LC’s are effectively unaware of the particular sharing agreements

that in effect but are still able to correctly manage the spectrum in accordance with the

agreements.

To ensure compliance with the regional policy, spectrum access decisions (i.e. granting

secondary spectrum access to a secondary user that requests it) made by a LC at various

points in time are sent to the RC to validate the compatibility of that decision with the

regional access policy.

6.3.2 Interfaces

RC to LC Interface (S4)

Policy updates from the RC to connected LCs is performed over this interface which also

supports notification of incumbent retake events in accordance with the relevant sharing

agreements. Incumbent retake events are high priority messages that are highly latency

sensitive, whereas policy updates have a much lower latency requirement.

Spectrum access decisions will be reported from the LC to the RC with the time and

frequency band(s) currently occupied by the LCCG. Depending on the particular licensing

agreements, the RC will request LC REM data to enable the RC to construct a regional

REM to assist with network planning and more efficient secondary spectrum allocation
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via refining local access policies.

The only information made visible to the RC is REM information of the LCCG and

when a secondary resource is engaged by that LCCG. The LC also has no visibility

of anything behind the RC, such as other RC’s, the Repository or other Incumbents

connected to the LSA/SAS system.

This interface provides anonymisation of the LSA/SAS network from the MNO and

anonymisation of the MNO from the LSA/SAS network. As such, the RC must trust the

information being sent from the LC and the LC must trust the information sent from the

RC without question. Every command from the RC to the LC should be immutable, thus

forcing any BS under the LCCG to comply. This is necessary to ensure synchronization

of policy updates and is critical for incumbent retake events. This established chain of

trust, enables the anonymisation of MNO (or third party) network configurations without

negatively impacting on the services able to be provided via the LSA/SAS system.

LC to BS Interface (S5)

Connections between the LC and appropriate BS infrastructure is handled via the S5

interface. As the LC has knowledge of who is connected to it and where they are connected

within the LCCG, spectrum allocations can be awarded to the appropriate holder of a

license agreement under the geographical region of the relative infrastructure.

Spectrum sensing information will be transmitted over this link from the BS by in-

terrogating appropriate connected UEs when required. Only the received signal strength,

and geographical location data points tied to the sensing information will be transmitted

to the LC to enable mapping of the radio environment.

This offers an additional level of granularity for spectrum sharing, where spectrum

resources can be allocated on a per cell basis, rather than a greater area where everything

under that area is affected. Knowledge of cell overlap is also provided to the LC over
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this interface via spectrum sensing measurements and measurements performed when

commissioning the LC.

BS’s will not be made aware of the local access policy or the spectrum environment,

they are only signaled when spectrum of a particular band is available or unavailable by

the LC (and specific non identifiable details of the access policy, such as allowable transmit

power, mobility, duration of availability, etc). It is up to the BSs discretion for how the

spectrum awarded should be utilised and scheduled among the devices connected to it

(within the confines of the local access policy). BSs may be asked for sensing information

when required per the local access policy of the LC before spectrum resources are made

available.

The BS must also inform the LC when it has engaged an available spectrum resource.

An engaged resource does not mean that the BS is actually accessing or utilizing that

spectrum, it means that the current lease of that resource has been transferred to the

secondary user. Engagements do not have to made immediately upon notification of

available spectrum resources, the opportunity to engage the spectrum is available until

the secondary resource is retaken by the incumbent. Only the BS knows what it is doing

with the spectrum when the lease of spectrum has been transferred to it. Thus, random

spectrum access strategies may be performed by secondary users to further obfuscate their

access patterns if required.

6.3.3 Control Groups

A LC that is connected to multiple secondary spectrum BS entities, forms a Local Con-

troller Control Group (LCCG) as seen in Figure 6.4. This group is a cluster of BS’s

that have overlapping cells and/or exist within a particular geographical region where

coordination between those cells is desirable and difficult to ensure a high QoS by us-

ing the slower RC link for interference and mobility coordination between the secondary
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spectrum BS entities. All BSs under the LCCG can either be entities that enable access

secondary spectrum resources or are entities without secondary spectrum access capa-

bilities. Both of these entity types can be requested by the LC to provide additional

real-time radio environment information for the LCCG. This is achieved by each BS in

the LCCG requesting connected secondary spectrum capable devices to perform sensing

of the secondary spectrum environment and then report the measurements.

As the RC has visibility over a number of LCs and the interactions between neigh-

bouring LCs, the RC can be utilised for coordination at the LC edge for interference

management and cross LC coordination/mobility. This is necessary as the LCs are ex-

pected to be operating in isolation and only act upon the specific policy updates provided

by the RC and relevant information provided by their respective control group.
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Figure 6.4: System Diagram Detailing Control Groups and Regional Service Areas
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6.3.4 Summary

By separating the LSA/SAS Controller into Regional and Local Controllers operating

within defined domains, secondary spectrum can be better managed while preserving a

level of anonymity and coordination between MNO networks and the LSA/SAS operator.

This approach additionally opens up the possibility for third party infrastructure opera-

tors to provide anonymised secondary spectrum access in accordance with any secondary

spectrum license, without being required to know the explicit details of the license itself.
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6.4 Signal Buffering for Licensed Shared Access (LSA)

technology

Stemming from the investigation of control plane latency and its impacts upon the avail-

ability of secondary spectrum in Section 3.3.1. A method to reduce the time cost of

accessing secondary spectrum, in both managed and unmanaged scenarios is developed.

This method is additionally developed with the transceiver circuitry for a portable device

required to achieve the desired function forming part of this patent.

Looking back at Figure 3.2, performing low level processing at the front end module

and analog front end, provides orders of magnitude improvement in latency and power

consumption. If a decision to ignore a given signal or signals, can be made at the analog

level and not higher up in the digital front end, baseband and MAC layers, then there are

substantial power consumption savings that can be captured by avoiding the processing

of signals that were not intended for that device in the first place.

The simple whitespace model presented in Section 3.4.1, shows that to access an arbi-

trary secondary spectrum whitespace opportunity (in lieu of a dedicated control channel),

a control plane phase must take place before the data payload can be transmitted. A sce-

nario where a dedicated control channel typically does not exist, is within a Device to

Device (D2D), Vehicle to Vehicle (V2V), or Internet of Things (IoT) context, where two

(or more) devices are attempting to send messages between each other without the aid of

a third party coordinator.

The control plane phase, is an unavoidable function required for the correct function of

a wireless data communication. As it is unavoidable it can be thought of as a unavoidable

latency or ‘access latency penalty’ that is incurred every time a device wants to transmit

some payload from an unconnected state.

As there is no guarantee that a whitespace opportunity will exist in the future, it makes
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sense to make the most of any opportunities that are currently present. This system is

designed with that intent, to maximise current secondary spectrum opportunities, without

having to incur latency penalties from ‘unavoidable’ set up times due to control signaling.

6.4.1 B2TF Protocol and System Architecture

The B2TF protocol and system architecture detailed in the patent [9], aims to capture

geographically local secondary spectrum opportunities and use that as a medium to cir-

cumvent the access latency penalty incurred by the requirement of control plane signaling

before user plane signaling under conventional signaling schemes. A method to send a

payload of interest simultaneously (and/or before) the required control plane signaling to

negotiate a connection is devised for use within a secondary spectrum context.

As an example: in a Device to Device (D2D) scenario, a transmitter may want to send

a payload to a nearby receiver. This payload may be quite large, and by transmitting it

over a primary spectrum network (LTE for example) there may be data charges for both

parties, and it would cause a substantial load to the network. As the devices are in close

proximity it would be preferable to transfer the payload directly between the devices over

a local network (Wifi, Bluetooth, ZigBee) or available secondary spectrum.

In the secondary spectrum case, the transmitter may have detected a significant

amount of secondary spectrum that is available for it to broadcast the payload over

directly, rather than using a primary spectrum network (such as LTE). The transmitter

first transmits a (previously agreed upon, in this case protocol defined) activation se-

quence, to inform the reciever that it is about to transmit a payload. The payload follows

shortly after that. To avoid nearby devices with similar capabilities from snooping on the

payload, the transmitter encrypts the payload, and then transmits the key over a primary

spectrum network, informing the network of the intended receiver. The receiver that has

now already captured the payload (or is currently in the process of receiving it) receives
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the key and proceeds to decode the payload. This way the traffic over the primary net-

work can be minimised, and short timescale secondary spectrum opportunities become

viable to perform (effectively) latency free communications in a D2D context. Figure 6.5

highlights this general premise of the system, including an example activation sequence

followed by the payload, with the control signaling and recipient identification handled

by a primary spectrum network:

TransmitterReceiver

Basestation / Control Plane

D2D connection / User Plane

10101010101010101

Control 
Downlink 
Message

Control 
Uplink 

Message

Figure 6.5: Diagram of the B2TF User and Control Plane Signaling

The B2TF (Back To The Future) protocol enables the previously outlined scenario

to the extreme with the interest of exploiting short timescale secondary spectrum op-

portunities. If control signaling would first have had to have been performed before the

opportunities could be accessed, would result in those opportunities being missed. Figure

6.6 outlines the system architecture that facilitates the aforementioned D2D secondary

spectrum access scenario, with the objective of minimising the additional energy consump-

tion on the device (due to this capability and with no impact on conventional operation

and device latency.
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Figure 6.6: Diagram of the B2TF Protocol Analog Processing and Decode Stages

F1 and F2 are separate frequencies where an activation sequence is transmitted by the

transmitting D2D device (device T). This sequence is broadcast on F1 and then after some

delay, is broadcast again on F2. Once the analog processor on the reciever D2D device

(device R) detects these two sequences, via the delay offset and envelope correlator, the

Fx switch is toggled as the transmitter has signaled that it had an incoming payload that

needs to be captured. Device T then transmits a short encrypted payload right after the

activation sequence, with the intent that a second D2D device (or any device within the

vicinity of the transmission) has already detected the activation sequence and is waiting

for the payload. Device R captures this payload via the D2D capture stage, which is

achieved by directly sampling the spectrum for a short period. The directly sampled

spectrum is then buffered for possible later retrieval. Once the payload is buffered, the

device R requires a control signal with a decode key to be broadcast over a primary

network (LTE, WiFi or otherwise), to decrypt the payload. Device T will simultaneously,

perform control plane operation with a primary network, and notify the network that the

B2TF message sent is intended for a particular recipient and the decryption key for the

payload is transmitted over the primary network to the recipient. At device R, if after a
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fixed time has elapsed and a control signal is not received, the p-bit buffer will be cleared

and the Fx switch is reset. If the control signal and decode key is received, then the

payload will be released from the p-bit buffer to the front end to complete the processing

of the payload and retrieve the data contained within it.

Effectively, this solution reduces the previously aforementioned access latency penalty

to 0 (or negative), which is highly desirable in a dynamic spectrum environment where

secondary spectrum opportunities may only exist briefly. The solution also has limited

impact on additional energy consumption, and requires minimal additional electronics to

perform its function.

6.4.2 Summary

A given D2D device employing this system will have access to short time scale secondary

spectrum opportunities, that would previously have been unable to be captured by con-

ventional means, and have the added advantage of receiving user plane communications

before a control channel needs to be negotiated. By only releasing captured D2D com-

munications that are intended for a given device to the front end signal processing and

decoding electronics, the proposed solution performs its operation in an energy efficient

manner by eliminating the possibility of decoding effectively useless or unintended data.

This system could have significant application in future D2D, M2M or IoT technologies

operating in heavily constrained wireless environments, where secondary spectrum op-

portunities are highly dynamic and every potential bit that can be packed into a given

spectrum is required.
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6.5 Methods for Performing Mobile Communications

Between Mobile Terminal Devices, Base Stations

and Network Control Devices

This patent [11] pertains to the idea of balancing user data among FDD and TDD carriers

depending on the user context. Conventional communication networks typically utilise

wither a TDD or FDD duplex scheme to manage the uplink and downlink communication

channels between a BS and UE. Section 2.4.3 covers the background material on different

channel duplexing and channel aggregation strategies commonly employed in existing high

throughput mobile systems.

The strengths of TDD are due to its simpler beam forming, potentially lower hardware

power consumption and the ability to asymmetrically allocate capacity to the uplink and

downlink. The strengths of FDD are due to reduced latency (when compared to a TDD

system), superior performance in high mobility environments and longer transmission

ranges. Thus as FDD and TDD both have different properties, it is desirable to optimise

between these capabilities in the granular use case of a user to obtain the best possible

system latency and power consumption performance.

In State-of-the-Art solutions, there is no optimised mapping of user data onto FDD

and TDD carriers, particularly in the context of a FDD/TDD carrier aggregation. Addi-

tionally, dynamic changing of the duplex mode between FDD and TDD within a cell or

spatial stream also does not exist. Typically, spectrum and time resources are just filled

up as the data comes in and as the resources are available and carriers are locked to either

a time or frequency duplex mode. This may typically lead to a sub-optimum usage of

the available resources. In this approach, the new degree of freedom of being able to map

user data either on the FDD or TDD carrier is optimally exploited and thus the overall
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system efficiency is improved.

This patent is also of particular interest with respect to the LSA architecture. The

LSA system operates at 2.3 to 2.4GHz in Europe, which is an LTE TDD band. The

typical deployment of LTE services in Europe are FDD. Similarly, in the US, the SAS

system operated at 3.6GHz which is also a TDD band, where the typical LTE deployments

use FDD duplexing. Thus it is essential for the success of LSA and SAS that carrier

aggregation be enabled across different duplex schemes and at the same time, to maximise

the utility provided by the different duplex schemes.

6.5.1 Duplex Balancing Schemes

The following Figures illustrate several balancing schemes that can be exploited to opti-

mise between TDD and FDD operation within a given cell.

In Figure 6.7, a user has a carrier aggregation capable handset and is initially allocated

into a TDD channel. After some time, the requirements of the user has changed, either

due to payload asymmetry, channel performance, energy consumption requirements etc,

the user is allocated to the FDD band, as it presents a more suitable duplex scheme for

the current scenario. This is repeated over time, as the requirements of the user varies.

In this particular case, the user is not simultaneously allocated to both the FDD and

TDD channels, and is switched between them. This could either be due to the capabilities

(software, hardware or a combination) of the users handset, or base station load balancing.

In essence, from the perspective of the user, the duplex mode has simply toggled.
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Figure 6.7: Carrier Aggregation with Switched Balancing

Figure 6.8, portrays another carrier aggregation scenario, where a handset is able to

access both the TDD and FDD CA channels simultaneously, as determined by the base

station scheduling and load balancing.
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Figure 6.8: Carrier Aggregation with Simultaneous Balancing

Figure 6.9 shows a scenario where there is no carrier aggregation present, however

the base station is able to dynamically optimise the duplex mode, as a function of all

connected users to that particular base station (or cell or sector). The base station will

aggregate the performance metrics of all the connected devices, and will make decisions

to change the duplex mode based on the best overall outcome for the connected users.
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Figure 6.9: Single Channel Duplex Optimisation

Figure 6.10 presents a scenario where the single channel duplex optimisation from

Figure 6.9 is extrapolated to the spatial domain via a MIMO channel. In this case a user

is not switched in frequency, the cell/spatial stream changes the local duplex mode for

that cell/spatial stream to better suit the users of that resource. The balancing can be

performed for all spatial streams on all appropriate frequency channels used by the BS

and connected UEs.
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Figure 6.10: Spatial Optimisation

It is forseeable that this can be extended to cells with sectorized antennas or even

phased array antennas. For the sectorized case, each sector can be set to either TDD or

FDD as per Figures 6.8 and 6.9. Spatial balancing can be further exploited if each each
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sector has independent MIMO antennas. In the phased array case, it is forseeable that

basestations will implement massive MIMO antenna schemes where it will be possible for

a different FDD or TDD stream to be the duplex mode for each Sub-Cell (SC) within

each basestations cell/sector highlighted in Figure 6.11.
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Figure 6.11: Phased Array SCs within Base Station Cell

The concept of a SC is to further increase the resolution of how a basestation can

manage spatial resources at a much higher granularity than simply enforcing a single

duplex mode (or duplex scheme) for the entire cell. SCs can scale to the point that an

individual balanced/aggregated channel(s) can be provided for every device connected to

the basestation.

Note that Figure 6.11 is for illustrative purposes and the size and position of SCs can

be arbitrary.
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6.5.2 Applications for Dynamic Carriers

To provide a brief set of examples as to why TDD is preferred over FDD (and vice versa),

various communications scenarios are presented with a recommendation for the duplex

scheme that best addresses the scenario:

• A favourable communication context. i.e. target devices are in close geographic

proximity to the base station and channel propagation conditions are good with

minimal fading:

– Only a TDD channel for data transmission is used. There is no energy allocated

to the FDD channel.

– TDD can also be used for its capacity to dynamically reallocate uplink and

downlink resources for asymmetric traffic contexts.

• A slightly challenging communication context. i.e. some of the target devices

are not in geographic proximity, propagation conditions are reasonably good, with

moderate fading in mobility contexts:

– Only a TDD channel is used for conveying data or alternatively, a major portion

of the data traffic allocated to the TDD channel (for example, 90%) while a

smaller portion of the data traffic allocated to the FDD channel (for example,

10%).

– The splits could also be modified according to a throughput constraint on a

given channel, with the second channel used for spectrum ‘offloading’. In this

case, some users will have to be migrated, thus it would be ideal to select the

users to migrate that would benefit from the migration

• A challenging communication context. i.e. some of the target devices are not in

geographic proximity, the propagation conditions are challenging and some devices

are in aggressive fading channels:
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– A split of data traffic between the TDD and FDD channels is preferred. Ap-

proximately the same percentage of payload traffic is allocated to each channel

(50 - 50 split). Users can be randomly or optimally placed across one or both

of the channels.

– Particularly in a scenario where the TDD and FDD channels are significantly

different in carrier frequency, the lower frequency carrier would be preferred in

a more ‘hostile’ environment.

• A highly challenging communication context. i.e. target devices are not in ge-

ographic proximity, the propagation conditions are highly challenging, numerous

devices are in shielding or shadowing situations:

– Only a FDD channel is used for the data traffic. There is no energy or data

allocated to the TDD channel, due to its poor performance in this context.

6.5.3 Summary

At a high level, Carrier Aggregation between TDD and FDD bands is a necessity for

capturing the best performance from future LSA and SAS systems and mixed duplex

Carrier Aggregation systems as a whole.

In future it is predicted that both duplex modes will be made more available to

users, thus it is important to consider under which scenarios should one duplex mode be

preferred over the other, as there are indeed scenarios that benefit one duplex method over

the other. With both duplex modes at the disposal of a MNO, it is in the best interests of

the operator from a power consumption, latency and spectrum efficiency perspective to

optimally allocate connected devices across their network with the most suitable duplex

mode.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

Prior to this work, secondary spectrum is often presented simply by the presence (or

abundance) of all secondary spectrum observed with respect to the incumbent activity.

Classical abundance measures such as duty cycle or spectrum occupancy can be used in

some capacity to indicate the mere presence of secondary spectrum, but provide no insight

to the structure of secondary spectrum resources observed. This lack of insight is even

more pronounced as timescales approach zero.

For a physical secondary spectrum capable device attempting to harness secondary

spectrum, it is essential to have an understanding and hence an expectation of the under-

lying secondary spectrum resources structure. By knowing the structure of the resources

within a candidate band, the viability of that band for supporting secondary spectrum

communications can be determined with greater insight. Additionally, it can be deter-

mined whether a secondary spectrum device itself is capable of harnessing the particular

spectrum resources in question.

As an analogy: geological surveys are always conducted prior to the construction of

217
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a mine, in an effort to determine the structure and abundance of a mineral resource to

optimise its mode of extraction. Similarly, a survey of secondary spectrum structure too

needs to be performed prior to optimally capturing the secondary spectrum resources.

However, unlike a geological study that likely has not and will not change for millenia, a

geological survey is largely immutable, and completely determinable. By comparison, a

survey of secondary spectrum resources presents an NP-Hard problem that can also vary

considerably over time, requiring constant re-evaluation and can never be completely

known. While the discovery of resources is the common objective of both geological

and spectrum surveys, a the results of a spectrum survey is completely unlike anything

presented in the geological analogy.

Chapter 3 investigated the role of timescale and the impact of timescale on secondary

spectrum observation and exploitation. The timescale at which a device operates signifi-

cantly impacts the devices’ energy consumption and latency metrics, and by extrapolation

the devices’ ability to efficiently operate within a secondary spectrum context. The delay

of a systems response to a change in the environment or the lag of the system is effectively

the minimum timescale at which the system operates.

Chapter 4 detailed a low cost, and highly capable high resolution measurement sys-

tem for which to perform long duration and large instantaneous bandwidth spectrum

measurements. A novel filter was designed and implemented to significantly improve the

performance of the energy detection method used to classify whitespace from incumbent

activity.

This capability enabled a thorough investigation into the structure of secondary spec-

trum whitespace to be conducted. Chapter 5 successfully developed a method to evaluate

the smallest unit of a secondary spectrum resource, the ‘WhiteSpace Resource Block’

(WSRB). Multiple WSRBs are clustered and their resulting structure (due to the clus-

tering) is used to calculate a ‘functional value’ of the cluster for which whitespace can
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be compared and evaluated. This method is then expanded to determine the greater

structure of secondary spectrum resources within a candidate band. A novel partition-

ing algorithm is developed analyse the high resolution, continuous spectrum observations

to provide insight into how whitespace is structured within the band. By intelligently

clustering the secondary spectrum resources detected, information about the structure of

secondary spectrum is able to be made known.

Chapter 6 detailed several novel improvements to current and future secondary spec-

trum management systems. These significant contributions are largely attributed to the

investigation into the impacts of optimal timescales on secondary spectrum sharing, and

the impact of timescales on device power consumption and latency of operation.

The successfully awarded patents and publications detailed in this work are a testa-

ment to the significant interest behind secondary spectrum and the opportunities and

engineering challenges that it presents. The investigation into optimal timescales and

the quantification of secondary spectrum, provides significant new insight and methods

for the development of future secondary spectrum management systems, and secondary

spectrum evaluation.

7.2 Future Work

Several key areas of the investigation present opportunities for further investigation and

improvement. These items of future work are as follows:

1. Stemming from the RoC investigation in Section 4.4.2, the filter defined in Section

4.6, lacks a concrete evaluation for the misdetection and false detection rates. In the

absence of a ‘known’ set of incumbent signals for which to perform the evaluation, an

alternative to performing this evaluation can be performed via Monte Carlo methods

to simulate a reasonable spectrum environment for which to assess the classification
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of the filter.

2. From Section 5.6, a closed form for the upper bound of the partitioning algorithms

performance, was not formally obtained, and would be an interesting point of further

investigation to concretely evaluate the performance of the partitioning algorithm.

Particular improvements to the partitioning algorithm, could also be investigated

such as re-packing to find a greater maximal set, or optimising across all bandwidths

and timescales to find a combination that results in a higher overall functional value

extracted from the spectrum.

3. Section 3.4.3 lacks a closed mathematical form for computing risk and evaluating the

performance of decisions. Additional development for the time access risk thought

experiment can also performed, by integrating partitioning results from spectrum

observations to calculate a PSD of actual whitespace and incumbent events to fur-

ther optimise projected energy consumption.

4. As a further extension to Section 3.4.3: Partitioned spectrum datasets can be used

to model the underlying spectrum this model can then be stepped forward over

time with current state spectrum observations to determine whether the model

possesses any predictability. If so, a method to exploit the model to reduce power

consumption and latency metrics by reducing sensing periods and/or making more

intelligent decisions of where and when to access the secondary spectrum can be

formulated.

5. As a further investigation this partitioning algorithm detailed in Section 5.6 can be

run in realtime with relatively low computational overhead, making it an interesting

solution for deployment on distributed sensor nodes. These observation can then

be used to construct a secondary spectrum resource radio environment map, com-

bining the merits of the Whitespace Opportunity Distributions, over a geographical
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region, rather than a single observation point. This will have numerous interesting

implications for spectrum cartography.
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