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ABSTRACT

Motivated by the recent success of utilizing latent feature vector representations
(i.e. embeddings) in various natural language processing tasks, this thesis investi-
gates how latent feature vector representations can help build better topic models
and improve link prediction models for knowledge base completion. The first objec-
tive of this thesis is to incorporate latent feature word representations that contain
external information from a large corpus in order to improve topic inference in
a small corpus. The second objective is to develop new embedding models for
predicting missing relationships between entities in knowledge bases. In particular,
the major contributions of this thesis are summarized as follows:

• We propose two latent feature topic models which integrate word representa-
tions trained on large external corpora into two Dirichlet multinomial topic
models: a Latent Dirichlet Allocation model and a one-topic-per-document
Dirichlet Multinomial Mixture model.

• We introduce a triple-based embedding model named STransE to improve
complex relationship prediction in knowledge bases. In addition, we also
describe a new embedding approach, which combines the Latent Dirichlet
Allocation model and the STransE model, to improve search personalization.

• We present a neighborhood mixture model where we formalize an entity
representation as a mixture of its neighborhood in the knowledge base.

Extensive experiments show that our proposed models and approach obtain better
performance than well-established baselines in a wide range of evaluation tasks.
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Chapter 1

Introduction

1.1 Motivation

In recent years, natural language processing (NLP) has witnessed one of the strongest

research trends towards representation learning (Manning, 2015; Goth, 2016; Goldberg,

2016). The goal of representation learning is to “learn representations of the data that make

it easier to extract useful information when building classifiers or other predictors” (Bengio

et al., 2013). Traditional data representation approaches rely on designing a set of features

for the data based on human knowledge and prior knowledge, resulting in a feature vector

where each dimension represents a unique feature. For example, consider a set of features

consisting of a vocabulary of 50,000 word types. A document containing only one word

will be represented by a 50,000-dimensional one-hot vector where all dimensional entries

are zero except the single entry corresponding to the word, which is 1. For a document of

1,000 words, its feature vector can be considered as a linear combination of one-hot vector

representations each corresponding to a word in the document, so the feature vector of

the document is a high-dimensional sparse vector, i.e., a 50,000-dimensional vector where

most entries are zero. In the one-hot representation, words are completely independent of

each other, and thus lose their meaning.

In contrast, representation learning makes use of low-dimensional and dense feature

representations, i.e., distributed representations for features (Hinton, 1986; Bengio et al.,

1



2 Chapter 1. Introduction

Figure 1.1: Two-dimensional projection of some word vectors. This figure is drawn based on
www.socher.org/uploads/Main/MultipleVectorWordEmbedding.pdf (Huang et al., 2012).

2003; Goodfellow et al., 2016). In natural language, a distributed representation of a word—

which is also called word embedding, word vector or latent feature word representation—

captures word meaning by representing the word in a form of low-dimensional real-valued

vector.1 Using distributed word representations thus is able to model relationships between

words. For example, the words “king” and “queen” are royal forms of “man” and “woman”,

respectively. We could model this “royal” relational similarity by proposing 300-dimensional

word vectors such that vking − vman ≈ vqueen − vwoman where vw denotes the vector

representation of word type w. This kind of semantic relationship plays an important role

in NLP (Turney, 2006). Consequently, many unsupervised models have been proposed

for learning word vector representations efficiently (Mikolov et al., 2013a,b; Levy and

Goldberg, 2014; Pennington et al., 2014). Trained on large unlabeled corpora, these models

can produce “good” vector representations that can model the semantic relatedness or

similarity of words which occur in similar contexts (Harris, 1954; Firth, 1957). Figure 1.1

illustrates word vectors learned from a billion-word corpus: words such as “moon”, “sun”,

“mars”, “planet” and “asteroid” lie close together in the projected vector space. Word vector
1In this thesis, the terms embedding, vector representation and latent feature representation will be

used interchangeably.
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representations learned from large corpora capture various aspects of word meanings, and

thus help improve the performance of many downstream NLP tasks such as sentiment

analysis, document classification, part-of-speech tagging, named entity recognition, parsing

and machine translation (Collobert et al., 2011; Maas et al., 2011; Irsoy and Cardie, 2014;

Kim, 2014; Chen and Manning, 2014; Lewis and Steedman, 2014; Weiss et al., 2015; Liu

et al., 2015a; Lample et al., 2016; Luong et al., 2016).

This thesis will look at two problems where word embeddings can help with performance.

The two problems, building better topic models and knowledge base completion, are ones

that can be viewed as vector space models, and the overall task of the thesis is to examine

how word embedding vector space models can be helpfully integrated into these.

1.1.1 Topic models

Topic modeling algorithms are statistical methodologies “for analyzing documents, where

a document is viewed as a collection of words, and the words in the document are viewed

as being generated by an underlying set of topics” (Jordan and Mitchell, 2015).2 For

example, the document in Figure 1.2, entitled “Obit: Baruch Blumberg, Nobel winner and

extraterrestrial researcher”, briefly summarizes Baruch Blumberg’s scientific career and

his passing. We highlighted words used in the document as follows: words connected to

his scientific career, such as “virus”, “disease”, “vaccine” and “research”, which appear in a

topic containing health-related words, are colored red. Words about his work at NASA,

such as “ lunar” and “NASA” which are related to space, are in green. Words also about his

passing, such as “died” and “attack” which are related to instances of violence, like war, are

in yellow. If we highlight all words except function words (e.g., “a”, “ in”, “at” and “of”), we

would find that the document is an admixture of topics of health, space and war (i.e., the

admixture of colors red, green and yellow) with different proportions. Mathematically, the

document is characterized by a probability distribution over topics, in which each topic is

modeled as a probability distribution over words in a fixed vocabulary (Blei et al., 2003).
2In fact, topic models are also used for other kinds of data (Blei, 2012). However, in this thesis we

discuss topic modeling in the context of text analysis.
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Figure 1.2: An illustrative example of topics and topic assignments in topic modeling.

As illustrated in Figure 1.2, the topic distribution clearly shows that the document mainly

focuses on Baruch Blumberg’s health research accomplishments because most words in the

document are assigned to the health topic, while the word distribution for the health topic

associates high probabilities to health-related words such as “drug” and “disease.” Formally,

given a collection of documents, topic models learn a set of latent topics, and infer topic

distributions and word distributions from co-occurrence of words within documents (Blei

et al., 2003; Steyvers and Griffiths, 2007; Blei, 2012). Then the topic distributions are

used to categorize or cluster documents by topic, while the word distributions are used to

group words which occur in similar document contexts.

Given the word distributions produced by a topic model, we can represent each word

by a distributed vector where each dimension represents a topic and its corresponding

value is the probability of the word given the topic. Thus a topic model can be also viewed

as a distributed word vector model (Steyvers and Griffiths, 2007; Maas and Ng, 2010). As

both assign a latent vector to words, in principle these vectors can be compared. However,

the relationship between distributed word representations and topic models is still largely

unknown because they come from two different research communities and have different
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T Top-15 topical words
4 egypt china u.s. mubarak bin libya laden france bahrain air report rights court u.n. war
5 critic corner office video game star lady gaga show weekend sheen box park takes man
19 nfl idol draft american show film season sheen n.f.l. back top star charlie players men

Table 1.1: Top 15 topical words when fitting a topic model with 20 topics on a small news
title corpus. T denotes topic index. In each topic, the probabilities of words given the
topic decrease from left to right.

goals. Distributed word vectors come from the neural net research tradition and typically

have NLP applications (Manning, 2015; Goldberg, 2016), while topic models come from the

Bayesian modeling research tradition and typically have information retrieval applications

(Wei and Croft, 2006; Wang et al., 2007; Yi and Allan, 2009). The word representations in

a distributed word vector model are typically evaluated by (i) whether words with similar

vectors have similar meanings, and (ii) whether “distance” in word representation space

is meaningful, e.g., vking − vqueen ≈ vman − vwoman (Mikolov et al., 2013a,b; Baroni et al.,

2014; Levy and Goldberg, 2014; Pennington et al., 2014; Österlund et al., 2015). But the

word representations in a topic model are typically evaluated by how well they assign

words to topics, i.e., to measure how coherent the assignment of words to topics is (Chang

et al., 2009; Newman et al., 2010; Stevens et al., 2012; Lau et al., 2014).

In conventional topic models, when the collection of documents is small and/or the

documents are short, such as Tweets, instant messages and forum messages, the learned

topics will be “noisy” due to the limited information of word co-occurrence within docu-

ments. For example, Table 1.1 presents top-15 topical words (i.e., high-probability words)

in some topics when fitting a topic model on a small and short corpus. Table 1.1 shows

that these topics are not easy to manually label, i.e. it is difficult to interpreter these topics

based on top topical words. That is, the top topical words are not semantically coherent.

Thus, in this case, the topic model is not able to produce good topics. Motivated by the

success of utilizing pre-trained distributed word vectors in various NLP tasks, our first

research question is:

RQ 1: How can word vectors learned on a large external corpus be used to improve topic

models estimated from a smaller corpus or from a corpus of short documents ?
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1.1.2 Knowledge base completion

Before introducing this thesis’s contributions regarding the first research question, let us

return to the example of the “royal” relationship between “king” and “man”, and between

“queen” and “woman”, which was mentioned earlier in this chapter. As illustrated in this

example: vking−vman ≈ vqueen−vwoman, word vectors learned from a large corpus can also

model relational similarities or linguistic regularities between pairs of words as translations

in the projected vector space (Turney, 2006; Mikolov et al., 2013a,b; Levy and Goldberg,

2014; Pennington et al., 2014). Figure 1.3 shows another example of a relational similarity

with respect to (w.r.t.) word pairs of countries and capital cities:

vJapan − vTokyo ≈ vGermany − vBerlin

vGermany − vBerlin ≈ vItaly − vRome

vItaly − vRome ≈ vPortugal − vLisbon

Let us consider the country and capital pairs in Figure 1.3 to be pairs of entities rather

than word types. That is, we represent country and capital entities by low-dimensional

and dense vectors. The relational similarity between word pairs is presumably to capture

a “capital_of” relationship between country and capital entities. Also, we represent this

relationship by a translation vector vcapital_of in the entity vector space. So, we expect:

vJapan − vTokyo ≈ vcapital_of , i.e., vTokyo + vcapital_of ≈ vJapan

vGermany − vBerlin ≈ vcapital_of , i.e., vBerlin + vcapital_of ≈ vGermany

vItaly − vRome ≈ vcapital_of , i.e., vRome + vcapital_of ≈ vItaly

This intuition inspired the TransE model—a well-known embedding model for knowledge

base completion or link prediction in knowledge bases (Bordes et al., 2013).

Knowledge bases (KBs) are collections of real-world triples, where each triple or fact

(h, r, t) in KBs represents some relation r between a head entity h and a tail entity t. KBs

can thus be formalized as directed multi-relational graphs, where nodes correspond to
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Figure 1.3: Two-dimensional projection of vectors of countries and their capital cities. This
figure is drawn based on Mikolov et al. (2013b).

entities and edges linking the nodes encode various kinds of relationship (García-Durán

et al., 2016; Nickel et al., 2016a). Here entities are real-world things or objects such

as persons, places, organizations, music tracks or movies. Each relation type defines a

certain relationship between entities. For example, as illustrated in Figure 1.4, the relation

type “child_of” relates person entities with each other, while the relation type “born_in”

relates person entities with place entities. Several KB examples include the domain-specific

KB GeneOntology3 and popular generic KBs of WordNet (Fellbaum, 1998), ConceptNet

(Liu and Singh, 2004), YAGO (Suchanek et al., 2007), Freebase (Bollacker et al., 2008),

NELL (Carlson et al., 2010) and DBpedia (Lehmann et al., 2015) as well as commercial

KBs such as Google’s Knowledge Graph, Microsoft’s Satori and Facebook’s Open Graph.

Nowadays, KBs are used in a number of commercial applications including search engines

such as Google, Microsoft’s Bing and Facebook’s Graph search. They also are useful
3http://www.geneontology.org

http://www.geneontology.org
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Figure 1.4: An illustration of (incomplete) knowledge base, with 4 person entities, 2 place
entities, 2 relation types and total 6 triple facts. This figure is drawn based on Weston
and Bordes (2014).

resources for many NLP tasks such as question answering (Ferrucci, 2012; Fader et al.,

2014), word sense disambiguation (Navigli and Velardi, 2005; Agirre et al., 2013), semantic

parsing (Krishnamurthy and Mitchell, 2012; Berant et al., 2013) and co-reference resolution

(Ponzetto and Strube, 2006; Dutta and Weikum, 2015).

A main issue is that even very large KBs, such as Freebase and DBpedia, which contain

billions of fact triples about the world, are still far from complete. Specifically, in English

DBpedia 2014, 60% of person entities miss a place of birth and 58% of the scientists

do not have a fact about what they are known for (Krompaß et al., 2015). In Freebase,

71% of 3 million person entities miss a place of birth, 75% do not have a nationality

while 94% have no facts about their parents (West et al., 2014). So, in terms of a specific

application, question answering systems based on incomplete KBs would not provide a

correct answer given a correctly interpreted question. For example, given the incomplete

KB in Figure 1.4, it would be impossible to answer the question “where was Jane born

?”, although the question is completely matched with existing entity and relation type

information (i.e., “Jane” and “born_in”) in KB. Consequently, much work has been devoted

towards knowledge base completion to perform link prediction in KBs, which attempts to

predict whether a relationship/triple not in the KB is likely to be true, i.e., to add new

triples by leveraging existing triples in the KB (Lao and Cohen, 2010; Bordes et al., 2012;
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Gardner et al., 2014; García-Durán et al., 2016). For example, we would like to predict

the missing tail entity in the incomplete triple (Jane, born_in, ?) or predict whether the

triple (Jane, born_in,Miami) is correct or not.

Recently, embedding models for knowledge base completion have been proven to give

state-of-the-art link prediction performances (Nickel et al., 2011; Jenatton et al., 2012;

Bordes et al., 2013; Socher et al., 2013b; Wang et al., 2014a; Dong et al., 2014; Lin et al.,

2015b; Guu et al., 2015; Toutanova and Chen, 2015; García-Durán et al., 2016; Trouillon

et al., 2016; Toutanova et al., 2016; Nickel et al., 2016b). In all these models, entities are

represented by latent feature vectors while relation types are represented by latent feature

vectors and/or matrices and/or third-order tensors. Among these models, the well-known

TransE model (Bordes et al., 2013) is a simple and powerful model. TransE learns low-

dimensional and dense vectors for every entity and relation type, so that each relation type

corresponds to a translation vector operating on the vectors representing the entities, i.e.,

vh + vr ≈ vt for each fact triple (h, r, t). TransE thus is suitable for 1-to-1 relationships,

such as “capital_of”, where a head entity is linked to at most one tail entity given a relation

type. Because of using only one translation vector to represent each relation type, TransE

is not well-suited for Many-to-1, 1-to-Many and Many-to-Many relationships,4 such as for

relation types “born_in”, “place_of_birth” and “research_fields.” For example in Figure

1.4, using one vector representing the relation type “born_in” cannot capture both the

translating direction from “Patti” to “Miami” and its inverse direction from “Mom” to

“Austin.” Thus, our second research question is:

RQ 2: How can we develop a new embedding model for KB completion to better capture

Many-to-1, 1-to-Many and Many-to-Many relationships ?

It is worth noting that most embedding models only take triples into account. So, these

models ignore useful information implicitly presented by the structure of the KB. For
4A relation type r is classified Many-to-1 if multiple head entities can be connected by r to at most

one tail entity. A relation type r is classified 1-to-Many if multiple tail entities can be linked by r from
at most one head entity. A relation type r is classified Many-to-Many if multiple head entities can be
connected by r to a tail entity and vice versa.
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example, the relation path h
born_in_city−−−−−−−→ e

city_in_country−−−−−−−−−→ t should indicate a relationship

“nationality” between the h and t entities. Also, neighborhood information of entities could

be useful for predicting the relationship between two entities as well. For example in the

KB NELL (Carlson et al., 2010), we have information such as that if a person works for

an organization and that this person also leads that organization, then it is likely that

this person is the CEO of that organization. Our third research question is:

RQ 3: How can we develop a new embedding model using such useful information as

relation path or neighborhood for better link prediction in KBs ?

It might also be noted that there already exist dozens of embedding models proposed

for KB completion (see Section 2.5). So, it would be interesting to further explore those

models for a new application where we could formulate its corresponding data into triples.

For example, in Web search engines, we observe user -oriented relationships between sub-

mitted queries and documents returned by the search engines. That is, we have triple

representations (query, user, document) in which for each user-oriented relationship, we

would have many queries and documents, resulting in a lot of Many-to-Many relation-

ships. Thus a new model developed for answering the second research question RQ 2 is

particularly well-suited for this application. Our fourth research question is:

RQ 4: How can we adapt a KB completion model to some new application such as in

Web search engines ?

1.2 Aims and Contributions

By investigating the research questions mentioned above, the aims of this thesis are:

• To develop new topic models that incorporate word representations containing ex-

ternal information from a large corpus, with the goal of improving topic inference

in a small corpus or a corpus of short documents like Tweets.
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• To develop new embedding models for improving link prediction in KBs, and to

investigate a new application task where these models might be useful.

In order to satisfy the aims, we present two topic models to answer RQ 1 in Chapter 3.

In addition, we propose a triple-based embedding model and a neighborhood mixture

model for KB completion to address RQ 2 and RQ 3 in chapters 4 and 5, respectively.

We also explore a new application task on search personalization in Web search engines

to answer RQ 4 in Chapter 4, where we apply our triple-based KB completion model to

improve search results. The major contributions of this thesis are summarized as follows:

• Improving topic models with word representations: We propose two novel

latent feature topic models which integrate latent feature word vectors into two

different topic models. In addition, we introduce our inference procedures for the

new topic models. Furthermore, we compare the use of two well-known sets of pre-

trained word vectors with the new topic models. We obtain significant improvements

on topic coherence evaluation, document clustering and document classification tasks.

In particular, we find the highest improvements are on collections with few documents

and collections of short documents.

• STransE—a novel embedding model of entities and relationships: We

present a new triple-based embedding model, which we call STransE, for KB com-

pletion. Our STransE model extends the TransE model (Bordes et al., 2013), to

represent each relation type by a low-dimensional translation vector and two pro-

jection matrices. STransE achieves better link prediction results on two benchmark

datasets than previous embedding models. More specifically, we find the highest

improvements of STransE over the baseline TransE are for Many-to-1, 1-to-Many

and Many-to-Many relationships.

• Application to search personalization: We also present a new embedding

approach for the search personalization task, by applying STransE to learn user

topical interests from input queries and returned documents. Here, we represent each
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user by a user vector embedding and two user matrices, while vector representations

of queries and documents are pre-learned by utilizing the well-known topic model

Latent Dirichlet Allocation (Blei et al., 2003). In fact, this application of search

personalization serves as a bridge for connecting a topic model and a KB completion

model. Experimental results show that our new approach significantly improves the

search performance.

• Neighborhood mixture model for knowledge base completion: We propose

a new neighborhood mixture model where we formalize an entity representation as

a mixture of its neighborhood in the KB. We demonstrate its usefulness by applying

it to the TransE model. On three benchmark datasets, experiments show that the

neighborhood information significantly helps to improve the results of TransE, lead-

ing to better performance over competitive baselines for triple classification, entity

prediction and relation prediction tasks.

1.3 Outline and Origins

The remainder of this thesis is outlined as follows:

• Chapter 2 gives necessary technical background used in this thesis, and also briefly

reviews related work w.r.t. topic models and KB completion models.

• Chapter 3 presents our latent feature topic models. Chapter 3 also provides ex-

perimental results on six document collections for three evaluation tasks of topic

coherence, document clustering and document classification.

• Chapter 4 introduces our embedding model STransE, and compares its link predic-

tion results on two benchmark datasets to previously published results. Chapter 4

also explores a new application of STransE for the search personalization task.

• Chapter 5 presents our neighborhood mixture model for link prediction in KBs and

experimental results on three benchmark datasets for three KB completion tasks.
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• Chapter 6 recaps our major findings and draws possible directions for future work.

Figure 1.5 illustrates the dependencies of sections in chapters 2, 3, 4 and 5. The following

peer-reviewed publications form the basis of chapters 3, 4 and 5 in this thesis:

• Chapter 3 is based on Nguyen et al. (2015a):

Dat Quoc Nguyen, Richard Billingsley, Lan Du and Mark Johnson. Improving Topic

Models with Latent Feature Word Representations. Transactions of the Association

for Computational Linguistics, 3:299-313, June 2015. URL https://transacl.org/

ojs/index.php/tacl/article/view/582/158

• Chapter 4 is based on Nguyen et al. (2016b) and Vu et al. (2017a):

Dat Quoc Nguyen, Kairit Sirts, Lizhen Qu and Mark Johnson. STransE: a novel

embedding model of entities and relationships in knowledge bases. In Proceedings

of the 15th Annual Conference of the North American Chapter of the Association

for Computational Linguistics: Human Language Technologies, NAACL-HLT 2016,

pages 460-466, June 2016. URL http://www.aclweb.org/anthology/N16-1054

Thanh Vu∗, Dat Quoc Nguyen∗, Mark Johnson, Dawei Song and Alistair Willis.

Search Personalization with Embeddings. In Proceedings of the 39th European Con-

ference on Information Retrieval, ECIR 2017, pages 598-604, April 2017. URL

https://doi.org/10.1007/978-3-319-56608-5_54 (∗: The first two authors con-

tributed equally to this work)

• Chapter 5 is based on Nguyen et al. (2016a):

Dat Quoc Nguyen, Kairit Sirts, Lizhen Qu and Mark Johnson. Neighborhood Mix-

ture Model for Knowledge Base Completion. In Proceedings of the 20th SIGNLL

Conference on Computational Natural Language Learning, CoNLL 2016, pages 40-50,

August 2016. URL http://www.aclweb.org/anthology/K16-1005

Also, this thesis draws insights and/or experiences from some related material:

https://transacl.org/ojs/index.php/tacl/article/view/582/158
https://transacl.org/ojs/index.php/tacl/article/view/582/158
http://naacl.org/naacl-hlt-2016/
http://www.aclweb.org/anthology/N16-1054
http://www.ecir2017.org/
https://doi.org/10.1007/978-3-319-56608-5_54
http://www.conll.org/2016
http://www.aclweb.org/anthology/K16-1005
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• Dat Quoc Nguyen. jLDADMM: A Java package for the LDA and DMM topic mod-

els. Technical report, June 2015. URL http://www.jldadmm.sourceforge.net/

jldadmmV1.pdf

• Dat Quoc Nguyen, Kairit Sirts and Mark Johnson. Improving Topic Coherence with

Latent Feature Word Representations in MAP Estimation for Topic Modeling. In Pro-

ceedings of the 13th Australasian Language Technology Association Workshop, ALTA

2015, pages 116-121, December 2015. URL http://www.aclweb.org/anthology/

U15-1014

• Didi Surian, Dat Quoc Nguyen, Georgina Kennedy, Mark Johnson, Enrico Coiera

and Adam G. Dunn. Characterizing Twitter Discussions About HPV Vaccines Using

Topic Modeling and Community Detection. Journal of Medical Internet Research,

18(8):e232, August 2016. URL https://doi.org/10.2196/jmir.6045

• Dat Quoc Nguyen. An overview of embedding models of entities and relationships

for knowledge base completion. arXiv preprint, arXiv:1703.08098, March 2017. URL

https://arxiv.org/abs/1703.08098

• Dai Quoc Nguyen, Dat Quoc Nguyen, Ashutosh Modi, Stefan Thater and Manfred

Pinkal. A Mixture Model for Learning Multi-Sense Word Embeddings. In Proceedings

of the 6th Joint Conference on Lexical and Computational Semantics, *SEM 2017,

to appear.

http://www.jldadmm.sourceforge.net/jldadmmV1.pdf
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This chapter provides a brief overview of related work and the required technical back-

ground. We start by presenting two widely-used unsupervised models for learning word

vectors in Section 2.1. Next we present optimization algorithms to minimize an objective

17
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function in Section 2.2, in which these algorithms are used by the two word vector models

and later used in our new topic models in Chapter 3 and knowledge base (KB) completion

models in chapters 4 and 5. We then focus on the fundamentals of probabilistic topic

models by introducing basics of Bayesian inference in Section 2.3 and discussing baseline

and advanced topic models in Section 2.4. Finally, we overview embedding models for KB

completion in Section 2.5.

2.1 Word vector representations

Latent feature representations of words have been already used successfully in many

NLP tasks (Manning, 2015; Goth, 2016). Many methods have been proposed for learning

real-valued latent feature word vectors (Goldberg, 2016). The general hypothesis behind

those methods is that words which occur in similar contexts share semantic relatedness

or similarity (Harris, 1954; Firth, 1957). Traditional count-based methods rely on word

co-occurrence counts in the contexts, e.g., methods, which are based on Pointwise Mutual

Information1 or matrix factorization, use window contexts of 5 or 10 words (Lund and

Burgess, 1996; Bullinaria and Levy, 2007; Turney and Pantel, 2010). Recent prediction-

based models maximize the probability of predicting contexts where a target word occurs,

or vice versa, predicting the target word given its contexts (Bengio et al., 2003; Collobert

and Weston, 2008; Mikolov et al., 2013a,b). Baroni et al. (2014) showed that the prediction-

based models outperform the count-based models. However, Levy and Goldberg (2014),

Pennington et al. (2014) and Österlund et al. (2015) later showed that the count-based

methods and prediction-based methods are not qualitatively different on a wider range of

semantic evaluation tasks.

The following subsections present two recent, widely-used models for learning word

vector representations. We utilize the pre-trained word vectors produced by these models

in Chapter 3.
1See Church and Hanks (1990) for the definition of Pointwise Mutual Information.
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2.1.1 Word2Vec Skip-gram model

Given a corpus of words D = {w1, w2, ..., wM}, the prediction-based Word2Vec Skip-gram

model2 (Mikolov et al., 2013b) minimizes the following negative log-likelihood objective

function:

L = −
M∑
t=1

∑
−k≤j≤k
j 6=0

log P(wt+j | wt) (2.1)

where wt+j is a context word given the target word wt with k to be the context size.

Let ω ∈ RV×d be a target word-vector matrix and C ∈ RV×d be a context word-vector

matrix, where V is the size of the vocabulary W , i.e., V = |W |. Here ωi and Ci represent

(row) vectors associated with the word type with vocabulary index i. The model defines

the probability P(c | w) of predicting the context word c given the target word w using

the softmax function as follows:

P(c | w) =
exp(Ci(c) · ωi(w))∑

w′∈W exp(Ci(w′) · ωi(w))
(2.2)

where the subscript i(x) refers to the index of the word type x in the vocabulary.

Computing log P(c | w) is expensive for each training target word, so the Word2Vec

Skip-gram model approximates log P(c | w) with a negative-sampling objective:

Oc,w = log σ
(
Ci(c) · ωi(w)

)
+

n=N∑
n=1

Ew′n∼PW

[
log σ

(
−Ci(w′n) · ωi(w)

)]
(2.3)

where σ is the sigmoid function: σ (u) =
1

1 + e−u
and words w′1, w′2, ..., w′N are randomly

sampled from the vocabularyW using a noise distribution PW . A typical noise distribution

is the unigram distribution raised to the 3/4 power (Mikolov et al., 2013b).3

The model is then trained to learn word vectors (i.e., ω and C) using vanilla Stochastic

Gradient Descent (SGD—see Section 2.2.1).
2https://code.google.com/p/word2vec
3The unigram distribution can be thought as a categorical distribution (see Section 2.3.2) parameterized

by a vector of unigram probabilities.

https://code.google.com/p/word2vec
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2.1.2 GloVe model

The GloVe model4 (Pennington et al., 2014) is another widely-used model for learning

word vectors, by combining advantages of both count- and prediction-based methods. Let

X be the word-context co-occurrence matrix where Xij denotes the number of times the

ith word type occurs near the jth word type in a word corpus. GloVe learns ω and C from

X by minimizing the following objective function:

L =
V∑

i,j=1

f (Xij)
(
ωi ·Cj + b

(ω)
i + b

(C)
j − logXij

)2
where b(ω)i and b(C)

j are the unknown target and context bias terms associated with the ith

and jth word types, respectively. In addition, f (Xij) is defined as the weighting function:

f (Xij) =

{ (Xij

100

)3/4
if Xij < 100

1 otherwise.

The GloVe model is trained to learn ω and C by using SGD with AdaGrad adaptive

learning (AdaGrad—see Section 2.2.2), and then using ω+C to obtain final word vectors.

2.2 Optimization algorithms

This section presents optimization algorithms for finding the minimum of an objective

function F(θ) parameterized by the parameter vector θ ∈ Rk. These algorithms are used

in learning the word vector representations in Section 2.1, and also in chapters 3, 4 and 5.

We describe different variants of gradient descent (Robbins and Monro, 1951) in Section

2.2.1. We then present adaptive learning algorithms AdaGrad (Duchi et al., 2011) and

RMSProp (Tieleman and Hinton, 2012) in sections 2.2.2 and 2.2.3, respectively. Finally,

we present the Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm

(Liu and Nocedal, 1989) in Section 2.2.4. The material in Section 2.2 is based on Ruder

(2016) and Nocedal and Wright (2006, Section 7.2).
4http://nlp.stanford.edu/projects/glove/

http://nlp.stanford.edu/projects/glove/
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We consider to minimizing the objective function F(θ) which can be factorized into

functions Fi(θ) as follows:
F(θ) =

n∑
i=1

Fi(θ) (2.4)

where each function Fi(θ) is associated with the ith observation in the training dataset.

Here, each training observation (i.e., training example) could be a pair of document

and its label in a document classification task, or a pair of correct and incorrect triples

(head entity, relation, tail entity) in the link prediction task (see chapters 4 and 5), or a

tuple of a word and its negative-sampled words as in the Word2Vec Skip-gram model (see

Section 2.1.1).

2.2.1 Gradient descent variants

Gradient descent algorithms update the parameters θ in the opposite direction of the

gradient ∇θF(θ) of the objective function with respect to (w.r.t.) the parameters (Ruder,

2016). As shown in Algorithm 1, for each update iteration, the “batch” gradient descent

algorithm first computes the gradient ∇θF(θ), then updates the parameters θ in the

direction of the negative gradient with the learning rate η which controls how large we

perform an update. In Algorithm 1, hyper-parameter η > 0 is a scalar learning rate.

Algorithm 1: Batch gradient descent algorithm
Require: Choose an initial parameter vector θ and learning rate η > 0

repeat

θ := θ − η∇θF(θ) = θ − η
n∑
i=1

∇θFi(θ)

until convergence

Batch methods, such as batch gradient descent or L-BFGS which is presented in Section

2.2.4, use the whole training dataset to compute the gradient. They tend to converge very

well to the global minimum for convex functions and to a local optima for non-convex

functions. However, if the number of training examples n is large, computing the gradient

for a single parameter update becomes very slow in such batch methods.
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Algorithm 2: Vanilla stochastic gradient descent (SGD) algorithm
Require: Choose an initial parameter vector θ and learning rate η > 0.
// Repeat until convergence

for t = 1, 2, ... do
θ := θ − η∇θFi(t)(θ) // i(t) ∈ [1, n] is function index at time step t.

In Algorithm 2 presenting the stochastic gradient descent (SGD) algorithm, the index

i(t) ∈ [1, n] of the function Fi(t) to be evaluated at the time step t is selected either

sequentially or at random. Unlike batch methods, as detailed in Algorithm 2, SGD updates

parameters after seeing each single training example. SGD thus is usually faster and could

be used in an “online” setting when incorporating new training data. Alternatively, the

mini-batch gradient descent algorithm computes the gradient for each parameter update

w.r.t. every mini-batch of more than one training example. Here the mini-batch sizes vary

for different applications, commonly ranging from 10 to 256.

One of the challenges for SGD and mini-batch gradient descent is to choose a proper

learning rate η. Setting this hyper-parameter too low could make the algorithm slow to

converge, while a too large learning rate could cause the algorithm to diverge. Additionally,

the same learning rate is applied for all frequent or infrequent parameters, thus not suitable

for dealing with sparse data. In next sections 2.2.2 and 2.2.3, we present two improvements

on the basic SGD algorithm, including AdaGrad and RMSProp. Other well-known variants

including AdaDelta and Adam algorithms can be found in Zeiler (2012) and Kingma and

Ba (2014), respectively. See detailed reviews of these algorithms in Ruder (2016).

2.2.2 AdaGrad

AdaGrad (Duchi et al., 2011) adapts the learning rate separately for every parameter based

on historical information, resulting in small learning rates for the frequently appearing

parameters and larger learning rates for the infrequent parameters.

Let g(t)j denote the partial derivative w.r.t the jth parameter θj at time step t: g(t)j =
∂Fi(t)
∂θj

(θ(t)). The SGD update rule for every parameter θj at each time step t also is:
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θ
(t+1)
j = θ

(t)
j − η · g

(t)
j (2.5)

AdaGrad modifies the per-parameter update rule of SGD as follows:

θ
(t+1)
j = θ

(t)
j −

η√
G

(t)
j,j + ε

· g(t)j (2.6)

where ε is a smoothing term to avoid division by zero,5 andG(t) ∈ Rk×k is a diagonal matrix

where the j, j diagonal element G(t)
j,j is defined as G(t)

j,j =
∑t

t′=1(g
(t′)
j )2 = G

(t−1)
j,j + (g

(t)
j )2,

i.e., the sum of the squares of all historical partial derivatives w.r.t. θj. So the AdaGrad

update rule may be written by using element-wise multiplication operator � as follows:

θ(t+1) = θ(t) − η
(
diag(G(t)) + ε

)−1/2 � g(t) (2.7)

where ε ∈ Rk is the smoothing vector such that εj = ε ∀ j = 1, 2, ..., k. And diag(G(t)) is

the vector of the diagonal elements of G(t) while g(t) is the gradient ∇θFi(t)(θ(t)) w.r.t the

parameters θ at the time step t.

2.2.3 RMSProp

Similar to AdaGrad, RMSProp (Tieleman and Hinton, 2012) is also a method for adapting

the learning rate separately for each of the parameters. RMSProp update rule for every

parameter θj at each time step t is as follows:

θ
(t+1)
j = θ

(t)
j −

η√
v
(t)
j + ε

· g(t)j , in which (2.8)

v
(t)
j = ρ v

(t−1)
j + (1− ρ) (g

(t)
j )2 (2.9)

where ρ is a scalar constant controlling the magnitude of the squared partial derivative

for every parameter.6

5ε is commonly set to 10−8.
6Tieleman and Hinton (2012) suggests to set ρ to be 0.9.
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2.2.4 L-BFGS

L-BFGS (Liu and Nocedal, 1989) is another popular batch method for parameter estimation.

It is the algorithm of choice for fitting log-linear models (Andrew and Gao, 2007). L-BFGS

has the update rule for parameters θ each time step t as follows:

θ(t+1) = θ(t) − η H(t)∇θF(θ(t)) (2.10)

where H(t) ∈ Rk×k, which is an approximation to the inverse Hessian, is updated at every

time step t based on the past m update steps as:

H(t) =
(
V>(t−1) · · ·V>(t−m)

)
H0

(t)

(
V(t−m) · · ·V(t−1)

)
+ ρ(t−m)

(
V>(t−1) · · ·V>(t−m+1)

)
s(t−m)s

>
(t−m)

(
V(t−m+1) · · ·V(t−1)

)
+ ρ(t−m+1)

(
V>(t−1) · · ·V>(t−m+2)

)
s(t−m+1)s

>
(t−m+1)

(
V(t−m+2) · · ·V(t−1)

)
+ · · ·+ ρ(t−1)s(t−1)s

>
(t−1) (2.11)

where H0
(t) ∈ Rk×k is a positive initial matrix, and:

V(t) = I− ρ(t)y(t)s
>
(t) (2.12)

ρ(t) =
1

y>(t)s(t)
(2.13)

s(t) = θ(t+1) − θ(t) (2.14)

y(t) = ∇θF(θ(t+1))−∇θF(θ(t)) (2.15)

More details of the L-BFGS algorithm can be also found in Nocedal and Wright (2006).

2.3 Bayesian inference for Dirichlet-Multinomials

In this section, we introduce necessary background relevant to topic modeling—one of

most common successful applications of Bayesian inference. The material in Section 2.3 is

based on Heinrich (2005), Johnson (2011) and Lim (2016).
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2.3.1 Bayesian inference

A Bayesian model treats its unknown parameters as random variables, and allows a prior

distribution over these parameters. Inference in Bayesian models is based on the posterior

distribution P(θ | W) over the model parameters θ conditional on the observed data D,

according to Bayes’ rule:

P(θ | D) =
P(D | θ)P(θ)

P(D)
(2.16)

i.e., posterior =
likelihood · prior

evidence

where P(D | θ) is the likelihood, P(θ) is the prior distribution, and P(D) is the marginal

data likelihood also called evidence, and:7

P(D) =

∫
P(D | θ′)P(θ′) dθ′ (2.17)

Because P(D) is often hard or intractable to calculate, and P(D) does not depend on

the parameters θ, the posterior is commonly written in the form of a proportionality:

P(θ | D) ∝ P(D | θ)P(θ) (2.18)

i.e., posterior ∝ likelihood · prior

Writing the posterior in this proportionality formula allows us to avoid evaluating

the evidence P(D), but we still can analyze the posterior, e.g., by using Gibbs sampling

algorithm (see Section 2.3.4).

2.3.2 Dirichlet-Multinomials

We give an introduction on necessary probability distributions used in our new topic

models. See Walck (2007) for more details of these distributions and other important ones.
7 For consistency, we then use the integral as a generalization for both continuous and discrete random

variable spaces. In fact, the evidence is computed for the discrete case as: P(D) =
∑

θ′ P(D | θ′)P(θ′).
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Categorical and multinomial distributions

A categorical distribution—which is also referred to as a discrete distribution—has a finite

set of m outcomes.8 For convenience, we use the set of m integer outcomes: 1, 2, ...,m.

A categorical distribution thus is parameterized by a vector θ = (θ1, θ2, ..., θm) where

θj ∈ [0, 1] represents the probability of seeing j for each j = 1, 2, ...,m, and so
∑m

j=1 θj = 1.

That is, for a random variable X which is generated conditional on the parameters θ with

the categorical distribution, we denote this as:

X | θ ∼ Cat(θ) (2.19)

and its probability mass function is:

P(X = j | θ) = Cat(X = j | θ) = θj (2.20)

Consider D = (X1, X2, ..., Xn) of n draws from a categorical distribution given its

m-dimensional parameter vector θ, i.e., Xi | θ ∼ Cat(θ). Then the likelihood is:

P(D | θ) =
n∏
i=1

Cat(Xi | θ) =
m∏
j=1

θ
Nj

j (2.21)

where Nj is the number of times j occurs in D, and so n =
∑m

j=1Nj. It can be conceived

of as sampling n words from a vocabulary W of size m = |W |, and so Nj is the number of

times the word type with vocabulary index j is sampled while θj is the probability that it

occurs as a word in a document.

Let N = (N1, N2, ..., Nm) be a vector of frequencies. If N is said to be generated

according to a multinomial distribution given the parameters θ and n, then we write as:

N | n,θ ∼ Multi(θ, n) (2.22)

and the probability mass function of N is:
8The categorical distribution reduces to the Bernoulli distribution when m = 2, i.e., the categorical

distribution with only two outcomes: 0 and 1.
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P(N | n,θ) = Multi(N | θ, n) =
n!∏m

j=1Nj!

m∏
j=1

θ
Nj

j (2.23)

The categorical distribution thus is equivalent to the multinomial distribution where n = 1.

Dirichlet distribution

Let α = (α1, α2, ..., αm) be a m-dimensional parameter vector, where αj > 0 for j =

1, 2, ...,m. A random vector θ = (θ1, θ2, ..., θm), where θj ∈ [0, 1] for each j = 1, 2, ...,m

and
∑m

j=1 θj = 1, to be distributed according to a Dirichlet distribution parameterized by

the vector α is denoted by:

θ | α ∼ Dir(α) (2.24)

with its probability density function is:

P(θ | α) = Dir(θ | α) =
1

∆(α)

m∏
j=1

θ
αj−1
j (2.25)

where the Dirichlet delta function ∆(α) used to normalize the Dirichlet is defined as:

∆(α) =

∫ m∏
j=1

θ
αj−1
j dθ =

∏m
j=1 Γ(αj)

Γ(
∑m

j=1 αj)
(2.26)

in which Γ is the Gamma function with properties Γ(k) = (k−1)! for any positive integer k

and Γ(x+ 1) = (x)Γ(x) for any positive real number x.

And the expectation of the Dirichlet parameterized by α = (α1, α2, ..., αm) is:

E[θ] =
( α1∑m

j=1 αj
,

α2∑m
j=1 αj

, ...,
αm∑m
j=1 αj

)
, or simply (2.27)

E[θj] =
αj∑m
k=1 αk

(2.28)

In topic modeling, a symmetric Dirichlet distribution is commonly used, where all

elements of α have the same value, i.e., αj = α for j = 1, 2, ...,m. In this case, we have:
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Figure 2.1: Graphical representation of the simple Dirichlet-multinomial mixture model

Dir(θ | α) =
1

∆(α)

m∏
j=1

θα−1j (2.29)

∆(α) =
Γ(α)m

Γ(mα)
(2.30)

2.3.3 A simple Dirichlet-multinomial model

Now let consider to a simple Dirichlet-multinomial mixture model as follows:

θ | α ∼ Dir(α)

Xi | θ ∼ Cat(θ) , for i = 1, 2, ..., n

The generative process can be imagined as follows: we first generate a vector θ of

probabilities—that word types in a vocabulary would appear as a word in a document—

from a Dirichlet distribution parameterized by α, then we sample n words from the

vocabulary using a categorical distribution parameterized by the probability vector θ. We

can represent the generative process as a Bayes net using plates, which indicate replication

as in Figure 2.1. With the observed data D = (X1, X2, ..., Xn), we can integrate out (or

collapse) θ to directly compute the evidence P(D | α):

P(D | α) =

∫
P(D,θ | α) dθ =

∫
P(D | θ) P(θ | α) dθ

=

∫ ( m∏
j=1

θ
Nj

j

)( 1

∆(α)

m∏
j=1

θ
αj−1
j

)
dθ

=
1

∆(α)

∫ m∏
j=1

θ
Nj+αj−1
j dθ

=
∆(N +α)

∆(α)
(2.31)
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Then the posterior distribution is computed using Bayes’ rule:

P(θ | D,α) =
P(D | θ) P(θ | α)

P(D | α)

=

( m∏
j=1

θ
Nj

j

)( 1

∆(α)

∏m
j=1 θ

αj−1
j

)
∆(N +α)

∆(α)

=
1

∆(N +α)

m∏
j=1

θ
Nj+αj−1
j

= Dir(θ | N +α) (2.32)

When using the Dirichlet distribution as a conjugate prior for the parameters of the

categorical (or multinomial) distribution, we find that the posterior and prior belong to the

same family of Dirichlet distributions. This Dirichlet-multinomial conjugacy thus is the

key to computing the posteriors in Dirichlet-multinomial mixture models like probabilistic

topic models.

2.3.4 Inference via Gibbs sampling

For such a simple model as presented in Section 2.3.3, we can exactly compute the marginal

data likelihood (i.e., the evidence P(D)), resulting in an exact posterior inference P(θ | D)

over the model parameter vector θ. However, for more complicated models such as the

Latent Dirichlet Allocation model (Blei et al., 2003) as presented in Section 2.4.1, it is

intractable to derive the marginal likelihood, so we cannot perform an exact inference. The

solution is to use algorithms for approximate Bayesian inference, such as the expectation-

maximization algorithm (Dempster et al., 1977), variational Bayes methods (Blei et al.,

2003; Bishop, 2006) and sampling algorithms (Griffiths and Steyvers, 2004; Robert and

Casella, 2004). We present in this section a brief introduction of the Gibbs sampling

algorithm only, which is used later for inference in our new topic models. See MacKay

(2003) for an overview of the other approximate algorithms.

Gibbs sampling is a particular Markov chain Monte Carlo algorithm (MCMC) (Robert
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Algorithm 3: Gibbs sampling algorithm
Require: Choose an initial value for the m-dimensional parameter vector θ
for iteration i = 1, 2, ... do

for parameter index j = 1, 2, ..., m do
θj := θj ∼ P(θj | θ¬j) // j could also be chosen randomly

and Casella, 2004). The general idea of a MCMC method is to use a Markov chain to

produce samples θ, where each state of the chain is a possible value of θ. After a stationary

state has been reach (i.e., discarding first burn-in samples) for which the sampling distribu-

tion converges to the desired posterior distribution, the chain will start to sample θ from

the true posterior P(θ | D). The Gibbs sampling is a widely-used MCMC method where

each parameter element θj is sampled conditional on all other elements, which we denote

θ¬j. As shown in Algorithm 3, each Gibbs sweep or iteration produces a new configuration

of θ, where the values of all parameter vector elements are resampled, i.e., replacing the

current value θj with a sample from P(θj | θ¬j). Here the Gibbs sampling is useful when

it is easy to sample from the conditional probabilities P(θj | θ¬j), i.e., we know how to

compute these probabilities.

2.4 Probabilistic topic models

This section briefly overviews probabilistic topic models. Sections 2.4.1 and 2.4.3 present

baseline topic models that we extend to integrate pre-trained word vectors learned from a

large external corpus. Section 2.4.2 presents other advanced topic models while Section

2.4.4 discusses topic models that also incorporate the word vectors. The material in Section

2.4 is based on Blei (2012) and Nguyen et al. (2015a).

2.4.1 Latent Dirichlet Allocation

The most well-known topic model Latent Dirichlet Allocation (LDA) (Blei et al., 2003)

represents each document d in the document collection D as a probability distribution θd
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(LDA) (DMM)

Figure 2.2: Graphical representations of Latent Dirichlet Allocation (LDA) and Dirichlet
Multinomial Mixture (DMM). These figures are drawn based on Nguyen et al. (2015a).

over topics, where each topic z is modeled by a probability distribution φz over words in

a fixed vocabulary W . As presented in Figure 2.2, where α and β are hyper-parameters

and T is the number of topics, the generative process for LDA is described as follows:

φz | β ∼ Dir(β) z = 1, 2, ..., T

θd | α ∼ Dir(α) d = 1, 2, ...,M where M = |D|

zdi | θd ∼ Cat(θd) d = 1, 2, ...,M ; i = 1, 2, ..., Nd

wdi | zdi , φ ∼ Cat(φzdi
) d = 1, 2, ...,M ; i = 1, 2, ..., Nd

where Dir and Cat stand for a Dirichlet distribution and a categorical distribution, Nd is

the number of word tokens in document d, and zdi is the topic indicator for the ith word

wdi in document d. Here, the topic-to-word Dirichlet multinomial component generates

the word wdi by drawing it from the categorical distribution Cat(φzdi
) for topic zdi .

Griffiths and Steyvers (2004) described a collapsed Gibbs sampling algorithm for

estimating the LDA topic model. By integrating out θ and φ, the algorithm samples the

topic zdi for the current ith word wdi in document d using the conditional distribution

P(zdi | w, z¬di), where w denotes the word observations for the whole document collection

D and z¬di denotes the topic assignments of all the other words in D, so:

P(zdi = t | w, z¬di) =
P(w, z)

P(w, z¬di)

∝ P(w, z | α,β)

P(w¬di , z¬di | α,β)

∝ (N t
d¬i

+ α)
N
t,wdi
¬di + β

N t
¬di + V β

(2.33)
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Notation: N t,w
d is the rank-3 tensor that counts the number of times that word w is

generated from topic t in document d. When an index is omitted, it indicates summation

over that index (so Nd is the number of words in document d). We write the subscript

¬d for the document collection D with document d removed, and the subscript ¬di for D

with just the ith word in document d removed, while the subscript d¬i represents document

d without its ith word. For example, N t
¬di is the number of words labeled with topic t,

ignoring the ith word of document d. In addition, V is the number of word types: V = |W |,

and M is the number of documents in the collection, i.e., M = |D|.

2.4.2 Advanced topic models

Following LDA, various topic models have been explored such as supervised topic models

(Blei and McAuliffe, 2008; Perotte et al., 2011), interactive topic models (Hu et al., 2011),

collaborative topic models (Wang and Blei, 2011), conditional topic random field models

(Zhu and Xing, 2010), multilingual topic models (Mimno et al., 2009; Boyd-Graber and

Blei, 2009; Zhang et al., 2010), partially labeled Dirichlet allocation models (Ramage et al.,

2011) and structured topic models (Du et al., 2013).

Although the majority of topic models assume that documents belong to a single

corpus, Wang et al. (2009) described Markov topic models to learn topics simultaneously

from multiple corpora. Because the number of topics T is pre-fixed in LDA, Teh et al.

(2006a) presented hierarchical Dirichlet process mixture models to automatically identify

T during posterior inference from the training corpus. Whereas in LDA, word order is not

taken into account, Wallach (2006), Johnson (2010) and Zhao et al. (2015b) developed

topical collocation models in which the word generation process depends not only on

the chosen topic, but also short sequences of adjacent words. Also, the LDA model does

not take the temporal ordering of the documents into account, thus the dynamic topic

models (Blei and Lafferty, 2006) and the continuous time dynamic topic models (Wang

et al., 2008) are introduced to track how the topics change over time. In addition, LDA

does not capture the correlations between topics, so the correlated topic model (Blei and
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Lafferty, 2007) and the Pachinko allocation machine (Li and McCallum, 2006) have been

proposed to discover the connections between topics. Furthermore, Chang and Blei (2010)

constructed a relational topic model to incorporate useful information about the content of

the documents with the connections between them. Blei (2012) reviews other probabilistic

topic models and LDA-like models which have been adapted to other kinds of data.

2.4.3 Dirichlet Multinomial Mixture for short texts

As shown in Tang et al. (2014), LDA obtains poor performance when the data presents

extreme properties (e.g., very short or very few documents). That is, applying topic models

to short documents, such as Tweets or instant messages, is challenging because of data

sparsity and the limited contexts in such texts. One approach is to assume that there

is only one topic per document (Nigam et al., 2000; Zhao et al., 2011; Yin and Wang,

2014; Surian et al., 2016). Another approach is to combine short texts into long pseudo-

documents before training LDA (Hong and Davison, 2010; Weng et al., 2010; Mehrotra

et al., 2013; Bicalho et al., 2017). In addition, Chen et al. (2015), Quan et al. (2015)

and Zuo et al. (2016) presented topic models which implicitly aggregate short texts into

pseudo-documents based on their topic assignments instead of auxiliary information as in

Jin et al. (2011). Other LDA-extended models proposed for short text topic modeling can

be found in Vosecky et al. (2013), Yan et al. (2013), Lin et al. (2014) and Li et al. (2016b).

In the Dirichlet Multinomial Mixture (DMM) model (Nigam et al., 2000), each docu-

ment is assumed to only have one topic. The process of generating a document d in the

collection D, as shown in Figure 2.2, is to first select a topic assignment for the document,

and then the topic-to-word Dirichlet multinomial component generates all the words in

the document from the same selected topic:

φz | β ∼ Dir(β) z = 1, 2, ..., T

θ | α ∼ Dir(α)

zd | θ ∼ Cat(θ) d = 1, 2, ...,M

wdi | zd , φ ∼ Cat(φzd) d = 1, 2, ...,M ; i = 1, 2, ..., Nd
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Yin and Wang (2014) introduced a collapsed Gibbs sampling algorithm for the DMM

model in which a topic zd is sampled for the document d using the conditional probability

P(zd | w, z¬d), where z¬d denotes the topic assignments of all the other documents, so:

P(zd = t | w, z¬d) =
P(w, z)

P(w, z¬d)

∝ P(w, z | α,β)

P(w¬d, z¬d | α,β)

∝ (M t
¬d + α)

Γ(N t
¬d + V β)

Γ(N t
¬d +Nd + V β)

V∏
w=1

Γ(N t,w
¬d +Nw

d + β)

Γ(N t,w
¬d + β)

(2.34)

Notation: Tensor N and negation ¬ are defined similar to those used in the LDA model

(see Section 2.4.1). M t
¬d is the number of documents assigned to topic t excluding the

current document d. In addition, Γ is the Gamma function.

2.4.4 Topic models with word representations

To the best of our knowledge, our novel latent feature topic models LF-LDA and LF-DMM

(Nguyen et al., 2015a)—which are presented in Chapter 3—were among the first models to

integrate vector representations of words into Dirichlet multinomial topic models. Later,

Nguyen et al. (2015b) presented an extension of LDA with a MAP estimation approach

to improve topic coherence with word representations. Simultaneously, Das et al. (2015)

proposed the Gaussian-LDA model which also integrates pre-trained word vectors into the

LDA model. The difference between the LF-LDA model and the Gaussian-LDA model

is that Gaussian-LDA defines a latent feature model based on a multivariate Gaussian

distribution with the topic vector as the mean vector, while LF-LDA uses a log-linear

model. The probability that it generates a word given a topic in Gaussian-LDA is defined

by the Euclidean distance between the word vector and topic vector, while in LF-LDA it

uses the dot product of the word vector and topic vector. On document clustering and

classification evaluation tasks, Li et al. (2016c) and Hu and Tsujii (2016) later showed

that LF-LDA produces significantly higher results than Gaussian-LDA.
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Li et al. (2016c), Fu et al. (2016) and Jiang et al. (2016) proposed new topic models

where a latent feature topic-word distribution defines the probability of a word given a

topic based on the vector representations of the word, its context words and the topic. Hu

and Tsujii (2016) introduced a latent concept topic model with word vectors, in which

a new latent variable is introduced to capture the conceptual similarity of words and is

modeled as a multivariate Gaussian distribution over the word vector space. Rather than

modeling each topic by a categorical distribution or Gaussian distribution over the word

vector space as in previous models, Li et al. (2016d) and Batmanghelich et al. (2016) used

the von Mises-Fisher distributions (Banerjee et al., 2005) on the word vector space to

represent topics. In addition, Li et al. (2016a) extended the DMM model by incorporating

auxiliary word embeddings through the generalized Pólya urn model (Kotz et al., 2000)

in the inference process.

Latent topics have also been used to learn word vectors. Recent research has extended

the Word2Vec Skip-gram model (see Section 2.1.1) to integrate pre-trained LDA-based

latent topics of words for learning word representations (Liu et al., 2015c; Cheng et al.,

2015; Liu et al., 2015b; Zhang and Zhong, 2016; Nguyen et al., 2017). More specifically,

Liu et al. (2015c) used each topic as a target to predict context words. Cheng et al. (2015)

extended Liu et al. (2015c)’s model to treat topics as pseudo-words for predicting contexts

of both words and topics. Zhang and Zhong (2016) used pairs consisting of a word and its

corresponding topic to predict other word and topic pairs. Nguyen et al. (2017) proposed a

mixture model to jointly learning vector representations of words and topics. In addition,

Liu et al. (2015b) applied a bilinear tensor operator to model the interaction between

vector representations of words and their latent topics.

2.5 Embedding models for KB completion

This section serves as a brief overview of embedding models for knowledge base (KB)

completion, which represent entities and/or relations with dense feature vectors or matrices.

The material in Section 2.5 is based on Nguyen (2017).
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2.5.1 A general approach

Let E denote the set of entities and R the set of relation types. Denote by G the knowledge

base consisting of a set of correct triples (h, r, t), such that h, t ∈ E and r ∈ R. For each

triple (h, r, t), the embedding models define a score function f(h, r, t) of its implausibility.

Their goal is to choose f such that the score f(h, r, t) of a plausible triple (h, r, t) is smaller

than the score f(h′, r′, t′) of an implausible triple (h′, r′, t′).

Table 2.1 summarizes different score functions f(h, r, t) and the optimization algorithms

used to estimate model parameters. To learn model parameters (i.e., entity vectors, relation

vectors or matrices), the embedding models minimize an objective function. A common

objective function is the following margin-based function (Lin, 2004):

L =
∑

(h,r,t)∈G
(h′,r,t′)∈G′

(h,r,t)

max
(

0, γ + f(h, r, t)− f(h′, r, t′)
)

(2.35)

where G ′(h,r,t) is the set of incorrect triples generated by corrupting the correct triple (h, r, t).

2.5.2 Specific models

The Unstructured model (Bordes et al., 2012) assumes that the head and tail entity vectors

are similar. As the Unstructured model does not take the relationship into account, it

cannot distinguish different relation types. The Structured Embedding (SE) model (Bordes

et al., 2011) assumes that the head and tail entities are similar only in a relation-dependent

subspace, where each relation is represented by two different matrices. Furthermore, the

SME model (Bordes et al., 2012) uses four different matrices to project entity and relation

vectors into a subspace. The TransE model (Bordes et al., 2013) is inspired by models such

as the Word2Vec Skip-gram model (Mikolov et al., 2013b) where relationships between

words often correspond to translations in latent feature space.

The TransH model (Wang et al., 2014a) associates each relation with a relation-specific

hyperplane and uses a projection vector to project entity vectors onto that hyperplane.

TransD (Ji et al., 2015) and TransR/CTransR (Lin et al., 2015b) extend the TransH model
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Model Score function f(h, r, t) Opt.

Unstructured ‖vh − vt‖`1/2 SGD

SE ‖Wr,1vh −Wr,2vt‖`1/2 ; Wr,1, Wr,2 ∈ Rk×k SGD

SME
(W1,1vh + W1,2vr + b1)

>(W2,1vt + W2,2vr + b2) SGD
b1, b2 ∈ Rn; W1,1, W1,2,W2,1, W2,2 ∈ Rn×k

TransE ‖vh + vr − vt‖`1/2 ; vr ∈ Rk SGD

TransH
‖(I− rpr>p )vh + vr − (I− rpr>p )vt‖`1/2 SGD
rp, vr ∈ Rk ; I: Identity matrix size k × k

TransR ‖Wrvh + vr −Wrvt‖`1/2 ; Wr ∈ Rn×k ; vr ∈ Rn SGD

TransD
‖(I + rph

>
p )vh + vr − (I + rpt

>
p )vt‖`1/2 AdaDelta

rp, vr ∈ Rn ; hp, tp ∈ Rk ; I: Identity matrix size n× k

lppTransD
‖(I + rp,1h

>
p )vh + vr − (I + rp,2t

>
p )vt‖`1/2 SGD

rp,1, rp,2, vr ∈ Rn ; hp, tp ∈ Rk ; I: Identity matrix size n× k
TranSparse ‖Wh

r (θ
h
r )vh + vr −Wt

r(θ
t
r)vt‖`1/2 ; Wh

r , W
t
r ∈ Rn×k; θhr , θtr ∈ R ; vr ∈ Rn SGD

[Our] STransE ‖Wr,1vh + vr −Wr,2vt‖`1/2 ; Wr,1, Wr,2 ∈ Rk×k; vr ∈ Rk SGD

DISTMULT v>hWrvt ; Wr is a diagonal matrix ∈ Rk×k AdaGrad

NTN
v>r tanh(v>hMrvt + Wr,1vh + Wr,2vt + br) L-BFGS
vr, br ∈ Rn; Mr ∈ Rk×k×n; Wr,1, Wr,2 ∈ Rn×k

HolE sigmoid(v>r (vh ◦ vt)) ; vr ∈ Rk, ◦ denotes circular correlation AdaGrad

Bilinear-comp v>hWr1Wr2 ...Wrmvt ; Wr1 ,Wr2 , ...,Wrm ∈ Rk×k AdaGrad

TransE-comp ‖vh + vr1 + vr2 + ...+ vrm − vt‖`1/2 ; vr1 ,vr2 , ...,vrm ∈ Rk AdaGrad

Table 2.1: The score functions f(h, r, t) and the optimization methods (Opt.) of several
prominent embedding models for KB completion. In all of these models, the entities h and
t are represented by vectors vh and vt ∈ Rk, respectively.

by using two projection vectors and a matrix to project entity vectors into a relation-specific

space, respectively. Similar to TransR, TransR-FT (Feng et al., 2016a) also uses a matrix

to project head and tail entity vectors. TEKE_H (Wang and Li, 2016) extends TransH

to incorporate rich context information in an external text corpus. lppTransD (Yoon

et al., 2016) extends TransD to additionally use two projection vectors for representing

each relation. Our STransE model (Nguyen et al., 2016b)—which is detailed in Chapter

4—and the TranSparse model (Ji et al., 2016) can be viewed as direct extensions of

the TransR model, where head and tail entities are associated with their own projection

matrices. Unlike STransE, the TranSparse model uses adaptive sparse matrices, whose

sparse degrees are defined based on the number of entities linked by relations.
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DISTMULT (Yang et al., 2015) is based on the Bilinear model (Nickel et al., 2011;

Bordes et al., 2012; Jenatton et al., 2012) where each relation is represented by a diagonal

rather than a full matrix. The neural tensor network (NTN) model (Socher et al., 2013b)

uses a bilinear tensor operator to represent each relation while ER-MLP (Dong et al., 2014)

and ProjE (Shi and Weninger, 2017) can be viewed as simplified versions of NTN. Such

quadratic forms are also used to model entities and relations in KG2E (He et al., 2015),

TransG (Xiao et al., 2016), ComplEx (Trouillon et al., 2016), TATEC (García-Durán et al.,

2016) and RSTE (Tay et al., 2017). In addition, HolE (Nickel et al., 2016b) uses circular

correlation—a compositional operator—which can be interpreted as a compression of the

tensor product.

Recent research has shown that relation paths between entities in KBs provide richer

context information and improve the performance of embedding models for KB completion

(Luo et al., 2015; Lin et al., 2015a; Liang and Forbus, 2015; García-Durán et al., 2015; Guu

et al., 2015; Toutanova et al., 2016; Nguyen et al., 2016a). Luo et al. (2015) constructed

relation paths between entities and, viewing entities and relations in the path as pseudo-

words, then applied Word2Vec algorithms (Mikolov et al., 2013b) to produce pre-trained

vectors for these pseudo-words. Luo et al. (2015) showed that using these pre-trained

vectors for initialization helps to improve the performance of models TransE (Bordes et al.,

2013), SME (Bordes et al., 2012) and SE (Bordes et al., 2011). In addition, Liang and

Forbus (2015) used the implausibility score produced by SME to compute the weights of

relation paths. Furthermore, rTransE (García-Durán et al., 2015), PTransE (Lin et al.,

2015a) and TransE-comp (Guu et al., 2015) are extensions of the TransE model. These

models similarly represent a relation path by a vector which is the sum of the vectors of

all relations in the path, whereas in the Bilinear-comp model (Guu et al., 2015) and

the pruned-paths model (Toutanova et al., 2016), each relation is a matrix and so it

represents the relation path by matrix multiplication. Our neighborhood mixture TransE-

NMM model (Nguyen et al., 2016a)—which is detailed in Chapter 5—can be also viewed as

a three-relation path model as it takes into account the neighborhood entity and relation

information of both head and tail entities in each triple. The neighborhood information is



2.5. Embedding models for KB completion 39

also exploited in graph convolutional networks (Schlichtkrull et al., 2017). If we consider to

entity types as local neighborhoods, then our TransE-NMM and the graph convolutional

networks could also be used for entity type prediction (Yao et al., 2013). Note that our

new models STransE (Nguyen et al., 2016b) and TransE-NMM (Nguyen et al., 2016a)

were published in June 2016 and August 2016, respectively. So, all other models published

in 2016 were developed simultaneously with (or, after) STransE and TransE-NMM.

A note on experimental datasets: Toutanova and Chen (2015) noted that some ex-

perimental datasets for KB completion are easy because they contain many reversible rela-

tions. Dettmers et al. (2017) showed a concrete example: A test triple (feline, hyponym, cat)

can be mapped to a training triple (cat, hypernym, feline), thus knowing that “hyponym”

and “hypernym” are reversible allows us to easily predict the majority of test triples. So,

future study should focus on realistic KB completion datasets which represent a more

challenging learning setting. See Dettmers et al. (2017) for a detail discussion.

2.5.3 Other KB completion models

The Path Ranking Algorithm (PRA) (Lao and Cohen, 2010) is a random walk inference

technique which was proposed to predict a new relationship between two entities in KBs.

Lao et al. (2011) used PRA to estimate the probability of an unseen triple as a combination

of weighted random walks that follow different paths linking the head entity and tail entity

in the KB. Gardner et al. (2014) made use of an external text corpus to increase the

connectivity of the KB used as the input to PRA. Gardner and Mitchell (2015) improved

PRA by proposing a subgraph feature extraction technique to make the generation of

random walks in KBs more efficient and expressive, while Wang et al. (2016) extended

PRA to couple the path ranking of multiple relations. PRA can also be used in conjunction

with first-order logic in the discriminative Gaifman model (Niepert, 2016). In addition,

Neelakantan et al. (2015) used a recurrent neural network to learn vector representations

of PRA-style relation paths between entities in the KB. Other random-walk based learning

algorithms for KB completion can be also found in Feng et al. (2016b), Liu et al. (2016) and
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Wei et al. (2016). See other methods for learning from knowledge bases and multi-relational

data in Nickel et al. (2016a).

2.6 Summary

In this chapter, we briefly described technical background used in this thesis. We also

presented related work w.r.t. probabilistic topic models and embedding models for KB

completion. The technical background and related work serve as a foundation for new

models presented in chapters 3 to 5.
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Probabilistic topic models are widely used to discover latent topics in document col-

lections, while latent feature vector representations of words have been used to obtain

high performance in many NLP tasks. In this chapter, we extend two different Dirichlet

multinomial topic models by incorporating word vectors trained on very large corpora to

improve the word-topic mapping learned on a smaller corpus. Experimental results show

that by using information from the external corpora, our new models produce significant

improvements on topic coherence, document clustering and document classification tasks,

41
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especially on datasets with few or short documents. The work presented in this chapter

has been published in Nguyen et al. (2015a).

3.1 Introduction

Topic modeling algorithms, such as the Latent Dirichlet Allocation model (Blei et al.,

2003) and related methods (Blei, 2012), are often used to learn a set of latent topics for

a corpus, and predict the probabilities of each word in each document belonging to each

topic (Teh et al., 2006b; Newman et al., 2006; Toutanova and Johnson, 2008; Porteous

et al., 2008; Johnson, 2010; Xie and Xing, 2013; Hingmire et al., 2013).

Conventional topic modeling algorithms such as these infer document-to-topic and

topic-to-word distributions from the co-occurrence of words within documents. However,

when the training corpus is small or when the training documents are short such as Tweets,

instant messages and forum messages, the resulting distributions might be based on little

evidence. Phan et al. (2011) showed that it helps to exploit external knowledge to improve

the topic representations. Phan et al. (2011) assumed that a small or short corpus is a

sample of topics from a larger corpus like Wikipedia, and then use the topics discovered

in the larger corpus to help shape the topic representations in the small or short corpus.

However, if the larger corpus has many irrelevant topics, this will “use up” the topic space

of the model. Refer to Section 2.4.3 for a brief discussion of topic modeling on short

texts. In addition, Petterson et al. (2010) proposed an extension of the Latent Dirichlet

Allocation model, using external information about word similarity, such as thesauri and

dictionaries, in order to smooth the topic-to-word distribution.

Latent feature word representations have been used for a wide range of NLP tasks

such as sentiment analysis, dependency parsing, sequence labeling and machine translation

(Glorot et al., 2011; Socher et al., 2013a; Sutskever et al., 2014; Dyer et al., 2015; Ma and

Hovy, 2016). The combination of values permitted by latent features forms a high dimen-

sional space which makes it well-suited to model topics of very large corpora. Rather than

relying solely on a multinomial or latent feature model, we explore how to take advantage
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of both latent feature and multinomial models by using a latent feature representation

trained on a large external corpus to supplement a multinomial topic model estimated

from a smaller corpus.

We propose two new latent feature topic models which integrate latent feature word

representations into two Dirichlet multinomial topic models: a Latent Dirichlet Allocation

(LDA) model (Blei et al., 2003) and a one-topic-per-document Dirichlet Multinomial

Mixture (DMM) model (Nigam et al., 2000).1 This is our main contribution. Specifically,

we replace the topic-to-word Dirichlet multinomial component which generates the words

from topics in each Dirichlet multinomial topic model by a two-component mixture of a

Dirichlet multinomial component and a latent feature component. In addition to presenting

a sampling procedure for the new models, we also compare the use of two well-known sets

of pre-trained latent feature word vectors—Google Word2Vec and Stanford GloVe—with

our models. We achieve significant improvements on topic coherence evaluation, document

clustering and document classification tasks, especially on corpora of short documents and

corpora with few documents.

3.2 New latent feature topic models

We propose two novel probabilistic topic models, which we call the LF-LDA and the LF-

DMM (Nguyen et al., 2015a). LF-LDA combines a latent feature model with the LDA

model, while LF-DMM combines a latent feature model with the DMMmodel. Additionally,

we also present Gibbs sampling procedures for LF-LDA and LF-DMM.

In general, LF-LDA and LF-DMM are formed by taking the original Dirichlet multino-

mial topic models LDA and DMM, and replacing their topic-to-word Dirichlet multinomial

component that generates words from topics with a two-component mixture of a topic-

to-word Dirichlet multinomial component and a latent feature component. Informally, as

shown in Figure 3.1, the new models have the structure of the original Dirichlet multino-

mial topic models with the addition of two matrices τ and ω of latent feature weights. Here,
1See brief descriptions of the LDA and DMM models in sections 2.4.1 and 2.4.3, respectively.
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(LF-LDA) (LF-DMM)

Figure 3.1: Graphical representations of our new latent feature topic models.

τ t and ωw are the latent-feature vectors associated with topic t and word w, respectively.

Our latent feature model defines the probability that it generates a word given the topic

as the categorical distribution CatE with:

CatE(w | τ tω>) =
exp(ωw · τ t)∑

w′∈W exp(ωw′ · τ t)
(3.1)

i.e., CatE is a categorical distribution with log-space parameters: CatE(w | u) ∝ exp(uw).

As τ t and ωw are (row) vectors of latent feature weights, so τ tω> is a vector of “scores”

indexed by words. In LF-LDA and LF-DMM, we utilize pre-trained word vectors—that

are trained on external billion-word corpora—in order to incorporate the rich information

from very large datasets. Therefore, the word-vector matrix ω is fixed.

We explain the generative processes of LF-LDA and LF-DMM in sections 3.2.1 and

3.2.2, and then present our Gibbs sampling procedures for LF-LDA and LF-DMM in

sections 3.2.3 and 3.2.4, respectively. Finally, Section 3.2.5 explains how we estimate τ .

3.2.1 Generative process for the LF-LDA model

The LF-LDA model generates a document as follows: a distribution over topics θd is drawn

for document d; then, for each ith word wdi (in the sequential order that words appear

in the document), the model chooses a topic indicator zdi , a binary indicator variable

sdi is sampled from a Bernoulli distribution to determine whether the word wdi is to

be generated by the Dirichlet multinomial or latent feature component, and finally the

word is generated from the chosen topic by the determined topic-to-word component. The

generative process is:
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φz | β ∼ Dir(β)

θd | α ∼ Dir(α)

zdi | θd ∼ Cat(θd)

sdi | λ ∼ Ber(λ)

wdi | zdi , sdi , φ , τ , ω ∼ (1− sdi)Cat(φzdi
) + sdiCatE(τ zdi ω

>)

where the hyper-parameter λ is the probability of a word being generated by the la-

tent feature topic-to-word component and Ber(λ) is a Bernoulli distribution with success

probability λ.

3.2.2 Generative process for the LF-DMM model

The LF-DMM model uses the DMM’s assumption that all the words in a document share

the same topic. So, the process of generating a document in a document collection with

LF-DMM is as follows: a distribution over topics θ is drawn for the document collection;

next, the model draws a topic indicator zd for the entire document d; then, for every ith

word wdi in the document d, a binary indicator variable sdi is sampled from a Bernoulli

distribution to determine whether the Dirichlet multinomial or latent feature component

will be used to generate the word wdi , and finally the word is generated from the same

topic zd by the determined component. The generative process is summarized as:

φz | β ∼ Dir(β)

θ | α ∼ Dir(α)

zd | θ ∼ Cat(θ)

sdi | λ ∼ Ber(λ)

wdi | zd , sdi , φ , τ , ω ∼ (1− sdi)Cat(φzd) + sdiCatE(τ zd ω
>)

3.2.3 Inference in the LF-LDA model

From the generative model of LF-LDA in Figure 3.1, by integrating out θ and φ, we use

the Gibbs sampling algorithm (Robert and Casella, 2004) to perform inference to calculate

the conditional topic assignment probabilities for each word. The outline of the Gibbs
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sampling algorithm for LF-LDA is detailed in Algorithm 4. Instead of sampling τ t from

the posterior P(τ t | w, z, s), we perform MAP estimation as described in Section 3.2.5.

Algorithm 4: An approximate Gibbs sampling algorithm for the LF-LDA model
Initialize the word-topic variables zdi using the LDA sampling algorithm
for iteration iter = 1, 2, ... do

for topic t = 1, 2, ..., T do
τ t = arg maxτ t

P(τ t | w, z, s)

for document d = 1, 2, ..., M do
for word index i = 1, 2, ..., Nd do

sample zdi and sdi from P(zdi , sdi | w, z¬di , s¬di , τ ,ω)

By applying Bayes’ rule (see Section 2.3.1), the conditional probability P(zdi , sdi |

w, z¬di , s¬di , τ ,ω) for sampling the topic variable and binary selection variable for the ith

word wdi in the document d is derived as:

P(zdi = t, sdi = s | w, z¬di , s¬di , τ ,ω)

=
P(w, z, s | τ ,ω)

P(w, z¬di , s¬di | τ ,ω)

∝ P(w, z, s | α,β, λ, τ ,ω)

P(w¬di , z¬di , s¬di | α,β, λ, τ ,ω)
(3.2)

So, the inference process involves computing the joint distribution of all observed and

latent variables. As represented in Figure 3.1 and Section 3.2.1, the joint distribution of

all observed and latent variables in the LF-LDA model can be factored as follows:

P(w, z, s | α,β, λ, τ ,ω) = P(z | α)P(s | λ)P(w | z, s,β, τ ,ω) (3.3)

Notation: Due to the new models’ two-component mixture of a topic-to-word Dirichlet

multinomial component and a latent feature component, we separate out the counts for

each of the two components of each model. We define the rank-3 tensorKt,w
d as the number

of times a word w in document d is generated from topic t by the latent feature component

of the generative LF-LDA or LF-DMM model. We also modify the earlier definition of the

tensor N t,w
d to be the number of times a word w in document d is generated from topic
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t by the Dirichlet multinomial component of LF-LDA or LF-DMM. For both tensors K

and N , omitting an index refers to summation over that index, e.g., Nw
d +Kw

d is the total

number of times the word type w appears in document d while Nd + Kd is the number

of word tokens in document d. In addition, negation ¬ indicates exclusion as before: ¬d

represents the document collection D with the document d removed, and ¬di represents

D with just the ith word in d removed, while d¬i denotes the document d without its ith

word. Notations are explained in details in tables 3.12 and 3.13 at the end of this chapter.

To obtain the first term P(z | α), we integrate over the distributions θ as follows:

P(z | α) =

∫
P(z,θ | α) dθ =

∫
P(z | θ)P(θ | α) dθ

=

∫ ( M∏
d=1

T∏
t=1

θ
Nt

d+K
t
d

d,t

)( M∏
d=1

1

∆(α)

T∏
t=1

θα−1d,t

)
dθ

=
M∏
d=1

∆(N∗d + K∗d +α)

∆(α)

∫
1

∆(N∗d + K∗d +α)

T∏
t=1

θ
Nt

d+K
t
d+α−1

d,t dθ

=
M∏
d=1

∆(N∗d + K∗d +α)

∆(α)
(3.4)

where N∗d and K∗d are the document-to-topic count vectors: N∗d = {N t
d}Tt=1 and K∗d =

{Kt
d}Tt=1. Note that for convenience, we use symmetric Dirichlet distributions with the

Dirichlet delta function ∆ to be defined as:

∆(α) =
Γ(α)T

Γ(Tα)

∆(N∗d + K∗d +α) =

∏T
t=1 Γ(N t

d +Kt
d + α)

Γ(Nd +Kd + Tα)

The second term P(s | λ) is obtained as follows:

P(s | λ) =
M∏
d=1

(
1− λ

)Nd λKd (3.5)

Finally, we integrate over φ to obtain the term P(w | z, s,β, τ ,ω) as follows:
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P(w | z, s,β, τ ,ω)

=

∫
P(w,φ | z, s,β, τ ,ω) dφ

=

∫
P(w | φ, z, s, τ ,ω)P(φ | β) dφ

=

∫ ( T∏
t=1

V∏
w=1

φ
Nt,w

t,w CatE
(
w | τ tω>

)Kt,w
)( T∏

t=1

1

∆(β)

V∏
w=1

φβ−1t,w

)
dφ

=
T∏
t=1

V∏
w=1

CatE
(
w | τ tω>

)Kt,w
T∏
t=1

∆(Nt,• + β)

∆(β)

∫
1

∆(Nt,• + β)

V∏
w=1

φ
Nt,w+β−1
t,w dφ

=
T∏
t=1

V∏
w=1

CatE
(
w | τ tω>

)Kt,w
T∏
t=1

∆(Nt,• + β)

∆(β)
(3.6)

where Nt,• is the topic-to-word count vector: Nt,• = {N t,w}Vw=1, and:

∆(β) =
Γ(β)V

Γ(V β)

∆(Nt,• + β) =

∏V
w=1 Γ(N t,w + β)

Γ(N t + V β)

Given the equations 3.4, 3.5 and 3.6, the joint distribution in Equation 3.3 becomes:

P(w, z, s | α,β, λ, τ ,ω) (3.7)

=
M∏
d=1

∆(N∗d + K∗d +α)

∆(α)

M∏
d=1

(
1− λ

)Nd λKd

T∏
t=1

V∏
w=1

CatE
(
w | τ tω>

)Kt,w
T∏
t=1

∆(Nt,• + β)

∆(β)

From equations 3.2 and 3.7, the conditional probability P(zdi , sdi | w, z¬di , s¬di , τ ,ω)

is derived as follows:

P(zdi = t, sdi = s | w, z¬di , s¬di , τ ,ω)

∝ ∆(N∗d + K∗d +α)

∆(N∗d¬i + K∗d¬i +α)
(1− λ)1−s λs CatE

(
wdi | τ tω>

)s ( ∆(Nt,• + β)

∆(Nt,•
¬di + β)

)1−s
=

Γ(N t
d +Kt

d + α)

Γ(N t
d¬i

+Kt
d¬i

+ α)

Γ(Nd¬i
+Kd¬i

+ Tα)

Γ(Nd +Kd + Tα)
(1− λ)1−s λs CatE

(
wdi | τ tω>

)s
(∏V

w=1 Γ(N t,w + β)∏V
w=1 Γ(N t,w

¬di + β)

Γ(N t
¬di + V β)

Γ(N t + V β)

)1−s
(3.8)
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where N t
d +Kt

d + α = N t
d¬i

+Kt
d¬i

+ α+ 1, and Nd +Kd + Tα = Nd¬i
+Kd¬i

+ Tα+ 1 is

independent of t and s, and when zdi = t and sdi = 0 we also have: N t,wdi +β = N
t,wdi
¬di +β+1

and N t + V β = N t
¬di + V β + 1. Because the Gamma function Γ has the property of

Γ(x+ 1) = xΓ(x), Equation 3.8 can be rewritten as:

P(zdi = t, sdi = s | w, z¬di , s¬di , τ ,ω)

∝ (N t
d¬i

+Kt
d¬i

+ α)
(

(1− λ)
N
t,wdi
¬di + β

N t
¬di + V β

)1−s (
λ CatE(wdi | τ tω>)

)s
(3.9)

Given Equation 3.9, for sampling the topic zdi and the binary indicator variable sdi of

the ith word wdi in the document d, we integrate out sdi in order to sample zdi and then

sample sdi given zdi . We sample the topic zdi using the following conditional distribution:

P(zdi = t | w, z¬di , τ ,ω)

∝ (N t
d¬i

+Kt
d¬i

+ α)
(

(1− λ)
N
t,wdi
¬di + β

N t
¬di + V β

+ λ CatE(wdi | τ tω>)
)

(3.10)

Then we sample sdi conditional on zdi = t with:

P(sdi=s | zdi=t) ∝


(1− λ)

N
t,wdi
¬di + β

N t
¬di + V β

for s = 0

λ CatE(wdi|τ tω>) for s = 1
(3.11)

Estimating topic and word distributions

Now we need to estimate the multinomial parameter sets θ and φ given z. Applying Bayes’

rule on the component d in Equation 3.4, we have:

P(θd | zd,α) =
P(zd | θd)P(θd | α)

P(zd | α)

=
∆(α)

∆(N∗d + K∗d +α)

( T∏
t=1

θ
Nt

d+K
t
d

d,t

) 1

∆(α)

T∏
t=1

θα−1d,t

= Dir(θd | N∗d + K∗d +α) (3.12)
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Similarly, applying Bayes’ rule on the component t in Equation 3.6, we also have:

P(φt | w, z, s,β) = Dir(φt | Nt,• + β) (3.13)

Using the expectation of the Dirichlet distribution (see Equation 2.28) yields:

θ̂d,t =
N t
d +Kt

d + α

Nd +Kd + Tα
(3.14)

φ̂t,w =
N t,w + β

N t + V β
(3.15)

So the document-to-topic and topic-to-word distributions in the LF-LDA model are:

P(t | d) = θ̂d,t (3.16)

P(w | t) = (1− λ)φ̂t,w + λ CatE(w | τ tω>) (3.17)

3.2.4 Inference in the LF-DMM model

For the LF-DMM model, we integrate out θ and φ, and then sample the topic zd and

the distribution selection variables sd for document d using Gibbs sampling as outlined in

Algorithm 5. Similar to the method presented in Algorithm 4, we also use MAP estimation

of τ as detailed in Section 3.2.5 rather than sampling from the posterior P(τ t | w, z, s).

Algorithm 5: An approximate Gibbs sampling algorithm for the LF-DMM model
Initialize the word-topic variables zdi using the DMM sampling algorithm
for iteration iter = 1, 2, ... do

for topic t = 1, 2, ..., T do
τ t = argmaxτ t

P(τ t | w, z, s)
for document d = 1, 2, ..., M do

sample zd and sd from P(zd = t, sd | w, z¬d, s¬d, τ ,ω)

By applying Bayes’ rule, the conditional distribution P(zd = t, sd | w, z¬d, s¬d, τ ,ω)

for sampling topic variable and binary selection variables for document d is:
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P(zd = t, sd | w, z¬d, s¬d, τ ,ω)

=
P(w, z, s | τ ,ω)

P(w, z¬d, s¬d | τ ,ω)

∝ P(w, z, s | α,β, λ, τ ,ω)

P(w¬d, z¬d, s¬d | α,β, λ, τ ,ω)
(3.18)

Similar to LF-LDA, we factor the joint distribution in LF-DMM as follows:

P(w, z, s | α,β, λ, τ ,ω) = P(z | α)P(s | λ)P(w | z, s,β, τ ,ω) (3.19)

in which the distributions P(s | λ) and P(w | z, s,β, τ ,ω) are computed by using Equa-

tions 3.5 and 3.6, respectively. P(z | α) in LF-DMM is derived by integrating over θ:

P(z | α) =

∫
P(z,θ | α) dθ =

∫
P(z | θ)P(θ | α) dθ

=

∫ T∏
t=1

θ
Mt

t

1

∆(α)

T∏
t=1

θα−1d dθ

=
∆(M∗ +α)

∆(α)

∫
1

∆(M∗ +α)

T∏
t=1

θM
t+α−1

d dθ

=
∆(M∗ +α)

∆(α)
(3.20)

where M∗ is the vector of topic observation counts for the collection D: M∗ = {M t}Tt=1 in

which M t is the number of documents assigned to topic t, and:

∆(M∗ +α) =

∏T
t=1 Γ(M t + α)

Γ(M + Tα)

Given Equations 3.5, 3.6 and 3.20, the joint distribution P(w, z, s | α,β, λ, τ ,ω) in

Equation 3.19 becomes:

P(w, z, s | α,β, λ, τ ,ω) (3.21)

=
∆(M∗ +α)

∆(α)

M∏
d=1

(
1− λ

)Nd λKd

T∏
t=1

V∏
w=1

CatE
(
w | τ tω>

)Kt,w
T∏
t=1

∆(Nt,• + β)

∆(β)
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By applying Equation 3.21, the conditional distribution of topic variable and binary

selection variables for document d in Equation 3.18 is obtained as:

P(zd = t, sd | w, z¬d, s¬d, τ ,ω)

∝ P(w, z, s | α,β, λ, τ ,ω)

P(w¬d, z¬d, s¬d | α,β, λ, τ ,ω)

=
∆(M∗ +α)

∆(M∗
¬d +α)

(1− λ)Nd λKd

V∏
w=1

CatE
(
w | τ tω>

)Kt,w
d

∆(Nt,• + β)

∆(Nt,•
¬d + β)

=
Γ(M t + α)

Γ(M t
¬d + α)

Γ(M¬d + V α)

Γ(M + V α)
(1− λ)Nd λKd

V∏
w=1

CatE
(
w | τ tω>

)Kt,w
d

∏V
w=1 Γ(N t,w + β)∏V
w=1 Γ(N t,w

¬d + β)

Γ(N t
¬d + V β)

Γ(N t + V β)
(3.22)

whereM t+α = M t
¬d+α+1 andM+V α = M¬d+V α+1. LF-DMM assumes that all words

in a document share the same topic, so when zd = t, we have: N t,w + β = N t,w
¬d +Nw

d + β,

N t + V β = N t
¬d +Nd + V β and Kt,w

d = Kw
d . So Equation 3.22 can be rewritten as follows:

P(zd = t, sd | w, z¬d, s¬d, τ ,ω)

∝ (M t
¬d + α)(1− λ)Nd λKd

V∏
w=1

CatE
(
w | τ tω>

)Kw
d

Γ(N t
¬d + V β)

Γ(N t
¬d +Nd + V β)

V∏
w=1

Γ(N t,w
¬d +Nw

d + β)

Γ(N t,w
¬d + β)

= (M t
¬d + α)(1− λ)Nd λKd

V∏
w=1

CatE
(
w | τ tω>

)Kw
d

∏V
w=1

∏Nw
d

j=1(N
t,w
¬d + β + j − 1)∏Nd

j=1(N
t
¬d + V β + j − 1)

(3.23)

Unfortunately it is difficult to integrate out sd in this distribution P because of the

ratios of Gamma functions. As zd and sd are not independent, it is computationally

expensive to directly sample from this distribution, as there are 2(Nw
d +Kw

d ) different values

of sd. So we approximate P with a distribution Q that factorizes across words as follows:
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Q(zd = t, sd | w, z¬d, s¬d, τ ,ω)

∝ (M t
¬d + α) (1− λ)Nd λKd

V∏
w=1

CatE
(
w | τ tω>

)Kw
d

V∏
w=1

(
N t,w
¬d + β

N t
¬d + V β

)Nw
d

= (M t
¬d + α)

V∏
w=1

(
(1− λ)

N t,w
¬d + β

N t
¬d + V β

)Nw
d (

λ CatE(w | τ tω>)
)Kw

d

(3.24)

This simpler distribution Q can be viewed as an approximation to P in which the

topic-word “counts" are “frozen" within a document. This approximation is reasonably

accurate for short documents. This distribution Q simplifies the coupling between zd and

sd. This enables us to integrate out sd in Q. We first sample the document topic zd for

document d using Q(zd), marginalizing over sd:

Q(zd = t | w, z¬d, τ ,ω)

∝ (M t
¬d + α)

V∏
w=1

(
(1− λ)

N t,w
¬d + β

N t
¬d + V β

+ λ CatE(w | τ tω>)

)(Nw
d +Kw

d )

(3.25)

Then we sample the binary indicator variable sdi for each ith word wdi in document d

conditional on zd = t from the following distribution:

Q(sdi=s | zd = t) ∝

 (1− λ)
N
t,wdi
¬d + β

N t
¬d + V β

for s = 0

λ CatE(wdi | τ tω>) for s = 1
(3.26)

Estimating topic and word distributions

The topic-to-word distribution P(w | t) in LF-DMM can be obtained following Equation

3.17 as in the LF-LDA model. It is also straightforward to obtain the distribution θ over

topics as follows:

θ̂t =
M t + α

M + Tα
(3.27)

So the document-to-topic distribution can be computed by applying Bayes’ rule:
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P(t | d) ∝ P(t)P(d | t) = θ̂t

V∏
w=1

P
(
w | t

)(Nw
d +Kw

d ) (3.28)

3.2.5 Learning latent feature vectors for topics

Bayesian uncertainty is problematic due to the log transformation (Eisenstein et al., 2011).

So, to estimate the topic vectors after each Gibbs sampling iteration through the data,

we apply regularized maximum likelihood estimation. Applying MAP estimation to learn

log-linear models for topic models is also used in SAGE (Eisenstein et al., 2011) and

SPRITE (Paul and Dredze, 2015). However, unlike our models, those models do not use

latent feature word vectors to characterize topic-word distributions. The negative log

likelihood of the corpus L under our model factorizes topic-wise into factors Lt for each

topic. With L2 regularization2 for topic t, these are:

Lt = −
V∑
w=1

Kt,w
(
τ t · ωw − log

( V∑
w′=1

exp(τ t · ωw′)
))

+ µ ‖ τ t ‖22 (3.29)

The MAP estimate of topic vectors τ t is obtained by minimizing the regularized

negative log likelihood. We used L-BFGS (Liu and Nocedal, 1989) to find the topic vector

τ t that minimizes Lt. See Section 2.2.4 for a brief introduction to L-BFGS.3

3.3 Experiments

To investigate the performance of our new models LF-LDA and LF-DMM, we compared

their performance against baseline LDA and DMM models on common evaluation tasks of

topic coherence, document clustering and document classification.4 The topic coherence

evaluation measures the coherence of topic-word associations, i.e., it directly evaluates how

coherent the assignment of words to topics is (Chang et al., 2009; Stevens et al., 2012).

The document clustering and document classification tasks evaluate how useful the topics
2The L2 regularizer constant was set to µ = 0.01.
3We used the L-BFGS implementation from the Mallet toolkit (McCallum, 2002).
4For experiments with LDA and DMM, we use the jLDADMM package (Nguyen, 2015).



3.3. Experiments 55

assigned to documents are in clustering and classification tasks (Lu et al., 2011). Because

we expect LF-LDA and LF-DMM to perform comparatively well in situations where there

is little data about topic-to-word distributions, our experiments focus on corpora with

few or short documents. We also investigated which values of the mixture weight hyper-

parameter λ perform well, and compared the performance when using two different sets

of pre-trained word vectors in these new models.

3.3.1 Experimental setup

3.3.1.1 Distributed word representations

We experimented with two state-of-the-art sets of pre-trained word vectors. Word2Vec

word vectors are pre-trained 300-dimensional vectors for 3 million words and phrases.5

These vectors were trained on a 100 billion word subset of the Google News corpus by using

the Google Word2Vec Skip-gram model (Mikolov et al., 2013b). GloVe word vectors are

pre-trained 300-dimensional vectors for 2 million words.6 These vectors were learned from

42-billion tokens of Common Crawl data using the Stanford GloVe model (Pennington

et al., 2014). We refer to the LF-LDA and LF-DMMmodels using the pre-trainedWord2Vec

and GloVe word vectors as: w2v-LDA, glove-LDA, w2v-DMM and glove-DMM.

3.3.1.2 Experimental datasets

We conducted experiments on the 20-Newsgroups dataset, the TagMyNews news dataset

and the Sanders Twitter corpus. The 20-Newsgroups dataset contains about 19,000 news-

group documents evenly grouped into 20 different categories.7 The TagMyNews news

dataset consists of about 32,600 English RSS news items grouped into 7 categories, where

each news document has a news title and a short description (Vitale et al., 2012).8 In our
5Download at: https://code.google.com/p/word2vec/
6Download at: http://www-nlp.stanford.edu/projects/glove/
7We used the “all-terms” version of the 20-Newsgroups dataset available at http://web.ist.utl.pt/

acardoso/datasets/ (Cardoso-Cachopo, 2007).
8The TagMyNews news dataset is unbalanced, where the largest category contains 8,200 news items

while the smallest category contains about 1,800 items. Download at: http://acube.di.unipi.it/
tmn-dataset/

https://code.google.com/p/word2vec/
http://www-nlp.stanford.edu/projects/glove/
http://web.ist.utl.pt/acardoso/datasets/
http://web.ist.utl.pt/acardoso/datasets/
http://acube.di.unipi.it/tmn-dataset/
http://acube.di.unipi.it/tmn-dataset/
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Dataset #g #docs #w/d V

N20 20 18,820 103.3 19,572
N20short 20 1,794 13.6 6,377
N20small 20 400 88.0 8,157
TMN 7 32,597 18.3 13,428
TMNtitle 7 32,503 4.9 6,347
Twitter 4 2,520 5.0 1,390

Table 3.1: Details of experimental datasets. #g: number of ground truth labels; #docs:
number of documents; #w/d: the average number of words per document.

experiments, we also used a news title dataset which consists of just the news titles from the

TagMyNews news dataset. Each dataset was down-cased, and we removed non-alphabetic

characters and stop-words found in the stop-word list in the Mallet toolkit (McCallum,

2002). We also removed words shorter than 3 characters and words appearing less than

10 times in the 20-Newsgroups corpus, and under 5 times in the TagMyNews news and

news titles datasets. In addition, words not found in both Google and Stanford vector

representations were also removed.9 We refer to the cleaned 20-Newsgroups, TagMyNews

news and news title datasets as N20, TMN and TMNtitle, respectively. We also per-

formed experiments on two subsets of the N20 dataset. The N20short dataset consists

of all documents from N20 with less than 21 words. The N20small dataset contains 400

documents consisting of 20 randomly selected documents from each group of N20.

Finally, we also experimented on the publicly available Sanders Twitter corpus.10 This

corpus consists of 5,512 Tweets grouped into four different topics (Apple, Google, Microsoft,

and Twitter). Due to restrictions in Twitter’s Terms of Service, the actual Tweets need to

be downloaded using 5,512 Tweet IDs. There are 850 Tweets not available to download.

After removing the non-English Tweets, 3,115 Tweets remain. In addition to converting

into lowercase and removing non-alphabetic characters, words were normalized by using

a lexical normalization dictionary for microblogs (Han et al., 2012). We then removed

stop-words, words shorter than 3 characters or appearing less than 3 times in the corpus.
91366, 27 and 12 words were correspondingly removed out of the 20-Newsgroups, TagMyNews news

and news title datasets.
10Download at: http://www.sananalytics.com/lab/index.php

http://www.sananalytics.com/lab/index.php
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The four words apple, google, microsoft and twitter were removed as these four words occur

in every Tweet in the corresponding topic. Moreover, words not found in both Google and

Stanford vector lists were also removed.11 In all experiments, after removing words from

documents, any document with a zero word count was also removed from the corpus. For

the Twitter corpus, this resulted in just 2,520 remaining Tweets.

3.3.1.3 General settings

The hyper-parameter β used in baseline LDA and DMM models was set to 0.01, as this

is a common setting in the literature (Griffiths and Steyvers, 2004). We set the hyper-

parameter α = 0.1, as this can improve performance relative to the standard setting α = 50
T
,

as noted by Lu et al. (2011) and Yin and Wang (2014). We ran each baseline model for

2000 iterations and evaluated the topics assigned to words in the last sample. For our new

models, we ran the baseline models for 1500 iterations, then used the outputs from the

last sample to initialize our models, which we ran for 500 further iterations. We report the

mean and standard deviation of the results of ten repetitions of each experiment (so the

standard deviation is approximately 3 standard errors, or a 99% confidence interval).

3.3.2 Topic coherence evaluation

This section examines the quality of the topic-word mappings induced by our models. In

topic models, topics are distributions over words. The topic coherence evaluation measures

to what extent the high-probability words in each topic are semantically coherent (Chang

et al., 2009; Stevens et al., 2012).

3.3.2.1 Quantitative analysis

Newman et al. (2010), Mimno et al. (2011) and Lau et al. (2014) describe methods for

automatically evaluating the semantic coherence of sets of words. The method presented

in Lau et al. (2014) uses the normalized pointwise mutual information (NPMI) score and
11There are 91 removed words.
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(T = 20) (T = 40)

Figure 3.2: NPMI scores on the N20short dataset with 20 topics and 40 topics, varying
the mixture weight λ from 0.0 to 1.0.

has a strong correlation with human-judged coherence. A higher NPMI score indicates

that the topic distributions are semantically more coherent. Given a topic t represented

by its top-N topic words w1, w2, ..., wN , the NPMI score for t is computed as follows:

NPMI-Score(t) =
∑

16i<j6N

log
P(wi, wj)

P(wi)P(wj)

− log P(wi, wj)
(3.30)

where the probabilities in Equation 3.30 are derived from a 10-word sliding window over

an external corpus. The NPMI score for a topic model is the average score for all topics.

We compute the NPMI score based on top-15 most probable words of each topic and use

the English Wikipedia of 4.6 million articles as our external corpus.12

Figure 3.2 shows NPMI scores computed for the LDA, w2v-LDA and glove-LDA models

on the N20short dataset for 20 and 40 topics. We see that λ = 1.0 gives the highest NPMI

score. In other words, using only the latent feature model produces the most coherent

topic distributions.

Tables 3.2, 3.3 and 3.4 present the NPMI scores produced by the models on the other

experimental datasets, where we vary the number of topics in steps from 4 to 80.13 Tables

3.3 and 3.4 show that the DMM model performs better than the LDA model on the TMN,
12We used the Wikipedia-articles dump of July 8, 2014.
13We perform with T = 6 on the N20 and N20small datasets as the 20-Newsgroups dataset could be

also grouped into 6 larger topics instead of 20 fine-grained categories.
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Data Method
λ = 1.0

T=6 T=20 T=40 T=80

LDA -16.7 ± 0.9 -11.7 ± 0.7 -11.5 ± 0.3 -11.4 ± 0.4
N20 w2v-LDA -14.5 ± 1.2 -9.0 ± 0.8 -10.0 ± 0.5 -10.7 ± 0.4

glove-LDA -11.6 ± 0.8 -7.4 ± 1.0 -8.3 ± 0.7 -9.7 ± 0.4
Improve. 5.1 4.3 3.2 1.7

LDA -18.4 ± 0.6 -16.7 ± 0.6 -17.8 ± 0.4 -17.6 ± 0.3
N20small w2v-LDA -12.0 ± 1.1 -12.7 ± 0.7 -15.5 ± 0.4 -16.3 ± 0.3

glove-LDA -13.0 ± 1.1 -12.8 ± 0.7 -15.0 ± 0.5 -16.6 ± 0.2
Improve. 6.4 4.0 2.8 1.3

Table 3.2: NPMI scores (mean and standard deviation) for N20 and N20small datasets. The
“Improve.” row denotes the absolute improvement accounted for the best result produced
by our latent feature model over the baselines.

Data Method
λ = 1.0

T=7 T=20 T=40 T=80

LDA -17.3 ± 1.1 -12.7 ± 0.8 -12.3 ± 0.5 -13.0 ± 0.3
TMN w2v-LDA -14.7 ± 1.5 -12.8 ± 0.8 -12.2 ± 0.5 -13.1 ± 0.2

glove-LDA -13.0 ± 1.8 -9.7 ± 0.7 -11.5 ± 0.5 -12.9 ± 0.4
Improve. 4.3 3.0 0.8 0.1
DMM -17.4 ± 1.5 -12.2 ± 1.0 -10.6 ± 0.6 -11.2 ± 0.4

TMN w2v-DMM -11.5 ± 1.6 -7.0 ± 0.7 -5.8 ± 0.5 -5.8 ± 0.3
glove-DMM -13.4 ± 1.5 -6.2 ± 1.2 -6.6 ± 0.5 -6.3 ± 0.5
Improve. 5.9 6.0 4.8 5.4

LDA -17.2 ± 0.8 -15.4 ± 0.7 -15.3 ± 0.3 -15.6 ± 0.3
TMNtitle w2v-LDA -14.2 ± 1.0 -14.0 ± 0.7 -15.0 ± 0.3 -14.9 ± 0.4

glove-LDA -13.9 ± 0.9 -13.4 ± 0.7 -15.2 ± 0.5 -15.2 ± 0.2
Improve. 3.3 2.0 0.3 0.7
DMM -16.5 ± 0.9 -13.6 ± 1.0 -13.1 ± 0.5 -13.7 ± 0.3

TMNtitle w2v-DMM -9.6 ± 0.6 -7.5 ± 0.8 -8.1 ± 0.4 -9.7 ± 0.4
glove-DMM -10.9 ± 1.3 -8.1 ± 0.5 -8.1 ± 0.5 -9.1 ± 0.3
Improve. 5.6 6.1 5.0 4.6

Table 3.3: NPMI scores for TMN and TMNtitle datasets.

TMNtitle and Twitter datasets. These results show that our latent feature models produce

significantly higher scores than the baseline models on all the experimental datasets.
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Data Method
λ = 1.0

T=4 T=20 T=40 T=80

LDA -8.5 ± 1.1 -14.5 ± 0.4 -15.1 ± 0.4 -15.9 ± 0.2
Twitter w2v-LDA -7.3 ± 1.0 -13.2 ± 0.6 -14.0 ± 0.3 -14.1 ± 0.3

glove-LDA -6.2 ± 1.6 -13.9 ± 0.6 -14.2 ± 0.4 -14.2 ± 0.2
Improve. 2.3 1.3 1.1 1.8
DMM -5.9 ± 1.1 -10.4 ± 0.7 -12.0 ± 0.3 -13.3 ± 0.3

Twitter w2v-DMM -5.5 ± 0.7 -10.5 ± 0.5 -11.2 ± 0.5 -12.5 ± 0.1
glove-DMM -5.1 ± 1.2 -9.9 ± 0.6 -11.1 ± 0.3 -12.5 ± 0.4
Improve. 0.8 0.5 0.9 0.8

Table 3.4: NPMI scores for Twitter dataset.

Google Word2Vec vs. Stanford GloVe word vectors: In general, our latent feature

models obtain competitive NPMI results in using pre-trained Google Word2Vec and

Stanford GloVe word vectors for a large value of T , for example T = 80. With small values

of T , for example with T ≤ 7 , using Google word vectors produces better scores than

using Stanford word vectors on the small N20small dataset of normal texts and on the

short text TMN and TMNtitle datasets. However, the opposite pattern holds on the full

N20 dataset. Both sets of the pre-trained word vectors produce similar scores on the small

and short Twitter dataset.

3.3.2.2 Qualitative analysis

Here we provide an example of how our new models improve topic coherence. Table 3.5

compares the top-15 words14 produced by the baseline DMM model and our w2v-DMM

model with λ = 1.0 on the TMNtitle dataset with T = 20 topics.

Topic 1 of the DMMmodel consists of words related to “nuclear crisis in Japan” together

with other unrelated words. The w2v-DMM model produced a purer topic 1 focused on

“Japan earthquake and nuclear crisis,” presumably related to the “Fukushima Daiichi

nuclear disaster.” Topic 3 is about “oil prices” in both models. However, all top-15 words

are qualitatively more coherent in the w2v-DMM model. While topic 4 of the DMM model
14In the baseline model, the top-15 topical words output from the 1500th sample are similar to top-15

words from the 2000th sample if we do not take the order of the most probable words into account.
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Figure 3.3: Purity and NMI results (mean and standard deviation) on the N20short dataset
with number of topics T = 20, varying the mixture weight λ from 0.0 to 1.0.

is difficult to manually label, topic 4 of the w2v-DMM model is about the “Arab Spring”

event. Topics 5, 19 and 14 of the DMM model are not easy to label. Topic 5 relates to

“entertainment”, topic 19 is generally a mixture of “entertainment” and “sport”, and topic 14

is about “sport” and “politics.” However, the w2v-DMM model more clearly distinguishes

these topics: topic 5 is about “entertainment”, topic 19 is only about “sport” and topic 14

is only about “politics.”

3.3.3 Document clustering evaluation

We compared our models to the baseline models in a document clustering task. After using

a topic model to calculate the topic probabilities of a document, we assign every document

the topic with the highest probability given the document (Cai et al., 2008; Lu et al., 2011;

Xie and Xing, 2013; Yan et al., 2013). We use two common metrics to evaluate clustering

performance: Purity and normalized mutual information (NMI).15 Purity and NMI scores

always range from 0.0 to 1.0, and higher scores reflect better clustering performance.

Figures 3.3 and 3.4 present Purity and NMI results obtained by the LDA, w2v-LDA

and glove-LDA models on the N20short dataset with the numbers of topics T set to either
15See Manning et al. (2008, Section 16.3) for details of the Purity and NMI metrics.
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Figure 3.4: Purity and NMI results on the N20short dataset with number of topics T = 40,
varying the mixture weight λ from 0.0 to 1.0.

20 or 40, and the value of the mixture weight λ varied from 0.0 to 1.0. We found that setting

λ to 1.0 (i.e., using only the latent features to model words), the glove-LDA produced 1%+

higher scores on both Purity and NMI results than the w2v-LDA when using 20 topics.

However, the two models glove-LDA and w2v-LDA returned equivalent results with 40

topics where they gain 2%+ absolute improvement16 on both Purity and NMI against the

baseline LDA model. By varying λ, as shown in figures 3.3 and 3.4, the w2v-LDA and

glove-LDA models obtain their best results at λ = 0.6 where the w2v-LDA model does

slightly better than the glove-LDA. Both models significantly outperform their baseline

LDA models; for example with 40 topics, the w2v-LDA model attains 4.4% and 4.3% over

the LDA model on Purity and NMI metrics, respectively.

We fix the mixture weight λ at 0.6, and report experimental results based on this value

for the rest of this section. Tables 3.6, 3.7 and 3.8 show clustering results produced by

our models and the baseline models on the remaining datasets with different numbers of

topics. As expected, the DMM model is better than the LDA model on the short datasets

of TMN, TMNtitle and Twitter. For example with 80 topics on the TMNtitle dataset,

the DMM achieves about 7+% higher Purity and NMI scores than LDA.
16Using the Student’s t-Test, the improvement is significant (p < 0.01).
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D
ata

M
eth

od
P
u
rity

N
M
I

T
=
4

T
=
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T
=
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T
=
80

T
=
4

T
=
20

T
=
40

T
=
80

LD
A

0.559
±

0.020
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0.016

0.626
±

0.011
0.631
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0.008
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0.018
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0.008
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±

0.007
0.160

±
0.004
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itter

w
2v-LD

A
0.598
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0.016
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0.013
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0.007
0.177
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±
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D
M
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M
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New models vs. baseline models: On most tests, our models score higher than the

baseline models, particularly on the small N20small dataset where we get 6.0% improvement

on NMI at T = 6, and on the short text TMN and TMNtitle datasets we obtain 6.1% and

2.5% higher Purity at T = 80. In addition, on the short and small Twitter dataset with

T = 4, we achieve 3.9% and 5.3% improvements in Purity and NMI scores, respectively.

Those results show that an improved model of topic-word mappings also improves the

document-topic assignments. For the small value of T ≤ 7, on the large datasets of N20,

TMN and TMNtitle, our models and baseline models obtain similar clustering results.

However, with higher values of T , our models perform better than the baselines on TMN

and TMNtitle, while on N20, the baseline LDA model attains a slightly higher clustering

results than ours. In contrast, on the short and small Twitter dataset, our models obtain

considerably better clustering results than the baseline models with a small value of T .

Google Word2Vec vs. Stanford GloVe word vectors: On the small N20short and

N20small datasets, using the Google pre-trained word vectors produces higher clustering

scores than using Stanford pre-trained word vectors. However, on the large datasets N20,

TMN and TMNtitle, using Stanford word vectors produces higher scores than using Google

word vectors when using a smaller number of topics, for example T ≤ 20. With more topics,

for instance T = 80, the pre-trained Google and Stanford word vectors produce similar

clustering results. In addition, on the Twitter dataset, both sets of pre-trained word vectors

produce similar results.

3.3.4 Document classification evaluation

Unlike the document clustering task, the document classification task evaluates the dis-

tribution over topics for each document. Following Lacoste-Julien et al. (2009), Lu et al.

(2011), Huh and Fienberg (2012) and Zhai and Boyd-graber (2013), we used Support Vec-

tor Machines (SVM) to predict the ground truth labels from the topic-proportion vector

of each document. We used the WEKA’s implementation (Hall et al., 2009) of the fast

Sequential Minimal Optimization algorithm (Platt, 1999) for learning a classifier with
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Data Method
λ = 0.6

T=6 T=20 T=40 T=80

LDA 0.312 ± 0.013 0.635 ± 0.016 0.742 ± 0.014 0.763 ± 0.005
N20 w2v-LDA 0.316 ± 0.013 0.641 ± 0.019 0.730 ± 0.017 0.768 ± 0.004

glove-LDA 0.288 ± 0.013 0.650 ± 0.024 0.733 ± 0.011 0.762 ± 0.006
Improve. 0.004 0.015 -0.009 0.005

LDA 0.204 ± 0.020 0.392 ± 0.029 0.459 ± 0.030 0.477 ± 0.025
N20small w2v-LDA 0.213 ± 0.018 0.442 ± 0.025 0.502 ± 0.031 0.509 ± 0.022

glove-LDA 0.181 ± 0.011 0.420 ± 0.025 0.474 ± 0.029 0.498 ± 0.012
Improve. 0.009 0.05 0.043 0.032

Table 3.9: F1 scores (mean and standard deviation) for N20 and N20small datasets.

Data Method
λ = 0.6

T=7 T=20 T=40 T=80

LDA 0.658 ± 0.026 0.754 ± 0.009 0.768 ± 0.004 0.778 ± 0.004
TMN w2v-LDA 0.663 ± 0.021 0.758 ± 0.009 0.769 ± 0.005 0.780 ± 0.004

glove-LDA 0.664 ± 0.025 0.760 ± 0.006 0.767 ± 0.003 0.779 ± 0.004
Improve. 0.006 0.006 0.001 0.002
DMM 0.607 ± 0.040 0.694 ± 0.026 0.712 ± 0.014 0.721 ± 0.008

TMN w2v-DMM 0.607 ± 0.019 0.736 ± 0.025 0.760 ± 0.011 0.771 ± 0.005
glove-DMM 0.621 ± 0.042 0.750 ± 0.011 0.759 ± 0.006 0.775 ± 0.006
Improve. 0.014 0.056 0.048 0.054

LDA 0.564 ± 0.015 0.625 ± 0.011 0.626 ± 0.010 0.624 ± 0.006
TMNtitle w2v-LDA 0.563 ± 0.029 0.644 ± 0.010 0.643 ± 0.007 0.640 ± 0.004

glove-LDA 0.568 ± 0.028 0.644 ± 0.010 0.632 ± 0.008 0.642 ± 0.005
Improve. 0.004 0.019 0.017 0.018
DMM 0.500 ± 0.021 0.600 ± 0.015 0.630 ± 0.016 0.652 ± 0.005

TMNtitle w2v-DMM 0.528 ± 0.028 0.663 ± 0.008 0.682 ± 0.008 0.681 ± 0.006
glove-DMM 0.565 ± 0.022 0.680 ± 0.011 0.684 ± 0.009 0.681 ± 0.004
Improve. 0.065 0.08 0.054 0.029

Table 3.10: F1 scores for TMN and TMNtitle datasets.

ten-fold cross-validation and WEKA’s default parameters. We present the macro-averaged

F1 score (Manning et al., 2008, Section 13.6) as the evaluation metric for this task.

Just as in the document clustering task, the mixture weight λ = 0.6 obtains the highest

classification performances on the N20short dataset. For example, with T = 40, our w2v-

LDA and glove-LDA obtain F1 scores at 40.0% and 38.9% which are 4.5% and 3.4% higher
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Data Method
λ = 0.6

T=4 T=20 T=40 T=80

LDA 0.526 ± 0.021 0.636 ± 0.011 0.650 ± 0.014 0.653 ± 0.008
Twitter w2v-LDA 0.578 ± 0.047 0.651 ± 0.015 0.661 ± 0.011 0.664 ± 0.010

glove-LDA 0.569 ± 0.037 0.656 ± 0.011 0.662 ± 0.008 0.662 ± 0.006
Improve. 0.052 0.02 0.012 0.011
DMM 0.469 ± 0.014 0.600 ± 0.021 0.645 ± 0.009 0.665 ± 0.014

Twitter w2v-DMM 0.539 ± 0.016 0.649 ± 0.016 0.656 ± 0.007 0.676 ± 0.012
glove-DMM 0.536 ± 0.027 0.654 ± 0.019 0.657 ± 0.008 0.680 ± 0.009
Improve. 0.07 0.054 0.012 0.015

Table 3.11: F1 scores for Twitter dataset.

than F1 score at 35.5% obtained by the LDA model, respectively.

We report classification results on the remaining experimental datasets with mixture

weight λ = 0.6 in tables 3.9, 3.10 and 3.11. Unlike the clustering results, the LDA model

does better than the DMM model for classification on the TMN dataset.

New models vs. baseline models: On most evaluations, our models perform better

than the baseline models. In particular, on the small N20small and Twitter datasets,

when the number of topics T is equal to number of ground truth labels (i.e., 20 and 4

correspondingly), our w2v-LDA obtains 5+% higher F1 score than the LDA model. In

addition, our w2v-DMM model achieves 5.4% and 2.9% higher F1 score than the DMM

model on short TMN and TMNtitle datasets with T = 80, respectively.

Google Word2Vec vs. Stanford GloVe word vectors: The comparison of the

Google and Stanford word vectors for classification is similar to the one for clustering.

3.4 Discussion

We found that the topic coherence evaluation produced the best results with a mixture

weight λ = 1, which corresponds to using topic-word distributions defined in terms of the

latent-feature word vectors. This is not surprising, since the topic coherence evaluation
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we used (Lau et al., 2014) is based on word co-occurrences in an external corpus (here,

Wikipedia), and it is reasonable that the billion-word corpora used to train the latent

feature word vectors are more useful for this task than the much smaller topic-modeling

corpora, from which the topic-word multinomial distributions are trained.

On the other hand, the document clustering and document classification tasks depend

more strongly on possibly idiosyncratic properties of the smaller topic-modeling corpora,

since these evaluations reflect how well the document-topic assignments can group or

distinguish documents within the topic-modeling corpus. Smaller values of λ enable the

models to learn topic-word distributions that include an arbitrary multinomial topic-word

distribution, enabling the models to capture idiosyncratic properties of the topic-modeling

corpus. Even in these evaluations we found that an intermediate value of λ = 0.6 pro-

duced the best results, indicating that better word-topic distributions were produced when

information from the large external corpus is combined with corpus-specific topic-word

multinomials. We found that using the latent feature word vectors produced significant

performance improvements even when the domain of the topic-modeling corpus was quite

different to that of the external corpus from which the word vectors were derived, as was

the case in our experiments on Twitter data.

We found that using either the pre-trained Google or the Stanford word vectors pro-

duced very similar results. As far as we could tell, there is no reason to prefer either one of

these in our topic modeling applications. In order to compare the pre-trained Google and

Stanford word vectors, we excluded words that did not appear in both sets of vectors. It

would be interesting for future work to learn vectors for these unseen words. In addition,

it is worth fine-tuning the seen-word vectors on the dataset of interest.

3.5 Summary

In this chapter, we showed that latent feature word representations containing external

information from billion-word corpora can be used to improve topic modeling on smaller

datasets. We proposed two novel latent feature topic models, namely LF-LDA and LF-
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DMM, that integrate a latent feature model within two topic models LDA and DMM. We

compared the performance of LF-LDA and LF-DMM to the baselines LDA and DMM

on topic coherence, document clustering and document classification evaluations. In the

topic coherence evaluation, LF-LDA and LF-DMM outperformed the baseline models on

all six experimental datasets, showing that our method for exploiting external information

from very large corpora helps improve the topic-to-word mapping. Meanwhile, document

clustering and document classification results show that LF-LDA and LF-DMM improve

the document-topic assignments compared to the baseline models, especially on datasets

with few or short documents.
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Notation Description

G
en
er
al

M Number of documents in the document collection D, i.e., M = |D|
V Size of the vocabulary W , i.e., number of word types V = |W |
T Number of topics
¬d Document collection D with document d removed
¬di Document collection D with just the ith word in document d removed
d¬i Document d without its ith word
α A scalar hyper-parameter
α T -dimensional parameter vector of the symmetric Dirichlet prior: αj = α

for j = 1, 2, ..., T

β A scalar hyper-parameter
β V -dimensional parameter vector of the symmetric Dirichlet prior: βk = β

for k = 1, 2, ..., V

λ Mixture weight hyper-parameter
w Word observations for the whole document collection D
wdi The ith word in document d
s Distribution indicator variables for the document collection D
sdi The binary indicator variable that determines whether the Dirichlet multi-

nomial or latent feature component will be used to generate wdi
φ Topic-word distributions as a T × V matrix
φt Topic-word distribution for topic t, entries in φ
φt,w Probability of a word type with vocabulary index w given topic t

L
F
-L

D
A

z Topic assignments of all words in the document collection D
zd Topic assignments of all words in document d
zdi Topic for the ith word in document d
θ Document-topic distributions as a M × T matrix
θd Document-topic distribution for document d, entries in θ
θd,t Probability of a topic t given document d

L
F
-D

M
M

z Topic assignments of all documents in the document collection D
zd Topic for entire document d
θ Topic distribution for the document collection D as a T -dimensional vector
θt Probability of a topic t, entries in θ

Table 3.12: Terminology explanations. “General” denotes the common notations used for
both LF-LDA and LF-DMM models.
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Stats. Description
∆ Dirichlet delta function
Γ Gamma function

N t,w
d Number of times a word type with vocabulary index w in document d is

generated from topic t by the Dirichlet multinomial component (Dir-Multi)
Nw
d Number of times a word type with vocabulary index w in document d is

generated by Dir-Multi: Nw
d =

∑T
t=1N

t,w
d

N t
d Number of word tokens in document d that are generated from topic t by

Dir-Multi: N t
d =

∑V
w=1N

t,w
d

N∗d T -dimensional Dir-Multi document-topic count vector: N∗d = {N t
d}Tt=1

Nd Number of word tokens in document d that are generated by Dir-Multi:
Nd =

∑V
w=1N

w
d =

∑T
t=1N

t
d

N t,w Number of times a word type with vocabulary index w in the document
collection D is generated from topic t by Dir-Multi: N t,w =

∑M
d=1N

t,w
d

Nt,• V -dimensional Dir-Multi topic-word count vector: Nt,• = {N t,w}Vw=1

N t Number of word tokens in the document collection D that are generated
from topic t by Dir-Multi: N t =

∑V
w=1N

t,w =
∑M

d=1N
t
d

Kt,w
d Number of times a word type with vocabulary index w in document d is

generated from topic t by the latent feature (LF) component
Kw
d Number of times a word type with vocabulary index w in document d is

generated by the LF component: Kw
d =

∑T
t=1K

t,w
d

Kt
d Number of word tokens in document d that are generated from topic t by

the LF component: Kt
d =

∑V
w=1K

t,w
d

K∗d T -dimensional LF document-topic count vector: K∗d = {Kt
d}Tt=1

Kd Number of word tokens in document d that are generated by the LF com-
ponent: Kd =

∑V
w=1K

w
d =

∑T
t=1K

t
d

Kt,w Number of times a word type with index w in the document collection D is
generated from topic t by the LF component: Kt,w =

∑M
d=1K

t,w
d

Kt Number of word tokens in the document collection D that are generated
from topic t by the LF component: Kt =

∑V
w=1K

t,w =
∑M

d=1K
t
d

M t Number of documents assigned to topic t, so the total number of documents:
M =

∑T
t=1M

t

M∗ T -dimensional vector of topic observation counts for the document collection
D: M∗ = {M t}Tt=1

Table 3.13: Statistics (Stats.) notations. The first 17 rows describe notations used for both
LF-LDA and LF-DMM while the last 2 rows present notations used only for LF-DMM.
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The work we presented in Chapter 3 can be also viewed as a combination of different

embedding vector space models together. Unlike Chapter 3 which focuses on topic models,

this chapter combines insights from several previous embedding models for link prediction

or knowledge base completion into a new embedding model called STransE. Our STransE

represents each entity as a low-dimensional vector, and each relation by two matrices

and a translation vector. STransE thus is a simple combination of the SE and TransE

models, but it obtains better link prediction performance—especially for Many-to-1, 1-

to-Many and Many-to-Many relationships—on two benchmark datasets than previous

75
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embedding models. Thus, STransE can serve as a new baseline for the more complex

models in knowledge base completion. Furthermore, we also present an experiment of

applying STransE for a new task of search personalization. Portions of the work presented

in this chapter has been published in Nguyen et al. (2016b) and Vu et al. (2017a).1

4.1 Introduction

Knowledge bases (KBs) of real-world facts, such as WordNet (Fellbaum, 1998), YAGO

(Suchanek et al., 2007), Freebase (Bollacker et al., 2008) and DBpedia (Lehmann et al.,

2015), represent relationships between entities as triples (head entity, relation, tail entity).

Thus knowledge bases are useful resources for a variety of NLP tasks. However, because

knowledge bases are typically incomplete (Socher et al., 2013b; West et al., 2014), it is

useful to be able to perform link prediction or knowledge base completion, i.e., predict

whether a relationship not in the knowledge base is likely to be true (Taskar et al., 2004;

Bordes et al., 2011; Nickel et al., 2016a). A variety of different kinds of information is

potentially useful here, including information extracted from external corpora (Riedel

et al., 2013; Wang et al., 2014b) or from a Web-search-based question answering system

(West et al., 2014) and other relationships that hold between the entities (Angeli and

Manning, 2013; Zhao et al., 2015a). For example, Toutanova et al. (2015) used information

from the external ClueWeb-12 corpus to significantly enhance performance.

While integrating a wide variety of information sources can produce excellent results

(Toutanova and Chen, 2015; Wang and Li, 2016; Das et al., 2017; Xiao et al., 2017), there

are several reasons for studying simpler models that directly optimize a score function for

the triples in a knowledge base, such as the one presented here. First, additional information

sources might not be available, e.g., for knowledge bases for specialized domains. Second,

models that do not exploit external resources are simpler and thus typically much faster to

train than the more complex models using additional information. Third, complex models
1The first two authors Thanh Vu and Dat Quoc Nguyen contributed equally to the work published

in Vu et al. (2017a).
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that exploit external information are typically extensions of simpler models, and are often

initialized with parameters estimated by such simpler models, so improvements to simpler

models should yield corresponding improvements to complex models as well.

Embedding models for KB completion associate entities and/or relations with dense

feature vectors or matrices. Such models obtain state-of-the-art performance (Nickel et al.,

2011; Bordes et al., 2011, 2012, 2013; Socher et al., 2013b; Wang et al., 2014a; Lin et al.,

2015b) and generalize to large KBs (Krompaß et al., 2015). See Section 2.5 for a summary

of prominent embedding models for KB completion.

Let (h, r, t) represent a triple. In all of the models discussed here, the head entity h and

the tail entity t are represented by vectors vh and vt ∈ Rk respectively. The Unstructured

model (Bordes et al., 2012) assumes that vh ≈ vt, i.e., vh is approximately equal to

vt. As the Unstructured model does not take the relationship r into account, it cannot

distinguish different relation types. The Structured Embedding (SE) model (Bordes et al.,

2011) extends the unstructured model by assuming that h and t are similar only in a

relation-dependent subspace. It represents each relation r with two matrices Wr,1 and

Wr,2 ∈ Rk×k, which are chosen so that Wr,1vh ≈ Wr,2vt. The TransE model (Bordes

et al., 2013) is inspired by models such as Word2Vec Skip-gram (Mikolov et al., 2013a,b)

where relationships between words often correspond to translations in latent feature space.

The TransE model represents each relation r by a translation vector vr ∈ Rk, which is

chosen so that vh + vr ≈ vt.

The primary contribution of this work is to demonstrate that two simple link prediction

models, SE and TransE, can be combined into a single model, which we call STransE

(Nguyen et al., 2016b). Specifically, we use relation-specific matrices Wr,1 and Wr,2 as

in the SE model to identify the relation-dependent aspects of both h and t, and use a

vector vr as in the TransE model to describe the relationship between h and t in this

subspace. Specifically, our new KB completion model STransE chooses Wr,1, Wr,2 and vr

so that Wr,1vh +vr ≈Wr,2vt. That is, a TransE-style relationship holds in some relation-

dependent subspace, and crucially, this subspace may involve very different projections of

the head h and tail t. So Wr,1 and Wr,2 can highlight, suppress, or even change the sign
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of, relation-specific attributes of h and t. For example, for the “purchases” relationship,

certain attributes of individuals h (e.g., age, gender, marital status) are presumably strongly

correlated with very different attributes of objects t (e.g., sports car, washing machine

and the like). As we show below, STransE performs better than the SE and TransE

models and other state-of-the-art KB completion models on two standard link prediction

datasets WN18 and FB15k. More specifically, the highest improvements of STransE over

the baselines are for complex Many-to-1, 1-to-Many and Many-to-Many relationships. So,

STransE can serve as a new baseline for KB completion. We expect that the STransE

will also be able to serve as the basis for extended models that exploit a wider variety of

information sources, just as TransE does.

In addition, we also present an experiment which applies STransE to improve a search

personalization task (Vu et al., 2017a). In this application task, we would observe a

lot of Many-to-Many user-oriented relationships between submitted queries and clicked

documents. So, STransE is particularly well-suited for this task. Previous work has shown

that the performance of search personalization depends on the richness of user profiles

which normally represent the user’s topical interests (Teevan et al., 2005). We thus propose

a new embedding approach to apply STransE for learning user profiles, where users are

embedded on a topical interest space. We then directly utilize the user profiles for search

personalization. Experiments on query logs from a major Web search engine demonstrate

that our embedding approach improves the performance of the search engine and also

achieves better search performance than other strong baselines.

4.2 The embedding model STransE

Let E denote the set of entities and R the set of relation types. For each triple (h, r, t),

where h, t ∈ E and r ∈ R, the STransE model defines a score function f(h, r, t) of its

implausibility. Our goal is to choose f such that the score f(h, r, t) of a plausible triple

(h, r, t) is smaller than the score f(h′, r′, t′) of an implausible triple (h′, r′, t′). We define

the STransE score function f as follows:
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f(h, r, t) = ‖Wr,1vh + vr −Wr,2vt‖`1/2 (4.1)

using either the `1 or the `2-norm (the choice is made using validation data; in our

experiments we found that the `1 norm gave slightly better results). To learn the vectors

and matrices we minimize the following margin-based objective function:

L =
∑

(h,r,t)∈G
(h′,r,t′)∈G′

(h,r,t)

max
(

0, γ + f(h, r, t)− f(h′, r, t′)
)

(4.2)

where γ is the margin hyper-parameter, G is the training set consisting of correct triples,

and:

G ′(h,r,t) = {(h′, r, t) | h′ ∈ E , (h′, r, t) /∈ G} ∪ {(h, r, t′) | t′ ∈ E , (h, r, t′) /∈ G} (4.3)

is the set of incorrect triples generated by corrupting the head entity or the tail entity in

a correct triple (h, r, t) ∈ G.

We use Stochastic Gradient Descent (SGD) to minimize L,2 and impose the following

constraints during training: ‖vh‖2 6 1, ‖vr‖2 6 1, ‖vt‖2 6 1, ‖Wr,1vh‖2 6 1 and

‖Wr,2vt‖2 6 1. Following previous research (Lin et al., 2015b; Ji et al., 2015; García-

Durán et al., 2015; Lin et al., 2015a; García-Durán et al., 2016; Yoon et al., 2016; Ji et al.,

2016), we use the entity and relation vectors produced by TransE (Bordes et al., 2013)

to initialize the entity and relation vectors in STransE. That is, as shown in Algorithm

6, we first fix the relation matrices as identity matrices and only optimize the entity and

relation vectors (i.e., STransE now reduces to the plain TransE). Then, in the second step,

we learn all model parameters of vectors and matrices jointly. In all experiments presented

in Section 4.3, we train for 2000 epochs during each of the two optimization steps.

We apply the “Bernoulli trick” used also in previous work to set different probabilities

for generating head or tail entities when sampling incorrect triples (Wang et al., 2014a;

Lin et al., 2015b; Ji et al., 2015; Yoon et al., 2016; Ji et al., 2016; Xiao et al., 2017). More
2See Section 2.2.1 for a brief introduction to SGD.
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Algorithm 6: Parameter optimization for STransE

// Randomly initialize entity and relation vectors as in TransE (Bordes

et al., 2013), and set relation matrices to be the identity matrices.

for e ∈ E do
ve ← uniform(− 6√

k
, 6√

k
)

for r ∈ R do
vr ← uniform(− 6√

k
, 6√

k
)

Wr,1 = I
Wr,2 = I

// First optimization step: learning TransE for STransE initialization

for epoch i = 1, 2, ..., 2000 do
for (h, r, t) ∈ G do

(h′, r, t′)← sample(G′(h,r,t)) // Sample a corrupted triple

Update entity and relation vectors w.r.t: ∇max
(
0, γ + f(h, r, t)− f(h′, r, t′)

)
Normalize the updated vectors to length 1 if their length is larger than 1.

// Second optimization step

for epoch i = 1, 2, ..., 2000 do
for (h, r, t) ∈ G do

(h′, r, t′)← sample(G′(h,r,t))
Update entity and relation vectors, and relation matrices w.r.t:
∇max

(
0, γ + f(h, r, t)− f(h′, r, t′)

)
Normalize the updated vectors to length 1 if their length is larger than 1.
Update entity vectors and relation matrices w.r.t:
∇
(
max(0, ‖Wr,1vh‖22 − 1) + max(0, ‖Wr,1vh′‖22 − 1) + max(0, ‖Wr,2vt‖22 − 1)

+ max(0, ‖Wr,2vt′‖22 − 1)
)

specifically, for each relation type r, we calculate the averaged number ar,1 of heads h

for a pair (r, t) and the averaged number ar,2 of tails t for a pair (h, r). We then define

a Bernoulli distribution with success probability λr =
ar,1

ar,1 + ar,2
for sampling: given a

correct triple (h, r, t), we corrupt this triple by replacing head entity with probability λr

while replacing the tail entity with probability (1− λr).



4.3. Link prediction evaluation 81

Dataset #E #R #Train #Valid #Test
WN18 40,943 18 141,442 5,000 5,000
FB15k 14,951 1,345 483,142 50,000 59,071

Table 4.1: Statistics of the experimental datasets used in this study (and previous works).
#E is the number of entities, #R is the number of relation types, and #Train, #Valid and
#Test are the numbers of correct triples in training, validation and test sets, respectively.

4.3 Link prediction evaluation

We conduct experiments and compare the performance of our STransE model with pub-

lished results on the benchmark datasets WN18 and FB15k (Bordes et al., 2013). WN18

is derived from the large lexical KB WordNet (Miller, 1995) involving 18 relation types.

FB15k is derived from the large real-world fact KB FreeBase (Bollacker et al., 2008)

covering about 15k entities. Information about these datasets is given in Table 4.1.

4.3.1 Task and evaluation protocol

The link prediction task, which is also referred to as the entity prediction task, predicts

the head or tail entity given the relation type and the other entity, i.e., predicting h

given (?, r, t) or predicting t given (h, r, ?) where ? denotes the missing element (Bordes

et al., 2011, 2012, 2013). The results are evaluated using the ranking induced by the score

function f(h, r, t) on test triples.

Each correct test triple (h, r, t) is corrupted by replacing either its head or tail entity

by each of the possible entities in turn, and then we rank these candidates in ascending

order of their implausibility score. This is called as the “Raw” setting protocol. For the

“Filtered” setting protocol described in Bordes et al. (2013), we also filtered out before

ranking any corrupted triples that appear in the KB. Ranking a corrupted triple appearing

in the KB (i.e., a correct triple) higher than the original test triple is also correct, but is

penalized by the “Raw” score, thus the “Filtered” setting provides a clearer view on the

ranking performance.

In addition to the mean rank and the Hits@10 (i.e., the proportion of test triples for
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which the target entity was ranked in the top 10 predictions), which were originally used

in this task (Bordes et al., 2013), we also report the mean reciprocal rank (MRR), which

is commonly used in information retrieval.3 In both “Raw” and “Filtered” settings, mean

rank is always greater than or equal to 1 and lower mean rank indicates better entity

prediction performance. The MRR and Hits@10 scores always range from 0.0 to 1.0, and

higher score reflects better prediction result.

Following Bordes et al. (2013), we used a grid search on the validation set to choose

either the l1 or l2 norm in the score function f , as well as to set the SGD learning rate

η ∈ {0.0001, 0.0005, 0.001, 0.005, 0.01}, the margin hyper-parameter γ ∈ {1, 3, 5} and the

vector size k ∈ {50, 100}. The lowest filtered mean rank on the validation set was obtained

when using the l1 norm in f on both WN18 and FB15k, and when η = 0.0005, γ =

5, and k = 50 for WN18, and η = 0.0001, γ = 1, and k = 100 for FB15k.

4.3.2 Main results

Table 4.2 compares the link prediction results of our STransE model with results reported

in prior work, using the same experimental setup. The first 19 rows report the performance

of the models that do not exploit information about alternative paths between head and

tail entities. The next 5 rows report results of the models that exploit information about

relation paths. The last 3 rows present results for the models which make use of textual

mentions derived from a large external corpus.

It is clear that the models with the additional external corpus information obtained

best results. In future work we plan to extend the STransE model to incorporate such

additional information. Table 4.2 also shows that the models employing path information

generally achieve better results than models that do not use such information. In terms

of models not exploiting path information or external information, the STransE model

produces the highest filtered mean rank on WN18 and the second highest filtered Hits@10

and mean reciprocal rank on FB15k. Compared to the closely related models SE, TransE,
3See Baeza-Yates and Ribeiro-Neto (2011) for definitions of the mean rank, Hits@10, and MRR.
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Method
Predicting head h Predicting tail t

1-1 1-M M-1 M-M 1-1 1-M M-1 M-M
SE 35.6 62.6 17.2 37.5 34.9 14.6 68.3 41.3
Unstructured 34.5 2.5 6.1 6.6 34.3 4.2 1.9 6.6
SME 35.1 53.7 19.0 40.3 32.7 14.9 61.6 43.3
TransH 66.8 87.6 28.7 64.5 65.5 39.8 83.3 67.2
TransR 78.8 89.2 34.1 69.2 79.2 37.4 90.4 72.1
CTransR 81.5 89.0 34.7 71.2 80.8 38.6 90.1 73.8
KG2E 92.3 94.6 66.0 69.6 92.6 67.9 94.4 73.4
TATEC 79.3 93.2 42.3 77.2 78.5 51.5 92.7 80.7
TransD 86.1 95.5 39.8 78.5 85.4 50.6 94.4 81.2
lppTransD 86.0 94.2 54.4 82.2 79.7 43.2 95.3 79.7
TranSparse 86.8 95.5 44.3 80.9 86.6 56.6 94.4 83.3
TransE [our] 80.2 85.0 47.7 75.9 80.2 53.5 82.4 78.2
STransE 82.8 94.2 50.4 80.1 82.4 56.9 93.4 83.1
Improve. 2.6 9.2 2.7 4.2 2.2 3.4 11.0 4.9

Table 4.3: Hits@10 (in %) for each relation category on the FB15k dataset. The “Improve.”
row denotes the absolute improvement accounted for STransE over the baseline TransE.

TransR, CTransR, TransD and TranSparse, our STransE model does better than these

models on both WN18 and FB15k.4

Following Bordes et al. (2013), Table 4.3 analyzes Hits@10 results on FB15k with

respect to the relation categories defined as follows: for each relation type r, we computed

the averaged number ar,1 of heads h for a pair (r, t) and the averaged number ar,2 of

tails t for a pair (h, r). If ar,1 < 1.5 and ar,2 < 1.5, then r is labeled 1-1 (i.e. a 1-to-

1 relationship). If ar,1 ≥ 1.5 and ar,2 < 1.5, then r is labeled M-1 (i.e. a Many-to-1

relationship). If ar,1 < 1.5 and ar,2 ≥ 1.5, then r is labeled as 1-M (i.e. a 1-to-Many

relationship). If ar,1 ≥ 1.5 and ar,2 ≥ 1.5, then r is labeled as M-M (i.e. a Many-to-Many

relationship). 1.4%, 8.9%, 14.6% and 75.1% of the test triples belong to a relation type

classified as 1-1, 1-M, M-1 and M-M, respectively.

Table 4.3 shows that in comparison to closely related models not using path information,

STransE obtains the second highest Hits@10 result for M-M relation category at (80.1%+

4In fact, as shown in Table 4.2, TransE obtains a very competitive link prediction performance. A
similar observation was also made by García-Durán et al. (2015), Lin et al. (2015a), García-Durán et al.
(2016) and Nickel et al. (2016b). The reason is probably due to a careful grid search.
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83.1%)/2 = 81.6% which is 0.5% smaller than the Hits@10 result of TranSparse for M-

M. However, STransE obtains 2.5% higher Hits@10 result than TranSparse for M-1. In

addition, STransE also performs better than TransD for 1-M and M-1 relation categories.

We believe the improved performance of the STransE model is due to its use of full matrices,

rather than just projection vectors as in TransD. This permits STransE to model diverse

and complex relation categories (such as 1-M, M-1 and especially M-M) better than

TransD and other similar models. However, STransE is not as good as TransD for the 1-1

relations. Perhaps the extra parameters in STransE hurt performance in this case (note

that 1-1 relations are relatively rare, so STransE does better overall).

4.4 Application for search personalization

4.4.1 Motivation

Using a Web search engine such as Google5 or Bing6 is straightforward (Teevan et al., 2010):

a user types an input query which consists of a few words into the search engine’s search

box, and then the search engine returns to the user a list of documents. However, given

the same input query, different users with different search interests might desire different

information from the search engine. For example, Figure 4.1 shows the top-4 documents

returned by a search engine for the query “acl 2017.” Given this query, a music fan would

select either the first or third document which is about the ACL music festival 2017,

while a research student working on natural language processing would click to the second

document which is about the 55th annual meeting of the Association for Computational

Linguistics, whereas a football fan would click to the fourth document which is about the

2017 AFC Champions League. Here, the football fan might expect to get results about the

2017 AFC Champions League in the first places rather than in the fourth. So identifying

the user’s search interest plays a crucial role in Web search engines.

Personalized search engines thus utilize users’ personal data, such as their historical
5https://www.google.com
6https://www.bing.com/

https://www.google.com
https://www.bing.com/
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Figure 4.1: Top-4 search results for query “acl 2017.”

interaction with the search engine (e.g., submitted queries, clicked documents), to satisfy

the users’ needs with better search results (Teevan et al., 2005; Dou et al., 2007; Teevan

et al., 2009; Hassan and White, 2013; Shokouhi et al., 2013; Vu et al., 2014; Ustinovskiy

et al., 2015; White and Awadallah, 2015; Salehi et al., 2015; Yang et al., 2016; Lofgren

et al., 2016). Crucial to effective search personalization is the construction of user profiles

to represent individual users’ interests (Sieg et al., 2007; Bennett et al., 2012; Harvey

et al., 2013; Liu, 2015; Cheng et al., 2016). A common approach is to use topical interests

expressed in the user’s clicked documents, which can be obtained by using a human

generated ontology (Bennett et al., 2012; White et al., 2013; Yan et al., 2014) or using a

topic modeling technique (Harvey et al., 2011, 2013; Vu et al., 2015b; Cheng et al., 2016).

However, using the user profile to directly personalize a search has been not very
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Figure 4.2: An illustration of the re-ranking process. “R” denotes that the document is
relevant to the user.

successful. For example, Harvey et al. (2013) and Vu et al. (2014) obtained minor overall

improvements when using user profiles. The reason is that each user profile is often

constructed using only the user’s relevant documents (e.g., clicked documents), ignoring

user interest-dependent information related to input queries. Alternatively, the user profile

is utilized as a feature of a multi-feature learning-to-rank framework (Bennett et al., 2012;

White et al., 2013; Vu et al., 2015b, 2017b). Apart from the user profile, dozens of other

features have been proposed as the input of a learning-to-rank algorithm (Bennett et al.,

2012), so the contribution of the user profile to final ranking performance is not very clear.

To handle these problems, we propose a new embedding approach which applies the

STransE model to constructing user profiles. We represent each user profile using two

projection matrices and a user embedding. The two projection matrices are to identify

the user interest-dependent aspects of input queries and relevant documents (e.g., clicked

documents), while the user embedding is to capture the relationship between the queries

and documents in this user interest-dependent subspace. We then directly utilize the user

profile to re-rank the search results returned by a search engine, as illustrated in Figure

4.2. Experiments on the query logs of a Web search engine demonstrate that modeling

user profile with embeddings helps to significantly improve the performance of the search

engine and also achieve better results than other competitive baselines (Teevan et al., 2011;

Bennett et al., 2012; Vu et al., 2015b) do.
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4.4.2 A new embedding approach for search personalization

We start with our new embedding approach to building user profiles in Section 4.4.2.1,

using pre-fixed document embeddings and query embeddings. We then detail the processes

of using the LDA topic model (Blei et al., 2003) to learn document embeddings and query

embeddings in sections 4.4.2.2 and 4.4.2.3, respectively. We finally use the user profiles to

personalize original search results returned by a search engine in Section 4.4.2.4.

4.4.2.1 Building user profiles with embeddings

Let Q denote the set of queries, U be the set of users, and D be the set of documents.

Let (q, u, d) represent a triple (query, user, document). The query q ∈ Q, user u ∈ U and

document d ∈ D are represented by vector embeddings vq, vu and vd ∈ Rk, respectively.

Our goal is to select a score function f such that the implausibility value f(q, u, d) of

a correct triple (q, u, d), where d is a relevant document of u given q, is smaller than the

implausibility value f(q′, u′, d′) of an incorrect triple (q′, u′, d′) where d′ is not a relevant

document of u′ given q′. Inspired by the embedding models of entities and relationships

in knowledge bases, especially the STransE model, the score function f thus is similarly

defined following STransE’s as follows:

f(q, u, d) = ‖Wu,1vq + vu −Wu,2vd‖`1/2 (4.4)

here we represent the profile for the user u by two matrices Wu,1 and Wu,2 ∈ Rk×k and

a vector embedding vu, which represents the user’s topical interests. Specifically, we use

the interest-specific matrices Wu,1 and Wu,2 to identify the interest-dependent aspects of

both query q and document d, and use vector vu to describe the relationship between q

and d in this interest-dependent subspace.

Here we pre-determine vd and vq by employing the LDA topic model. Our model

parameters are only the user embeddings vu and matrices Wu,1 and Wu,2. To learn these

user embeddings and matrices, we minimize the margin-based objective function:
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L =
∑

(q,u,d)∈G
(q′,u,d′)∈G′

(q,u,d)

max
(
0, γ + f(q, u, d)− f(q′, u, d′)

)
(4.5)

where γ is the margin hyper-parameter, G is the training set that contains only correct

triples, and G ′(q,u,d) is the set of incorrect triples generated by corrupting the correct

triple (q, u, d), i.e., we replace the relevant document/query d/q in (q, u, d) by irrelevant

documents/queries d′/q′, respectively. We use SGD to minimize L with the following

constraints during training: ‖vu‖2 6 1, ‖Wu,1vq‖2 6 1 and ‖Wu,2vd‖2 6 1. First, we

initialize user matrices as identity matrices and then fix them to only learn the randomly

initialized user embeddings. Then in the next step, we fine-tune the user embeddings and

user matrices together. In all experiments shown in Section 4.4.3, we train for 200 epochs

during each of the two optimization steps.

4.4.2.2 Using LDA to learn document embeddings

We model document embeddings by using topics extracted from relevant documents. We

use the LDA topic model (Blei et al., 2003) to automatically learn k topics from the

relevant document collection. After training an LDA model to estimate the probability

distribution over topics for each document, we use the topic proportion vector of each

document as its document embedding. Specifically, the zth element (z = 1, 2, ..., k) of the

vector embedding for document d is:

vd,z = P(z | d) (4.6)

where P(z | d) is the probability of the topic z given d.

4.4.2.3 Modeling search queries with embeddings

We also represent each query as a probability distribution vq over topics, i.e., the zth

element of the vector embedding for query q is defined as:
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vq,z = P(z | q) (4.7)

where P(z | q) is the probability of the topic z given the query q. One approach is to

directly apply a pre-trained LDA model to infer topic distributions for new documents

(Phan et al., 2011). That is, we consider queries as new documents, thus applying the

LDA model trained on the collection of relevant documents to infer P(z | q). However, the

queries are too short compared to the documents, so in this approach the topic distribution

for each query might not be informative.

Following Bennett et al. (2012) and Vu et al. (2015b), we define P(z | q) as a mixture

of LDA topic probabilities of z given documents related to q. Let Dq = {d1, d2, ..., dn} be

the set of top-n ranked documents returned for a query q (in the experiments, we select

n = 10). We define P(z | q) as follows:

P(z | q) =
∑n

i=1
λiP(z | di) (4.8)

where λi =
δi−1∑n
j=1 δ

j−1 is the exponential decay function of i which is the rank of di in Dq,

and δ is the decay hyper-parameter (0 < δ < 1). The decay function is to specify the fact

that a higher ranked document is more relevant to user in term of the lexical matching,

i.e., we here set the larger mixture weights to higher ranked documents.

4.4.2.4 Personalizing search results

As illustrated in Figure 4.2, we utilize the user profiles (i.e., the learned user embeddings

and matrices) to re-rank the original list of documents produced by a search engine for

user u with query q as follows:

1. We download top-n ranked documents given the input query q. For each downloaded

document d, we apply the trained LDA model to infer topic distribution vd.

2. We then model the query q as a topic distribution vq as in Section 4.4.2.3.
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3. For each triple (q, u, d), we calculate the implausibility value f(q, u, d) as defined in

Equation 4.4. We then sort the values of n triples (q, u, d) in the ascending order to

obtain a new ranked list.

4.4.3 Experimental methodology

Dataset: We evaluate our new approach using the search results returned by the Bing

search engine. We use a dataset of query logs of 106 anonymous users in 15 days from 01

July 2012 to 15 July 2012 (Vu et al., 2014, 2015a). A log entity contains a user identifier,

a query, top-10 URLs ranked by the search engine, and clicked URLs along with the user’s

dwell time. We also download the content documents of these URLs for training LDA

(Blei et al., 2003) to learn document and query embeddings.

Bennett et al. (2012) indicated that short-term (i.e., session) profiles achieved better

search performance than the longer-term profiles. Short-term profiles are usually con-

structed using the user’s search interactions within a search session and used to personalize

the search within the session (Bennett et al., 2012). To identify a search session, we use 30

minutes of user inactivity to demarcate the session boundary. In our experiments, we build

short-term profiles and utilize the profiles to personalize the returned results. Specifically,

we uniformly separate the last log entries within search sessions into a test set and a

validation set. The remainder of log entities within search sessions are used for training

(e.g., to learn user embeddings and matrices in our approach).

Evaluation methodology: We use the SAT criteria detailed in Fox et al. (2005) to

identify whether a clicked URL is relevant from the query logs (i.e., a SAT click). That is

either a click with a dwell time of at least 30 seconds or the last result click in a search

session. We assign a positive (relevant) label to a returned URL if it is a SAT click.

The remainder of the top-10 URLs is assigned negative (irrelevant) labels. We use the

rank positions of the positive labeled URLs as the ground truth to evaluate the search

performance before and after re-ranking. We also apply a simple pre-processing on these

datasets as follows. At first, we remove the queries whose positive label set is empty from



92 Chapter 4. STransE: a novel embedding model of entities and relationships

#days #users #distinct queries #SAT clicks #sessions #distinct documents
15 106 6,632 8,052 2,394 33,591

Table 4.4: Basic statistics of the dataset after pre-processing. # denotes “number of.”

the dataset. After that, we discard the domain-related queries (e.g., Facebook, YouTube).

To this end, we have total 8,052 correct triples in which the training set consists of 5,658

correct triples, while the test and validation sets contain 1,210 and 1,184 correct triples,

respectively. Table 4.4 presents the dataset statistics after pre-processing.

Evaluation metrics: We use two standard evaluation metrics in document ranking

(Manning et al., 2008; Bennett et al., 2012): mean reciprocal rank (MRR) and precision

(Hits@1).7 For each metric, the higher value indicates the better ranking performance.

Hyper-parameter tuning: We perform a grid search to select optimal hyper-parameters

on the validation set. We train the LDA model using only the relevant documents (i.e.,

SAT clicks) extracted from the query logs, with the number of topics (i.e., the number of

vector dimensions) k ∈ {50, 100, 200}. We apply the trained LDA model to infer document

embeddings (i.e. topic distributions) for all documents, and then calculate query embed-

dings for all queries. We then choose either the `1 or `2 norm in the score function f , and

select SGD learning rate η ∈ {0.001, 0.005, 0.01}, the margin hyper-parameter γ ∈ {1, 3, 5}

and the decay hyper-parameter δ ∈ {0.7, 0.8, 0.9}. The highest MRR on the validation set

is obtained when using k = 200, `1 in f , η = 0.005, γ = 5, and δ = 0.8.

Baselines: We employ three comparative baselines with the same experimental setup:

(1) SE: The main baseline is the original rank from the search engine (2) CI: We promote

returned documents previously clicked by the user. This baseline is similar to the per-

sonalized navigation method in Teevan et al. (2011). (3) L2R-SP: The learning-to-rank

method for search personalization uses short-term user profile as an extra feature (Bennett

et al., 2012; Vu et al., 2015b). These are strong baselines given that they start with the
7We re-rank the list of top-10 documents returned by the search engine, so Hits@10 scores are the

same for all baselines and our approach.
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ranking provided by the search engine and add other signals (e.g., clicked documents) to

get a better ranking result (Teevan et al., 2011; Bennett et al., 2012; Vu et al., 2015b).

4.4.4 Experimental results

Table 4.5 shows the performances of the baselines and our proposed method. Using the

previously clicked documents CI helps to improve the search performance with the relative

improvements of about 7+% in both MRR and Hits@1 metrics. With the use of short-term

user profile as a feature in a multi-feature learning-to-rank framework, L2R-SP (Bennett

et al., 2012; Vu et al., 2015b) achieves better scores than CI’s.

Metric SE CI L2R-SP Our method Our method−W
MRR 0.559 0.597+6.9% 0.631+12.9% 0.656+17.3% 0.645+15.4%

Hits@1 0.385 0.416+8.1% 0.452+17.4% 0.501+30.3% 0.481+24.9%

Table 4.5: Overall performances of the methods in the test set. Our method−W denotes
the simplified version of our method. The subscripts denote the relative improvement over
the baseline SE.

By directly learning user profiles and applying them to re-rank the search results, our

embedding approach achieves the highest performance of search personalization. Specif-

ically, our MRR and Hits@1 scores are higher than those of L2R-SP, with the relative

improvements over L2R-SP at 4% for MRR and 11% for Hits@1. In Table 4.5, we also

present the performances of a simplified version of our embedding approach where we fix

the user matrices as identity matrices and then only learn the user vectors. Table 4.5 shows

that the simplified version achieves the second highest scores compared to all others.

4.5 Summary

In this chapter, we presented a new triple-based embedding model for KB completion. Our

STransE model combines insights from several simpler embedding models, in particular

the Structured Embedding model (Bordes et al., 2011) and the TransE model (Bordes

et al., 2013), by using a low-dimensional vector embedding and two projection matrices
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to represent each relation. STransE, while being conceptually simple, produces highly

competitive results on standard link prediction evaluations, and scores better than the

embedding-based models it builds on. In particular, we find the highest improvements

of STransE are for the complex relationships Many-to-1, 1-to-Many and Many-to-Many.

Thus STransE is a suitable candidate for serving as future baseline for more complex

models in the link prediction task.

We also presented a new embedding approach for a search personalization task by ap-

plying STransE to build user profiles which represent user topical interests. We model each

user profile using a user embedding together with two user matrices. The user embedding

and matrices are then learned using LDA-based vector embeddings of the user’s submitted

queries and returned documents. Applying it to Web search, we use the profile to re-rank

search results returned by a Web search engine. Our experimental results show that the

proposed method can significantly improve the ranking quality.
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We define a novel entity representation as a mixture of its neighborhood in the knowledge

base (KB) and apply this technique to TransE—a well-known embedding model for KB

completion described in Section 2.5 and the basis for the work of Chapter 4. Experiments

show that the neighborhood information significantly helps improve the results of TransE,

leading to better performance than obtained by other state-of-the-art embedding models on

three benchmark datasets for triple classification, entity prediction and relation prediction

tasks. The work presented in this chapter has been published in Nguyen et al. (2016a).
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5.1 Introduction

As noted in Chapter 4, embedding models for KB completion represent entities and/or

relations with dense feature vectors or matrices, and obtain state-of-the-art performance

(Bordes et al., 2013; Socher et al., 2013b; Wang et al., 2014a; Guu et al., 2015; Nguyen

et al., 2016b). See Section 2.5 for a brief overview of embedding models for KB completion.

Most embedding models for KB completion learn only from triples and by doing so, ignore

lots of information implicitly provided by the structure of the knowledge graph. Recently,

several authors have addressed this issue by incorporating relation path information into

model learning (García-Durán et al., 2015; Lin et al., 2015a; Guu et al., 2015; Toutanova

et al., 2016) and have shown that the relation paths between entities in KBs provide useful

information and improve knowledge base completion. For instance, a three-relation path:

(Harrison_Ford,born_in_hospital/r1, Swedish_Covenant_Hospital)

(Swedish_Covenant_Hospital,hospital_located_in_city/r2,Chicago)

(Chicago, city_in_country/r3,United_States)

is likely to indicate that the fact (Harrison_Ford, nationality,United_States) could be true,

so the relation path here p = {r1, r2, r3} is useful for predicting the relationship “nationality”

between the head entity “Harrison_Ford” and the tail entity “United_States.”

Besides the relation paths, there could be other useful information implicitly presented

in the knowledge base that could be exploited for better KB completion. For instance, the

whole neighborhood of entities could provide lots of useful information for predicting the

relationship between two entities. Consider for example a KB fragment given in Figure 5.1.

If we know that Ben Affleck has won an Oscar award and Ben Affleck lives in Los Angeles,

then this can help us to predict that Ben Affleck is an actor or a film maker, rather than

a lecturer or a doctor. If we additionally know that Ben Affleck’s gender is male then

there is a higher chance for him to be a film maker, given that film makers are more

likely to be male. This intuition can be formalized by representing an entity vector as a
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Ben Affleck

male

gender

actor

occupation?

film maker

occupation?

Oscar award

won

Los Angeles

live in

lecturer

occupation?

Violet Anne

child of

Figure 5.1: An example fragment of a KB.

relation-specific mixture of its neighborhood as follows:

Ben_Affleck = ωr,1(Violet_Anne, child_of)

+ ωr,2(male, gender−1)

+ ωr,3(Los_Angeles, lives_in−1)

+ ωr,4(Oscar_award,won−1),

where ωr,i are the mixing weights that indicate how important each neighboring relation is

for predicting the relation r, and the subscript −1 means the incoming edge. For example, for

predicting the “occupation” relationship, the knowledge about the “child_of” relationship

might not be that informative and thus the corresponding mixing coefficient can be close

to zero, whereas it could be relevant for predicting some other relationships, such as

“parent” or “spouse”, in which case the relation-specific mixing coefficient for the “child_of”

relationship could be high.

Our primary contribution is introducing and formalizing the neighborhood mixture
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model. We demonstrate its usefulness by applying it to the well-known TransE model

(Bordes et al., 2013). However, it could be applied to other embedding models as well,

such as Bilinear models (Bordes et al., 2012; Yang et al., 2015) and STransE (see Chapter

4). While relation path models exploit extra information using longer paths existing in

the KB, the neighborhood mixture model effectively incorporates information about many

paths simultaneously. Our extensive experiments on three benchmark datasets show that

it achieves superior performance over competitive baselines in three KB completion tasks:

triple classification, entity prediction and relation prediction.

5.2 Neighborhood mixture model

In this section, we start by explaining how to formally construct the neighbor-based entity

representations in section 5.2.1, and then describe the Neighborhood Mixture Model

applied to the TransE model (Bordes et al., 2013) in section 5.2.2. Section 5.2.3 explains

how we train our model.

5.2.1 Neighbor-based entity representation

Let E denote the set of entities and R the set of relation types. Denote by R−1 the set

of inverse relations r−1. Denote by G the knowledge graph consisting of a set of correct

triples (h, r, t), such that h, t ∈ E and r ∈ R. Let K denote the symmetric closure of G,

i.e., if a triple (h, r, t) ∈ G, then both (h, r, t) and (t, r−1, h) ∈ K.

We define:

Ne,r = {e′|(e′, r, e) ∈ K} (5.1)

as a set of neighboring entities connected to entity e with relation r. Then

Ne = {(e′, r)|r ∈ R ∪R−1, e′ ∈ Ne,r} (5.2)

is the set of all entity and relation pairs that are neighbors for entity e.



5.2. Neighborhood mixture model 99

Each entity e is associated with a k-dimensional vector ve ∈ Rk and relation-dependent

vectors ue,r ∈ Rk, r ∈ R ∪R−1. Now we can define the neighborhood-based entity repre-

sentation ϑe,r for an entity e ∈ E for predicting the relation r ∈ R as follows:

ϑe,r = aeve +
∑

(e′,r′)∈Ne

br,r′ue′,r′ , (5.3)

ae and br,r′ are the mixture weights that are constrained to sum to 1 for each neighborhood:

ae ∝ δ + expαe (5.4)

br,r′ ∝ exp βr,r′ (5.5)

where δ > 0 is a hyper-parameter that controls the contribution of the entity vector ve to

the neighbor-based mixture, αe and βr,r′ are the learnable exponential mixture parameters.

In real-world factual KBs, e.g., Freebase (Bollacker et al., 2008), some entities, such

as “male”, can have thousands or millions neighboring entities sharing the same “gender”

relation. For such entities, computing the neighbor-based vectors can be computationally

very expensive. To overcome this problem, we introduce in our implementation a filtering

threshold τ and consider in the neighbor-based entity representation construction only

those relation-specific neighboring entity sets for which |Ne,r| ≤ τ .

5.2.2 TransE-NMM: applying neighborhood mixtures to TransE

Embedding models define for each triple (h, r, t) ∈ G, a score function f(h, r, t) that mea-

sures its implausibility. The goal is to choose f such that the score f(h, r, t) of a plausible

triple (h, r, t) is smaller than the score f(h′, r′, t′) of an implausible triple (h′, r′, t′).

TransE (Bordes et al., 2013) is a simple embedding model for KB completion, which,

despite of its simplicity, obtains very competitive results (García-Durán et al., 2016; Nickel

et al., 2016b). In TransE, both entities e and relations r are represented with k-dimensional

vectors ve ∈ Rk and vr ∈ Rk, respectively. These vectors are chosen such that for each

triple (h, r, t) ∈ G, we have: vh + vr ≈ vt. The score function of the TransE model is the
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norm of this translation:

f(h, r, t)TransE = ‖vh + vr − vt‖`1/2 (5.6)

We define the score function of our new model TransE-NMM in terms of the neighbor-

based entity vectors as follows:

f(h, r, t) = ‖ϑh,r + vr − ϑt,r−1‖`1/2 (5.7)

using either the `1 or the `2-norm, and ϑh,r and ϑt,r−1 are defined following the Equation

5.3. The relation-specific entity vectors ue,r used to construct the neighbor-based entity

vectors ϑe,r are defined based on the TransE translation operator:

ue,r = ve + vr (5.8)

vr−1 = −vr (5.9)

ue,r−1 = ve − vr (5.10)

For each correct triple (h, r, t), the sets of neighboring entities Nh,r and Nt,r−1 exclude

the entities t and h, respectively. If we set the filtering threshold τ = 0 then ϑh,r = vh and

ϑt,r−1 = vt for all triples. In this case, TransE-NMM reduces to the plain TransE model.

In all our experiments presented in Section 5.3, the baseline TransE results are obtained

with the TransE-NMM with τ = 0.

Our TransE-NMM model can be also viewed as a three-relation path model because

it uses the neighborhood entity and relation information of both head and tail entities in

each triple. Furthermore, our neighborhood mixture model can be adapted to other state-

of-the-art embedding models for KB completion which are discussed in Section 2.5. For

example, it can be adapted to relation path models Bilinear-comp and TransE-comp

(Guu et al., 2015), by replacing head and tail entity vectors by the neighbor-based vector

representations, thus combining advantages of both path and neighborhood information.
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5.2.3 Parameter optimization

The TransE-NMM model parameters include the vectors ve,vr for entities and relation

types, the entity-specific weights α = {αe|e ∈ E} and relation-specific weights β =

{βr,r′|r, r′ ∈ R∪R−1}. To learn these parameters, we minimize the L2-regularized margin-

based objective function:

L =
∑

(h,r,t)∈G
(h′,r,t′)∈G′

(h,r,t)

max
(

0, γ + f(h, r, t)− f(h′, r, t′)
)

+
λ

2

(
‖α‖22 + ‖β‖22

)
, (5.11)

where γ is the margin hyper-parameter, λ is the L2 regularization parameter, and

G ′(h,r,t) = {(h′, r, t) | h′ ∈ E , (h′, r, t) /∈ G} ∪ {(h, r, t′) | t′ ∈ E , (h, r, t′) /∈ G}

is the set of incorrect triples generated by corrupting the correct triple (h, r, t) ∈ G. We

applied the “Bernoulli trick” to choose whether to generate the head or tail entity when

sampling an incorrect triple (Wang et al., 2014a; Lin et al., 2015b; He et al., 2015; Ji et al.,

2015, 2016). A description of the Bernoulli trick is previously presented in Section 4.2.

We use Stochastic Gradient Descent with RMSProp adaptive learning (Tieleman and

Hinton, 2012) to minimize L, and impose the following hard constraints during training:

‖ve‖2 6 1 and ‖vr‖2 6 1.1 We employ alternating optimization to minimize L. As shown

in Algorithm 7, we first initialize the entity and relation-specific mixing parameters α and

β to zero and only learn the randomly initialized entity and relation vectors ve and vr.

Then we fix the learned vectors and only optimize the mixing parameters. In the final step,

we fix again the mixing parameters and fine-tune the vectors. In all experiments presented

in Section 5.3, we train for 200 epochs during each of the three optimization steps.
1See Section 2.2.3 for a brief introduction to RMSProp.
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Algorithm 7: Parameter optimization for TransE-NMM

// Randomly initialize entity and relation vectors as in TransE (Bordes

et al., 2013), and set entity and relation-specific weights to be zero.

for e ∈ E do
ve ← uniform(− 6√

k
, 6√

k
)

for r ∈ R do
vr ← uniform(− 6√

k
, 6√

k
)

// First optimization step

for epoch i = 1, 2, ..., 200 do
for (h, r, t) ∈ G do

(h′, r, t′)← sample(G′(h,r,t)) // Sample a corrupted triple

Update entity and relation vectors w.r.t: ∇max
(
0, γ + f(h, r, t)− f(h′, r, t′)

)
Normalize the updated vectors to length 1 if their length is larger than 1.

// Second optimization step

for epoch i = 1, 2, ..., 200 do
for (h, r, t) ∈ G do

(h′, r, t′)← sample(G′(h,r,t))
Update entity and relation-specific weights w.r.t:

∇max
(
0, γ + f(h, r, t)− f(h′, r, t′)

)
+
λ

2

(
‖α‖22 + ‖β‖22

)
// Last optimization step

for epoch i = 1, 2, ..., 200 do
for (h, r, t) ∈ G do

(h′, r, t′)← sample(G′(h,r,t))

Update entity and relation vectors w.r.t: ∇max
(
0, γ + f(h, r, t)− f(h′, r, t′)

)
Normalize the updated vectors to length 1 if their length is larger than 1.

5.3 Experiments

To investigate the usefulness of the neighborhood mixtures, we compare the performance

of our TransE-NMM model against the results of the baseline model TransE (Bordes

et al., 2013) and other state-of-the-art embedding models on the triple classification, entity

prediction and relation prediction tasks.
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Dataset: WN11 FB13 NELL186
#R 11 13 186
#E 38,696 75,043 14,463
#Train 112,581 316,232 31,134
#Valid 2,609 5,908 5,000
#Test 10,544 23,733 5,000

Table 5.1: Statistics of the experimental datasets used in this study (and previous works).
#E is the number of entities, #R is the number of relation types, and #Train, #Valid
and #Test are the numbers of correct triples in the training, validation and test sets,
respectively. Each validation and test set also contains the same number of incorrect
triples as the number of correct triples.

5.3.1 Datasets

We conduct experiments using three publicly available datasets WN11, FB13 and NELL186.

For all of them, the validation and test sets containing both correct and incorrect triples

have already been constructed. Table 5.1 gives the statistical information about these

datasets. WN11 and FB13 were produced by Socher et al. (2013b) for triple classification.2

WN11 is derived from the large lexical KB WordNet (Miller, 1995) involving 11 relation

types. FB13 is derived from the large real-world fact KB FreeBase (Bollacker et al., 2008)

covering 13 relation types. NELL186 was introduced by Guo et al. (2015) for both triple

classification and entity prediction tasks,3 containing the 186 most frequent relations in

the KB NELL (Carlson et al., 2010).

5.3.2 Evaluation tasks

We evaluate TransE-NMM on three commonly used benchmark tasks: triple classification,

entity prediction and relation prediction. This subsection describes those tasks in detail.

Triple classification: The triple classification task was first introduced by Socher et al.

(2013b), and since then it has been used to evaluate various embedding models. The aim

of the task is to predict whether a triple (h, r, t) is correct or not.
2 http://cs.stanford.edu/people/danqi/data/nips13-dataset.tar.bz2
3http://aclweb.org/anthology/attachments/P/P15/P15-1009.Datasets.zip

http://cs.stanford.edu/people/danqi/data/nips13-dataset.tar.bz2
http://aclweb.org/anthology/attachments/P/P15/P15-1009.Datasets.zip
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For classification, we set a relation-specific threshold θr for each relation type r. If the

implausibility score of an unseen test triple (h, r, t) is smaller than θr then the triple will

be classified as correct, otherwise incorrect. Following Socher et al. (2013b), the relation-

specific thresholds are determined by maximizing the micro-averaged accuracy, which is

a per-triple average, on the validation set. We also report the macro-averaged accuracy,

which is a per-relation average.

Entity prediction: The standard entity prediction task, which is also called the link

prediction task (Bordes et al., 2013), predicts the head or the tail entity given the relation

type and the other entity. The results are evaluated using a ranking induced by the

function f(h, r, t) on test triples. Note that the incorrect triples in the validation and test

sets are not used for evaluating the entity prediction task nor the relation prediction task.

As detailed in Section 4.3.1, for this entity prediction task, we use two settings “Raw” and

“Filtered” with three ranking-based evaluation metrics: mean rank, Hits@10 and mean

reciprocal rank (MRR). In both “Raw” and “Filtered” settings, lower mean rank, higher

MRR or higher Hits@10 indicates better entity prediction performance.

Relation prediction: The relation prediction task (Lin et al., 2015a) predicts the

relation type given the head and tail entities, i.e., predicting r given (h, ?, t) where ?

denotes the missing element. We corrupt each correct test triple (h, r, t) by replacing

its relation r by each possible relation type in turn, and then rank these candidates in

ascending order of their implausibility score. Just as in the entity prediction task, we use

two setting protocols “Raw” and “Filtered”, and evaluate on the mean rank, MRR and

Hits@10 metrics.

5.3.3 Hyper-parameter tuning

For all evaluation tasks, experimental results for TransE are obtained with TransE-NMM

with the filtering threshold τ = 0 as mentioned in Section 5.2.2, while we set τ = 10 for

TransE-NMM.
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For triple classification, we first performed a grid search to choose the optimal hyper-

parameters for TransE by monitoring the micro-averaged triple classification accuracy

after each training epoch on the validation set. For all datasets, we chose either the `1 or

`2 norm in the score function f and the initial RMSProp learning rate η ∈ {0.001, 0.01}.

Following the previous work (Wang et al., 2014a; Lin et al., 2015b; Ji et al., 2015; He

et al., 2015; Ji et al., 2016), we selected the margin hyper-parameter γ ∈ {1, 2, 4} and

the number of vector dimensions k ∈ {20, 50, 100} on WN11 and FB13. On NELL186, we

set γ = 1 and k = 50 (Guo et al., 2015; Luo et al., 2015). The highest accuracy on the

validation set was obtained when using η = 0.01 for all three datasets, and when using

`2 norm for NELL186, γ = 4, k = 20 and `1 norm for WN11, and γ = 1, k = 100 and `2

norm for FB13.

We set the hyper-parameters η, γ, k, and the `1 or the `2-norm in our TransE-NMM

model to the same optimal hyper-parameters searched for TransE. We then used a grid

search to select the hyper-parameter δ ∈ {0, 1, 5, 10} andL2 regularizer λ ∈ {0.005, 0.01, 0.05}

for TransE-NMM. By monitoring the micro-averaged accuracy after each training epoch,

we obtained the highest accuracy on validation set when using δ = 1 and λ = 0.05 for

both WN11 and FB13, and δ = 0 and λ = 0.01 for NELL186.

For both entity prediction and relation prediction tasks, we set the hyper-parameters η,

γ, k, and the `1 or the `2-norm for both TransE and TransE-NMM to be the same as the

optimal parameters found for the triple classification task. We then monitored on TransE

the filtered MRR on validation set after each training epoch. We chose the model with

highest validation MRR, which was then used to evaluate the test set. For TransE-NMM,

we searched the hyper-parameter δ ∈ {0, 1, 5, 10} and L2 regularizer λ ∈ {0.005, 0.01, 0.05}.

By monitoring the filtered MRR after each training epoch, we selected the best model

with the highest filtered MRR on the validation set. For the entity prediction task, we

selected δ = 10 and λ = 0.005 for WN11, δ = 5 and λ = 0.01 for FB13, and δ = 5 and

λ = 0.005 for NELL186. For the relation prediction task, we selected δ = 10 and λ = 0.005

for WN11, δ = 10 and λ = 0.05 for FB13, and δ = 1 and λ = 0.05 for NELL186.
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Data Method
Triple class. Entity prediction Relation prediction
Mic. Mac. MR MRR H@10 MR MRR H@10

WN11
R

TransE 85.21 82.53 4324 0.102 19.21 2.37 0.679 99.93
TransE-NMM 86.82 84.37 3687 0.094 17.98 2.14 0.687 99.92

F
TransE 4304 0.122 21.86 2.37 0.679 99.93
TransE-NMM 3668 0.109 20.12 2.14 0.687 99.92

FB13
R

TransE 87.57 86.66 9037 0.204 35.39 1.01 0.996 99.99
TransE-NMM 88.58 87.99 8289 0.258 35.53 1.01 0.996 100.0

F
TransE 5600 0.213 36.28 1.01 0.996 99.99
TransE-NMM 5018 0.267 36.36 1.01 0.996 100.0

NELL186
R

TransE 92.13 88.96 309 0.192 36.55 8.43 0.580 77.18
TransE-NMM 94.57 90.95 238 0.221 37.55 6.15 0.677 82.16

F
TransE 279 0.268 47.13 8.32 0.602 77.26
TransE-NMM 214 0.292 47.82 6.08 0.690 82.20

Table 5.2: Experimental results of TransE (i.e., TransE-NMM with τ = 0) and TransE-
NMM with τ = 10. Micro-averaged (labeled as Mic.) and Macro-averaged (labeled as
Mac.) accuracy results are for the triple classification task. MR, MRR and H@10 abbre-
viate the mean rank, the mean reciprocal rank and Hits@10 (in %), respectively. “R” and
“F” denote the “Raw” and “Filtered” settings used in the entity prediction and relation
prediction tasks, respectively.

5.4 Results

5.4.1 Quantitative results

Table 5.2 presents the results of TransE and TransE-NMM on triple classification, entity

prediction and relation prediction tasks on all experimental datasets. The results show

that TransE-NMM generally performs better than TransE in all three evaluation tasks.

Specifically, TransE-NMM obtains higher triple classification results than TransE in all

three experimental datasets, for example, with 2.44% absolute improvement in the micro-

averaged accuracy on the NELL186 dataset (i.e., 31% reduction in error). In terms of

entity prediction, TransE-NMM obtains better mean rank, MRR and Hits@10 scores than

TransE on both FB13 and NELL186 datasets. Specifically, on NELL186 TransE-NMM

gains a significant improvement of 279 − 214 = 65 in the filtered mean rank (which is

about 23% relative improvement), while on the FB13 dataset, TransE-NMM improves

with 0.267−0.213 = 0.054 in the filtered MRR (which is about 25% relative improvement).
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Method W11 F13 Avg.
TransR (Lin et al., 2015b) 85.9 82.5 84.2
CTransR (Lin et al., 2015b) 85.7 - -
TransD (Ji et al., 2015) 86.4 89.1 87.8
TEKE_H (Wang and Li, 2016) 84.8 84.2 84.5
TranSparse-S (Ji et al., 2016) 86.4 88.2 87.3
TranSparse-US (Ji et al., 2016) 86.8 87.5 87.2
NTN (Socher et al., 2013b) 70.6 87.2 78.9
TransH (Wang et al., 2014a) 78.8 83.3 81.1
SLogAn (Liang and Forbus, 2015) 75.3 85.3 80.3
KG2E (He et al., 2015) 85.4 85.3 85.4
Bilinear-comp (Guu et al., 2015) 77.6 86.1 81.9
TransE-comp (Guu et al., 2015) 80.3 87.6 84.0
TransR-FT (Feng et al., 2016a) 86.6 82.9 84.8
TransG (Xiao et al., 2016) 87.4 87.3 87.4
lppTransD (Yoon et al., 2016) 86.2 88.6 87.4
TransE 85.2 87.6 86.4
TransE-NMM 86.8 88.6 87.7

Table 5.3: Micro-averaged accuracy results (in %) for triple classification on WN11 (labeled
as W11) and FB13 (labeled as F13) test sets. Scores in bold and underline are the best
and second best scores, respectively. “Avg.” denotes the averaged accuracy.

On the WN11 dataset, TransE-NMM only achieves better mean rank for entity prediction.

The relation prediction results of TransE-NMM and TransE are relatively similar on both

WN11 and FB13 because the number of relation types is small in these two datasets. On

NELL186, however, TransE-NMM does significantly better than TransE.

In Table 5.3, we compare the micro-averaged triple classification accuracy of our TransE-

NMM model with the previously reported results on the WN11 and FB13 datasets. The

first 6 rows report the performance of models that use TransE to initialize the entity

and relation vectors. The last 11 rows present the accuracy of models with randomly

initialized parameters. Table 5.3 shows that TransE-NMM obtains the second highest

result on both WN11 and FB13. Note that there are higher results reported for NTN

(Socher et al., 2013b), Bilinear-comp and TransE-comp (Guu et al., 2015) when entity

vectors are initialized by averaging the pre-trained word vectors (Mikolov et al., 2013b;

Pennington et al., 2014). It is not surprising as many entity names in WordNet and
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Method
Triple class. Entity pred.
Mic. Mac. MR H@10

TransE-LLE 90.08 84.50 535 20.02
SME-LLE 93.64 89.39 253 37.14
SE-LLE 93.95 88.54 447 31.55
TransE-SkipG 85.33 80.06 385 30.52
SME-SkipG 92.86 89.65 293 39.70
SE-SkipG 93.07 87.98 412 31.12
TransE 92.13 88.96 309 36.55
TransE-NMM 94.57 90.95 238 37.55

Table 5.4: Results on on the NELL186 test set. Results for the entity prediction task are
in the “Raw” setting. “-SkipG” abbreviates “-Skip-gram”.

FreeBase are lexically meaningful. It is possible for all other embedding models to utilize

the pre-trained word vectors as well. However, as pointed out by Wang et al. (2014a) and

Guu et al. (2015), averaging the pre-trained word vectors for initializing entity vectors is

an open problem and it is not always useful since entity names in many domain-specific

KBs are not lexically meaningful.

Table 5.4 compares the accuracy for triple classification, the raw mean rank and raw

Hits@10 scores for entity prediction on the NELL186 dataset. The first three rows present

the best results reported in Guo et al. (2015), while the next three rows present the best

results reported in Luo et al. (2015). TransE-NMM obtains the highest triple classification

accuracy, the best raw mean rank and the second highest raw Hits@10 on the entity

prediction task in this comparison.

5.4.2 Qualitative results

Table 5.5 presents some examples to illustrate the useful information modeled by the

neighbors. We took the relation-specific mixture weights from the learned TransE-NMM

model optimized on the entity prediction task, and then extracted three neighbor relations

with the largest mixture weights given a relation. Table 5.5 shows that those relations

are semantically coherent. For example, if we know the place of birth and/or the place of

death of a person and/or the location where the person is living, it is likely that we can
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Relation Top 3-neighbor relations

has_instance
type_of
subordinate_instance_of

(WN11) domain_topic

synset_domain_topic
domain_region
member_holonym

(WN11) member_meronym

nationality
place_of_birth
place_of_death

(FB13) location
spouse

children, spouse, parents
(FB13)

CEOof
WorksFor
TopMemberOfOrganization

(NELL186) PersonLeadsOrganization

AnimalDevelopDisease
AnimalSuchAsInsect
AnimalThatFeedOnInsect

(NELL186) AnimalDevelopDisease

Table 5.5: Qualitative examples.

predict the person’s nationality. On the other hand, if we know that a person works for

an organization and that this person is also the top member of that organization, then it

is possible that this person is the CEO of that organization.

5.4.3 Discussion

Despite of the lower triple classification scores of TransE reported in Wang et al. (2014a),

Table 5.3 shows that TransE in fact obtains a very competitive accuracy. Particularly,

compared to the relation path model TransE-comp (Guu et al., 2015), when model

parameters were randomly initialized, TransE obtains 85.2−80.3 = 4.9% absolute accuracy

improvement on the WN11 dataset while achieving similar score on the FB13 dataset.

Our high results of the TransE model are probably due to a careful grid search and using

the Bernoulli trick. Note that Lin et al. (2015b), Ji et al. (2015) and Ji et al. (2016)

did not report the TransE results used for initializing TransR, TransD and TranSparse,

respectively. They directly copied the TransE results previously reported in Wang et al.
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Figure 5.2: Relative improvement of TransE-NMM against TransE for entity prediction
task in WN11 when the filtering threshold τ = {10, 100, 500} (with other hyper-parameters
being the same as selected in Section 5.3.3). Prefixes “R-” and “F-” denote the “Raw” and
“Filtered” settings, respectively. Suffixes “-MR”, “-MRR” and “-H@10” abbreviate the mean
rank, the mean reciprocal rank and Hits@10, respectively.

(2014a). So it is difficult to determine exactly how much TransR, TransD and TranSparse

gain over TransE. These models might obtain better results than previously reported

when the TransE used for initialization performs as well as reported in this chapter. Also,

García-Durán et al. (2015), Lin et al. (2015a), García-Durán et al. (2016) and Nickel et al.

(2016b) showed that for entity prediction TransE obtains very competitive results which

are much higher than the TransE results originally published in Bordes et al. (2013).4

As presented in Table 5.2, for entity prediction using WN11, TransE-NMM with the

filtering threshold τ = 10 only obtains better mean rank than TransE (about 15% relative

improvement) but lower Hits@10 and mean reciprocal rank. The reason might be that in

semantic lexical KBs such as WordNet where relationships between words or word groups

are manually constructed, whole neighborhood information might be useful. So when using

a small filtering threshold, the model ignores a lot of potential information that could help

predicting relationships. Figure 5.2 presents relative improvements in entity prediction

of TransE-NMM over TransE on WN11 when varying the filtering threshold τ . Figure
4They did not report the results on WN11 and FB13 datasets, which are used in this chapter, though.
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5.2 shows that TransE-NMM gains better scores with higher τ value. Specifically, when

τ = 500 TransE-NMM does better than TransE in all entity prediction metrics.

5.5 Summary

In this chapter, we introduced a neighborhood mixture model for knowledge base comple-

tion by constructing neighbor-based vector representations for entities. We demonstrated

its effect by extending TransE (Bordes et al., 2013) with our neighborhood mixture model.

On three different datasets, experimental results show that our model significantly improves

TransE and generally obtains better results than the other state-of-the-art embedding mod-

els on triple classification, entity prediction and relation prediction tasks.
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Conclusion

To answer the research questions set out in Chapter 1, we presented two new probabilistic

topic models, two new embedding models for KB completion, and a new embedding

approach for personalized search in chapters 3, 4 and 5. In this chapter, we highlight our

major findings and discuss possible future research directions.

6.1 Answers and Key findings

In Chapter 3, we showed that latent feature word vectors can be used to improve topic

models. More specifically, we addressed the research question on developing new topic

models that incorporate pre-trained word representations learned on a large corpus to

improve topic inference on a smaller corpus:

RQ 1: How can word vectors learned on a large external corpus be used to improve topic

models estimated from a smaller corpus or from a corpus of short documents ?

We proposed two new topic models LF-LDA and LF-DMM, that integrate latent feature

representations of words within two baseline topic models: the LDA model for normal texts

(Blei et al., 2003) and the DMM model for short texts (Nigam et al., 2000; Yin and Wang,

2014). We investigated the use of two well-known sets of pre-trained word vectors—Google

Word2Vec (Mikolov et al., 2013b) and Stanford GloVe (Pennington et al., 2014)—with our

113
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LF-LDA and LF-DMM models for three evaluation tasks on six experimental datasets. In

topic coherence evaluation, our models performed significantly better the baseline topic

models LDA and DMM on all experimental datasets. This confirmed that our approach for

utilizing external information from very large corpora via pre-trained word vectors helps

improve the topic-to-word mapping on smaller corpora. Also, document clustering and

classification evaluations showed that LF-LDA and LF-DMM produced better document-

topic assignments than the baseline models LDA and DMM did. In particular, we found

the highest improvements on document clustering and classification results are for datasets

with few or short documents. We also found that utilizing the pre-trained Google Word2Vec

and Stanford Glove word vectors produced similar results in all three evaluation tasks.

In Chapter 4, one research question we addressed focused on developing a new embed-

ding model for KB completion to deal with complex relationships:

RQ 2: How can we develop a new embedding model for KB completion to better capture

Many-to-1, 1-to-Many and Many-to-Many relationships ?

We proposed a new triple-based embedding model, namely STransE, for link prediction

in KBs. Our STransE model combines insights from the Structured Embedding (SE)

model (Bordes et al., 2011) and the TransE model (Bordes et al., 2013) to represent

each relation type by a low-dimensional vector embedding and two projection matrices.

We found that STransE obtains better link prediction performances than SE, TransE

and other closely related embedding models, especially for complex Many-to-1, 1-to-Many

and Many-to-Many relationships. Thus, STransE can serve as a future baseline for more

complex models.

In Chapter 4, we also addressed another research question of whether we could explore

a new application task for a KB completion model:

RQ 4: How can we adapt a KB completion model to some new application such as in

Web search engines ?

We explored a new application in the search personalization task, where we could

make a connection between a topic model (e.g., LDA) and a KB completion model (e.g.,
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STransE). Specifically, we proposed a new embedding approach for search personalization,

by applying STransE to learn user profiles which represent user topical interests, i.e.,

to represent each user profile by a user vector embedding and two user matrices. Then

we learned the user vector and matrices by utilizing LDA-based pre-determined vector

representations of the user’s submitted queries and returned documents. Next, we applied

learned user profiles to re-rank search results produced by the Bing search engine. The

experiments showed that our approach is able to significantly improve the ranking scores.

In Chapter 5, we answered the research question of whether, apart from the triples, we

could make use of extra information from the structure of KBs:

RQ 3: How can we develop a new embedding model using such useful information as

relation path or neighborhood for better link prediction in KBs ?

We introduced a neighborhood mixture model for KB completion, by formalizing

neighbor-based vector representations for entities. While relation path models use extra

information from longer paths existing in the KB, our neighborhood mixture model si-

multaneously incorporates information about many paths effectively. We demonstrated

its effectiveness by applying it to the TransE model (Bordes et al., 2013). Our extensive

experiments on three benchmark datasets showed that the neighborhood mixture model

significantly improves TransE, resulting in better performances than other competitive

embedding models in triple classification, entity prediction and relation prediction tasks.

6.2 Future work

Given the multi-faceted nature of the work described in this thesis, there are many direc-

tions for future research expansions.

Regarding topic modeling, it would be interesting to identify exactly how the latent

feature word vectors improve topic modeling performance. We believe that they provide

useful information about word meaning extracted from the large corpora that they are

trained on, but it is possible that the performance improvements arise because the word
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vectors are trained on context windows of size 5 or 10, while the LDA and DMM models

view documents as bags of words, and effectively use a context window that encompasses

the entire document. In preliminary experiments, where we train latent feature word

vectors from the topic-modeling corpus alone using context windows of size 10, we found

that performance degraded relative to the results presented here, suggesting that the use of

a context window alone is not responsible for the performance improvements we reported

here. Clearly, it would be valuable to investigate this further. In order to use a Gibbs

sampler in Section 3.2.4, the conditional distributions needed to be distributions we can

sample from cheaply, which is not the case for the ratios of Gamma functions. While

we used a simple approximation, we can also explore other sampling techniques that can

avoid approximations, such as Metropolis-Hastings sampling (Bishop, 2006, Section 11.2.2).

Although we have not evaluated our approach on very large corpora, the corpora we have

evaluated on do vary in size, and we showed that the gains from our approach are greatest

when the corpora are small. A drawback of our approach is that it is slow on very large

corpora. Variational Bayesian inference may provide an efficient solution to this problem

(Jordan et al., 1999; Blei et al., 2003). Furthermore, we plan to tune the word vectors to

fit the topic modeling corpora. We also aim to develop better latent feature models of

topic-word distributions.

In term of KB completion, we plan to extend STransE to use relation path or neighbor-

hood information in knowledge bases. One potential direction is to adapt our neighborhood

mixture model to STransE by replacing the head and tail entity vectors by the neighbor-

based vector representations. Especially, we plan to adapt our neighborhood mixture model

to relation path models, such as TransE-comp (Guu et al., 2015), to combine the use-

ful information from both relation paths and entity neighborhoods. Furthermore, for the

application in search personalization, as presented in Section 4.4, we employed LDA for

inferring document and query embeddings, before modeling users. Instead of that two-step

manner, we will represent document and query embeddings as bag-of-word vectors, and

then directly learn them together with user embeddings and matrices.
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6.3 Conclusion

There are many interesting research questions that remain to be addressed in understanding

how representation learning can help improve topic models and knowledge base completion.

We hope that this thesis serves its purpose by providing concrete answers to several specific

questions and discussing possible research directions for future work.
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