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## 1 Introduction

"If language is a window on the mind, speech is the thin end of an experimental wedge that will pry the window open." (Studdert-Kennedy, 1981)

Learning a foreign language is hard. Many who have learnt German as a Foreign Language (GFL) ${ }^{1}$ may have felt challenged by the position of the finite verb in main versus subordinate clauses or the many different plural forms German nouns exhibit. But learning the sounds of German, a language with an unusually high ${ }^{2}$ number of 15 vowel phonemes, is just as hard as learning its grammatical structures - possibly even harder (Hirschfeld, 2003: 873). This is especially true for speakers of a language with considerably fewer contrastive vowels, such as Polish. The following utterance by a Polish learner of L2 German exemplifies this issue: Kann ich den Schrank in Ratten zahlen? ("Can I pay for this closet in rats?") The Polish learner shared this anecdote in a linguistics seminar at Humboldt-University, Berlin, in order to illustrate the persistent challenge Polish speakers face with German vowels. By producing the troublesome segment in the word Raten [bа:tən] ("instalments") too short, the Polish learner found herself in an undesired communication situation, talking about rats while in fact wishing to discuss instalments. Cutler (2015) points out that difficult L2 segmental contrasts are not only problematic for minimal pairs, as was the case in the Raten-Ratten example. Another serious problem is that indistinguishable L2 segments can lead to temporary ambiguity among L2 words. This is caused by (spurious) initial overlap of words, which lead to additional processing costs for L2 learners. For example, Dutch learners have difficulties with English $/ \varepsilon /$ in pencil versus /æ/ in panda. Cutler et al. (2006)

[^0]found that when these learners heard panda, they were likely to look at the competitor pencil too and consequently were slowed down in their language processing. The investigation of L2 speech learning is therefore not only of theoretical interest, but can potentially help learners with serious problems in the acquisition of a foreign language.

This study focuses on the perception and production of German vowels by Polish GFL learners. It draws on different areas of research, most prominently on GFL research and L2 phonetics and phonology. While some "intellectual imperialists" (Pierrehumbert, 1990: 375) have taken the view that phonetics and phonology cannot be integrated, the field of L2 phonetics/phonology does not seem to be concerned with this traditional divide. The reason why the distinction is not as fundamental in L2 research may be that much of the experimental work in the field makes use of phonetic methodologies, such as acoustic analyses, but at the same time takes interest in the sounds that are often also those sounds which are contrastive in the L2 phonological system. The field of L2 sound acquisition can therefore be understood as an area of research where Ohala's call for the integration of phonetics and phonology is put into practice (Ohala, 1990). ${ }^{3}$

As far as GFL research is concerned, Grotjahn (1998) points out the need to incorporate findings from L2 phonetics and phonology into the applied field of GFL pronunciation teaching. He criticizes practices that promote various didactic recipes without taking latest empirical findings into account. Most studies in L2 speech acquisition emphasize the perceptual side of the learning process (Bohn and Munro, 2007: 9), while publications in the field of GFL tend

[^1]to base their findings on production data (e.g. Morciniec, 1990, Slembek, 1995, Müller 2005). It seems therefore worthwhile bringing the findings and hypotheses from both fields together.

Most research in the field of experimental phonetics and L2 phonology has been done on English as an L2 (Hayes-Harb, 2012). Even though some findings on English may be transferable to other languages, experimental research which specifically addresses topics in German L2 sound acquisition is still rare (but see Dieling, 1983, Richter, 2008, Darcy and Krüger, 2012, and Darcy et al., 2013). This seems unfortunate since English may not always be the best candidate to investigate current issues in the field. For example, the acquisition of vowel length ${ }^{4}$ in L2 English has attracted much attention (e.g. Bohn, 1995, Bogacka, 2004, Cebrian, 2006, Rojczyk, 2011) even though this feature of the vowel system plays only a secondary role in English (Hillenbrand et al., 2000). This is different for German as an L2, especially in the case of lower vowels (Sendlmeier, 1981). For example, in the [bаtən] ("rats") versus [ва:tən] ("instalments") minimal pair, it is primarily the difference in vowel length which differentiates the German phonemes /a/ and /a:/.

Flege (1999: 1275) has pointed out the need to focus on more than one acoustic dimension when investigating L2 sound acquisition. In the case of German vowels, it is not only the length of vowels which is of interest, but also the quality of vowels (i.e. tense versus lax). Hence, both dimensions will be addressed in this study. In the case of the perception experiments, this implies that stimuli will be manipulated both in their length and in their quality. For the production experiment, this means that both vowel duration and formant values are of interest in the acoustic analysis of the present data.

[^2]In the reprint of Ellis' (2008) monumental work The Study of Second Language Acquisition only about 20 pages (out of over 1100 pages) are dedicated to the topic of L2 phonetics and phonology. Yet he states that there has been a considerable growth of interest in L2 phonology in recent years (Ellis, 2008: 103) and various publications of anthologies dedicated to the field of L2 speech learning reflect this trend (e.g. Strange, 1995, James and Leather, 1997, Bohn and Munro, 2007, Edwards and Zampini, 2008). One of the most recent and conspicuous factors of interest in the field is the influence of orthography in the acquisition of an L2 phonology. As early as in 2002, Young-Scholten (2002: 264) noted that "we know very little about the influence of written input on the development of a second phonology. Studies which compare L2 children and adults or L2 adult groups neither control for this input variable nor do they treat it as an independent one". About a decade later, research does begin to take orthography into account. For example, in 2015, Applied Psycholinguistics published a special issue on this topic, but findings are not straightforward. While some researchers find orthography to have a positive influence on L2 sound acquisition (Rafat, 2015), others find no results at all (Showalter and Hayes-Harb, 2015), and still others report on negative influences of orthographic input (Bassetti and Atkinson, 2015). The latter's research looks at the influence of orthography in acquiring L2 English, i.e. in a writing system ${ }^{5}$ known for its idiosyncrasy. For example, the marking of vowel length is relatively opaque, and both phonetically short and long vowels may be marked by double vowel graphemes, as in hood [hvd] and food [fu:d]. In German, vowel length is marked more systematically, for example, by the lengthening $h$ in the word Sahne ("cream"). However, not every long vowel is explicitly marked, as demonstrated in the above mentioned example Rate /ьа:tə/. This optional but coherent marking of vowel length in German allows for a set-up of an experimental design that would not be possible in English. Most current theories in L2 sound

[^3]learning would propose that the quoted Polish GFL learner produced Raten as Ratten because she perceived it as such (see the following chapter). This study asks the question whether orthography may also play a role in this process, as the absence of the lengthening $h$ suggests that the vowel might also be short. In order to investigate this question experimentally, two groups of speakers - 20 Polish GFL learners and 20 native speakers of German - took part both in a perception and a production task involving orthographic marking as an experimental variable. A third discrimination experiment was conducted to investigate the perception of German vowels without any possible influence of orthography.

The study is organized as follows. First, prominent theories of L2 speech learning are reviewed, and current hypotheses regarding L2 vowel length acquisition are discussed. Studies which relate L2 sound acquisition and L2 lexical representation are also reviewed, since the current study uses real German words to investigate the phenomenon under discussion (Chapter 2). Following the general overview, extant studies addressing the role of orthography in L2 phonological acquisition will be presented. In light of this, the orthographic systems of German and Polish will be described in detail (Chapter 3). The next chapter introduces the German and Polish vowel systems. The section on Polish includes two exploratory studies, which investigate Polish vowel duration before singleton versus geminate consonants, as well as Polish vowel quality and average Polish vowel duration (Chapter 4). The following three chapters report the main experiments of the study: a discrimination experiment with manipulated nonce words (Chapter 5), a production experiment with real German words which are either explicitly marked or unmarked for their vowel length (Chapter 6), and an identification experiment which includes the same words as the production experiment (Chapter 7). Chapter 8 summarizes the results, discusses how the three studies relate to each other, and illustrates their relevance for foreign language classroom. The thesis closes with an overall conclusion.

## 2 Theories of L2 speech learning

A central theme to all theories of L2 speech learning is the role of the native language (L1) in learning a second language. According to Bohn (1998), Polivanov (1931/1974) was the first to describe the influence of the L1 on the perception and production of foreign sounds. In his article on "The Subjective Nature of the Perceptions of Language Sounds" he gives various anecdotal examples of foreign language learners who add or substitute sounds inaccurately (e.g. Japanese speakers producing Russian [tak] ("thus") as [taku] or Russian speakers producing French $[l \varepsilon]$ ("milk") as [le]). Polivanov hypothesized that the learners' deviant productions are due the "subjective nature" of the perception of sounds, which depends on "the complex of language habits attained by every given individual in the process of mastering his mother (native) tongue" (Polivanov, 1974: 231). Later on, Trubetzkoy (1939/1989) coined the term "phonological sieve", which became a widely used metaphor for the idea that our L1 phonology filters out those properties of the L2 speech signal which are not relevant to our L1 phonological system. Because of this, learners of an L2 may perceive and produce foreign sounds erroneously. While neither Polivanov nor Trubetzkoy formulated a comprehensive theory of L2 speech learning, the following sections will present prominent theories and hypotheses in this field, which are relevant for the current study. These include the Contrastive Analysis Hypothesis (Lado, 1957), the Speech Learning Model (Flege, 1995), the Perceptual Assimilation Model for L2 (Best and Tyler, 2007), and the Linguistic Perception Model (Escudero, 2005). Furthermore, two hypotheses will be presented which address the acquisition of vowel length (Bohn, 1995 and McAllister et al., 2002, respectively). Finally, recent research into L2 lexicalphonological representation will be discussed (i.e. Hayes-Harb and Masuda, 2008, Darcy et al., 2012, Darcy, 2014). While all previous models focus on the acquisition of sounds alone, this last section of the chapter is concerned with the relationship between L2 speech learning and the phonological content of L2 learners' lexicons. This research is important in light of the production and identification tasks of this study (Chapters 6 and 7), as these tap into the nature of L2 lexical representations.

### 2.1 Contrastive Analysis Hypothesis

Related to the metaphor of the above mentioned "phonological sieve" is a famous idea about how structural similarities and differences in two languages may predict difficulties in an L2. In 1957, Lado put forward his Contrastive Analysis Hypothesis (CAH), which states that "those elements that are similar to [the learner's] native language will be simple for him, and those elements that are different will be difficult" (Lado, 1957: 2). These elements could be phonological, grammatical, lexical, or graphemic in nature. ${ }^{6}$ In his chapter on phonological structures, Lado identifies the similarities and differences between L1 and L2 phonemes and their distribution as the core task in conducting a phonological contrastive analysis. To him, the easiest phonemes to learn are those sounds which are "physically similar to those of the native language, that structure similarly to them, and that are similarly distributed" (p. 12). While most researchers interpret the CAH as a purely phonemic analysis (e.g. Best and Tyler, 2007, Steinlen, 2009), Lado does, in fact, raise the issue of positional allophones (pp. 13-17). He discusses the acquisition of English /d/ by Spanish learners, and points out that it is important to consider that Spanish employs phonetically different positional variants of /d/. For example, Spanish makes use of a stop variant [d], which is comparable to English [d], and a fricative variant [ y$]$. Because of the specific distribution of the Spanish /d/ allophones, Lado predicts that Spanish speakers will produce [ð] between vowels in English as their L2. Yet, Lado does not cite any empirical evidence for this prediction.

In his book, Lado stresses the great influence the native phonological system has on learning an L2, and maintains that it is extremely difficult to change anything in that system due to the fact that the native phonology of a language operates as a "system of automatic [...] habits" (p. 11). This wording and his idea that learners transfer their entire native language system when learning a foreign language could explain why contrastive analysis is closely associated with behaviourist theories of L2 learning (Ellis, 2008: 350). Research into the acquisition of L2 syntactic structures showed relatively early on that the CAH

[^4]had limited powers in explaining errors made in an L2 (see for example Schachter's (1974) research on the acquisition of English relative clauses by learners of different language backgrounds). This is because learners may consciously avoid syntactic structures which are difficult for them, while "there is no such thing as phonological paraphrase, and therefore the avoidance phenomenon is difficult, if not impossible [when it comes to phonology]" (Schachter, 1974: 212). It is therefore not surprising that contrastive analysis is still a prominent methodology in the field of GFL phonetics today (see for example Slembek, 1995 or Hirschfeld, 2005a).

While Lado focused on the comparison between Spanish and English, publications in the field of GFL naturally compare the German sound system with those of other languages. As far as contrastive analyses between German and Polish are concerned, German vowels stand out as a prominent problem for Polish learners of L2 German. Slembek (1995: 43), in her contrastive analysis of the German and Polish phoneme systems, comes to the conclusion that the greatest difficulties for Poles learning German are the German vowels, as Polish does not have any long vowels. Morciniec (1990: 27) also considers the phonological contrast between German short, lax and long, tense vowels a serious learning problem and points out that Polish speakers tend to substitute both vowels of a pair with their Polish equivalent. In his introduction, he briefly mentions that orthography may also play a role in certain phonological substitutions, but he does not specify how. Similarly, Müller (2005) notes that the long, tense vowels are often produced short and open, while the German short, lax vowels may sometimes be produced exaggeratedly long by Polish speakers. Furthermore, she reports that the production of German /e:/ by Poles can be realized as [ej] (Müller, 2005: 13). Hirschfeld (1998: 117) and Dieling (1992: 98) mention the realization of /e:/ as [ej]/[ei] as well, but do not give any suggestions as to why this might be the case. In fact, neither this nor the exaggeration of German short vowels as long segments would be predicted from a phonological contrastive analysis of the two sound systems, which suggests that some researchers in the field of GFL might confound their analyses with errors encountered in the foreign language classroom. While this does not necessarily devalue such works in the context of foreign language teaching, it is
difficult to evaluate the theoretical implications of these analyses. Furthermore, it seems problematic that most contrastive analyses in the field of GFL take place on a broad phonemic level, while it may be important to consider more detailed phonetic differences between the languages of interest (e.g. Nimz, 2014). Neither Lado nor most publications that employ contrastive analyses problematize how orthography might influence the acquisition of L2 phonology. While Lado does dedicate a chapter to the comparison of two writing systems, his focus is on reading and writing and not on phonology per se. In a short passage within his phonology chapter, Lado mentions that it may be possible that Spanish L2 English learners produce English pine as /pine/, i.e. English /aI/ as /i/. He explains this error by the fact that some words are cognates in Spanish and English (such as pine and pino), and notes additionally that "spelling is obviously a factor in determining the kind of substitution that is made" (Lado, 1957: 21). Like most researchers in the past and present, he does not elaborate on this idea further.

### 2.2 Speech Learning Model

The Speech Learning Model (SLM) by James Emil Flege (1995, 2002) is at present considered the most influential model in the field of L2 speech learning (Gut, 2009: 2). Because of its explicit formulation of hypotheses concerning the perception and production of L2 segments, it provides a prominent testing ground for studies in the field. The model was developed to "account for agerelated limits on the ability to produce L2 vowels and consonants in a nativelike fashion" (Flege, 1995: 237). To this end, it attempts to explain the wellknown phenomenon of the earlier, the better, i.e. that the earlier an L2 is learned, the more likely it is for a learner to perceive and produce L2 sounds native-like. The SLM consists of four postulates and seven hypotheses, which are summarized as follows.

Flege's four postulates state that, first, mechanism used in L1 speech learning remain intact over the life span and can be applied to L2 speech learning. Second, speech sounds - or "phonetic categories" - are specified in long-term memory, and third, these phonetic categories established in childhood evolve
over the life span. They are affected by all L1 and/or L2 sounds which are identified to belong to the respective category. Fourth, speakers of more than one language try to maintain a contrast between L1 and L2 phonetic categories, which exist in a common phonological space. Based on these postulates and related research conducted in the 80s and early 90s (e.g. Flege, 1980, Flege, 1987, Flege, 1991, Flege, 1993), Flege formulated a number of hypotheses concerning the acquisition of L2 speech by young and adult learners.

The first hypothesis (H1, etc.) of the SLM concerns the perceptual relationship between L1 and L2 sounds. Contrary to most interpretations of the CAH, sounds are assumed in the model to relate on a position-sensitive allophonic level rather than a more abstract phonemic level. ${ }^{7}$ Flege cites evidence from Japanese learners of L2 English (e.g. Sheldon and Strange, 1982), who have been found to be more accurate in perceiving and producing the (for Japanese) difficult English /r/-/l/ contrast in word-final rather than in word-initial position. H2 states that L2 learners can establish new L2 phonetic categories as long as the L2 sound is perceived as phonetically different from the closest L1 sound. For example, Flege et al. (1996) found that experienced Japanese learners of L2 English were able to identify English /a/ native-like (unlike /l/) because it was perceptually more different from Japanese /r/ than /l/. Related to H 2 is the notion expressed in H 3 , which proposes that the greater the perceived dissimilarity between the L2 and the closest L1 sound, the more likely it is that the sounds will be differentiated. This implies that L2 sounds which are similar to the respective L1 sounds are the most difficult to discern and to establish a new phonetic category for, as shown for the case of English /l/ for the Japanese speakers in the study by Flege et al. (1996). This is a crucial difference to what has been assumed in the CAH; for Lado, similar sounds are the easiest to learn while for Flege, they are the most difficult to acquire.

According to H 4 , the likelihood of cross-language phonetic differences being discerned decreases with the age of learning (AOL). In a large-scale study, Flege

[^5]et al. (1995) investigated the degree of perceived foreign accent in Italian L2 English speakers who differed in their AOL. They found that the later in life the Italian speakers started to learn their L2 English, the more strongly their accent was rated as foreign by native speakers of English. Because the relationship was linear, with no sharp discontinuity in pronunciation ability around the age of puberty, Flege (1995, 2002: 238) interpreted the data as proof against a strong version of the Critical Period Hypothesis (CPH) ${ }^{8}$ :
"According to the SLM [...], L1 vowel and consonant categories become more powerful attractors of the vowels and consonants encountered in an L2 as they develop through childhood and into adolescence. This makes it ever more likely, as the L1 phonetic system develops (and the L2 learner matures, more generally), that category formation will be blocked."

The mechanism by which category formation for an L2 sound is blocked is called "equivalence classification" in the model. It takes place when a single phonetic category is used to process perceptually linked L1 and L2 sounds, called "diphones". Equivalence classification causes these diphones to be produced similarly (H5). Flege (1987) found evidence for this hypothesis in a study with French and English advanced learners of the other language on the production of their L1 and L2 stop consonants. He found that they produced /t/ (a "similar" sound) in their L2 with mean VOT values that resembled those typical for stops in the L1 or had values that were intermediate to the phonetic norm for VOT in the L1 and the L2. At the same time, VOT values of their L1 stops resembled those values of stops spoken by native-speakers of their L2. When new L2 phonetic categories are eventually established, the SLM postulates that they may differ from those of monolinguals (H6). This could be the case for L 2 sounds that are distinguished from other L2 sounds by features not used in the L1, or because L1 features are employed or weighted differently in the L2. As an example, Flege cites Munro (1993), who reported that Arabic speakers of L2 English greatly exaggerated the duration between English laxtense vowel contrasts. This was most likely due to the fact that there is a

[^6]phonological contrast between short and long vowels in Arabic, hence Arabic learners were assumed to have weighted the length feature differently in their L2.

Finally, H7 concerns the relationship between L2 sound perception and production: "The production of a sound eventually corresponds to the properties represented in its phonetic category representation" (Flege, 1995: 239). Gut (2009) has already pointed out that Flege does not specify what exactly he means by "eventually", nor does he describe the process by which phonetic category formation leads to accurate production. He does, however, propose that perception precedes production, for which he found support in a study with Taiwanese learners of L2 English (Flege, 1988). In this study, learners were either inexperienced (length of residence (LOR) of about 1 year in the U.S.) or experienced (LOR of about 5 years in the U.S.) learners. Both groups were found to speak English with equally strong foreign accents, but differed significantly in their ability to detect foreign accents in their own language group. While experienced learners rated foreign accents by Taiwanese speakers similar to an English native speaker control group, inexperienced learners detected differences to a lesser extent. To Flege, this suggested that perceptual abilities and the knowledge of how the L2 should be pronounced increases more rapidly than the ability to produce it. Furthermore, H7 implies correlations between perception and production data. Flege (1999) discusses various studies where moderate correlations were indeed found (on average about $\mathrm{r}=0.50$ ). For example, in a study which examined the perception and production of English vowels by highly experienced native Italian speakers of English, Flege et al. (1999) found that the performance of the learners in both domains correlated significantly ( $\mathrm{r}=0.62$ ). Learners who were more accurate in discriminating English and Italian vowels also received higher intelligibility ratings by native speakers of English. The researchers explain the lack of perfect correlation with the possibility that accurate perception may not always be a sufficient condition for improved production. It might be possible that perceptual changes, in some cases, may never be "transported" into production.

As in the case of the CAH, the concept of "similar" versus "different" is central to the SLM. Methodologically, the definition of similarity is not a
straightforward undertaking (Bohn, 2002, Strange, 2007). Flege (1997: 17-18) describes a different or "new" sound as a segment that differs acoustically and perceptually from the closest L1 sounds. It is represented by an IPA symbol that is not used for an L1 sound. "Similar" sounds are represented with the same IPA symbol, even though statistical analyses reveal significant and audible differences between the two. However, he does point out that the phonetic symbol criterion is not without problems, as different phonetic transcription criteria are in use. Thus, he maintains that it is necessary to supplement the phonetic symbol test with acoustic data. For example, Bohn and Flege (1992) suggested that a vowel can be considered new only if most of its realizations occupy a portion of the acoustic vowel space that is unoccupied by any of the L1 vowels.

Strange (2007) points out that acoustic measurements may not always lead to correct predictions about perceived similarity by L2 learners. For this reason, studies employ similarity ratings on L1 and L2 sounds by naïve L2 speakers in order to predict difficulties L2 learners may have with the respective sounds in the target language (e.g. Oturan, 2002, Bohn et al., 2011). Still, researchers have used acoustic comparisons in order to predict difficulties for L2 learners, as well (e.g. Bohn and Flege, 1992, Flege et al., 1994). Furthermore, recent research by Escudero et al. (2012) suggests that the concept of similarity is after all closely related to the detailed acoustic properties of sounds. For example, Escudero et al. (2012) investigated the effects of regional differences in the L1 Dutch on the perception of the L2 English vowels $/ \varepsilon /$ and $/ æ /$. Detailed acoustic analyses by means of Linear Discriminant Analysis of North Holland versus Flemish vowel productions predicted differences in the perception of the L2 segments. These were confirmed by the results of a categorization task. Flemish listeners chose Dutch /I/ for English / $\varepsilon /$ significantly more often than North Holland listeners, while English /æ/ was categorized as Dutch /a/more often by North Holland listeners than by Flemish listeners. Steinlen (2009) too showed that acoustic comparisons of L1 vowels by native speakers of the target language can be used to explain L2 English vowel production by L1 Danish and L1 German speakers. In this work she proved that the so-called "arm-chair methods" (Bohn, 2002), that is, contrastive analysis based on phonetic symbols
alone, are insufficient in predicting and explaining L2 productions. In the current study, comparable acoustic data are therefore collected to predict and explain the German vowel productions of Polish GFL learners.

### 2.3 Perceptual Assimilation Model for L2

Along with Flege's SLM, Best's (1995) Perceptual Assimilation Model (PAM) is considered one of the most influential models in current L2 speech research (Bohn, 2002: 196). ${ }^{9}$ Since it was primarily aimed at naïve listeners, Best and Tyler (2007) extended the assumptions and predictions of the original PAM model to L2 learning (PAM-L2). As in Flege's model, the notion of similarity/dissimilarity between the L1 and L2 sounds is a central theme, while a focus on perceived similarity is crucial for PAM and PAM-L2. Furthermore, and similar to Flege (1995), Best and Tyler (2007: 22) stress that their comparisons between L1 and L2 sounds are not based on phonological distinctions only but consider "non-contrastive phonetic similarities and dissimilarities between L1 and non-native/L2 phones, including notions of phonetic goodness of fit, and the relationship between phonetic details and phonological categories and contrasts".

At the heart of PAM(-L2) lies the idea that non-native phonetic segments are perceptually assimilated to the most articulatorily-similar ${ }^{10}$ native phoneme. From this premise, Best (1995) and Best and Tyler (2007) describe different assimilation patterns from which various levels of difficulty in L2 sound perception can be predicted. As shown below, certain patterns may be equated to processes already discussed by Flege (1995).

[^7]PAM-L2 predicts poor discrimination and identification for an assimilation pattern where two L2 phones are equally good or poor instances of the same native phoneme. This situation is called Single Category (SC) assimilation in PAM-terminology and is reminiscent of the process of "equivalence classification" (SLM). The PAM-L2 assumes that a learner will have great difficulty discriminating two such phones since they are assimilated both phonetically and phonologically to one single L1 category. Success in overcoming this problematic perceptual assimilation will depend on how well the L2 phones fit the L1 category. Measurements of goodness-of-fit can inform this hypothesis. For example, Guion et al. (2000) had naïve Japanese speakers identify English consonants as instances of Japanese categories and rate each sound for its goodness-of-fit to the selected Japanese category (on a scale from 1-7). While this method allows for detailed quantitative measurements of perceived similarity, Best and her colleagues themselves (e.g. Best et al., 2001, Bohn et al., 2011) have used simple orthographic labelling to determine whether two L2 sounds are assimilated into one L1 category. Best and Tyler (2007) assume that, for SC assimilation to be overcome, a learner first needs to establish a new phonetic category for at least one of the two phones, which may be unlikely and depend on the degree of the goodness-of-fit.

A situation where two L2 phones are still assimilated to the same L1 phonological category, but one is a phonetically better example of the native category than the other, is a pattern labelled Category Goodness (CG) assimilation. In this case, discrimination of L2 sounds is predicted to be good, and it is assumed that for the more deviant phone a new category - both on a phonetic and phonological level - can eventually be formed by a learner. While the PAM-L2 (like the SLM) does not make specific claims regarding the exact time-course of a new category formation, Best and Tyler hypothesize that the "bulk of perceptual learning may actually take place fairly early in late-onset SLA" (p. 31).

Other types of assimilation, which predict a very good discrimination between two L2 phones, are the so-called Two Category (TC) assimilation and Uncategorized-Categorized (UC) assimilation. In the case of the latter, only one L2 phone is assimilated into an existing L1 category, which makes
discrimination easy. In the TC assimilation, each L2 phone is assimilated to a different L1 category, which implies that the native system of phonological contrasts helps to perceive the L2 distinction, as in the UC case. Research on the perception of Zulu and Tigrinya consonants by English native speakers has supported the predictions of the original PAM model for naïve listeners (Best et al., 2001). Bohn et al. (2011) further tested PAM-L2 predictions for Danish learners of L2 English. The authors found that, in the case of the English / $\mathrm{X} /-$ /v/ contrast, discrimination was difficult. This was surprising as this contrast was categorized as TC assimilation for the Danish speakers as established in a prior labelling task. Bohn et al. (2011) speculate that this may be due to the auditory similarity of the two phones, which contrasts with the PAM stance that it is the articulatory gestures which are being perceived.

PAM-L2 has been developed to capture second language learning (SLA) rather than foreign language acquisition (FLA). ${ }^{11}$ Best and Tyler (2007: 19) point out that "FLA is a fairly impoverished context for L2 learning, and perceptual findings for FLA listeners should not be conflated with those for L2 listeners (SLA)". This is a very crucial point, which, for example, Almbark (2014) elaborated on in her work on Arabic foreign language (FL) learners of English. By investigating the perception and production of English vowels, she found that some SC contrasts ${ }^{12}$ had excellent identification and discrimination by the FL learners. This result contrasts with what would be predicted by PAM-L2 (as well as the SLM). The author attributed this to the fact that FL learners of her study received phonemic classroom instruction which highlighted the distinction between the difficult vowels. Almbark (2014) therefore calls for the need of a "Foreign Language Model", which takes the influence of classroom instruction and the lack of native-speaker input into account. Her model further postulates that perceptual skills of FL learners are reflected in the productions of the learners in that, if differences between sounds are discerned, productions of these segments will be distinct as well. Her data corroborated this assumption.

[^8]While Best and Tyler (2007) do not make any predictions about L2 production, Almbark's hypothesis that production follows perception in FLA reflects what Flege (1995) assumes for SLA.

Like the SLM, the PAM(-L2) does not take into account orthography as an influential variable in L2 speech learning. Still, Best and Tyler (2007: 27-28) briefly mention a case where orthography could play a role. They discuss the example of French /r/, which is phonetically realized as a voiceless uvular fricative. English learners of French tend to equate this phoneme with the English liquid /r/, despite the fact that it is phonetically very different from the French category. While the authors emphasize that different phonetic realisations of established phonological categories can be learned, they also point out that the French and the English phoneme /r/ are represented by the same grapheme in the two orthographic systems. This may "contribute to that bias" (p. 28), but the authors do not elaborate on this important observation.

### 2.4 L2 Linguistic Perception Model

A more recent model in the field of L2 speech learning is Escudero's (2005, 2009) L2 Linguistic Perception Model (L2LP). It makes specific predictions about the acquisition of L 2 vowel length, which is an important aspect for the present study. The guiding assumption of this model is that speech perception is a language-specific phenomenon that involves linguistic (phonological) knowledge, and that is why the "perceptual mapping of the speech signal should be modelled within phonological theory" (Escudero, 2009: 153). The model draws on mechanisms formulated in (Stochastic) Optimality Theory (Boersma, 1998, Escudero and Boersma, 2004), and builds on Escudero's general framework of linguistic perception and L1 sound acquisition. ${ }^{13}$

Similar to the previous two models, the L2LP differentiates between new (or "different") and similar sounds. However, unlike the SLM, it assumes similar sounds to be easier than new sounds. This difference is partly due to

[^9]discrepancies between the definitions of what constitutes new versus similar sounds. In Escudero's model, new sounds are defined as "L2 sounds which are produced with at least one auditory dimension that has not been previously incorporated into the learner's L1 linguistic perception" (Escudero, 2005: 157). New sounds lead the L2 learner to perceive fewer sounds than the ones produced in the L2 environment. This is due to a mechanism Escudero (2005) calls "phonemic equation" of two L2 sound categories with a single L1 category, which is a term that can be equated to Flege's equivalence classification or Best and Tyler's Single Category assimilation. For example, a Spanish L2 learner of Southern British English (SBE) would perceive both English /i/ and /i/ as Spanish /i/. This, according to the model, occurs both at an abstract phonemic level and a "perceptual mapping" level, i.e. most phonetic realizations of the two L2 phonological representations will be perceived as a single L1 category.

Escudero (2005: 155, 173) further refers to the level of lexical representation and assumes that phonemic equation will lead a learner to use the same L1 phoneme for L2 words which usually contain two different L2 phonemes, such as / Jip/ and $/ \mathrm{I} \mathrm{ip} /$. This erroneous lexical storage means the learner will have to rely on the semantic and pragmatic context in order to access the correct meaning of the respective L2 word. Drawing attention to the role of non-native sound perception in lexical representation is an important point which is addressed neither in the SLM nor in the PAM-L2.

Similar sounds are defined in the L2LP model as L2 sounds which are equated to two different L1 sounds. This means they are phonemically equivalent but phonetically different. Such a scenario also poses a learning challenge because perceptual mappings have to be adjusted; however, this adjustment is assumed to be easier to master than the creation of new L2 categories as is the case for new L2 sounds. This scenario is conceptually similar to the PAM(-L2)'s Two Category assimilation, and both models would predict that these sounds do not pose a great learning challenge. While Flege's SLM would predict the greatest difficulties for the so-called "similar" sounds, it has to be emphasized again that similar sounds are defined differently by Escudero (2005, 2009).

The L2LP assumes that the initial L2 learning task for new sounds consists of two components, namely a perceptual and representational task. In the
perceptual task, learners have to create or split perceptual mappings for the new sounds and integrate new auditory cues. In the representational task of the learning process, new abstract phonological categories have to be created. While new sounds involve these two steps, similar sounds only involve the first task of adjusting their perceptual mappings, which is why the L2LP predicts that new sounds are more difficult.

A guiding assumption of the L2LP is the "optimal perception hypothesis", which states that an optimal (native or non-native) listener will prefer auditory cues that reliably differentiate sounds in the production of the L1 or L2. As a consequence, the hypothesis predicts that differences in the productions of two languages (or even language varieties) will lead to differences in the optimal perception of the sounds of the languages. For this reason, it is an important prerequisite of the model to describe how monolingual speakers of a target language perceive and produce it along the respective acoustic dimensions. Furthermore, Escudero compares the L2 perceptual task in learning new sounds with the learning task of an infant beginning to categorize L1 sounds. Along with Maye et al. (2002), she assumes that L1 category formation occurs through distributional learning. This is based on the auditory distributions of phonetic dimensions which have previously not been categorized.

In the case of Spanish learners of L2 English, Escudero compared the F1 and duration values of Spanish and English vowels and established that for monolingual Spanish speakers, vowel duration constraints do not play a role in their L1 perception grammar (unlike in English). The model proposes that this non-previously categorized dimension (vowel duration) is preferred to alreadycategorized dimensions (F1) when learning to perceive new L2 sounds. Hence, duration is used as a cue by Spanish L2 English learners, as shown by Escudero and Boersma (2004).

To test whether the reliance on duration is a general aspect of Spanish learners' L2 perception, Escudero et al. (2009) investigated the perceptual weighting of vowel duration and vowel spectrum in the identification of Dutch vowel contrasts by L1 Spanish L2 Dutch speakers as well as L1 Dutch and L1 German speakers. Similar to English, some Dutch vowel contrasts differ both in vowel length and vowel quality (i.e. Dutch /a:/ versus /a/), and it was of interest to
ascertain how these two dimensions are weighted in the three groups. In order to investigate this question, isolated synthetic vowels were created. Two items represented typical Dutch /a:/ and /a/, while the rest were vowels which differed in equal steps between the two end points in both spectral and durational values. A two-alternative forced choice task was employed in which participant had to categorize these items as either similar to a typical /a:/ or /a/. It was found that Dutch and German speakers relied significantly more on spectral differences than the Spanish L2 Dutch learners did when categorizing the vowels. The inclusion of a different language group (German speakers) was meant to shed light on whether the heavy weighting of duration to categorize the Dutch vowel contrast is a universal strategy for all learners. The results suggested that this is not the case, as L1 German speakers would rely on spectrum rather than duration. This, in turn, was related to their different assimilation patterns of the Dutch vowels to their closest German vowels, which was also investigated in the study. It has to be kept in mind, however, that the German group was naïve to Dutch, while the participants in the Spanish group had medium to high proficiency in Dutch.

Escudero et al. (2009) discuss different approaches for explaining the duration reliance of their L2 learners. They group these into a "developmental approach" (e.g. Bohn, 1995, Escudero and Boersma, 2004) and a "feature approach" (e.g. Kondaurova and Francis, 2008). While the feature approach tries to explain findings primarily with the native language background of the learners, developmental approaches favour more universal explanations. In Escudero's L2LP, these explanations are based on the assumption that learners can form new categories along non-previously categorized dimensions using distributional learning. Bohn (1995), in his Desensitization Hypothesis (see Section 2.5.2), assumes that the high psychoacoustic saliency of vowel duration leads L2 learners to rely on it. While it is not possible to favour one or the other on the basis of their findings, the authors maintain that a feature approach cannot explain the results for the Spanish learners well (but see McAllister et al.'s Feature Hypothesis for L2 Swedish data, Section 2.5.1).

Finally, Escudero et al. (2009) briefly mention the possible influence of Dutch orthography. In monosyllabic words with a closed syllable, Dutch /a:/ is written
$<$ aa $>$ and /a/ as <a>, for example <taak> ("task") and <tak> ("tree branch"). This could play a role in explicit awareness of duration differences in Dutch, but the authors discard this idea as this type of orthographic marking is very restricted. As in the previous models, orthography is not incorporated in this more recent L2 speech learning model. A possible reason for this might be that all models focus on a second rather than a foreign language-learning context. The authors appear to assume that the primary source of input in this learning context is speech by native speakers (in contrast to written forms), which is unlikely to be influenced by orthography (see for example Alario et al. (2007) and their research on the effects of orthography in L1 spoken wordproduction). ${ }^{14}$ Still, other researchers have addressed the possible influence of orthography in L2 speech learning with studies including orthography as an independent variable, which will be discussed in detail in Chapter 3.

### 2.5 Specific hypotheses for vowel length acquisition

A number of studies in the field of L2 speech learning have addressed the specific problem of vowel length perception in L2 phonological acquisition (e.g. Bohn, 1995, Bohn and Flege, 1990, McAllister et al., 2002, Bogacka, 2004, Kondaurova and Francis, 2008, Nimz, 2011b, Rojczyk, 2011, Altmann et al., 2012), where also a few of these studies included the investigation of vowel length production (i.e. McAllister et al., 2002, Nimz 2011b, and Rojczyk, 2011). Most of these studies investigated L2 English, despite the fact that vowel length has been found to be a secondary cue in native English vowel perception (Hillenbrand et al., 2000). The predominance of English as a target language reflects a general trend in the field of L2 speech learning (Hayes-Harb, 2012), and only a few studies have examined the acquisition of vowel length in other

[^10]languages for which vowel length is more prominent than for English (i.e. McAllister et al., 2002 for Swedish, Escudero et al., 2009 for Dutch, and Nimz, 2011b and Altmann et al., 2012 for German).

Nimz (2011b, 2015) investigated the perception and production of German vowels by late Turkish learners of GFL. In her discrimination task, she presented the learners and an age-matched German native speaker control group with nonce word pairs that differed either in vowel quality, vowel length or both. The data demonstrated that Turkish learners could hear length differences in German vowels native-like, while for some vowels, quality differences were more difficult to differentiate for the group. Similarly, the production data of real German words showed that Turkish GFL learners did not have specific problems producing the length of German long vowels while their vowel qualities differed significantly from those produced by German native speakers. Because Turkish speakers have phonetic experience with long vowels in their native language, due to the phenomenon of secondary lengthening after [y] < ${ }^{\text {g }}>$ (yumuşak g) (Kirchner, 1999, Kabak, 2004), it was unclear whether the results Nimz (2011b) obtained were influenced by the native language background of the speakers (see Feature Hypothesis by McAllister et al., 2002 below) or whether vowel length is always easy to acquire, as postulated in the Desensitization Hypothesis by Bohn (1995) (see Section 2.5.2).

Similarly, Altmann et al. (2012) were not able not make a definite claim about their vowel (and consonant) length perception data in Italian and German speakers. The authors found that Italian speakers could perceive vowel length differences as well as German native speakers could, while German native speakers did not perceive consonantal length contrasts as well as Italian speakers did. Italian, unlike German, does not exhibit vocalic length contrasts, while it does show allophonic vowel lengthening in stressed open syllables, which might make it easier for Italian speakers to perceive vowel length contrasts in other languages as well (Kondaurova and Francis, 2008). Since the results for the Italian and German speakers were asymmetric, the authors preferred to interpret their results by differentiating between vowel and consonant perception: vowels carry a higher informational load (suprasegmental
features of rhythm and intonation are realized on vowels), they contain information of neighbouring segments in their formant transitions, and convey speaker identity. Altmann et al. (2002) explained the Italians' success in differentiating vowel length with the nature and function of the vocalic acoustic signal. Another possible explanation is offered by the Feature Hypothesis by McAllister et al. (2002).

### 2.5.1 Feature Hypothesis

The Feature Hypothesis by McAllister et al. (2002) is one of two explicitly formulated hypotheses in the field of L2 phonology which concern the acquisition of vowel length. It states that "L2 features [such as duration] not used to signal phonological contrast in L1 will be difficult to perceive for the L2 learner and this difficulty will be reflected in the learner's production of the contrast based on this feature" (McAllister et al., 2002: 230). To test their hypothesis, the authors investigated the perception and production of Swedish quantity distinctions by Estonian, English, and Spanish L2 learners of Swedish. The three learner groups were considered an ideal testing ground as their native phonologies display different degrees of overall prominence of the duration feature. Estonian exhibits both vowel and consonantal length contrasts, English uses vowel length as a secondary cue in vowel perception, and Spanish does not utilize any phonological length contrasts. Hence, the duration feature is most prominent in Estonian L1, followed by English, and then Spanish. It was therefore expected that Estonian speakers can perceive the differences between short and long Swedish vowels better than English or Spanish speakers, while English speakers were expected to outperform the Spanish speakers. The identification task used in the study involved 40 real Swedish words and 40 nonwords, which were produced by a native Swedish-speaking phonetician. In the non-words, long vowels were replaced by short vowels (and following long consonants), while short vowels were replaced by long vowels (and following short consonants) ${ }^{15}$. Twenty speakers of Swedish, Estonian, English, and

[^11]Spanish were then instructed to judge whether the stimuli they hear were correct or incorrect instances of the respective words. Their accuracy data confirmed their assumptions: Estonian speakers were significantly better than English and Spanish speakers at identifying words correctly, and English speakers were better than Spanish speakers. They further investigated L2 production by means of a definition task accompanied by pictures of the test words used in the perception task. The productions were acoustically analysed for vowel and following-consonant length, and $\mathrm{V}: / \mathrm{C}$ and $\mathrm{V} / \mathrm{CC}$ ratios were compared for all vowel and participant groups. The results of the production experiment yielded fewer significant differences between native Swedish speakers and the different learner groups; only Spanish speakers were found to produce smaller length distinctions than the native Swedish speakers, and this was true only for words containing mid vowels. The authors hypothesized that mid vowels might be harder to learn because contrary to non-mid vowels they are not accompanied by smaller spectral differences in Swedish. While the authors do not discuss this further, as they focused on vowel length rather than quality in their study, it would be interesting to investigate the perception and production of both dimensions (length and quality) at the same time. This, among other aspects, is one of the main aims of the current study.

### 2.5.2 Desensitization Hypothesis

While the Feature Hypothesis stresses the influence of the native language background in L2 speech learning, Bohn's (1995) Desensitization Hypothesis emphasizes the potential importance of language-independent, auditory-based strategies in L2 perception. Based on his results from studies with German, Spanish, and Mandarin native speakers identifying synthetic English vowels, he formulated the following hypothesis: "Duration cues in vowel perception are easy to access whether or not listeners have had experience with them [in their native language]" (Bohn, 1995: 294). In his studies, the participants had to identify English vowels on a bet to bat (and beat to bit) continuum as bet or bat (beat or bit). The stimuli were synthetic continua of vowels that varied orthogonally in their durational and spectral parameters. Bohn found that German native speakers relied much more on durational differences when identifying stimuli as bet or bat than native English speakers did. It is well
established that German native speakers use vowel duration as an important cue in German vowel identification (Weiss, 1974, Sendlmeier, 1981), which is why the results for this group alone did not lead to the formulation of a language independent hypothesis. More surprisingly, Spanish and Mandarin participants showed a similar pattern to the German participants for the beat to bit continuum, i.e. they relied more on durational cues than English speakers, which the author explained by means of the Desensitization Hypothesis. Cebrian (2006) conducted similar studies with different groups of L1 Catalan learners of L2 Canadian English. His results supported Bohn's Desensitization Hypothesis in that the Catalan speakers relied on duration as the main cue to the English vowel contrast despite not having experience with duration in their native language. Nimz (2011b), too, seemed to have found preliminary support for Bohn's hypothesis, though it was unclear whether her results may have been influenced by the Turkish participants' experience with secondary long vowels (see above).

While McAllister et al.'s (2002) and Bohn's (1995) hypotheses seem to contradict each other, Tomaschek (2009: 42-44) points out that the two study designs might have tapped into different perceptual modes. McAllister et al. had conducted a perception experiment with real word perception in advanced L2 learners whereas Bohn presented his (relatively) naïve participants with synthetic stimuli. While the task of judging stimuli as "correct" or "incorrect" (McAllister et al.) might have prompted a "phonological" mode of perception, Bohn's task might have allowed for a more "phonetic" mode, as his synthetic stimuli could have been judged without any phonological or lexical knowledge. These open methodological questions are addressed in this study by means of conducting two different perception experiments with the same group of learners: a discrimination (Chapter 5) and an identification task (Chapter 7).

### 2.6 L2 speech learning and lexical representations

The theories and hypotheses discussed above investigate the acquisition of L2 speech sounds without addressing the consequences for the learners' L2 lexical representations. A lexical representation is the "storage of a word in memory, and it contains information about the phonological, morphological, syntactic,
semantic and, when available, orthographic structures of words" (Hayes-Harb and Masuda, 2008: 7). It might seem intuitive to assume that a reliable phonetic perception of L2 phones is related to the representation of the phonological content of lexical representations. For example, Pallier et al. (2001) had shown that Spanish-dominant Spanish-Catalan bilinguals treated Catalan word pairs such as /pere/-/pere/ ("Peter"-"pear") as homophones in a lexical decision task. The experiment included 24 minimal pairs which were based on phonemic contrasts specific to Catalan, as well as other control pairs, pseudowords, and filler items. In the course of the experiment, one member of each critical Catalan minimal pair appeared and was followed either by itself or by the other item of the minimal pair. Comparisons between repetition effects in identical repetition and minimal pair repetition revealed that Spanish- and Catalan-dominant bilinguals processed the minimal pairs differently. While Spanish-dominant bilinguals showed a spurious repetition effect (facilitation) for the Catalan minimal pairs, Catalan-dominant bilinguals did not. The authors explained this finding by Spanish(-dominant) listeners' difficulty to perceive a phonemic contrast between such vowels as $/ \mathrm{e} /$ and $/ \varepsilon /$, as the distinction does not exist in their L1 phonological system. Hence, words containing these difficult contrasts are represented in the lexicon as homophones. However, recent research has shown that the relationship between L2 perception and L2 lexical representation might in fact not be as straightforward.

In a series of studies which were concerned with lexical processing consequences of phonemic confusions for L2 listeners, Weber and Cutler (2004) and Cutler et al. (2006) found evidence of asymmetric mapping from phonetic to lexical processing. The finding led the researcher to discuss the possible influence of orthography in the construction of lexical representations. In their 2004 study, Weber and Cutler investigated lexical representations of words containing vowels which are difficult to discriminate by Dutch learners of L2 English, namely the vowels $/ \varepsilon /$ and $/ æ /$ as in head and had. They hypothesized that lexical competition would be greater for L2 learners due to their difficulties in differentiating the respective sounds - even in words which are only initially confusable, such as pencil and panda. In order to collect time-sensitive information on the relevant processing mechanisms, they used an eye-tracking
design which included pictures of objects that contained the confusable sounds, e.g. a display of a panda and a pencil (and two other distractor items). What they found was that L2 listeners did not equally confuse, i.e. looked at, the confusable items, but rather that their lexical processing was asymmetric regarding the confusable sounds; the Dutch listeners preferred to look at those objects which contained $/ \varepsilon /$ rather than $/ æ /$, and would look more at the pencil no matter whether they heard pen- or pan-. In their 2006 paper, Cutler et al. offer two possible explanations for this result. First, Dutch $/ \varepsilon /$ is phonetically closer to English $/ \varepsilon /$ (though not the same), thus making English $/ \varepsilon /$ the dominant category. And second, orthography has a bearing on this result in that the sounds written with $<\mathrm{e}>$ in both Dutch and English are pronounced similarly, while that is not the case for sounds written with <a> (i.e. front vowel in English, back vowel in Dutch). This would mean that even though both $/ \varepsilon /$ and $/ æ /$ are perceived in the input as front vowels, only words containing orthographic $<\mathrm{e}>$ would be matched by the two possibilities. While the first interpretation was preferred for their follow-up results with Japanese learners, the role of orthography in L2 phonological acquisition was further investigated by studies which treated orthographic input as the main experimental variable (see Chapter 3).

Hayes-Harb and Masuda (2008) investigated lexical representations of newlylearned L2 words, which contained a novel L2 phonemic contrast. In their study they looked at the perception and production of Japanese consonantal length (e.g. singleton /t/ versus geminate /t:/) by L1 English speakers. Since they were interested in the developmental aspects of lexical encoding, their participants included both naïve speakers and L2 learners of Japanese as well as a native speaker control group. Participants were taught 8 Japanese non-words which differed only in their consonantal length. In an auditory word-picture matching task, they then had to correctly identify the newly-learned words with their respective pictures. The crucial experimental condition consisted of wordpicture mismatches that depended on the singleton-geminate contrasts, e.g. the nonce word /pete/ matched with the picture of the nonce word /pet:e/. $\mathrm{D}^{\prime}$ prime analyses revealed that L2 learners were able to detect these mismatched items significantly better than the naïve listeners, while they did not differ
significantly from native speakers of Japanese. The authors interpreted this as resulting from the learners' improved ability to encode consonant length in their lexical memory. In the production task, participants had to name the pictures of the newly-learned words. Three independent native speakers of Japanese judged those productions for their accuracy in producing the singleton/geminate consonants. While there were no significant group differences for the singleton productions, the comparisons for the geminate consonants revealed that L2 learners have an improved ability to lexically encode these sounds in comparison to naïve learners. However, the L2 learners were also significantly less successful at this encoding than the Japanese native speakers. The authors drew two conclusions from their results. Firstly, as expected, experience with an L2 influences how phonological contrasts are encoded in the lexical representations of newly learned words. Secondly, L2 learners may not always encode the length feature accurately. While the results of the listening task suggested that L2 learners encoded consonantal length native-like, the production data showed that the encoding can only be partially correct. The authors propose that learners initially represent novel L2 phonemes, such as Japanese geminate consonants, as an unfamiliar version in the form $/ \mathrm{t}^{*} /$, where "*" means that this sound is different from $/ \mathrm{t} /$, but it is not yet determined that this differences lies in length. This would explain why L2 learners could correctly identify mismatched items in the listening task, but were yet unable to produce the geminate consonants native-like. ${ }^{16}$ Hayes-Harb and Masuda further hypothesize that their learners were better able to encode the novel contrast in their memory because Japanese singleton and geminate consonants are spelled differently. Although no orthographic input was given in the task, spelling may still have drawn participants' attention to the contrast in their auditory input. Yet, the authors concede that the nature of the relationship between contrastive spelling and contrastive phonological representation is unclear.

[^12]Darcy et al. (2012) investigated the lexical encoding of front rounded vowels in English learners of L2 French, examining the acquisition of these segments both at the level of phonetic categorization and lexical representations. In an ABX categorization task, four different participant groups (intermediate and advanced English-French learners, French native speakers, and naïve English native speakers) categorized French nonce words involving the contrasts /y/$/ \mathrm{u} /$ and $/ \propto /-/ \rho /$. Comparisons of error rates across the groups revealed that the French native speakers made the fewest errors in categorizing the sounds while naïve L1 English speakers showed the highest error rates. The two learners groups were in-between these two groups and did not differ significantly from each other. Both intermediate and advanced L1 English L2 French learners performed significantly more accurately on the $/ \mathrm{y} /-/ \mathrm{u} /$ contrast than on the $/ œ /-/ \rho /$ contrast. Lexical representations of the vowels of interest were investigated using a design similar to that of Pallier et al. (2001). The lexical decision task with repetition priming involved 40 French words which formed 20 minimal pairs that involved the contrasts of interest, as well as the same amount of nonce words and 180 filler pairs. Comparisons of the response times to repeated items and minimal pair items showed that advanced learners did not produce spurious response time facilitations to the $/ \mathrm{y} /-/ \mathrm{u} /$ and $/ œ /-/ \mathrm{\rho} /$ pairs. However, the results for the intermediate learners did show priming effects indicative of homophony in that $/ \mathrm{y} /$ and $/ \mathrm{u} /$ items facilitated the decisions for each other. To the authors, this suggested that the $/ \mathrm{y} /-/ \mathrm{u} /$ pair is not distinguished in lexical representation, which is in line with findings by Pallier et al. (2001). Yet, the results for the $/ \mathrm{y} /-/ \mathrm{u} /$ contrast in advanced learners show that this spurious homophony can be overcome. Furthermore, despite considerable categorization errors, the L2 learners were able to lexically encode the difficult $/ œ /-/ \rho /$ contrast. This is a "curious anomaly for standard assumptions according to which the development of new categories is a necessary prerequisite for lexical contrast" (Darcy et al., 2012: 28).

The authors favour a phonological account in explaining their data, which they label "direct mapping from acoustics to phonology" (DMAP). In short, this account argues that lexical representations of phonological contrasts are independent of the attunement of phonetic categories to the L2 input. DMAP
assumes that learners detect correlates of phonological features in the raw percepts of the input which may trigger revisions of the interlanguage feature hierarchy. This cue-based learning on the phonological level is, according to DMAP, not related to auditory sensitivity, which means that lexical contrast can precede reliable category formation. While this account has not been probed further in more recent studies, other factors have been addressed by Darcy and colleagues, which may explain the dissociation between phonetic categorization abilities and lexical representations in L2 learners (Darcy et al., 2013). Among these factors are orthography and explicit instruction, as they "might provide first indications to learners to bootstrap the contrast separation lexically" (Darcy et al., 2013: 416-417). All of the above studies briefly referred to orthography as a possible influential variable. Still, none of them had systematically tested its influence.

### 2.7 Summary: Models and hypothesis in L2 speech learning

Current models of L2 speech learning constitute important starting points for investigating the acquisition of L2 segments. Flege's SLM, Best and Tyler's PAM-L2, and Escudero's L2LP put forward helpful heuristics in identifying, describing, and interpreting phenomena in the process of $\mathbf{L 2}$ sound perception. As far as L2 sound production is concerned, Flege is the only one who explicitly integrates this side of the coin in his model. In his SLM he puts forward the hypothesis that perception precedes production, and cites evidence in favour of this proposition (Flege, 1999). In the introduction to her model, Escudero (2005) discusses further studies which support this notion and points out that "prioritizing the role of perception in explaining the acquisition of L2 sounds seems to be valid and is perhaps the most propitious way of approaching the phenomenon" (p. 3). However, other researchers draw attention to the need of integrating L2 sound production in current models of L2 speech learning. Zampini (2008: 242), for example, argues that models will be incomplete if they do not account for the relationship between L2 sound perception and production. Interestingly, many studies in the field of GFL, which have been mentioned in the context of the Contrastive Analysis Hypothesis above, seem to have gained their insights from production errors of

L2 learners, while perception data are hardly integrated. The different foci in the fields of experimental phonetics and GFL teaching call for an interdisciplinary approach which evaluates findings from both fields. The current study aims to do so. Not only does it integrate findings from different fields of research, but it investigates both sides of the coin experimentally: L2 sound perception and production.

While both Flege (1995) and Best and Tyler (1997) discuss research on consonants and vowels, Escudero's (2005) model is based on research on vowels alone. This limitation does not seem to be a problem, as findings on adults' perception of L2 vowels largely mirror the patterns found for L2 consonants (Best and Tyler, 2007: 20). Because of their diversity, vowels can offer a "wealth of opportunities for researchers in L2 acquisition" (Zampini, 2008: 226), and in the case of Polish GFL learners, this surely applies. As will be shown in Chapter 4, German and Polish vowels constitute a fruitful testing ground for theories and hypotheses in the field. Not only have German vowels been identified as a prominent problem for Polish L2 learners (see references in Section 2.1), but German is also a suitable language for evaluating opposing views on vowel length acquisition (Section 2.5). Furthermore, all current models of L2 speech learning (SLM, PAM-L2, and L2LP) stress the need for comparing the sounds systems of interest on a phonetic level. While direct measurements of perceived similarity are favoured by some (e.g. Bohn, 2002), Escudero et al. (2012) have shown that the exact acoustic vowel properties of the languages under concern can determine cross-language similarity and, consequently, predict how L2 segments will be perceived and produced. Furthermore, Steinlen (2009) collected both L1 German and L1 Danish acoustic data, with which she could explain L2 production patterns in German and Danish L2 English learners. For this reason, the current study incorporates L1 productions of both language groups as well.

As discussed by Best and Tyler (2007), the PAM-L2 (as well as the SLM) focus on learners who acquire their L2 "naturally" ${ }^{" 17}$ in an environment where the L2 is

[^13]predominant (i.e. SLA). Foreign language acquisition (FLA) is usually characterized as an L2 acquisition context with less exposure to the target language and more formal instruction. While current models may be unable to fully account for findings in FLA (e.g. Almbark, 2014), they are still helpful in understanding data collected from foreign language learners. Darcy et al.'s (2012) participants, for example, were students learning French as a foreign language at an American university. Still, in their discussion they acknowledge that models like the PAM-L2 provide worthwhile insights. Furthermore, Darcy et al. (2013) identify formal instruction as a possible variable in explaining their findings on lexical representations in American GFL learners. L2 learners from an FLA context therefore provide the opportunity to investigate additional factors in L2 speech learning.

Another aspect which has received very little attention in current models of L2 speech research is orthography. While most researchers have briefly hinted at possible orthographic influences in L2 phonological acquisition, none of them has integrated orthography as a prominent variable in their models. Recent research at the interface between acoustic and orthographic input in L2 phonology suggests that this might be necessary (Chapter 3). Furthermore, studies which found evidence of perception abilities not always being aligned with lexical-phonological representations (see Section 2.6) often refer to orthography as a source for the unexpected dissociation. The current study sets out to investigate the role of orthography in the context of formal L2 phonological acquisition further.

[^14]
## 3 L2 phonology and the role of orthography

As was evident in the previous chapter, orthography has not been incorporated into current L2 speech learning models as a possible variable. In this chapter, recent research into the role of orthography in L2 speech learning will be presented which suggests that the inclusion of this factor may be a fruitful venture. Firstly, both perception and production studies in the field of experimental phonetics will be discussed, which will be followed by a review of the status of orthography in GFL phonetics. Lastly, the two orthographic systems of interest - German and Polish - will be described in detail, with special focus on the marking of vowel length in German.

Until recently, orthography and its potential influence on L2 sound perception, production, and/or representation has not been an area of research that has been studied widely. Yet, over the past decade, a growing interest in this factor can be noted (e.g. Erdener and Burnham, 2005, Steele 2005, Escudero et al., 2008, Bassetti, 2009, Silveira, 2009, Escudero and Wanrooij, 2010, Hayes-Harb et al., 2010, Simon et al., 2010, Simon and van Herreweghe, 2010, Dornbusch, 2012, Showalter and Hayes-Harb, 2013, Escudero et al., 2014, Mathieu, 2014). The growing awareness reflects itself in a recent special issue in Applied Psycholinguistics on "Second language phonology at the interface between acoustic an orthographic input" (Bassetti et al., 2015). In the editorial of the issue the authors express their surprise that systematic empirical research on the influence of orthography on L2 phonology is a relatively recent enterprise. They hypothesize (p. 2) that the disregard may be due to
> "[...] a lack of theoretical justification as well as the zeitgeist, because L2 phonological research has been dominated by linguistics' search for universals of language and the primacy of spoken language, and language teaching has been dominated by the communicative approach. Within this context, when researchers came across possible orthographic effects, it was typical to ignore them as irrelevant, inconsequential, or as 'noise in the data'."

While the authors do not give concrete examples, evidence of tentative reference to the possible influence of orthography (which was not controlled for in the respective studies) can be found in the field. For example Bogacka (2004), in
her study with L1 Polish learners of English, had Polish and English participants judge manipulated vowels on a who'd to hood continuum and found that Polish participants, in contrast to native speakers, judged long stimuli to be hood instead of who'd. She hypothesized that "the confusion was probably caused by orthography, by a double $<\mathrm{o}>$ in the word hood' (p. 45). In a similar vein, Cebrian (2006) briefly discusses orthographic interferences for his results with L1 Catalan learners of L2 English. Even though Catalan does not have a short-long vowel distinction, his subjects made extensive use of the duration cue, even more so than English natives. Apart from his reference to Bohn's Desensitization Hypothesis (Section 2.5.2), he hypothesizes that "learners [...] may have equated a double letter grapheme [...] with a long version of the same vowel" (p. 384). Note, however, that Bogacka and Cebrian interpret the influence of English orthography in opposite ways. While Bogacka tries to explain "wrong" length perception, Cebrian explains "unexpected reliance" on the length cue. These opposite conclusions could be explained by the fact that English is described as a language with an opaque (or "deep") orthography (Katz and Frost, 1992), which makes it less consistent in terms of orthographic rules than for example German (see Section 3.4.1). While both Bogacka and Cebrian investigated L2 sound perception, Nimz (2011b) tentatively referred to the influence of orthography in relation to a production experiment she conducted with Turkish learners of L2 German. By means of a picture-naming task, she found that Turkish learners produced German long vowels with similar durations as German native speakers, but only as long as these vowels were marked in the test words' orthography by lengthening $h$ (see Section 3.4.1.1 for details on this length marking). As in the other two studies, the spelling of the test words had not been controlled, which is why conclusions could only be provisional.

However, other recent studies have begun to include orthography as an independent variable. Most of these have focused on accessing the influence of orthography in L2 sound perception, while fewer studies investigated production in this context. This reflects a general trend in the field of L2 phonology, where perception studies tend to outweigh those investigating production (Munro and Bohn, 2007: 9).

### 3.1 Perception studies

Following the results in Weber and Cutler (2004) and Cutler et al. (2006) (see Section 2.6), Escudero et al. (2008) conducted a similar eye-tracking experiment in which they manipulated the orthographic input available to the Dutch learners of L2 English. For this purpose, 50 Dutch participants learned 20 nonce words of which 10 were critical test items which differed in the difficult contrast $/ \varepsilon /-/ æ /$, for example $<$ tenzer $>([$ tenzə $]$ ) versus <tandik> ([tændək]). Crucially, half of the participants were presented with auditory input only during the word learning phase, while the other half received orthographic input as well. Fixation proportions during the testing phase suggested the same asymmetric patterns that Cutler and colleagues had found for real words: items containing $[\varepsilon]$ were fixated more than words containing [æ]. For example, while a word like [tændək] triggered looks to pictures of both $/ \varepsilon /-$ and /æ/-words, a word like [tenza] triggered looks to pictures of words containing $/ \varepsilon /$ only. Importantly, this was only the case for the group which had been learning the nonce words along with their spelling. Escudero et al. interpreted this finding as evidence that orthographic information is used to establish "phonological lexical representations of novel L2 words" (p. 358, emphasis in the original).

Hayes-Harb et al. (2010) investigated how the quality of orthographic input (congruent versus incongruent spelling) may influence lexical-phonological representations for newly-learned words. By means of an auditory word-picture matching task they tested 33 English native speakers on 24 English-like pseudowords such as [kaməd] or [fafə]. Crucially, one group received congruent orthographic input along with the auditory presentation of the new words during the word learning phase (i.e. $<$ kamad $>$ for [kaməd]), one group received incongruent input (i.e. <kamand> for [kaməd]: "silent letter" condition, or <faza> for [fafa]: "wrong letter" condition), while the third group did not receive any orthographic input. During the testing phase, participants had to match correct and incorrect auditory presentations of the newly-learned words with their matching/mismatching pictures. Some of the incorrect auditory stimuli were completely different mismatches in that a word was presented with the wrong picture, while there was also a more "subtle" incorrect condition in which the participant heard [fazə] and saw a picture of an apple, which had
been paired during the word learning phase with the auditory form [fafə] (called "incongruent mismatch items"). While there were no significant group differences in matching accuracy between the group that received congruent orthographic input and the group that did not see any orthographic form, there were significant interactions between word learning group and item type. Participants who learned new words with incongruent orthography performed worse on incongruent mismatch items than participants in the other two groups. The authors concluded that, if orthographic forms of new words are available, they can affect phonological representations of these items. In this specific case, the influence is a negative one in that words which - according to L1 orthographic conventions - are spelled "wrong" (e.g. <faza> for [fafj]) have a detrimental effect on the correct phonological representations of these words.

Escudero et al. (2014) further investigated the role of the L1 orthographic system in relation to the orthographic system of the L2. The method they used was again a word-picture matching task. Their participants, in contrast to Hayes-Harb (2010), were Spanish speakers who were learning or were naïve to L2 Dutch. The participants learned 12 Dutch pseudowords, of which six were the critical items which were used to form minimal pairs that were either perceptually easy or difficult to discriminate. In the perceptually difficult condition, for example, participants would hear the Dutch pseudoword [pyx], would be presented with the pictures of a [pyx] and a [pyx], and would have to decide which word they just heard. As in the other experimental designs, half of the participants had been presented with the orthographic forms of the pseudowords during word-learning, e.g. <pug> and <puug> for the last example. Besides the two different word-learning conditions (auditory-only and auditory-orthographic input), the grapheme-to-phoneme correspondences of the perceptually difficult contrasts were of interest to the authors. Some of the difficult pairs were classified as "congruent" pairs in that the L1 Spanish orthography and the L2 Dutch orthographic rules led to the same or similar phoneme contrast. For example, /i/-/y/ was considered a congruent pair because the (closest) phonological categories would match with different graphemes in both languages: $\langle\mathrm{i}>-<\mathrm{uu}\rangle$ for Dutch and $\langle\mathrm{i}\rangle-<\mathrm{u}\rangle$ for Spanish. On the other hand, the former $/ \mathrm{y} /-/ \mathrm{y} /$ contrast was classified as
orthographically "incongruent", because in Dutch orthography the phonemes would map onto two different graphemes ( $\langle\mathbf{u}\rangle-<u \boldsymbol{u}\rangle$ ) while in Spanish both phonological categories would map onto the same Spanish phoneme /u/, which means there would be no orthographic contrast in Spanish: $\langle\boldsymbol{u}\rangle-<\mathbf{u}\rangle$. Escudero and colleagues found that accuracy in word-picture matching depended not only on the difficulty of the vowel contrasts but also on the grapheme-to-phoneme correspondences across the languages involved. Participants who received both auditory and orthographic input during word learning performed worse than participants in the auditory-only condition on the incongruent pairs, while they performed better in the congruent pairs. Furthermore, they found that Spanish learners - in contrast to Spanish naïve listeners - performed significantly better on the congruent but not the incongruent pairs. The authors interpreted this finding as evidence for reinforcement of congruent grapheme-to-phoneme correspondences during L2 language learning, while incongruent correspondences persistently interfere with the acquisition of an L2 phonology.

While the previous studies were concerned with the influence of orthographic input in lexical-phonological perception/processing, Escudero and Wanrooij (2010) investigated the effect of orthographic input during Dutch vowel categorization in Spanish and Dutch speakers. In their forced-choice identification tasks, participants had to differentiate Dutch vowel contrasts which are said to pose problems to Spanish learners of L2 Dutch to varying degrees, for example $/ \mathrm{a} /-/ \mathrm{a} /$ and $/ \mathrm{y} /-/ \mathrm{y} /$. While their so-called AUDI identification tasks were purely auditory, their ORTH tasks involved response options which represented the Dutch spelling of the respective vowels, for example <a> for /a/ and <aa> for /a/. While the /a/-/a/contrast was most difficult for the Spanish participants in the AUDI tasks, it became the easiest contrast in the ORTH tasks. The authors explain this finding by referring to the Spanish participants' L1 writing system. Because Spanish is a language with transparent orthography, participants are assumed to develop orthographic representations at the grapheme-to-phoneme level (in contrast to storing and processing larger units, see for example Goswami et al., 2003). This would lead them to use the length information in the Dutch double-vowel grapheme <aa>, which helps perceiving durational differences in the stimuli, as Dutch /a/ is
longer than $/ \mathrm{a} /$. It is notable that in a later study by Escudero et al. (2014), this contrast would have in fact been classified as "incongruent" and with that more difficult instead of easier. In this later study, however, they investigated word learning instead of vowel identification which, according to the authors, makes it more difficult for Spanish learners of Dutch to rely on the newly acquired length contrast. Furthermore, Escudero and Wanrooij's (2010) study tested the immediate effect of orthographic input during vowel perception, while it is difficult to draw conclusions for the role of orthography in long-term phonological representations from that. One of the main implications of their study is therefore of a methodological nature, in that the authors suggest that studies investigating the influence of L1 phonology on L2 sound categorization should not use orthographic response options in their tasks.

Yet another strand of research is concerned with the familiarity and transparency of orthographic systems and how this might influence L2 phonological and lexical representations (e.g. Dornbusch, 2012, Showalter and Hayes-Harb, 2013, Mathieu, 2014, Showalter and Hayes-Harb, 2015). In Dornbusch's (2012) auditory lexical decision task ${ }^{18}$, English native speakers and advanced Danish and German L2 English learners had to judge 100 English real and nonce words for their lexical status. Half of the real words were orthographically consistent in that their rimes could only be spelled in one way (for example, $/ \Lambda \mathrm{k} /$ as <uck>), while the other half was orthographically inconsistent, i.e. their rimes could be spelled in multiple ways (for example, /i:p/ can be spelled <eap> or <eep>). Dornbusch found an orthographic consistency effect ${ }^{19}$ that was larger in the German L2 English learners than in the Danish L2 English learners and English native speakers, i.e. German participants made more mistakes and reacted slower on auditory presented inconsistent items than the other participants. This finding both supposes the

[^15]existence of a link between orthography and L2 lexical processing, as well as the importance of native orthographic depth in this: German participants coming from a transparent orthographic background are more affected by spelling-tosound inconsistencies because they rarely occur in their native orthographic system.

The relevance of familiarity with the L2 orthographic system was investigated by Showalter and Hayes-Harb (2015). They explored whether the presentation of an entirely unfamiliar orthography could influence the acquisition of L2 words differentiated by a novel phonological contrast. In their initial experiment, 30 native English speakers learned 12 Arabic nonce words which would form six minimal pairs, contrasted by the velar-uvular contrast $/ \mathrm{k} /-/ \mathrm{q} /$ as in [kubu] versus [qubu]. Half of the participants learned the words together with their randomly assigned object pictures, while the other half was additionally exposed to their written form in Arabic script. D-prime analyses of their performance in their picture-matching accuracy (after sufficient training) did not show any effects of learning condition, i.e. the presence of the unfamiliar script did not seem to help learners in acquiring new lexical-phonological representations. Positive effects were still absent when the orthographic learning conditions were simplified by providing explicit teaching or minimizing talker variability. Similarly, Mathieu (2014) investigated the acquisition of Arabic voiceless pharyngeal and uvular fricatives by English native speakers, and, using varying degrees of script unfamiliarity, did not find positive effects on target-like phonological representations either.

Studies on script familiarity therefore suggest that L2 learners are unable to use written input in a beneficial manner when the orthographic forms are presented in an entirely novel script. Furthermore, differences in orthographic depth between native and target language may influence orthographic effects in L2 phonological processing, as in Dornbusch (2012). Simon et al. (2010) also discuss the role of orthographic depth when, in their experiment with L1 English learners of L2 French, they found that orthographic input did not help learners acquire the new French /u/-/y/ contrast. They hypothesize that "L1 English listeners may be less likely to rely on spelling to create distinct phonological
categories than speakers of a language with a more transparent orthographic system" (Simon et al., 2010: 391-392).

Taken together, perception studies suggest that orthographic input may be helpful in establishing lexical-phonological representations when grapheme-tophoneme correspondences between native and target language are congruent, and languages are similar in orthographic depth. As will be shown in Section 3.4, the Polish and German orthographic systems can both be classified as shallow orthographies, even though German incorporates specific rules to mark vowel length.

### 3.2 Production studies

One of the first studies to investigate orthographic effects in L2 production is a study by Erdener and Burnham (2005). The authors presented 32 native Turkish speakers (transparent L1 orthography) and 32 native Australian speakers (opaque L1 orthography) with Spanish (transparent orthographic system) and Irish (opaque orthographic system) stimuli. The 48 nonwords (for each language) appeared in different experimental conditions, among them the conditions auditory-only and auditory-orthographic, which are used in most perception studies as well. ${ }^{20}$ Participants were asked to repeat the words upon presentation and their productions were recorded and scored for phoneme errors. The authors found that Turkish speakers made fewer errors than English speakers when orthographic information was present and when the language was Spanish, i.e. transparent. However, when the orthographic information given was opaque, i.e. Irish, Turkish participants' performance was significantly worse than that of the Australian participants, while the performance of the Australian was almost equivalent for Spanish and Irish. The results suggest that speakers with a transparent native orthographic system are more affected by the (L2) orthographic system and are more likely to be misled by orthography if it does not match the L2 phonology in a straightforward way. On the other hand, speakers of languages with opaque orthographic systems may represent

[^16]lexical items in a more "picture-orthographic" way and therefore have weaker connections between orthography and phonology, i.e. make fewer mistakes when presented with another opaque language, but also use orthographic information less where it could help. These conclusions match well with results from other perception studies (Dornbusch, 2012, Simon et al., 2010).

Rafat (2015) investigated how the presence of orthographic input affects the production of Spanish assibilated rhotics in native English speakers with no prior knowledge of Spanish, and how acoustic input may modulate possible orthographic effects. Similar to Escudero et al. (2008), participants went through a training phase in which half of the participants were exposed to acoustic input only, while the other half received both acoustic and orthographic input. Of interest were six words (out of a total of 108 as part of a larger study on L2 production) which contained an assibilated rhotic wordfinally. Three of the six words showed a higher degree of assibilation in their acoustics, which allowed for tentative conclusions as to how acoustic properties might modulate the effect of orthographic input. The training phase consisted of the auditory and visual presentation of the test words' images, while each word was assigned a new meaning via pictures of common picturable words. During training, participants in the auditory-only group heard each word three times, while the auditory-orthographic group was also presented with the written forms of the words. All participants were instructed to produce the test words directly after they had been presented with them three times. During testing, the auditory-only group saw only the picture of the word they had to produce, while the images for the auditory-orthographic group included written words as in the training phase. The results of the acoustic analyses revealed significant differences in the production patterns of the two groups in that the auditoryorthographic group produced significantly more assibilated and approximant rhotics than the auditory-only group. Furthermore, it was found that those words with higher degree of assibilation in the input triggered more assibilated rhotics productions by the auditory-orthographic group. The author ascribed this result to the idea that assibilation rather than rhoticity is the more salient feature in assibilated rhotics, but orthography helps in making the less salient rhoticity feature more salient; hence, the auditory-orthographic group produced
significantly more (assibilated and approximant) rhotics. This effect, according to the author, seemed to be modulated by the acoustic characteristics of the input. Furthermore, while the production of more assibilated rhotics in the auditory-orthographic group can be viewed as a positive effect of orthographic input, the higher production of approximant rhotics in the same group is less desirable for an English learner of L2 Spanish, as the (English) approximant will likely be perceived as heavily accented. This two-sided result goes to show that it is difficult to evaluate the effect of orthography as generally positive or negative, as it depends on the specific type of grapheme-to-phoneme correspondence and how similar or different they are in the native and target language, as found in Erdener and Burnham (2005) or Escudero et al. (2014). It is not clear however whether the results can be generalized to natural productions of English L2 Spanish learners. It is possible that the results are specific to the reading process, as written input had been provided during the production task.

Young-Scholten (2004) and Young-Scholten and Langer (2015) analysed the productions of three American students who spent a year at a German secondary school. By means of monthly production tasks, Young-Scholten (2004) collected longitudinal production data over the course of a whole year. The tasks included spontaneous conversation and a series of tasks which did not include reading, such as translation tasks and picture card activities. She auditorily analysed and transcribed pronunciation errors concerning German final devoicing (as in for example [kint] for $<$ kind $>$ ) as well as the German allophones $[\mathrm{c}]$ and $[\mathrm{x}]$, which are both written as $<\mathrm{ch}>$. The results showed higher rate of target-likeness for the velar and palatal fricatives than for the neutralization of the voiced final stops. Young-Scholten hypothesized that orthographic input over the course of second language learning is the reason for continuous erroneous voicing of devoiced consonants because the voiced plosives exist in both languages and are spelled the same in German and English. With regard to the fricatives she argues that they are "new" phonemes and, with reference to the SLM by Flege (1995), easier to acquire, and the influence of orthographic input might therefore be weaker. Young-Scholten and Langer (2015) transcribed as well as acoustically analysed word-initial $<\mathrm{s}\rangle$, which is
realized as [z] in German but as [s] in English. Their finding compares to the result for final devoicing: The students applied their native grapheme-to-phoneme-correspondences to German and devoiced the fricative where it should be voiced, for example *[si:] for <sie> "she" [zi:]. Although the authors do not explain their results with reference to "spelling pronunciation", one might argue that pronouncing *[kind] for <kind> and $*[$ si:] for $<$ sie $>$ is exactly that, as the term is used for the pronunciation of a word according to its spelling (Neuman, 2013). Interestingly, "spelling pronunciation" is not used in any of the research articles discussed in this chapter, while it is a well-acknowledged phenomenon in the field of pronunciation teaching. For example, Polish L2 English learners, for example, are found to produce sounds that would normally be silent, e.g. the $<\mathrm{e}>$ in the past-tense suffix <-ed> (Sobkowiak, 2001).

Studies by Bassetti (2006) and Bassetti and Atkinson (2015) could also be described as evidence for spelling pronunciation. In her 2006 study, Bassetti investigated L2 phonological representations by means of a phoneme counting task as well as a production task. Eighteen English first-year students of Chinese-as-a-Foreign-Language were asked to count the number of phonemes in Chinese syllables which differed in their pinyin (Chinese Latin alphabet) transcription, e.g. [iou] may be spelled <iu> (as in liù "six") or $<$ you $>$ (as in yòu "right side"). Participants tended to count one vowel less in syllables whose pinyin spelling omits one vowel, even though the participants were presented with the hanzi (Chinese logographic system) characters. A smaller group of 5 participants were further recruited to pronounce the same list of hanzi characters to see whether the finding extended beyond phonological awareness. The participants both read all test words and pronounced all the segments in each syllable one by one. The results showed that learners omitted the same phonemes in production that they seemed to omit in the phoneme awareness task due to the irregular spelling of the respective syllables in hanzi.

Bassetti and Atkinson (2015) conducted a series of four experiments to investigate the effects of spelling on the pronunciation of known words in experienced Italian learners of L2 English. In their first experiment they investigated silent letter-induced epenthesis in 14 Italian native-speaking highschool learners of English, for example in the word *[wolk] <walk>. The
participants had to first read the eight test words as they were presented on a computer screen (reading-aloud task) and then repeat the same words in the second task where the orthographic input was shown only temporarily and was then presented auditorily (word repetition task). They found that in $85 \%$ of the cases, participants pronounced the silent letters in the reading-aloud task, while in the repetition task fewer participants made this mistake, although the amount was still high ( $56 \%$ ). It is unclear, however, which task may reflect best the actual L2 phonological representations of the words. Both tasks used an orthographic prompt (even if it disappeared in the second task), while in the repetition task one cannot rule out the possibility that participants may have been affected by the traces of the native speaker's phonological input. The same problem applies to their experiment with 12 pairs of homophonic words, which are spelled differently, for example $<$ sun $>$ and $<$ son $>$. They again found that in the reading task the majority of the pairs were pronounced differently ( $57 \%$ ), while in the repetition task $23 \%$ of the pairs were produced non-homophonically (e.g. [s $n$ n] for $<$ sun $>$ and [son] for $<$ son $>$ ). The authors concluded that the different realizations of the same phonological form are due to the application of one or a combination of incorrect grapheme-to-phoneme correspondences.

In their third experiment, Bassetti and Atkinson (2015) collected production data on the past tense marker $<$ ed $>$ by means of a verb paradigm-production task. Five of the 21 target verbs had past tense markers that should correctly be produced as $/ \mathrm{Vd} /$ (e.g. in painted), six should be produced as /d/ (e.g. in called), and ten should be produced as /t/ (e.g. in booked). They found that participants produced the past tense markers to varying degrees with a /Vd/ending, even those endings which would be produced with a voiceless stop by native speakers. The voiced productions of / $\mathrm{t} / \mathrm{can}$ be well explained by the fact that $<\mathrm{d}>$ represents /d/ both in Italian and English (with only a few exceptions). This result is comparable to Young-Scholten's (2004) finding that English learners of L2 rarely produce voiceless stops when they are spelled with the voiced counterpart.

The authors further investigated the production of vowel duration as a function of orthographic marking through vowel digraphs as in <seen> versus <scene>. This experiment relates to tentative conclusions by Bogacka (2004) and Cebrian
(2006) (see above). Both authors had hypothesized that their L2 English learning participants might use vowel length information in the form of double letter graphemes in that they would equate these graphemes with long vowels. In their experiment, Bassetti and Atkinson (2015) investigated seven English word pairs where the two words contained the same target long vowel, spelled with either a double letter grapheme or not. Productions were elicited by means of a reading-aloud task ${ }^{21}$, in which the target words had to be produced three times in a carrier phrase. Vowel duration was analysed acoustically and statistical analyses were performed with the mean values for each target vowel. The authors found that vowels spelled with digraphs were significantly longer than vowels spelled with single letters by on average $14 \%$. Unfortunately it is not clear whether the same results would have been obtained if direct orthographic input had been absent. It might be the case that durational differences can only be found in a reading task, while there are no durational differences in the lexical-phonological representations of the learners after all. Furthermore, it would have been of interest to compare the L2 learners' productions with those of English native speakers. It is possible that the findings are not specific to L2 learners, as orthographic influences on phonological processes have been observed in native speakers as well (Damian and Bowers, 2003). The other three experiments conducted by Bassetti and Atkinson (2015) can easily be interpreted as evidence for spelling pronunciation in L2 learners who apply their L1 grapheme-to-phoneme-correspondences incorrectly as for example in $*[w o l k]$ for <walk> or in $*[$ ask d$]$ for <asked>. ${ }^{22}$ These insights might not be as surprising as mispronunciations of this kind are "well-known effects" (Cutler, 2015: 125). The case of double vowel letters, however, could be considered a more intriguing example. In Italian, double vowel letters are pronounced as quickly rearticulated vowels, hence there is no

[^17]direct grapheme-to-phoneme-correspondence between a digraph and a long vowel in Italian. The marking of length in English must therefore be interpreted by means of more abstract grapheme-to-phoneme-correspondences ("double vowel letter means long vowel") and cannot be explained by spelling pronunciation based on L1 orthographic rules. Unfortunately, English orthography is not very consistent in this regard. As Bogacka (2004) had already discussed in her study on English vowel length perception, participants may have been led astray by the fact that the word hood is spelled with a digraph, yet contains a short vowel. Still, English is the most studied language in the field. Almost every study reported - be it perception or production involved English as either native or target language.

Experimental studies in the field appear to focus on perception rather than production. While Erdener and Burnham's (2005) study on non-native production of languages with different orthographic depths seems to support findings in the field of perception (e.g. Dornbusch, 2012, Simon et al., 2010), there is still need to investigate further how the L1 and/or L2 orthographic system influences L2 perception and production, and how and if the two domains interact. None of the studies reported systematically investigated both learners' perception and production, while it would be important to verify findings in either field by doing so.

Most production studies (excluding those investigating spelling pronunciation) as well as most reported perception studies investigated (near) ${ }^{23}$ pseudowords. As the authors of word learning studies with pseudowords point out themselves, it is unclear whether newly learned words are comparable to those types of lexical-phonological representations which learners establish for familiar words (Hayes-Harb et al., 2010: 380). Bassetti and Atkinson's (2015) study on vowel duration is one of the few which investigates production of known words in experienced learners. Unfortunately, as discussed above, they used a reading task, which might not truly reflect the learners' actual lexical representations

[^18](which is why McAllister et al., 2002, for example, refrained from using a reading task).

Furthermore, most studies in perception and production have investigated only a small amount of words. Word learning studies are usually limited in how many words a participant can learn in one experimental session, which means that perception studies hardly have more than 10 critical items. Similarly, production studies have investigated very few items. While Bassetti and Atkinson (2015) investigated seven pairs, Rafat (2015) reported acoustic analyses of only six words.

Taken together, experimental studies on orthography and L2 perception and production point to the need of investigating further how more real words and their phonological forms are learned by L2 learners. Furthermore, none of the studies has collected data on both perception and production from the same group of subjects in order verify results in either domain. Since English is a language with an opaque orthography and since studies have shown that this might interfere with whether and how orthography plays a role (e.g. Dornbusch, 2012, Erdener and Burnham, 2005, Mathieu, 2014), it seems important to study languages other than English, both as L1 and L2. German and Polish present a promising combination, as both languages are considered to have rather shallow orthographies, with German being an interesting example for making vowel length in its orthography. A number of didactic papers have addressed theoretically how the German orthographic system might play a role in the acquisition of German as a foreign language. This question will be outlined in the following section.

### 3.3 Orthography and phonetics in GFL research

In GFL phonetics research, many publications are concerned with the prediction and analysis of production errors. Mostly, these analyses are based on phonological contrastive analyses between the native language of the learners and the target language German (e.g. Hirschfeld, 2005a). There is a general consensus in the field that German long vowels pose a prominent problem for Polish learners of GFL (see Section 2.1). Yet, how orthography may play a
beneficial or adverse effect in this regard is rarely addressed. In fact, even phonetics ${ }^{24}$ alone - without its relation to orthography - is a rather neglected area of research in GFL and has often been referred to as the "poor cousin" of other research in the field (Hirschfeld, 2003: 873; for a similar claim for L2 English see Derwing and Munro, 2005). Within the last decade, however, there seems to be a growing interest in promoting phonetics in the GFL classroom, although what role orthography may play in the development of an L2 phonology is not a central theme (e.g. Hirschfeld and Kelz, 2005, Bunk, 2005, Dieling and Hirschfeld, 2007).

Only very few papers exist which address how orthographic instruction may be relevant for GFL. Eisenberg (1995), for example, notes that orthography is hardly an issue in the field of GFL, hence, in most course books this subject is ignored. He argues that the basic rules of the German graphemic system should be taught in the GFL classroom, as it would enable students to write words correctly, even when encountered for the first time. This, of course, would assume that a learner of GFL would hear the new word correctly in the first place, which - especially when talking about the acquisition of German long vowels - is unlikely to be the case. In the end, Eisenberg (1995) is not concerned with how orthography may interact with the L2 phonological system, but rather how the teaching of the graphemic system is necessary for writing correctly in the foreign language.

With her contrastive analysis of German and Turkish, Neumann (1981) is one of the few authors who combine a phonetic with an orthographic analysis. She, like many others who have conducted phonological contrastive analyses on Turkish, predicts that Turkish learners of GFL would have problems perceiving and producing German long, tense vowels. In relation to this, she discusses how the German orthographic system may give clues regarding the length of German vowels. Short vowels may be marked by the doubling of the following consonant; long vowels may either be marked by the doubling of vowel letters

[^19]( $<$ aa, ee, oo $>$ ) or by adding $<\mathrm{e}>$ to $<\mathrm{i}>$ or $<\mathrm{h}>$ to $<\mathrm{a}, \mathrm{e}, \mathrm{i}, \mathrm{o}, \mathrm{u}$, ü, or ä $>$. Hirschfeld (2005b: 15), too, in a short didactic closing of her contrastive analysis of German and Spanish (a language which does not contrast short and long vowels either), suggests that the doubling of consonants as a marker for short vowels and the role of lengthening $h$ should be taught to GFL learners. Dieling (1992) gives similar didactic suggestions for Polish learners of GFL and draws attention to the fact that interference from the L1 orthographic system can often result in phonetic errors (pp. 14-16). For example, German $<\mathrm{ch}>[\mathrm{c} / \mathrm{x}]$ may be produced by a French speaker as [J], based on his native grapheme-tophoneme correspondences. While this is an example of a negative influence of orthographic marking, she also points out that German lengthening $h$ can be an important aid - for the informed learner (p. 43, emphasis KN).

In her contrastive analysis of German an Turkish, Rolffs (2005) hypothesizes that some Turkish GFL learners may produce the (silent) German lengthening $h$ as a glottal or palatal fricative, and that German double consonants in medial position may be articulated by Turkish GFL learners as geminates (as would be the case in Turkish). ${ }^{25}$ These kinds of production errors would be typical examples of "spelling pronunciation" (see Section 3.2 and studies by YoungScholten and Bassetti), while the current study focuses on the more abstract influence of orthographic length marking.

Dieling and Hirschfeld (2007: 65) point out that very few GFL textbooks broach the issue of spelling-to-sound relationships in German. In most specialized didactic texts on GFL phonetics, the marking of vowel quantity through lengthening $h$ and double consonant letters (as well as <ie> for /i:/ and double vowel letters) is, however briefly, mentioned (Stock and Hirschfeld, 1996: 21, Bunk, 2005: 14, Dieling and Hirschfeld, 2007: 197, Hirschfeld et al., 2007: 163). ${ }^{26}$

[^20]However, the fact that these didactic suggestions exist does not yet prove that orthographic cues really help learners in acquiring new words more correctly. This is one of the research questions which will be addressed in the main experimental part of this study.

### 3.4 The German and Polish orthographic systems

Both Polish and German use alphabetic writing systems which are based on the Latin alphabet. Additionally, both languages use symbols which diverge from the ordinary Roman script, mostly by means of diacritics. For Polish, this is mainly the case for its many different fricative sounds (e.g. <́z> for the voiced palatal fricative $/ \boldsymbol{z}_{6} /$ or $\langle\dot{c}\rangle$ for the voiceless alveolopalatal affricate $/ \overline{\mathrm{t}}_{6} /$ (Rubach, 1984). In German, we find the modified vowel letters <ü> for the rounded high front vowels $/ \mathrm{y}, \mathrm{y}: /,\langle\ddot{\mathrm{o}}>$ for the rounded mid front vowels $/ \propto$, $\emptyset: /^{27}$, and $<\ddot{a}>$ for the unrounded mid vowels $/ \varepsilon$, $\varepsilon$ :/ (Eisenberg, 2005). We also find combinations of consonantal letters such as <sch> for the voiceless postalveolar fricative $/ \mathrm{S} /$, or $/ \mathrm{B} /$ for the voiceless alveolar fricative $/ \mathrm{s} /$ (after long vowels and diphthongs). The main focus of this study is the marking of vowel quantity.

### 3.4.1 German orthography and the marking of vowel length

As will be described in detail in Section 4.1 ("The German vowel system"), German contrasts 15 vowel phonemes, of which 8 are long vowels. German long vowels are generally tense, while German short vowels are lax. In his thorough description of the German graphemic system, Eisenberg (2013) lists the following grapheme-to-phoneme correspondences for German (here without schwa):

[^21]| German grapheme | German phoneme |
| :---: | :---: |
| $<\mathrm{ie}>$ | $/ \mathrm{i}: /$ |
| $<\mathrm{i}>$ | $/ \mathrm{I} /$ |
| $<\mathrm{e}>$ | $/ \mathrm{e}: /$ |
| $<\mathrm{e}>$ | $/ \mathrm{\varepsilon} /$ |
| $<\mathrm{a}>$ | $/ \mathrm{a}: /$ |
| $<\mathrm{a}>$ | $/ \mathrm{a} /$ |
| $<\mathrm{o}>$ | $/ \mathrm{o}: /$ |
| $<\mathrm{o}>$ | $/ \mathrm{o} /$ |
| $<\mathrm{u}>$ | $/ \mathrm{u}: /$ |
| $<\mathrm{u}>$ | $/ \mathrm{v} /$ |
| $<\ddot{\mathrm{u}}>$ | $/ \mathrm{y}: /$ |
| $<\ddot{\mathrm{u}}>$ | $/ \mathrm{y} /$ |
| $<\ddot{\mathrm{o}}>$ | $/ \emptyset: /$ |
| $<\ddot{\mathrm{o}}>$ | $/ \mathrm{e} /$ |
| $<\ddot{\mathrm{a}}>$ | $/ \mathrm{e} /$ |

Table 1: German G-P correspondences according to Eisenberg (2013) (the diacritic /:/ for marking vowel length is not used in the original)

From this overview, it becomes apparent that, with the exception of /i:/ and $/ \varepsilon$ :/, pairs of the long/tense and short/lax vowels are mapped onto the same grapheme, for example $/ \mathrm{e}: /$ and $/ \varepsilon /$ are both mapped onto $<\mathrm{e}>$. Still, there are other ways of marking vowel length in German, which will be described in what follows.

### 3.4.1.1 Marking of long vowels

Although the German orthographic system is more transparent (or "shallow") than English, it is also not quite as transparent as Polish. This is because correct orthographic writing or correct pronunciation in German cannot be achieved by adherence to the G-P correspondences alone, but is further guided by the so-called syllabic writing principle ${ }^{28}$, which includes the use of lengthening $h$ and the writing of double consonant letters (Fuhrhop, 2006: 1325). Based on the phonology of the German syllable structure, German stressed,

[^22]open syllables must always contain a long vowel, e.g. [ro:.zə] ("rose"), while a phonological restriction like that does not exist in Polish, e.g. [vo.da] ("water"). For this reason, it could be claimed that German does not need to mark vowel length explicitly, as it is implied in its syllable structure (Eisenberg, 2005: 71). ${ }^{29}$ The case is different for stressed syllables with one consonant in coda position, as here both long and short vowels can appear, e.g. <Flut> [flu:t] ("flood") and $<$ Busch $>$ [bvf] ("bush"). For such cases, Eisenberg (2005: 73) lists two rules for deciding whether a vowel is long or short:
(1) If a one-syllable word has only one grapheme in coda position, the vowel is long, e.g. <schön> [ $\int \varnothing$ :n] ("beautiful").
(2) If the syllable is part of a two-[or more-]syllable word and ends with one grapheme in coda position, the vowel is short, e.g. <Kante> [kan.tə] ("edge").

The problem with these rules is that there are many counterexamples (Ramers, 1999a). German function words which are often spelled with only one consonant but are pronounced with a short vowel (for example <an> "on", <in> "in", $<$ man $>$ "one (PRON)", etc.) and words which are derived from other languages, such as for example <Bus>, <Pop>, <Kap>, etc. While these are counterexamples to rule (1), Ramers (1999a) further lists a large number of words from the native lexicon which do not adhere to rule (2), e.g. $<$ Adler $>$ [glottal a:.dle] ("eagle"), <Wüste> [vy:s.tə] ("desert"), <Kloster> [klo:s.te] ("abbey"), among others. Still, the German orthographic system has means to mark vowel length explicitly.

The lengthening $h$ is a silent letter ${ }^{30}$ which precedes the sonorant sounds $[\mathrm{r}, \mathrm{l}, \mathrm{m}$, n]; this is a necessary, but not a sufficient condition in that we find words with

[^23]long vowels written as <Bohne $>$ ("bean") or $<$ Lohn $>$ ("wages"), but also words without lengthening $h$ such as <Schwan> ("swan") or $<$ Strom > ("electricity"). Eisenberg (2013: 303) calls the lengthening $h$ an "aid in reading" as, for reasons captured in the Sonority Sequencing Principle ${ }^{31}$, it is likely that another consonant may follow the respective sonorants. If that was the case, the two consonant letters would then be a misleading hint for a short vowel (see rule (2) above).

Furthermore, the doubling of vowels is used as a means to mark vowel length. Similar arguments to those for lengthening $h$ apply to the doubling of the vowel graphemes $<$ a $>,<\mathrm{e}>$, and $<\mathrm{o}>$ in words such as $<$ Paar $>$ ("pair") or $<$ Meer $>$ ("sea"). However, the marking of vowel length through double vowel letters is considerably less common than the marking through lengthening h. Primus (2000) reports data from a corpus of native words only, which shows that less than $1 \%$ of all long vowels are marked by means of double vowel letters. On the other hand, $\langle\mathrm{e}\rangle,\langle\mathrm{o}\rangle$, and $\langle\mathrm{a}\rangle$ are followed by lengthening h about $12 \%$ of the time.

Although Eisenberg $(2005,2013)$ and Ramers (1999a) do not formulate their arguments and rules explicitly for GFL learners, it seems important to make learners aware of the meaning of the lengthening $h$ as a marker for vowel length. Accordingly, we find mention of this marker in papers concerned with GFL phonetics and orthography (e.g. Neumann, 1981, Dieling, 1992, Hirschfeld, 2005b). Similarly, we find mention of the doubling of consonants as a marker for short vowels in the few GFL publications concerned with this issue.

[^24]
### 3.4.1.2 Marking of short vowels

The gemination of consonantal letters in the German writing system is one of the most conspicuous orthographic features (Eisenberg, 1999: 343). The graphemic rules that apply to them have caused quite a debate, especially in the context of the latest German orthographic reform in 1996.

In the so-called "accent-based approach" (Ramers, 1999a), the rule which accompanies consonantal letter gemination in German is the following: if the stressed vowel in a word stem is followed by only one consonant, a short vowel is to be marked by the doubling of the following consonant (Ramers, 1999b: 53). The "syllable-based approach" (Eisenberg, 1999, 2005, 2013) stresses the function of the consonant as a Silbengelenk ("ambisyllabic consonant") in the phonological structure of the word. Eisenberg (2005: 77) points out that the doubling of consonantal graphemes does not have its origin in the marking of short vowels, but in the marking of ambisyllabicity. Because ambisyllabic consonants only occur after short vowels, geminate consonants in the orthography appear only after short vowels. To Eisenberg (2005), it is wrong to maintain that the short vowel alone is the reason for the doubling the consonant.

In the linguistic debate on German graphemics, the question of which approach explains the appearance of geminate letters best is hotly debated (Eisenberg, 1999, Ramers, 1999a, Ramers, 1999b). As far as teaching the phenomenon in the foreign language classroom is concerned, it is quite clear that the accentbased approach is favoured (e.g. Neumann, 1981, Rolffs, 2005). This is not only the case because it seems "easier, ${ }^{, 32}$, but also because this is the way it is taught to native speakers, due to the decisions made during the last orthographic reform (Ramers, 1999b).

As already partially implied in rule (2) above, short vowels could also be said to be "marked" if the vowel is simply followed by more than one consonant. However, as Ramers (1999a: 54-55) points out, there is quite a large number of counterexamples to this rule, e.g. $<$ Mond $>$, [mo:nd] ("moon"), $<$ Papst $>$ [pa:pst]

[^25]("pope"), or $<$ Obst $>$ [o:pst] ("fruit"). ${ }^{33}$ Ramers (1999a) further points out that after consonants which are spelled with more than one letter (and which therefore do not appear as geminates in the writing), for example $<\mathrm{ng}>$ for $[\mathrm{y}$ ] or $\langle\mathrm{ch}\rangle$ for $[\mathrm{x}] /[\mathrm{c}]$, rules of the syllable-based approach are again inconsistent. Before $<\mathrm{ng}>$ vowels are always short, while in front of $<\mathrm{ch}>$ we can find both long and short vowels. The same is true for vowels preceding <sch> for [J] (e.g. $<$ Dusche> /du: $\int \partial /$ "shower", but <Büsche> /by ${ }^{2}$ / "bushes"). These idiosyncrasies are not addressed in GFL textbooks, and the simplified rule of "double consonants indicate short vowels" therefore seems to be sufficient (e.g. Neumann, 1981, Hirschfeld, 2005b, Rolffs, 2005).

### 3.4.2 Polish orthography

Since Polish does not contrast short and long vowels, the issue of vowel length marking does not exist for Polish. All six Polish vowels (excluding the nasal vowels, for more details see 4.2) are symbolized by one corresponding grapheme, with the exception of $/ \mathrm{u} /$, which may be represented in the Polish orthography as $\langle\mathbf{u}\rangle$ or $\langle\hat{\mathbf{o}}\rangle^{34}$ (Tworek, 2012).

| Polish grapheme | Polish phoneme |
| :---: | :---: |
| $<\mathrm{i}>$ | $/ \mathrm{i} /$ |
| $<\mathrm{y}>$ | $/ \mathfrak{i} /$ |
| $<\mathrm{e}>$ | $/ \mathrm{\varepsilon} /$ |
| $<\mathrm{a}>$ | $/ \mathrm{a} /$ |
| $<\mathrm{o}>$ | $/ \mathrm{o} /$ |
| $<\mathrm{u}>$ or $<\mathrm{o}>$ | $/ \mathrm{u} /$ |

Table 2: Polish G-P correspondences

The letter $<\mathrm{i}>$ has a special role in Polish, as it not only represents the phoneme /i/, but also signals the palatalization of the consonants /z/, /6/, $/ \hat{\mathrm{f}}_{6} /$, and $/ \mathrm{t}_{6} /$ (Sadowska, 2012: 6). This is only the case when the palatal sounds precede a vowel (e.g. in <ziajać> [zajat¢] "to pant" or <dzieciak>

[^26][dzetçak] "child"), otherwise they are represented as $<\dot{z}>,<\dot{s}>,<$ dź $>$, and $<\dot{c}>$ (e.g. in <śruba> [cruba] "screw" or <ćma> [tcma] "moth").

While there is no necessity for an equivalent to the German lengthening $h$ in Polish, the letter $<\mathrm{h}>$ is still present in the Polish writing system in that it corresponds to the phoneme $/ \mathrm{x} /$ in borrowed words such as <historia> ("history") (Skibicki, 2007: 2). It is also part of the digraph <ch> which represents the phoneme $/ \mathrm{x} /$, as well, but in native words (e.g. <chaber> "cornflower"). Its function is therefore very different from that of the German lengthening $h$.

Similarly, double consonant letters exist in Polish but, again, have a different function. As will be discussed in more detail in Section 4.2.4.1, Polish exhibits geminate consonants, which are represented in the orthography by doubling the respective consonantal grapheme, e.g. <lekki> for [lعk:i] ("light ADJ"). Unlike in German, this orthographic marking is not related to the Polish syllable structure or Polish vowel length.

With few exceptions such as for example the representation of the phoneme $/ \mathrm{u} /$ by both $<\mathbf{u}>$ and $<\dot{0}\rangle$, G-P correspondences in Polish are very consistent, which is why it is generally classified as a language with transparent or shallow orthography (Kaminska, 2003). German may be classified as slightly less transparent than Polish in that speakers/readers cannot rely on G-P correspondences alone. Most importantly, German makes use of additional ways of marking vowel length, such as lengthening $h$ or double consonant letters (see above). While the function of these markings is specific to German, these explicit ways of marking vowel length may help L2 learners in acquiring some German words more correctly. This should especially be true for Polish learners, as they are used to relying on information in the spelling from their L1. This possibility forms the basis for some of the main hypotheses of this study.

## 4 The German and Polish vowel system

While Polish is considered a "consonantal" language with over 30 consonant phonemes (Jassem, 2003), German exhibits an unusually high ${ }^{35}$ number of vowel phonemes. Most researchers will agree that there are 15 contrastive vowels in German, excluding the diphthongs [ar, av, or] and the two German schwa sounds [ə] and [e] (Pompino-Marschall, 2009, Hall, 2011, Ternes, 2012) ${ }^{36}$. Eight of these 15 vowel phonemes are considered long, as they are on average at least twice as long as their short counterparts (Antoniadis and Strube, 1984). Polish, on the other hand, is described as a language with only six vowel phonemes, not including the two nasal vowels $/ \tilde{\varepsilon} /$ and / $\tilde{\mathrm{y}} /$ (Gussmann, 2007, Hentschel, 1986, Sadowska, 2012). These considerable differences in vowel inventories make the two languages an ideal testing ground for the research questions of this study. In the following, the two vowel systems will be described in more detail and, towards the end of this chapter, they will be directly compared using acoustic data which were collected in an exploratory study prior to the main experiments.

### 4.1 The German vowel system

Only about $20 \%$ of the world's languages exhibit vocalic quantity distinctions, i.e. durational differences in the productions of vowels (Maddieson, 1984). German is one of them, though for most of the contrastive vowel pairs there is a complex interplay between vowel length and vowel quality: Long vowels are usually tense, while short vowels are lax. One exception is the vowel pairs /a/$/ \mathrm{a}: /$ and $/ \varepsilon /-/ \varepsilon: /$, even though the functional load of $/ \varepsilon: /$ is questionable. It is commonly asserted that / $\varepsilon: /$ is often substituted with /e:/ (Wängler, 1974), and Ternes (2012) points out that many speakers, especially from Northern Germany, do not produce [ $\varepsilon$ :] at all. For this reason, / $\varepsilon$ :/ was not investigated in this study.

[^27]Because of their distribution, stressed ${ }^{37}$ German vowels have traditionally been divided into two groups (Ramers, 1988):

Group (a): long, tense vowels /i: y: u: e: $\varepsilon: \emptyset:$ o: a:/
Group (b): short, lax vowels / y y $\quad$ ع œ $\supset \mathrm{a} /$
Vowels in group (a) can appear in both open and closed syllables, for example Lied [li:t] ("song"), Lieder [li:.de] ("songs"). Vowels in group (b) are restricted to closed syllables, i.e. Bett [bet] ("bed"), mit [mit] ("with"), etc.

From a phonological point of view, it is of interest which vocalic feature may be the primary one in distinguishing the two groups: vowel length or vowel quality. While it is not important to make a definite claim for the current study, the differentiation between the two dimensions "length" and "quality" will play an important role in the design of the experiments to follow (Chapters 5-7).

### 4.1.1 Vowel quality

Most vowel systems can be exhaustively described using the three parameters tongue height, tongue backness, and lip rounding (Ladefoged and Maddieson, 1990). Depending on the position of the tongue and the configuration of the lips, different vowel sounds with their respective vowel qualities will be produced. A well-established way of presenting vowel systems schematically is the use of vowel quadrilaterals. Hence, in its description of various vowel systems of the languages of the world, the International Phonetic Association (IPA) makes use of this way of depiction. Figure 1 shows the German vowel quadrilateral as published in the Handbook of the IPA. It is meant to symbolize a mid-sagittal section of the part of the vocal tract in which vowel articulation takes place.

[^28]

Figure 1: German vowel quadrilateral (Kohler, 1999: 87)

The position of each vowel symbol is supposed to refer to the highest point of the tongue during articulation of the respective vowel. The positioning of the symbols relates to Daniel Jones' cardinal vowel system (Jones, 1917), who defined extreme vowels as reference points by both articulatory and auditory means. While the vowels [i], [u], and [a] were described in articulatory terms (for example, [i] is the vowel with the highest, most fronted tongue position), all other cardinal vowels were defined by Jones (1917) as equal auditory steps between the three point vowels (Pompino-Marschall, 2009: 222). (For a slightly modified version of the cardinal vowels including centralized vowels see Appendix I, "Vowels"). It is customary today to refer to vowel qualities by means of articulatory terms. This is the case despite the fact that x-ray studies have shown that the articulatory parameters do not always describe the relative tongue position correctly (Wood, 1982). Attempts to use other terms, such as for example "acute" for front vowels or "grave" for back vowels, have failed (Ladefoged, 2006: 88). Hence, the parameters tongue height and tongue backness are commonly used. For example, German [u:] is described as the vowel for which the highest point of the tongue is the highest and most back. Lip rounding is not explicitly marked in the IPA depiction above, as it can usually be inferred from the fact that unmarked front vowels are unrounded and unmarked back vowels are rounded. Since German exhibits typologically rare rounded front vowels ([y:], [y], [ø:], [œ]), they are explicitly marked as such in
other depictions (e.g. Pompino-Marschall, 2009: 266). Even though they are an interesting case, they are not investigated further in the current study. ${ }^{38}$

From an acoustic point of view, the terms height and backness are related to the first (F1) and second formant (F2) of a vowel. If F1 and F2 are plotted on adjusted axes, they can approximately reflect the respective tongue position of a vowel, even though F2 is affected by lip rounding, i.e. it is lowered (Ladefoged, 2006). In the experimental part of the study, F1 and F2 are used to depict the vowels as they are produced by the participants of this study, as this is still considered the "most useful representation of the vowels of a language" (Ladefoged, 2001: 39).

Phonological descriptions of German either postulate three (e.g. Becker, 1998), or four distinctive vowel heights (e.g. Ternes, 2012). As far as vowel backness is concerned, phonologists either differentiate front and back vowels (Becker, 1998), or front, central, and back vowels (Meinhold and Stock, 1982). Table 3 shows a more phonetically-oriented summary of the German vowels, adapted from Morciniec (1990). In the original depiction, the low vowels are classified as front ([a]) and back ([a:]). Here, the two vowels are represented as central vowels, which is in line with the descriptions of most researchers (e.g. Kohler, 1999, Pompino-Marschall, 2009, Ternes, 2012).

|  | Front | Central | Back |
| :--- | :---: | :---: | :---: |
| High | i: y: |  | $\mathbf{u}:$ |
| Open-high | I y |  | $\boldsymbol{u}$ |
| Mid | e: $\varnothing:$ | ə | $\mathbf{o}:$ |
| Open-mid | $\boldsymbol{\varepsilon}(:) œ$ |  | $\mathbf{o}$ |
| Low |  | $\mathbf{a ~ a :}$ |  |

Table 3: The German vowel system partially modified on the basis of Morciniec (1990)
(non-bold symbols represent the typologically rare rounded front vowels)

[^29]By differentiating high/high-open and mid/mid-open vowels, the difference in tenseness for example between /i:/ and /i/ is also indirectly captured. Ladefoged and Maddieson (1990) list the opposition between tense and lax as one of the many secondary features in describing vowels in the world's languages, though for German it is a central aspect. Even though the term tenseness could suggest that tense vowels are produced with more muscular tension, this assumption has not been verified (Becker, 1998: 47). Other phonetic correlates could be found in the form of articulatory (Mooshammer, 1998) and acoustic (Jørgensen, 1969) data, which showed that lax vowels are more centralized than tense vowels. This means that the tense high front vowel /i:/ is both higher (as captured in Table 3) and more front than lax /r/. The low central vowels are an exception, as they are generally assumed to be produced with the same vowel quality (see above). For this reason, tenseness alone does not suffice to divide all German vowels into the two afore mentioned groups, while vowel length does.

### 4.1.2 Vowel length

The fact that German differentiates short and long vowels is undisputed and unanimously described in phonetic and phonological descriptions of German (e.g. Kohler, 1995, Pompino-Marschall, 2009, Hall, 2011). As mentioned above, long high and mid vowels are usually tense, while the short ones are lax. From a phonological point of view, it is of interest to decide which of the two (tenseness or length) is the primary feature in distinguishing the vowel pairs. While Kohler (1995: 142) argues for vowel quality to be the decisive feature due to findings in Northern German speakers who did not produce durational differences between some of the vowel pairs, Ternes (2012: 92-94) comes to the conclusion that vowel length should be considered the primary feature, as the pairs /a/-/a:/ and $/ \varepsilon /-/ \varepsilon$ :/ cannot be differentiated by vowel quality alone. Early perception studies with German native speakers (Weiss, 1974, Sendlmeier, 1981) came to the conclusion that it is not possible to uniformly say whether quality or length is the more important dimension in the German vowel system. In his study with German native speakers, Sendlmeier (1981) manipulated 28 German minimal pairs such as Schiff-schief ("ship"-"crooked"), which covered all German laxtense vowel pairs. The manipulation was such that long tense vowels were
shortened to the average length of their corresponding short counterparts, while short lax vowels were lengthened to the average length of their corresponding long counterparts. The participants than had to choose from a list of possible answers which word they heard. On the one hand, Sendlmeier found that shortened high tense vowels (i.e. [i], [y], and [u]) were most often still heard as the same long vowels, which would support the view that vowel quality is more important in native vowel perception. On the other hand, he found that the shortened tense mid vowel [e] was mostly heard as [r] ( $68 \%$ of time), and shortened [ o ] was often heard as [ $v$ ]. The reverse was also true for the lengthened short vowels. This result not only suggests that length is more important for the mid vowels but, further, that the quality differences between, for example, $[\mathrm{e}:]$ and $[\varepsilon]$ seem to be larger than for example between [e:] and [r]. Furthermore, all shortened long [a]-vowels ${ }^{39}$ were heard as short [a] (100\%), and almost all lengthened short [a:]-vowels were heard as [a:] (98\%). For the low central vowels it therefore seems to be clear that length is the important dimension, which is why Sendlmeier comes to the conclusion that in fact the same vowel symbols should be used, i.e. [a] for the short and [a:] for the long vowel.

German long vowels are on average twice as long as their short counterparts (Antoniadis and Strube, 1984, Nimz, 2011a). Antoniadis and Strube (1984) had measured the specific vowel durations spoken by three male native speakers. The vowels appeared in three different consonantal contexts ( $[\mathrm{p}, \mathrm{t}, \mathrm{k}]$ ) in the form [CVCə] and were spoken in a carrier phrase, with 10 repetitions for each vowel, i.e. 90 productions of each vowel. Table 4 shows the average vowel duration values from Antoniadis and Strube (1984) for 5 German vowel pairs ${ }^{40}$.

[^30]| "Pair" | Long vowel | Short vowel | Ratio |
| :---: | :---: | :---: | :---: |
| $\mathbf{i}$ | 137 ms | 62 ms | 2.2 |
| $\mathbf{u}$ | 141 ms | 63 ms | 2.2 |
| $\mathbf{e}$ | 155 ms | 81 ms | 1.9 |
| $\mathbf{o}$ | 155 ms | 76 ms | 2.0 |
| $\mathbf{a}$ | 184 ms | 78 ms | 2.4 |

Table 4: Vowel duration values in Antoniadis and Strube (1984)

For $[\mathrm{e}:] /[\varepsilon]$, the ratio was the smallest, while the ratio for the a-pair was the highest. Yet, all ratios indicate that long vowels are about twice as long as their short counterparts. Their long vowels measured on average 154 ms and their short vowels measured about 72 ms (average ratio: 2.1). As can be seen more clearly in the long vowel data, they further found that vowel quality had a significant effect on vowel duration in that higher vowels were generally shorter than lower ones. This observation is consistent with universal tendencies of intrinsic vowel durations (Kohler, 1995).

In her unpublished Master's thesis, Nimz (2011a) had measured the average vowel length productions of the point vowel pairs /u:/-/v/, /i:/-/i/, and /a://a/ by eight native speakers of German (and Turkish). Each vowel appeared in three different monosyllabic German words, which were produced three times in random order. Consonantal context could not be controlled for as the main prerequisite for the picture-naming task was imageability; hence, the choice of test words was limited. The average length of the long vowels was 148 ms ( $\mathrm{SD}=39 \mathrm{~ms}, 216$ data points), and the average length of the short vowels was 85 $\mathrm{ms}(\mathrm{SD}=23 \mathrm{~ms}, 216$ data points). With that, her average vowel duration ratio was slightly smaller than that of Antoniadis and Strube (1984), namely 1.7.

In a recent study, Weirich and Simpson (to appear) investigated the influence of speaker sex on German vowel durations. They had 5 female and 6 male German native speakers produce 5 lax-tense contrasts in accented and unaccented sentence position. Accented tense vowels showed a tendency to be longer in female speakers than in male speakers (in the vowels [a:], [e:], and [o:]). In the unaccented condition, vowel contrasts (expressed as the duration difference between long and short vowels) were also significantly larger in female speakers.

Port and O'Dell (1985) investigated vowel duration as a function of underlying word-final voicing. Even though German is well known for its neutralization of the voicing contrast in syllable-final obstruents ("Auslautverhärtung"), the researchers investigated several acoustic parameters which suggested that this neutralization may be incomplete. In their study, 10 German native speakers produced 10 German minimal pairs which differed only in their underlying word-final voicing (e.g., /rad/ "wheel" versus /rat/ "advice"). The researchers found that, among other parameters, vowels before underlying voiced consonants were significantly longer than those before voiceless consonants by about 15 ms . By averaging over the reported mean values for each word, vowels before voiceless obstruents measured on average $227 \mathrm{~ms} .^{41}$ In relative terms this means that vowels before underlying voiced consonants were on average $7 \%$ longer. In order to investigate whether this difference can be used as a cue for word identity by German listeners, they further conducted a perception experiment with the tokens produced in the previous production experiment. The 10 subjects were able to distinguish the voiced and voiceless pairs with an accuracy of $59 \%$, which was significantly different from chance. However, the authors did not propose that the slight differences in acoustic cues serve a communicative function.

### 4.1.3 Syllable structure

Because the level of the syllable plays a role in the analysis of the production data (Chapter 6), a brief description of this suprasegmental level is included as well. As in many other languages, the syllable is the most obvious and salient prosodic unit in German (Wiese, 2000: 33). While it has been asserted that a phonetic definition of the syllable as such is impossible (Ladefoged and Maddieson, 93-94), it is an important unit in phonological descriptions. For example, as mentioned above, the syllable is the domain of final devoicing in German: /kind.liç/ $\rightarrow$ [knt.liç]. As is usually the case in the languages of the

[^31]world, vowels form the most common syllable nuclei in German too, while the syllabic consonants (nasals and $[1]$ ) may at times also serve the function of the syllable nucleus (e.g. laufen [lav.fn] "to run" or Hagel [ha:gl] "hail").

German syllable structure can be relatively complex and together with the Slavic languages it is described as one of the more "extreme" cases among the languages of Europe (Ternes, 2012: 188). Not taking morpheme boundaries into account, a German one-syllable word may be as complex as CCCVCCCC, for example in the word strolchst [Jtrolçst] ("to vagabond-2SG.PRS"), where each consonantal phoneme takes a C slot and the vowel [ $\rho$ ] the V slot. The simplest structure, namely V, is exemplified in the word Ei /ai/ ("egg") (Ternes, 2012: 186). However, this is only true for a phonological analysis which does not assume the glottal stop to be a phoneme of German, as phonetically speaking every syllable-initial, stressed German vowel is preceded by [?], e.g. [?ar] (Hall, 2011: 236). Furthermore, this example assumes the diphthong to be one segment, while in some phonological analyses the second part of the diphthong is analysed as a separate segment filling the coda position of the syllable (Ramers and Vater, 1995, Eisenberg, 2013).

Not every consonantal sound may take any onset position in a structure that is more complex than $C V$. In a structure such as $C_{1} \mathrm{C}_{2} \mathrm{~V}, \mathrm{C}_{1}$ has to be an obstruent while $\mathrm{C}_{2}$ can either be a sonorant or an obstruent (for a more detailed discussion of the restrictions see Hall, 2011: 237-240). Most German clusters adhere to the Sonority Sequencing Principle (SSP) (see Footnote 31), with exceptions such as $[\mathrm{Jp}]$ and $[\mathrm{ft}]$ in for example Spiel ("play") or Stuhl ("chair"). As far as the syllable coda is concerned, a German syllable may consist of zero to four consonants. In a structure such as VC, C may be filled with any consonant except [h] or voiced obstruents, as they are subject to final devoicing. When more than one consonant constitutes the coda cluster, the SSP again plays an important role. If all obstruents (whether fricatives or plosives) are grouped into one class, as in Hall (2011), it can be observed that all combinations of two consonants are possible in the coda as long as the sonority decreases from nucleus to the last consonant (for exceptions see Hall, 2011: 241244). Words like Koks ("coke") and Keks ("cookie") seem to be exceptions, and so do some words with more than two consonants in coda position, for example

Obst ("fruits") or Herbst ("autumn"). Instances like these are often explained with the concept of extrasyllabicity, namely the idea that some segments are not assigned to any syllable at all (Wiese, 2000: 47-49). If the syllable is stressed and the coda position is not filled with any consonant, the vowel has to be long. Stressed open syllables with a short vowel do not exist in German (Ternes, 2012: 189).

Syllables may be stressed or not. In German, stressed syllables are louder and longer (Mengel, 2000: 176), while in other languages F0 may be more important in identifying lexical stress (e.g. in Polish). German is usually described as a language with free stress placement with a tendency to stress the word stem (Bußmann, 2008: 22), for example sichtbar ("visible"). Stress may be placed on any syllable, however, and may move from the stem to an affix (e.g. unsichtbar "invisible"). Hall (1992: 24) tries to formulate a stress rule for German which states that the final syllable of a word is stressed if its coda is filled. If the syllable does not contain a sound in the coda position, the penultimate syllable is stressed. If the penultimate syllable does not contain a sound in the coda position either, the antepenultimate syllable is stressed. The example above is one of many exceptions. Thus, Grzeszczakowska-Pawlikowska (2007) describes German lexical stress rules as rather complex and views this as a general feature of the rhythmic class to which German belongs. It is unanimously described as a stress-timed language. ${ }^{42}$ This means that unstressed syllables may be compressed to fit into the given time interval between stressed syllables. This especially affects the vocalic syllable nuclei, most prominently schwa [ə], which may at times be omitted entirely (Pompino-Marschall, 2009: 248).

[^32]
### 4.2 The Polish vowel system

### 4.2.1 Vowel quality

Polish is usually described as a language with six contrastive oral vowels and the two nasal vowels / $\tilde{o} /$ and $/ \tilde{\varepsilon} /$ (Wójtowicz, 1981, Morciniec, 1990, Skibicki, 2007, Sadowska, 2012). Jassem (2003), in his IPA article on Polish, does not list the nasal vowels. Hence, his overview as shown in

Figure 2 includes only the six phonemes /i/, /i/, /e/, /a/, /o/, and /u/, as they appear in his examples in (1).
a. /biti/ bity "beaten" ${ }^{43}$
d. /bati/ baty "whips"
b. /bitif/ byty "entities"
e. /boti/ boty "women's high-boots"
c. /beti/ bety "bedding (coll.)"
f. /buti/ buty "shoes"


Figure 2: Polish vowels quadrilateral (Jassem, 2003: 105)

The "vexed question of the Polish nasal vowels", as Gussmann (2007: 2) calls it, is not problematic for the current study because this feature is absent from German. The phonological status of nasality in Polish is not as straightforward as for example in French, as both $/ \tilde{\rho} /$ and $/ \tilde{\varepsilon} /$ may be pronounced either as (lightly) nasalized ${ }^{44}$ vowels, as an oral vowel, or as a combination of an oral vowel plus nasal consonant, depending on the position within the word and the consonantal context (Morciniec, 1990: 22-24). Yet, since neither the

[^33]phonological status of nasality in Polish nor its phonetic realizations are related to the research questions of this study, the following descriptions will not be concerned with the nasal vowels any longer.

Another theoretical issue is the phonological status of Polish [i]. Bethin (1992: 32) for example considers this vowel a positional variant of the phoneme /i/, as it appears after non-palatalized consonants only. The sound [i] is found after palatalized consonants and word-initially (examples in (2) are taken from Gussmann, 2007: 33-34):
(2) a. [piiw] pił"he drank" - [piw] pyf "dust"
b. [miiwi] miły "nice" - [miwi] myły "they washed"
c. [ictç] iść "go" - Ø

From a phonological perspective, it may be an elegant solution to subsume [i] under the phoneme /i/, as the system could then be reduced to five instead of six vowel phonemes. Yet, structuralist arguments such as this are not relevant for phonetic descriptions of Polish, hence, most studies which take a more applied approach grant /i/ its full phoneme status (e.g. Biedrzycki, 1974, Morciniec, 1990, Jassem, 2003).

In terms of tongue height and backness, Morciniec (1990: 20) summarises the Polish vowel system as shown in Table 5 (here excluding nasality for reasons described above):

|  | Front | Central | Back |
| :--- | :---: | :---: | :---: |
| High | $\mathbf{i}$ | $\mathbf{i}$ | $\mathbf{u}$ |
| Mid | $\boldsymbol{\varepsilon}$ |  | $\mathbf{o}$ |
| Low |  | $\mathbf{a}$ |  |

Table 5: The Polish vowel system partially modified on the basis of Morciniec (1990)

The symbols Morciniec and many others use for the mid vowels differ from those Jassem (2003) uses (see
Figure 2). Even though the choice of symbols does not change the analysis from a phonological point of view, it is still assumed that the more open symbols $[\varepsilon]$
and [0] do more justice to the phonetic realization of the respective vowels. Biedrzycki (1974: 60), for example, asserts that Polish $[\varepsilon]$ is similar to the short, lax German vowel [ $\varepsilon$ ] in Bett [bst] ("bed"), and Polish [o] to the short, lax German vowel [ 0 ] in Post /post/ ("mail"). While Biedrzycki's analysis is based on subjective auditory judgements ${ }^{45}$, Hentschel (1986) provides a more objective assessment by means of an acoustic comparison between German and Polish. Even though he remarks that the data were collected using two different experimental tasks, they are still an important reference, because they constitute the only source for contrastive German-Polish formant frequencies.


Figure 3: Acoustic comparison of the Polish and German vowels (Hentschel, 1986)

As can be inferred from Figure 3, the two Polish mid vowels are almost identical in their quality to the corresponding German short, lax vowels $/ \varepsilon /$ and $/ \mathrm{J} /$, as was postulated by Biedrzycki (1974). Furthermore, Polish /i/ is very similar in its vowel quality to tense German /i:/, and Polish $/ \mathrm{u} /$ seems to be of the same quality as tense German /u:/. Polish /í / is similar to German /1/, while being slightly more central. Polish /a/ is also very similar to German /a/ and /a:/. The German vowels /e:/, /o:/, and $/ v /$ do not seem to have a clear counterpart in Polish. The quality of German /e:/ seems to be between Polish $/ \mathrm{i} /$ and $/ \mathrm{i} /$, while German /o:/ and $/ v /$ are between Polish $/ \mathrm{o} /$ and $/ \mathrm{u} /$ in the

[^34]acoustic plain. ${ }^{46}$ Unfortunately, Hentschel did not provide any information as to how many data points are presented in the graph, nor does he specify number, age, and sex of the speakers.

In his study, Hentschel (1986) further set out to investigate the perceptual assimilation patterns in 35 naïve Polish listeners of the German vowels to the six Polish. The 15 German vowels were presented auditorily in various consonantal contexts and the Polish participants were ask to label these German vowels as one of the six Polish categories (or as "foreign", if they found them to be too different). By investigating Polish speakers who were naïve to the language of investigation, Hentschel, in 1986, already adhered to an important prerequisite in perceptual similarity studies today (Strange and Shafer, 2008). The acoustic similarities established above matched his perceptual results in that the vowels that seemed to be almost identical acoustically were clearly mapped onto one native category, such as for example German /i:/ to Polish /i/, or German /a/ and /a:/ to Polish /a/. Hentschel's criterion for a German category to be "clearly" mapped was that the Polish equivalent was chosen in $90 \%$ of the cases, while alternatives were chosen less than $5 \%$ of the time. Hence, German /1/, /e:/, /o:/, and /v/ were not clearly mapped onto one Polish equivalent, but instead were assimilated to two different Polish vowels. German /1/ was perceived as Polish /i/ in $59 \%$ of the cases, while it was categorized as Polish /i/ in $37 \%$ of the cases. ${ }^{47}$ German /e:/ was categorized as Polish /i/ $74 \%$ of the time and as Polish /i/ $23 \%$ of the time. German /o:/ was perceived as Polish /u/ (73\%) and Polish / / / (26\%) , and German $/ v /$ was also predominantly perceived as Polish $/ \mathrm{u} /(86 \%)$ and less so as Polish /o/ (13\%).

[^35]| German vowel | $\rightarrow$ |
| :---: | :---: |
| $/ \mathrm{P}: /$ | Polish vowel |
| $/ \mathrm{l} /$ | $/ \mathrm{i} /$ |
| $/ \mathrm{e}: /$ | $/ \mathrm{i} /, / \mathrm{i} /$ |
| $/ \varepsilon /$ | $/ \mathrm{i} /, / \mathrm{i} /$ |
| $/ \mathrm{a}: /$ | $/ \varepsilon /$ |
| $/ \mathrm{a} /$ | $/ \mathrm{a} /$ |
| $/ \mathrm{o} /$ | $/ \mathrm{a} /$ |
| $/ \mathrm{o}: /$ | $/ \mathrm{s} /$ |
| $/ \mathrm{v} /$ | $/ \mathrm{u} /, / \mathrm{o} /$ |
| $/ \mathrm{u}: /$ | $/ \mathrm{u} / \mathrm{l} / \mathrm{o} /$ |
|  | $/ \mathrm{u} /$ |

Table 6: Perceptual assimilation patterns of German to Polish vowels by Polish speakers without knowledge of German as found by Hentschel (1986)

For reasons described in Section 6.3, the current study focuses on the vowel pairs /a:/-/a/, /e:/-/ $/$ /, and /o:/-/o/. Applying the terminology of Best and Tyler's (2007) Perceptual Assimilation Model for L2 speech (2.3) to the perceptual assimilation data above, the /a:/-/a/ pair can be classified as an instance of Single Category assimilation. This implies that the discrimination of the (prototypical) pair would be very difficult, as the two German vowels are perceived as the same Polish category. On the contrary, since the German vowels /e:/ and $/ \varepsilon /$ are mapped onto different Polish categories (Two Category assimilation), discrimination should be very easy for this pair. Discrimination for the /o:/-/o/ would also be predicted to be easy, as their predominant mappings are onto different Polish categories, as well. It could be argued that this pair is slightly more difficult than the $/ \mathrm{e}: /-/ \varepsilon /$ pair, as they share the same Polish category, namely $/ \mathrm{J} /, 26 \%$ of the time. Hence, it could also be understood as a case of Category Goodness assimilation (i.e. "good" discrimination according to Best and Tyler, 2007). Even though the discrimination task of the study (Chapter 5) primarily sets out to answer open questions regarding vowel length and quality perception separately, the testing of the predictions above is a side effect. In fact, in his dissertation, Hentschel (1986) had conducted a discrimination task which included - among others these three pairs. As would be predicted by the PAM-L2, he found that $/ \mathrm{e}: /-/ \varepsilon /$
and /o:/-/0/ were discriminated perfectly by Polish speakers (100\% and 99\% correct, respectively), while the low pair /a:/-/a/ posed a perceptual problem, in that learners could discriminate them in only $59 \%$ of the cases. The fact that Polish learners discriminated the mid-vowel pairs equally well supports the classification of both pairs as cases of Two Category assimilation.

Furthermore, Hentschel (1986) investigated the perception of diphthongization of German vowels by Polish native speakers. As was mentioned in Section 2.1, GFL researchers have reported that German /e:/ may be realized as [ei] or [ej] by Polish L2 German learners. Hentschel too was aware of similar observations, and further reported that German /o:/ may also be produced as [ $\rho u$ ]/[ $\omega \mathrm{w}]$, quoting Prędota's (1978) work on Polish-German pronunciation interferences. Hentschel postulated a reinterpretation of vowel length as a cause for diphthongization, which led him to further conduct a modified identification task with the same German vowels as in his first identification task. In this modified version, he instructed the participants to indicate whether the vowel they had just heard was a normal instance of a Polish vowel ([V]), a longer version of a Polish vowel ([V:]), or a diphthongized version of a Polish vowel with either [i] ([Vi]) or [u] ([Vu]) as the second element. Despite the fact that his instructions may have influenced the perception of the participants ${ }^{48}$, the high percentages of diphthong (and length) identifications led him to make statements regarding favourable conditions for diphthong perceptions. Table 7 shows that only high vowels are subject to diphthong perception, even monophthongs are sometimes perceived as diphthongs (/v/ $22 \%$ of the time and $/ \mathrm{I} / 18 \%$ of the time). Hentschel explains this - with reference to Donegan's (1978) Natural Phonology account of vowels - by the fact that monophthongs have a natural tendency to be replaced by diphthongs when they are high, tense, and long.

[^36]| German V | [Vi] (\%) | [Vu] (\%) | [V:] (\%) | $[\mathrm{V}] \mathbf{( \% )}$ |
| :---: | :---: | :---: | :---: | :---: |
| $/ \mathrm{e}: /$ | $\mathbf{4 2}$ | - | 50 | 6 |
| $/ \mathrm{o}: /$ | - | $\mathbf{4 1}$ | 53 | 5 |
| $/ \mathrm{u}: /$ | - | $\mathbf{3 3}$ | 59 | 6 |
| i:/ | $\mathbf{3 0}$ | - | 61 | 8 |
| $/ \mho /$ | - | $\mathbf{2 2}$ | - | 72 |
| $/ \mathrm{I} /$ | $\mathbf{1 8}$ | - | - | 77 |
| $/ \varepsilon /$ | - | - | - | 96 |
| $/ \jmath /$ | - | - | 5 | 91 |
| $/ \mathrm{a}: /$ | - | - | 81 | 17 |
| $/ \mathrm{a} /$ | - | - | - | 95 |

Table 7: Identification patterns of German vowels by Polish native speakers in Hentschel's (1986) "diphthong test" (values below $5 \%$ are not included; diphthong identifications are highlighted in bold)

All long, high vowels are largely (between $30 \%$ and $42 \%$ of the time) perceived as diphthongs, which seems to support Hentschel's assumption that German vowel length is reinterpreted perceptually by Polish listeners. Furthermore, those vowels are more likely to be perceived as two segments which are assimilated into two Polish categories, namely /e:/ and /o:/. Even though these perception data are an important (and the only) starting point for explaining some of the later findings of the current study (Chapter 6 ), it would have been of interest to compare the results to those of native speakers of German. Would these have similar (natural) tendencies to perceive long vowels partially as diphthongs when given the same response options? Even though it seems unlikely, questions like these point to the importance of including a control group, which will be the case for the experimental part of this study.

### 4.2.2 Vowel length

While long vowels were present in Old Polish (Stieber, 1973), modern Polish is unanimously described as a language without contrastive vowel length (Jassem, 2003, Gussmann, 2007, Tworek, 2012, among many others). Biedrzycki (1974: 59) writes that all vowels are produced relatively short (Biedrzycki, 1974: 59). His book is an introduction to Polish phonetics for German native speakers; it is not an experimental phonetic account. He impressionistically compared and
described German and Polish vowels, and equates the length of German short vowels with that of Polish (short) vowels. Hentschel (1986: 135-136) too assumes the average Polish vowel length to be similar to that of the short German vowels, but does not provide any empirical evidence. Since Polish does not differentiate between short and long vowels, there are only few studies which investigated Polish vowel length experimentally. Exceptions are Fracckowiak-Richter (1973), Keating (1984), Slowiaczek and Dinnsen (1985) and Slowiaczek and Szymanska (1989).

Frackowiak-Richter (1973) had investigated the duration of Polish vowels by measuring them in one- and two-syllable nonce words spoken by 10 native speakers in varying consonantal contexts. She found that vowels in monosyllables were significantly longer than in disyllables, as can be seen from her measurements in Table 8.

| Vowel | Monosyllables | Disyllables |
| :---: | :---: | :---: |
| $/ \mathbf{u} /$ | 113 ms | 88 ms |
| $/ \mathbf{i} /$ | 119 ms | 78 ms |
| $/ \mathbf{i} /$ | 127 ms | 90 ms |
| $/ \mathbf{0} /$ | 135 ms | 110 ms |
| $/ \mathbf{\varepsilon} /$ | 143 ms | 111 ms |
| $/ \mathbf{a} /$ | 151 ms | 124 ms |

Table 8: Mean durations of Polish vowels in mono- and disyllabic words as reported in Frąckowiak-Richter (1973)

In monosyllabic words, Polish vowels in monosyllables measured on average 131 ms . Vowels in disyllables were on average 100 ms long. Furthermore, Table 8 reflects a universal influence of vowel quality on vowel duration, which was also reported for German: high vowels are generally shorter than low vowels. Within the disyllables, Frackowiak-Richter also investigated the influence of voice in the postvocalic consonant on the duration of the preceding vowel. She found that vowels are consistently longer before voiced consonants, on average $16 \%$. This result supports Chen (1970), who postulated that vowel lengthening before voiced consonants is a language universal phenomenon.

Other studies investigated Polish vowel duration as a function of the following consonant as well. Keating (1984) measured vowel durations before voiced and voiceless plosives in the Polish words rata ("rate") and rada ("advice"). Twentyfour native speakers of Polish were recorded reading this pair in isolation, and the durations of the stressed vowel were measured from the oscillographic display. Keating reported a mean duration of [a] before [ t ] of 167 ms , and for [a] before [d] of 169 ms . These results are interesting in two important aspects. Firstly, they contrast with what Fracckowiak-Richter (1973) had found. While Keating did not find a significant duration difference for vowels preceding voiced versus voiceless consonants, Frąckowiak-Richter did. Secondly, the overall durations Keating measured seem rather long for vowels which are described as "relatively short". In Antoniadis and Strube (1984), for example, short German [a] was on average 78 ms long, while the long counterpart measured 184 ms on average. This comparison would imply that Polish vowels are more similar in length to German long vowels than German short vowels. The scarceness of consistent and comparable data led to the measurement of Polish vowel length (and quality) in the exploratory part of the study below.

Slowiaczek and Dinnsen (1985) further investigated whether Polish vowel durations may differ preceding voiceless and underlying voiced consonants. Like German, Polish exhibits final devoicing. All word-final obstruents are assumed to be produced as voiceless, for example /karb/ <karb> ("notch") is pronounced [karp]. Because it was found that the underlying voicing distinction is sometimes phonetically preserved in other languages, the researchers examined 15 Polish minimal pairs which contrasted in the underlying voicing of the wordfinal consonant only (e.g., /log/ "logarithem" versus /lok/ "curl"). Five Polish native speakers produced these 30 words in randomized order and their productions were analysed acoustically for preceding vowel duration as well as consonant and glottal pulsing duration. These phonetic parameters had been examined in other studies investigating word-final devoicing, but vowel duration turned out to be the most important parameter for Polish. Slowiaczek and

Dinnsen found that vowels preceding voiceless consonants were on average $10 \%$ shorter than those preceding voiced consonants. ${ }^{49}$

Slowiaczek and Szymanska (1989) tested whether the findings by Slowiazek and Dinnsen (1985) might mean that Polish listeners make use of vowel duration as a perceptual cue in distinguishing items that differ in their underlying final voicing. In their perception study, vowel length preceding voiced and voiceless consonants differed by $55 \%$. Despite this comparably large difference (in comparison to the $10 \%$ difference found in the production study), subjects did not attend to the difference in vowel durations and did not perform significantly above chance in identifying underlying voiced items. Their result supports the general view that Polish does not make use of vowel duration as a cue to vowel or following consonant identity.

On the other hand, Polish does make use of consonantal duration to contrast singleton and geminate consonants, as indicated by double consonant letters in the orthographic forms (e.g., <leki> [leki] "medicines" versus <lekki> [lعki] "light (ADJ)"). Geminate consonants are produced significantly longer than singleton consonants. For the nasal consonants, for example, Rojczyk and Porzuczek (2014) found a geminate/singleton ratio of 2.9. Polish geminates are sometimes subject to double-articulation, meaning they are rearticulated phonetically (Thurgood, 2001). Even though this is in conflict with Ladefoged and Maddieson's (1996) definition of geminates ${ }^{50}$, researchers still describe Polish as a language which exhibits true geminate consonants (Thurgood, 2001, Thurgood and Demenko, 2003, Tworek, 2012, Rojczyk and Porzuczek, 2014). The reasons for occasional double-articulations are not clear. Tworek (2012: 139) assumes that they are idiolectal in nature.

Even though Polish contrasts consonantal length, transfer to vowel perception and production seems to be very unlikely. Flege (1995: 267) discusses findings of

[^37]Flege and Port (1981) in the light of "free feature recombination" for the voiceless feature in stop consonants by Arabic speakers of L2 English. They found that it was not possible for the L2 learners to transfer the voiceless feature of their $/ \mathrm{t} /$ and $/ \mathrm{k} /$ to $/ \mathrm{p} /$. Since it does not seem to be possible to transfer features within one natural class, it is highly unlikely that it is possible to transfer a feature used for consonants to vowels. Pajak and Levy (2014)'s study might challenge this view as they showed that Vietnamese and Cantonese speakers could perceive Polish consonantal length contrasts better than Mandarin speakers, even though they had native experience with vowel length contrasts only. However, Altmann et al.'s (2012) results with German speakers cannot be aligned with Pajak and Levy's proposition that speakers are able to abstract from vowels to consonants. They found that German subjects without experience with Italian were clearly worse at perceiving non-native consonantal length contrasts than German L2 Italian learners, even though they all have experience with vowel length contrasts in their native language. Only with L2 experience did German speakers improve their perception of consonantal length contrasts. If feature abstraction was the underlying principle in the perception of L2 length contrasts, monolingual German participants should have performed comparably well to the German L2 Italian learners.

What may be of interest regarding consonantal length is the length of vowels preceding singleton versus geminate consonants. It has been shown for Italian, for example, that the duration of the vowel is shortened preceding a geminate consonant and that this serves as secondary cue in singleton versus geminate perception (Pickett, 1999). This timing compensation, however, is not a language universal feature (Port et al., 1980). In Japanese, the effect seems to be reversed and vowels appear to be slightly longer preceding geminates (Han, 1994). Smith (1995) explains this with reference to the different prosodic properties Japanese and Italian exhibit, namely mora- and syllable-timing respectively. In her Articulatory Phonology account, she could interpret the data by proposing that gestures are coordinated differently in time in the two languages.

Hardly any data exist on Polish vowel duration in relation to consonantal length. In a pilot study, Thurgood (2002) investigated vowel duration following
geminates in Polish minimal pairs both in perception and production. ${ }^{51}$ Most vowels seemed to be longer following geminates (on average by a multiple of 1.4). Yet, in almost a quarter of all items measured, vowels were longer in the singleton items. As far as perception goes, her data revealed that vowel length did not help participants perceive the phonetically long fricatives as geminates, which suggests that vowel length following geminate consonants is not a reliable secondary cue for Polish native speakers.

A recent study, Rojczyk and Porzuczek (2014) investigated the acoustic properties of Polish singleton and geminate nasal consonants as well as their vocalic surroundings. ${ }^{52} 26$ Polish native speakers were asked to produce the words pana [pana] ("gentleman") and panna [pan:a] ("maiden") in the same carrier phrase. They found a significant difference between singleton and geminate duration in that nasal singletons were on average 58 ms long, while nasal geminates measured on average 167 ms (i.e. they were 2.9 times longer). The duration of the following vowels did not differ significantly in this study, while the researcher did find a small but significant difference for vowels preceding the consonants. Vowels preceding singletons were on average 73 ms long, while vowels preceding geminates were 12 ms longer. The ratio between the first [a] in panna versus the first [a] in pana is therefore only 1.16 , which is even less than what Thurgood (2002) found for vowels following singleton/geminate consonants. It therefore seems unlikely that Polish listeners make use of preceding vowel duration as a secondary cue to singleton/geminate perception. Additionally, in an exploratory study of the Polish vowels, acoustic measurements of vowel durations before singleton and geminate consonants did not show any significant differences (see below).

[^38]
### 4.2.3 Syllable structure

Like German, Polish allows for complex syllable structures. A one-syllable word may consist of one vowel, as for example a ("but"), or as many as eight segments, with a vowel constituting the syllable nucleus (e.g. skappstw [skompstf] "avarice-GEN.PL", rare example, taken from Bethin, 1992: 22). Polish is especially known for its long onset clusters and may show clusters as complex as five consonants within a phonological word, e.g. ['spstroy] "with a trout" in $\underline{Z}$ pstragiem (Jassem, 2003: 103). Lexeme-initially, four consonants are not unusual, for example zdźbło [zđ̧̧bwo] "stalk" or wzgląd [vzglont] "respect". These examples show that Polish allows complex sequences of obstruents, which do not seem to follow language universal tendencies captured in the Sonority Sequencing Principle (for in-depth phonological analyses of this issue see Bethin, 1992 or Gussmann, 2007). The fact that both Polish and German allow for relatively complex syllable structures makes the two languages a suitable pair for studying L2 vowel acquisition. This is because the syllable structure of the target language is unlikely to pose additional problems for Polish L2 German learners, which might otherwise be the case (Ternes, 1978).

As far as accent placement is concerned, Polish differs from German in that its predominant stress pattern is penultimate stress. In contrast to German, it is irrelevant whether the penultimate syllable constitutes the stem or not, for example pański ("gentlemanly", where pan means "man") but panowie ("men"). Exceptions are posed by verbs with conditional endings, e.g. czytać ("to read") but czytałbym ("read-1P.COND"). Other exceptions can be found in borrowed words or clitics (for details see Biedrzycki, 1974: 126-134). In Polish, stress is mainly indicated by a change in fundamental frequency (Tworek, 2012: 212), even though Igras and Ziółko (2013) found that stressed Polish vowels also showed higher intensity and are slightly longer (by about $5 \%$ ). Since unstressed Polish vowels are hardly reduced, Grzeszczakowska-Pawlikowska (2007: 8) comes to the conclusion that Polish should be classified as syllable- rather than stress-timed. Other researchers classify Polish as a rhythmically "mixed" language due to the combination of a very complex syllable structure with a lack of vowel reduction (Gut, 2003). Perceptual studies seem to support this view, at least as far as it is difficult to clearly classify Polish within one of the
main rhythmic classes (Ramus et al., 2003). Because of the differences in vowel reduction in relation to stress placements, empirical studies have found that Polish learners have problems reducing German vowels native-like (Gut, 2003, Grzeszczakowska-Pawlikowska, 2007, Richter, 2008). In this study, the investigated vowels are all stressed, which is why the lack of reduction in unstressed syllables is not problematic for the current study.

Like German, Polish devoices final obstruents. However, the domain of this process is not the syllable but the word (Gussmann, 2007: 289). In the test items of this study, all syllable-final voiced obstruents are also word-final, e.g. Weg [ve:k] ("way").

### 4.2.4 An exploratory study of Polish vowels

Very few studies have investigated vowel duration before singleton and geminate consonants in Polish and/or provide general vowel length and quality data which are comparable to those collected in the main study of this dissertation. For this reason, a pilot production experiment was conducted in at a high school in Lublin, Poland, with young Polish adults. With the help of a native speaker ${ }^{53}$, the productions of the six Polish vowels in different consonantal contexts were recorded in a quiet classroom. Furthermore, productions of minimal pairs containing singleton and geminate consonants were collected. Each word was produced twice by each speaker, while the singleton/geminate minimal pairs were produced three times. In all, the productions of 21 speakers were recorded, of which seven male recordings were chosen for further analysis. ${ }^{54}$ The average age of the analysed speakers was 17.6 years ( $\mathrm{SD}=0.5$ ).

[^39]The participants were instructed to produce words which were presented to them on a computer screen in orthographic form. In the first run of the experiment, 34 words were presented in random order, while in the second part the same words were presented in a different random order. Of these 34 words, ten words formed the following five Polish minimal pairs:
a. buda ("doghouse") - Budda ("Buddah")
b. Grecy ("Greeks") - greccy ("Greek")
c. leki ("medicines") - lekki ("light (ADJ)")
d. pana ("gentleman") - panna ("maiden")
e. uczę ("teach-1SG.PRS") - uczczę ("celebrate-1SG.FUT")

The remaining 24 words were two-syllable words which contained the six Polish vowels /i, i, $\varepsilon, \mathrm{a}, \rho, \mathrm{u} / \mathrm{in}$ three consonantal contexts (bilabial, alveolar, and velar), in order to balance the influence of the consonantal environment on the vowels of interest (Hillenbrand et al., 2001). For example for the vowel /a/, the three words papa ("tar paper"), tata ("daddy"), skakać ("to jump") were recorded twice from each speaker. Of interest was always the vowel in the first syllable, which was stressed in all test words. Furthermore, 2x3 additional words with palatal consonantal contexts were collected for the vowels $/ \mathrm{a} /$ and $/ \varepsilon /$, as Jassem (2003: 106) asserted that there is little contextual allophony except for these vowels in palatal contexts. In the final run of the experiment, the participants produced the minimal pair words again in the carrier phrase Słowo ... jest na liście ("The word ... is in the list") and were asked to speak faster than they had in the first two runs, in order to check whether this may have an effect on vowel and consonant realizations as a function of consonant type. A list of all test words of this pilot study can be found in Appendix II.

The productions of all participants were recorded with a Beyerdynamic Opus $54.16 / 3$ headset and a Marantz PMD 660 solid state recorder at 44.1 kHz . After seven recordings were pre-segmented with the help of MAUS (see Footnote 54), manual corrections to the exact beginning and end of each vowel of interest were carried out in PRAAT (Boersma and Weenink, 2014). The same segmentation criteria applied as for the data of the main production experiment (for details see Appendix III).

### 4.2.4.1 Pilot study 1: Vowel duration before singletons/geminates

A considerable amount of the geminates in this data set was produced in the form of double articulations: as much as $82.7 \%$ (in all $\mathrm{N}=105$ ) were rearticulated. The distribution of single versus double articulations in the pilot study depended on the run of the experiment, in that double articulations became less common in the third run, in which participants were asked to produce the words faster and in the context of a sentence. Figure 4 shows the type of geminate realisation as a function of run.

## Distribution



Figure 4: Distribution of single and double articulations of Polish geminates in the pilot study

A generalized linear mixed model was fit to the binomial realisation data (single and double) in R ( R Core Team, 2014) with Run (first versus second versus third) as fixed factor and participants and words as random factors. ${ }^{55}$ The model revealed that, in the third run, geminates were produced significantly more as single articulations than in the first run $(\mathrm{z}=-2.23, \mathrm{p}=0.03)$, while the second run did not differ significantly from the first ( $\mathrm{z}=-0.71, \mathrm{p}=0.48$ ). It therefore seems to be the case that the type of realisation of Polish geminates depends on tempo and context rather than idiolectal differences, as was suggested by Tworek (2012). The fact that a substantial number of geminates were rearticulated might challenge the general view that Polish exhibits true geminates. Despite this concern, vowel duration was still measured as a function

[^40]of the following consonant type, as it was important to make sure that Polish does not pattern similar to Italian.

In the following duration measurements, single and double articulations are not analysed separately, as Thurgood and Demenko (2003) did not report significant length differences between singly and doubly articulated geminate consonants. As expected, geminate consonants are considerably longer than singleton consonants, in these data by about $92 \%$. Geminate consonants were on average 235.6 ms ( $\mathrm{SD}=50.2 \mathrm{~ms}$ ) long, while singletons measured on average 123.0 ms ( $\mathrm{SD}=47.5 \mathrm{~ms}$ ). Figure 5 shows the duration of singleton versus geminate consonants as a function of consonant type and run.


Figure 5: Duration of singleton versus geminate consonants in Polish (error bars show 2 SE )

As can be clearly seen, durations do not differ in the first and second run, which varied only in presentation order. ${ }^{56}$ Consonant durations in the third run seem to be shorter, which would be expected considering participants were asked to produce the test words in a carrier phrase and speak faster than they did before. A linear mixed model with CONSONANT TYPE (singleton versus geminate) and CONTEXT (context-yes versus context-no) as fixed factors and participants and word-pairs as random factors ${ }^{57}$ revealed that the difference between singletons

[^41]and geminates was highly significant ( $\mathrm{t}=36.28, \mathrm{p}<0.001$ ), as was the effect of CONTEXT on consonant duration ( $\mathrm{t}=-6.84, \mathrm{p}<0.001$ ).

Of particular interest in this pilot study was the duration of vowels before geminate and singleton consonants. As can be seen in Figure 6, the effect consonant type on vowel duration was minimal.


Figure 6: Duration of vowels before singleton and geminate consonants (error bars show 2 SE )

On average, vowels before geminate consonants were 81.7 ms ( $\mathrm{SD}=15.5 \mathrm{~ms}$ ) long, 92.1 ms ( $\mathrm{SD}=19.5 \mathrm{~ms}$ ) before singleton consonants. This means that, in this data set, vowels were on average 1.1 times longer before singletons than before geminates. To investigate whether this small difference is significant, a linear mixed model was fit to the data which also included the factor realisation (single or double articulation) as a control variable. This was motivated by the pattern that vowel durations showed before double articulations (only possible in geminate consonants) and single articulations (both in geminate and singleton consonants), as shown in Figure 7.


Figure 7: Vowel duration as a function of realisation (the upper and lower hinges correspond to the first and third quartile, while the whiskers extend to the highest and lowest value within 1.5 times the distance between the first and third quartiles)

A linear mixed model was fit to the data to predict vowel duration by the fixed factors REALISATION (single versus double), CONSONANT TYPE (singleton versus geminate), and CONTEXT (context-yes versus context-no). ${ }^{58}$

The model revealed that the factor Realisation approached significance only ( $\mathrm{t}=-1.97, \mathrm{p}=0.051$ ). Importantly, vowels were not significantly longer before singleton consonants $(\mathrm{t}=1.03, \mathrm{p}=0.30)$. As expected, vowels were significantly shorter in the third run of the experiment $(\mathrm{t}=-3.52, \mathrm{p}<0.001)$.

Contrary to what Rojczek and Porzuczek (2014) found, vowels did not differ significantly as a function of consonant type in this study. While their vowel duration ratio before geminate/singleton consonants was also only 1.16 (though in the opposite direction in that vowels in his data set were shorter preceding singletons), it may be the case that this small difference reached significance because they did not take into account that vowel duration may be influenced by the specific articulation (single versus double) of the geminate. Rojczek and Porzuczek tested group difference by means of an ANOVA, for which the inclusion of control factors is not as common as it is for linear mixed models.

[^42]In any case, both Rojczek and Porzuczek's data and the current study taken together suggest that vowel duration in Polish is hardly influenced by consonantal duration. It is therefore concluded that Polish, in contrast to German, is a language in which differences in vowel length do not play a role be it on a phonological or phonetic level.

### 4.2.4.2 Pilot study 2: Polish vowel quality and vowel length

Since only Hentschel (1986) has thus far compared Polish and German acoustically, it was of interest to collect additional data, which are comparable to the acoustic data analysed in the main production part of the study (Chapter 6). For this purpose, the first (F1) and second (F2) formants of a small sample of Polish vowels ( $\mathrm{N}=126+42$ vowels in palatal context) were extracted with a PRAAT script, which was found to be most reliable for measuring even the high back vowel $/ \mathrm{u} /{ }^{59}$ This was necessary because the weak F2 of high back vowels is often missed in automatic measurements, and, as a consequence, F3 instead of F2 is picked up by the algorithm (Remijsen, 2004). Even with this adjusted script, some of the respective formants were still missed and had to be corrected by hand or labelled as missing values where it was not possible to track a clear formant structure $(\mathrm{N}=8)$. Table 9 summarizes the mean frequencies of F1 and F2 of the six Polish oral vowels spoken by 7 native speakers. Figure 8 shows a plot of the mean of each category as well as each single data point by means of the R-package phonR (McCloy, 2015).

|  | $/ \mathrm{i} /$ | $/ \mathfrak{i} /$ | $/ \varepsilon /$ | $/ \mathrm{a} /$ | $/ \mathrm{o} /$ | $/ \mathrm{u} /$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| F1 | 283 | 392 | 548 | 637 | 504 | 347 |
| F2 | 2134 | 1675 | 1559 | 1251 | 992 | 829 |

Table 9: Mean Polish formant frequencies for 7 male speakers (in Hz )

[^43]Polish formant frequencies (in Hz )


Figure 8: Formant frequencies for each token of the data set (large symbols represents grand mean; $\mathrm{N}($ tokens $)=118$ )

A visual comparison with Hentschel's (1986) data (Figure 3, page 77) reveals that the relative positions of the six means in the acoustic vowel space look very similar, although the exact formant values are not the same. While Hentschel did not specify this in his work, it might be the case that his speakers were female, as his F1 and F2 values are higher than those in the current data set (Simpson and Ericsdotter, 2007). This underlines the importance of collecting acoustic data which are comparable to the vowels which were collected in the main part of this study, i.e. same speaker-sex and same age.

Figure 9 represents the same vowels as above as well as [a] and [ $\varepsilon$ ] in palatal contexts, for example in the test words ziajać [zajatç] ("to pant") or dzieciak [dzetçak] ("child") ${ }^{60}$. As Jassem (2003) predicted, vowels in this context seem to be considerably fronted and, in the case of $/ \varepsilon /$, raised as well.

[^44]
## Polish formant frequencies by context



Figure 9: Mean formant frequencies of Polish vowels by context (palatal versus nonpalatal; ellipses correspond to a confidence level of $\pm 1$ standard deviation from the bivariate mean)

As far vowel length is concerned, the average duration of all Polish vowels in this study measured $87.0 \mathrm{~ms} \quad(\mathrm{SD}=25.9)$. This finding corroborates measurements reported by Fracckowiak-Richter (1973) rather than Keating (1984). Since Rojczyk and Porzuczek (2014) also reported that vowels measured on average only 86 ms , it appears that Polish vowels are indeed "relatively short" and are more comparable in their length to German short vowels. Yet, when comparing the exact values to those of comparable German vowels (Section 4.1.2), it appears that Polish vowels are on average slightly longer than the German vowels. Antoniadis and Strube (1984) had measured German vowels in disyllabic words and these measured on average 72 ms . Comparing this value to the average Polish vowel length found in this study (or in Fracckowiak-Richter, 1973 or in Rojczyk and Porzuczek, 2014) it seems clear that Polish vowels in disyllabic words are (at least) about 14 ms longer than German vowels in a similar context. ${ }^{61}$ This finding helps to formulate more informed hypotheses about vowel length productions which will be developed in Chapter 6 .

[^45]
## 5 Experiment 1: Discrimination

Even though the discrimination task was administered as the last of the three main experiments (i.e. first: production, second: identification, third: discrimination), it will be described first. This is because its results will be relevant for the interpretation of the production and identification data. It was decided to conduct the discrimination task last, so as not to draw the participants' attention to the main focus of the study, namely vowel length and vowel quality. All participants ${ }^{62}$ took part in all three experiments and were further asked to fill out a questionnaire on their language learning background (see Appendix IV). Additionally, each Polish participant took part in two posttests, which were administered to evaluate the participants' orthographic knowledge.

All participants were scheduled to meet with the experimenter on two different days. On the first day, each participant took part in the production experiment (Chapter 6), followed by the identification experiment (Chapter 7). Each Polish participant was then asked to take the first post-test, which consisted of writing each word that had been part of the previous two experiments as well as indicating on a scale from 1 ("I don’t know this word") to 7 ("I know this word well") how familiar the participant was with each word (see Appendix V). On average, this first session lasted about 1.5 hours for the Polish participants and 45 minutes for the German participants.

The second session was scheduled on another day and included the participation in the discrimination task as well as the second post-test, which consisted of questions regarding the participants' metalinguistic knowledge of the German vowels (only for Polish participants) and a short orthographic exercise in which the participants had to name and, if possible explain, the length of vowels in a small sample of German nonce words (see Appendix VI). The second session was shorter than the first and lasted about 30 minutes for both the German and

[^46]the Polish participants: 15 minutes for the discrimination experiment and 15 minutes for the post-test.

### 5.1 Hypotheses

The discrimination experiment was conducted to address two main research questions, which were motivated by research on vowel length perception laid out in detail in Section 2.5. Firstly, Bohn (1995) had formulated in the Desensitization Hypothesis that duration cues in vowel perception are always easy to access for L2 learners, while McAllister et al.'s (2002) Feature Hypothesis would predict that German vowel duration differences are difficult to perceive for Polish L2 German learners. This is because Polish does not use vowel length phonologically or phonetically, for example as an additional cue in geminate perception (Section 4.2.4.1). Secondly, McAllister et al. (2002) had found that mid vowels were harder to perceive (and to produce) by learners than non-mid vowels. The authors attributed this finding to the fact that mid vowels are not accompanied by vowel quality differences. This implies that quality differences might be easier to discern for L2 learners than pure length differences. Since the authors never tested this possibility, the discrimination task was designed in such a way that would allow for separate testing of the perception of vowel length and vowel quality.

While Bohn (1995) and McAllister et al. (2002) had investigated L2 English and L2 Swedish, the current study looks at the perception of German as an L2. Like Swedish and English, German is a Germanic language and vowel length is highly correlated with vowel tenseness, as laid out in detail in Section 4.1. Unlike in English, vowel length is a primary cue in vowel perception, specifically in the low vowels (Sendlmeier, 1981, Weiss, 1984). Unlike in Swedish, vowel length does not correlate with the length of the following consonant; hence, German is a more suitable language to study the perception of vowel length. The following hypotheses originate from the seemingly contradictory findings by Bohn (1995) and McAllister et al. (2002) about vowel length perception in L2 learners. Additionally, they test assumptions put forward by researchers in the field of GFL, who have predicted that German vowel length is problematic for Polish L2 German learners (Section 2.1).

Hypothesis 1: Polish GFL learners will be less accurate than German native speakers at perceiving pure length differences in German vowels.

Hypothesis 2: Polish GFL learners will be equally good as German native speakers at perceiving vowel quality differences in German vowels.

### 5.2 Participants

The participants of the study were recruited at a Polish high school in Warsaw, Poland (experimental group) and at a German high school in Dortmund, Germany (control group). Because of two unexpected German drop-outs, two more participants were recruited in the same area of Germany, who did not visit the same high school as the other German participants but matched in age and educational background.

### 5.2.1 Polish group

The Polish participants were all students at a Polish high school with special emphasis on German as a Foreign Language (GFL). At this school, students who choose the so-called bilingual branch will go through an extra preparation year before they begin their regular high schooling from $10^{\text {th }}$ to $12^{\text {th }}$ grade. During this preparation year, students receive 18 hours of GFL per week, which includes grammar, vocabulary training, German culture and media, and presentation skills. ${ }^{63}$ They are taught both by German native speakers and highly-advanced Polish L2 German speakers. After the end of the preparation year, students take a language test (level B1 according to the Common European Framework of Reference for Language (CEF) (Council of Europe, 2001), which, if they pass, classifies them as "intermediate" speakers. This qualifies them to move on into their bilingual high schooling. During their three regular high school years, they receive an average of 10 hours of German per week, of which 6 hours are GFL lessons and the remaining are geography,

[^47]history, and cultural studies in German. At the end of their $12^{\text {th }}$ year, the students either have the option to take the German high school diploma (Abitur), for which they need a CEF level of C2, or they can take the Deutsche Sprachdiplom II ("German Language Diploma II"), which certifies their C1 language level. The participants of the study were recruited from both the $11^{\text {th }}$ and $12^{\text {th }}$ grade of the German bilingual branch. This means that all of them had received at least two years of intensive GFL lessons and can be classified as medium-advanced speakers of German (B2/C1).

22 Polish students took part in the experiment, of which two were excluded from further analysis because their language learning background was not comparable to that of the other students. Subject P21 had lived in Germany from the age of 9 until 16, which makes her a second language speaker rather than a foreign language speaker, and subject P22 spoke Bulgarian as her native language.

All other Polish participants were late foreign language learners, that is, none of them had received any intensive (more than 6 hours per week) GFL teaching before they entered high school at around the age of 15 . All of them spoke English as their first foreign language, some of them also spoke a third or fourth foreign language, but not of them more advanced then German or English. None of them spoke German (or any other language) at home or reported to speak a distinct Polish dialect. None of them reported any hearing or learning problems. The average age of all participants (excluding P21 and P22) was 18.5 years ( $\mathrm{SD}=0.6$ ); 4 of them were male. For more detailed information about the language learning background of the participants see Appendix IVa.

### 5.2.2 German group

Apart from subjects G22 and G23, all German participants were recruited at a German high school in Dortmund, Germany (Western Germany), while G22 and G23 were from the same region but had recently completed the same level of German high schooling ("Gymnasium"). All participants spoke Standard German, while G1 reported to have a Brazilian mother who speaks German with a foreign accent. The subject herself spoke German without a foreign accent, and her results did not differ significantly from the other German
subjects, which is why she was still included in the study. Just like the Polish participants, all German subjects spoke English as their first foreign language. Most of them spoke French as their second foreign language, while some spoke other languages such as Spanish, Chinese, or Latvian as their second or third foreign language. Three of them reported different kinds of minor language problems such as (former) stammering or lisping, which were not considered problematic for the study. Furthermore, one male participant reported to be dyslexic, which is why he was excluded from the other two experiments that investigated the effects of orthographic marking. However, he was still included in the analysis of the discrimination task. One female participant (G22) reported after the discrimination task that she was not sure whether she understood the instructions correctly, which is why she was excluded from the current analysis. The average age of the remaining 20 German participants was 17.9 years $(\mathrm{SD}=1.1) ; 6$ of them were male. More detailed information of the German participants' background can be found in Appendix IVb.

### 5.3 Experimental design

In their study on Swedish vowel length perception, McAllister et al. (2002) had used an identification task (for details see Section 2.5.1) and discussed how it would have been of interest to conduct a discrimination experiment as well. For this reason it was decided to conduct two types of perception task: an identification task similar to the one in McAllister et al. and a discrimination task. The latter was designed as a speeded same-different task with nonce words that contained the vowels of interest (see below). Technically, the inter-stimulus interval (ISI) was 0 ms , though effectively the silent interval between two items was 150 ms , as every item was preceded by a bilabial stop which was manipulated in a way that the sound wave of the stop silence was set to an amplitude of 0 . The actual ISI of 150 ms was chosen because there is evidence that an ISI of 0 may in fact decrease discrimination performance (Pisoni, 1973). In general, a relatively short ISI was chosen because the experiment was designed to tap into a phonetic rather than a phonemic level of processing in order to contrast with the identification task (Werker and Tees, 1984). A short ISI is thought to minimize memory load and enable L2 listeners to differentiate
items which they might not be able to differentiate in a more demanding, realworld context (Strange and Shafer, 2008). For the same reason, nonce words were chosen as stimuli, so as to prevent influences from a high-order lexical processing level, which was to be tested later in the identification experiment (Chapter 7).

### 5.3.1 Stimuli manipulation

Because the main experiments were designed to be comparable in that they were investigating the same vowels, the vowel pairs /a:/-/a/, /e:/-/e/, and /o:/$/ \rho /$ served as experimental items in all three experiments. The restriction to these vowel pairs was due to orthographic factors which had to be met in the other two experiments rather than in the discrimination task. As described in Section 4.1, most German vowels differ both in vowel length and in vowel quality. To avoid the problems of McAllister et al.'s (2002) study, i.e. the confounding of vowel length and vowel quality, it was decided to manipulate the vowels in a way that would allow for the differentiation between the two dimensions. This was done by means of a design similar to that used by Sendlmeier (1981) with German native speakers. In this study, vowels were either shortened or lengthened to the average length of is corresponding counterpart (see Section 4.1.2 for the results of his study).

For the purpose of the current study, a female German native speaker produced the vowels of interest in the bilabial consonantal frame [b_p], as this context involves the least amount of tongue movement, so as little co-articulation as possible was expected. Since the main experiment was to be preceded by a practice phase, four additional nonce words in the same context including the vowels [ I$]$, [ $\mathrm{i}:]$, [v], and [u:], were recorded as well. The speaker produced five versions of each nonce word in the context Ich hab einen [...] gesehen ("I have seen a [...]") in randomized order. The recordings were made in a sound-proof booth at a sampling rate of $48 \mathrm{k} \mathrm{Hz}(16 \mathrm{bit})$ at the Centre for General Linguistics (ZAS) in Berlin. Of the five productions of each vowel, those productions were chosen for further analysis which were closest to the speaker's mean values of the first and second formant of the respective vowel. These most
prototypical (at least as far as their quality goes) items were then used for further manipulation with the help of PRAAT (Boersma and Weenink, 2014).

In order to manipulate the items in their length dimension, the average duration in milliseconds was calculated for each vowel category. The average ratio of each vowel pair corresponded well to vowel duration data collected elsewhere, in that the long vowels were on average twice as long as their short counterparts (Antoniadis and Strube, 1984). In order to create appropriate items for the experimental conditions described below, each prototypical vowel was shortened or lengthened to the average length of its counterpart (short or long) in order to create the items for the length and quality condition. Where the quality-wise prototypical items did not automatically match their own prototypical length, they were also slightly shortened or lengthened to the group's average length for the proto condition. Lengthening and shortening was achieved through the Dur ("duration") function in the PRAAT manipulation settings, which allows for duration manipulation while maintaining original pitch and vowel quality. Hence, from the 10 prototypical vowels the same amount of manipulated items was created, e.g. from the long tense vowel [e:] the short tense vowel [e]. Because pitch contours differed slightly for each item, it was decided to take the average pitch of each vowel pair and normalize each token within each group (e.g. group "a", "e", and "o") to its respective average pitch. This was achieved by means of the Pitch function in the PRAAT manipulation settings. In this way, each item within a pair had the same F0 so that differences could not have been detected on the basis of different pitch height or contour. ${ }^{64}$ Finally, items were matched for three experimental conditions.

### 5.3.2 Experimental conditions

Given the hypotheses formulated in 5.1, items were matched for the conditions length and quality, where the manipulated items either differed in length or in quality only (s. below). Furthermore, the condition proto was included. In this condition, items differed both in quality and length because they constituted

[^48]prototypical items (hence "proto" condition). This condition was included in order to be able to compare the results of the manipulated items with those for unmanipulated items, as they appear in real communication situations.

- Condition quality: a prototypical long tense vowel matched with a lengthened lax vowel or a prototypical short lax vowel matched with a shortened tense vowel, for example [e:]-[ $:$ :] or [ $\varepsilon]-[\mathrm{e}]$ (note: condition is called "quality" because items only differ in quality)
- Condition length: a prototypical long tense vowel matched with a shortened tense vowel or a prototypical short lax vowel matched with a lengthened lax vowel, for example [e:]-[e] or [ $\varepsilon]-[\varepsilon:]$ (note: condition is called "length" because items only differ in length)
- Condition proto: a prototypical long, tense vowel was matched with its short, lax counterpart ${ }^{65}$, for example [e:]-[ $\left.\varepsilon\right]$


### 5.3.3 Procedure

The experiment was run in PRAAT. Participants were instructed to answer as correctly and fast as possible whether the two sounds they just heard were the "same" or "different". Instructions to both groups were given in German. Each participant went through a short practice trial of 8 different practice pairs consisting of nonce words that were similar in structure but did not contain the vowels that were of interest in the study. Participants did not receive any feedback after the completion of the practice trial.

Each vowel pair was judged 8 times in each condition for being "same" or "different", while in the quality and length condition these 8 times were technically $2 \times 4$ times each of the possible item combinations (e.g. 4 times [e:]$[\varepsilon:]$ and 4 times $[\varepsilon]-[\mathrm{e}])$. Hence there were $72(8 \times 3 \times 3)$ potentially "different" pairs, plus the same amount of "same" filler pairs. These were created by repeating each of the prototypical long and short vowels 12 times ( $12 \times 6=72$ "same" trials). Furthermore, a control condition of 12 pairs that were clearly

[^49]different (i.e. 2 times [a:]-[ว], 2 times [a]-[e:], 2 times [ $\varepsilon$ ]-[o:], 2 times [e:]-[a], 2 times [o:]-[ $[$ ], 2 times [e:]-[a]) was included in order to be able to check whether participants paid enough attention to the task. In all there were 156 pairs to be judged, which were presented by permuting the first and second item evenly and, overall, randomly for each subject. There were three breaks in the experiment and subjects were free to choose as long a break as they wanted to take. The experiment was run on an Acer Timeline Laptop, the stimuli were presented over high-quality Sennheiser headphones, and participants gave their answers via mouse click on marked squares on the screen indicating "same" or "different". On average, the experiment lasted about 15 min . The accuracy data were automatically collected by PRAAT.

### 5.4 Results

In all, 6240 data points were analysed ( 40 participants x 156 pairs). Of these 6240 data points, 480 judgements belonged to the control condition, i.e. the condition in which vowels were clearly different. Before the main statistical analysis, it was checked whether all participants had understood the task and paid enough attention by judging the clearly different control pairs correctly as different (e.g. [ba:p]-[bop]). It was found that two participants had judged more than one control pair incorrectly (German G16 had made two wrong judgements; Polish P15 had made three wrong judgements). Since this was still considered relatively low (at least $75 \%$ correct of all control pairs) and because these two participants belonged to both the German and Polish group, none of the participants was excluded due to their performance on the clearly different control pairs.

Another way of determining whether participants paid enough attention to the task was to investigate their judgement of the filler pairs which had to be identified as "same". Since these pairs were created by repeating the same token of each word (e.g. [ba:p] paired with the identical [ba:p]) it was not expected that participants would judge these pairs incorrectly. Descriptive investigations of the "same" pairs ( 2880 data points) revealed that each participant was more than $90 \%$ accurate in judging these filler pairs. Furthermore, inferential statistics were run in R (R Core Team, 2014). A generalized linear mixed model
(GLMM) was fit to the binomial data with Language as fixed factor and participants as random factor ${ }^{66}$, which revealed that there was no significant difference between the groups in judging the same-pairs correctly ( $\mathrm{z}=-0.51$, $\mathrm{p}=0.61$ ). For this reason, none of the participants were excluded due to their responses to the filler pairs either.

Because only very few same-pairs were judged incorrectly, it was decided to use the raw accuracy data for further statistical analysis instead of d' scores ${ }^{67}$. Even though this measure is sometimes used in the analysis of perception data (e.g. Altmann et al., 2012, Showalter and Hayes-Harb, 2015), the raw accuracy data were judged to be a suitable unit, as they are widely used as well (e.g., Escudero et al., 2009, Weber et al., 2011).

Of interest to the study were the "different" stimuli, as they formed the three experimental conditions length, proto, and quality. In all, there were 2880 data points for three different vowel groups. As is evident in Figure 10, results for the a-pairs clearly differed from those for the mid-vowel pairs (e- and o-pairs). For this reason, the low vowel pairs were analysed separately from the midvowel pairs (to be statistically justified later).

[^50]

Figure 10: Correct responses for the three vowel groups by condition and language group ( $\mathrm{N}=20$ per language group; error bars show 2 SE )

Two separate generalized linear mixed models (GLMM) were fit for the two groups "a" and "e+o" (Model.a and Model.eo). For the a-group, a GLMM was fit to the accuracy data (dependent variable) which contained Language (German versus Polish) and CONDITION (length versus proto versus quality) as fixed factors (independent variable) and random intercepts for participants. To control for an effect of presentation order, a likelihood ratio test examined whether the inclusion of this additional fixed effect improved model fit (Cunnings, 2012, Winter, 2013). It indicated that presentation order did not influence the accuracy of participants $(\chi 2(1)=0.71, \mathrm{p}=0.40)$. Since it was of interest to compare Polish and German speakers within each experimental condition, custom comparisons were conducted by the final model ${ }^{68}$, which revealed that German native speakers were significantly better than the Polish GFL learners in detecting pure length differences between the a-group stimuli ( $\mathrm{p}<0.001$ ). Table 10 summarizes the detailed statistics of the model.

[^51]|  | Estimate | Std. error | z-value | p-value $(>\|z\|)$ | Significance |
| :--- | :---: | :---: | :---: | :---: | :---: |
| (Intercept) | -0.24 | 0.35 | -0.673 | 0.50 | n.s. |
|  | P-G length | $\mathbf{3 . 9 7}$ | $\mathbf{0 . 8 2}$ | $\mathbf{4 . 8 4}$ | $<\mathbf{0 . 0 0 1}$ |
| P-G quality | -0.04 | 1.05 | -0.03 | 0.97 | $* * *$ |
| P-G proto | $\mathbf{4 . 4 3}$ | $\mathbf{0 . 8 8}$ | $\mathbf{5 . 0 2}$ | $<\mathbf{0 . 0 0 1}$ | $* * *$ |
| P: length-proto | -0.23 | 0.30 | -0.76 | 0.45 | n.s. |

Table 10: Summary of fixed effects of Model.a (significant comparisons in bold; $\mathrm{N}($ observations $)=960 ; \mathrm{N}($ participants $)=40)$

While German native speakers were accurate in their discrimination performance $94.4 \% \pm 1.8 \%$ (SE) of the time, the Polish participants performed at about chance with $51.3 \% \pm 4.0 \%$ (SE). The two groups were equally unsuccessful at detecting quality differences in the a-group ( $1.9 \% \pm 1.1 \%$ (SE) and $2.5 \% \pm 1.2 \%(\mathrm{SE})$ for German and Polish speakers, respectively, $\mathrm{p}=0.97)$. This clearly reflects that the German low-vowel pair is differentiated by length only, which has been suggested by other researchers too (see Section 4.1). Furthermore, the German group could differentiate prototypical (unmanipulated) pairs significantly better than the Polish group ( $\mathrm{p}<0.001$ ): In $96.9 \% \pm 1.4 \%$ (SE) of the cases they judged the prototypical vowel pairs as correct, while the learners again only slightly performed above chance ( $54.4 \% \pm$ $4.0 \%$ (SE)).

While the comparisons of Polish and German participants in the length and in the quality condition directly address Hypotheses 1 and 2 above, the comparison within the proto condition serves as a reference point for the discrimination of unmanipulated vowels as they appear in real communication situations with native speakers. As reported above, Polish learners were slightly more correct in the proto condition (54.4\%) than in the length condition (51.3\%). Another pairwise comparison within in the final model revealed that this difference was not significant ( $\mathrm{p}=0.45$ ).

As described in the section on stimuli manipulation, items in the length and quality condition had been manipulated both by lengthening the short vowels and by shortening the long vowels. To investigate whether the type of
manipulation influenced the results, another GLMM was fit to a subset of the previous data which only included the manipulated items. The basic model structure was identical to Model.a above. Likelihood ratio tests were again used to examine whether the inclusion of the factor manipulation type improved the model. Neither as a main effect $\left(\chi_{2}(1)=0.42, \mathrm{p}=0.52\right)$ nor in interaction with LANGUAGE $\left(\chi^{2}(1)=0.42, \mathrm{p}=0.52\right)$ or CONDITION $\left(\chi^{2}(1)=1.02, \mathrm{p}=0.31\right) \mathrm{did}$ manipulation type show significant improvement of the model. It was therefore justified to not include this factor in the final model.

Like the model for the a-pairs, the model for the mid-vowel pairs included the fixed factors language (German versus Polish) and condition (length versus proto versus quality) as well as random intercepts for participants. ${ }^{69}$ As in the other group, the control factor PRESENTATION ORDER was added to the model and, by means of likelihood ratio tests, it was found that this factor did again not improve model fit $\left(\chi^{2}(1)=0.11, \mathrm{p}=0.74\right)$. Hence it was not included. The same was the case for manipulation type. It was further checked via the same procedure whether the factor VOWEL ( $o$ versus e) should be added to the model. As was already apparent in Figure 10, accuracy was not influenced by whether the stimuli were in the "e" or in the "o" group, neither when vowel was added as a main effect $\left(\chi^{2}(1)=1.97, \mathrm{p}=0.16\right)$ nor in interaction with the two main experimental factors $\left(\chi^{2}(5)=3.12, \mathrm{p}=0.68\right)$. It was therefore justified to combine the two vowel groups into one model.

The final model revealed that German native speakers were significantly better than the Polish GFL learners at detecting pure length differences between the mid vowel stimuli ( $\mathrm{p}<0.001$ ). Table 11 summarizes the detailed statistics of the model.

[^52]|  | Estimate | Std. error | z-value | p-value | Significance |
| :--- | :---: | :---: | :---: | :---: | :---: |
| (Intercept) | 3.50 | 0.31 | 11.38 | $<0.001$ | $* * *$ |
| P-G length | $\mathbf{1 . 7 9}$ | $\mathbf{0 . 4 4}$ | $\mathbf{4 . 1 1}$ | $<\mathbf{0 . 0 0 1}$ | $* * *$ |
| P-G quality | 1.17 | 0.90 | 1.31 | 0.19 | n.s. |
| P-G proto | 1.35 | 1.16 | 1.16 | 0.25 | n.s. |
| P: quality-proto | $\mathbf{- 5 . 6 9}$ | $\mathbf{0 . 5 1}$ | $\mathbf{- 1 1 . 1 0}$ | $<\mathbf{0 . 0 0 1}$ | $* * *$ |

Table 11: Summary of fixed effects of Model.eo, significant comparisons in bold ( N (observations) $=1920 ; \mathrm{N}$ (participants $)=40$ )

Still, discrimination in the length condition by German native speakers was not perfect either. While the Polish learners detected a difference in only $35.6 \% \pm$ $2.7 \%$ (SE) of the cases, German natives were correct only $69.1 \% \pm 2.6 \%$ of the time. The groups did not differ significantly in the other two experimental conditions. Both Polish and German participants performed at ceiling when discriminating quality and proto pairs. In the quality pairs, native speakers were correct $99 \% \pm=0.4 \%$ of the time and learners a little less with $97 \% \pm 1 \%$ of the time ( $\mathrm{p}=0.19$ ). In the proto-pairs, native speakers were $99.7 \% \pm 0.3 \%$ correct and learners $97.8 \% \pm 0.8 \% ~(p=0.25)$. This means that Polish speakers performed significantly better in the proto condition than in the length condition, where they had only been correct $35.6 \%$ of the time ( $\mathrm{p}<0.001$ ). For the a-pairs, this had not been the case. As will be discussed in what follows, this finding can be related well to the overall difference between the German low and mid vowels.

### 5.5 Discussion

The experiment set out to answer two main hypotheses which were concerned with vowel length and vowel quality perception in Polish GFL learners in comparison to a native speaker control group. For this reason, stimuli had to be manipulated in order to differentiate between the dimensions of interest. The hypotheses were motivated by both research in experimental phonetics and predictions made by GFL researchers. Hypothesis 1 stated that Polish GFL learners will be less accurate than native speakers at perceiving length
differences in German vowels. This hypothesis could be confirmed in all three vowel groups. Polish speakers were significantly less accurate in discriminating manipulated vowels which differed solely in vowel length. Interestingly, German native speakers did not discriminate mid vowels in the length condition perfectly either: while for the low vowel pairs they were correct $94 \%$ of the time, for the mid-vowel pairs they were correct only $69 \%$ of the time. This corroborates findings by Sendlmeier (1981), who had investigated German natives' perception of manipulated minimal pairs (Section 4.1.2). He too had found that vowel length was more important for the perception of low vowels than for mid or high vowels. Since, in the mid vowels, Polish learners could hear quality differences just as well as German native speakers, their performance in differentiating prototypical, unmanipulated pairs was also native-like (at ceiling). Apparently, for the e- and o-pairs, quality differences are sufficient in differentiating these vowels; hence, length only plays a secondary role for both native speakers and L2 learners in perceiving differences between these vowels. Still, Polish GFL learners are significantly less accurate at perceiving pure length differences than native speakers, which is crucial for the perception of differences in the low vowel pairs.

The low vowels /a/ and /a:/ mainly differ in length, which is why many researchers decide to represent the two vowels with the same symbol (but see Dudenredaktion, 2005 or Morciniec, 1990). For this reason, both German natives and Polish learners do not perceive differences in the quality condition of the a-pairs (accuracy of only $1.9 \%$ and $2.5 \%$, respectively), where vowels are only supposed to differ in quality, as length differences are neutralized. Before the experiment, it was not clear that the participants would be unable to perceive the slight quality differences between short and long /a/, as the items in the experiment were not identical in their F1 and F2 values. The stimuli based on the speaker's most prototypical /a/ measured about 830 Hz for F1 and 1350 for F2 (at vowel midpoint), while /a:/ measured about 910 for F1 and 1390 Hz for F2. With that, F2 values differed by only 40 Hz between the items, while F1 showed a considerable difference of 80 Hz between short and long /a/. This difference is twice as large as what had been used by Escudero (2009) as just-noticeable threshold in her perception grammar. Still, in almost all cases,

German and Polish participants considered the length-manipulated vowels to be the same. Consequently, Hypothesis 2 can be corroborated in that Polish learners did indeed perceive quality differences in German vowels comparably to native speakers, although it has to be kept in mind that even native speakers do not attend to quality differences in the low vowels.

Since the quality differences in the a-pairs do not seem to play a role in perception, length is the primary cue in these pairs. This is problematic for Polish GFL learners. While in the mid-vowel pairs their "length-blindness" can be compensated for by the quality differences in the e- and o-pairs, this is not the case for the a-pairs. In the length condition they perform at chance and, crucially, the same is true for the proto condition. Hence, in real communication situations, when the difference between an /a/ and an /a:/ is not discerned, a Rate ("instalment") may sound like a Ratte ("rat"). On the other hand, the discrimination results for the mid-vowel pairs would predict that Polish GFL learners would not make the mistake of perceiving a word like Polen ("Poland") as Pollen ("pollen"). This assumption will be tested in the second perception experiment, in which the perception of real words will be investigated (see Chapter 7).

Regarding the perception of the prototypical pairs only, the experiment further replicated findings by Hentschel (1986). He too had found that $/ \mathrm{e}: /-/ \varepsilon /$ and /o:/-/o/ were discriminated perfectly by Polish speakers, while /a:/-/a/ were only discriminated by naïve Polish participants $59 \%$ of the time (see Section 4.2.1). Using Best and Tyler's (2007) terminology, the low vowel pair is difficult to discriminate because it is a clear case of Single Category assimilation for Polish speakers. In Flege's (1995) terms, /a:/ and /a/ undergo equivalence classification because they are similar sounds. For Escudero (2005), /a:/ is a new sound for Polish natives, as it is produced with an additional auditory dimension (vowel length), which has not been previously incorporated into the learners' L1 perception. Because of this, /a:/ and /a/ are subject to what she terms phonemic equation. While Escudero (2005) and Escudero et al. (2009) assume that learners can form new categories along non-previously categorized dimensions, this assumption is not corroborated by the current findings. If, as stated by the L2LP, distributional learning leads L2 learners to incorporate a
new dimension into their perceptual grammar easily, medium-advanced Polish learners should be using length difference to differentiate the German vowels at hand. This however was not the case. It could be argued that this is due to the fact that the learners of the study are foreign language learners, who are not exposed to as much native-speaker input as second language learners may be. While this argument might work for the L2LP, the findings still contrast with Bohn's (1995) Desensitization Hypothesis. According to him, duration cues are always easy to access for L2 learners.

McAllister et al.'s (2002) Feature Hypothesis seems to explain best why Polish GFL learners are less accurate than German native speakers in perceiving length differences. Since the learners do not use vowel length in their L1, neither phonologically nor phonetically, they have difficulties perceiving (and producing) a phonological contrast based on this L2 feature. Furthermore, McAllister et al. assumed that quality differences in vowels could help L2 learners perceive differences between long and short vowels in Swedish non-mid vowels. The same seems to be true for German, where mid vowels are accompanied by quality differences and differentiated well in the proto condition.

The current results further help interpret findings with Turkish GFL leaners by Nimz (2011b, Nimz, 2015). In a similar perception experiment, Turkish learners, who were comparable to the Polish learners in L2 proficiency, were able to hear length differences well. While in Nimz (2011b, 2015) it was unclear whether this was due to the L1 background of the Turkish learners (experience with vowel length on a phonetic level) or language universal perception abilities (Bohn, 1995), the finding with Polish GFL learners help resolve this uncertainty.

The results further draw attention to the fact that generalizations over the German long-short vowel contrasts are not possible. While Polish learners of L2 German seem to have severe problems differentiating the German low vowels, the differences between German mid vowels can be perceived well. This may have consequences for L2 lexical representations which involve these vowels. Furthermore, it is of interest to investigate the production of these same vowels. This will be addressed in the following chapter.

## 6 Experiment 2: Production

The production experiment consisted of a picture-naming task similar to the one used in Tsukada et al. (2005). However, in contrast to their study with Korean speakers, it was decided not to use an auditory prompt in the first run of the experiment because, as the authors themselves discussed, the possibility that the presence of a native speaker model augmented the accuracy with which participants produced the items could not be ruled out. Furthermore, it was considered crucial not to present the participants with the written forms of the test items, as it has been shown that the presence of this cue can significantly influence results (Bassetti and Atkinson, 2015). Two productions of each experimental item were recorded from each participant, which yielded 3648 data points ( 38 subjects x 48 words x 2 runs). Of interest were the stressed vowels in each target word, which were later, after their segmentation in PRAAT, analysed for the main dimensions of interest: vowel length and vowel quality. As has been laid out in Section 4.1, both vowel length and vowel quality play into the differentiation of most contrastive German vowel pairs. Hypotheses and the respective acoustic and statistical analyses therefore need to address both dimensions.

### 6.1 Hypotheses

### 6.1.1 Vowel length

To the knowledge of the author, no other experimental study has investigated German vowel length productions by Polish L2 German learners acoustically. Darcy and Krüger (2012) and Nimz (2011b) did conduct acoustic measurements of L2 German vowels, but their study group were Turkish L2 German speakers. Furthermore, as was shown by Nimz (2014), Turkish speakers had considerable phonetic experience with long vowels in their native language. This is not the case for Polish native speakers. As was established in the exploratory study of the Polish vowels (see Section 4.2.4), Polish vowel durations do not differ significantly before geminate and singleton consonants, which could have been a confounding factor if this had been the case.

Most current models of L2 speech learning focus on perception rather than production of L2 sounds. Flege's SLM is the only model that specifically addresses sound production in that it proposes that sound production follows sound perception. In the field of GFL, various researchers (e.g. Morciniec, 1990, Slembek, 1995, Müller, 2005) predict that Polish learners of German as a Foreign Language produce German long vowels too short. Even though most GFL researchers agree that German long vowels pose a special problem for Polish L2 German learners, empirical evidence is lacking. One of the few empirical studies which addresses vowel length production is McAllister et al. (2002). As discussed in Section 2.5.1, their Feature Hypothesis states that, if vowel length is not used to signal phonological contrast in the native language, L2 learners will have difficulties producing contrasts based on this feature. For Polish learners of L2 German, this means that they will not produce length differences between German long and short vowels. This leads to the following hypothesis:

Hypothesis 3: German long vowels will be produced shorter by Polish GFL learners compared to German native speakers.

Furthermore, as has been laid out in detail in Chapter 3, orthographic input may play a critical role in L2 vowel length acquisition. For example Bassetti and Atkinson (2015) had found that English vowels are produced significantly longer by Italian L2 English learners when these vowels are spelled with digraphs. German too makes use of orthographic ways of marking long vowels, most prominently by means of lengthening $h$ (Section 3.4.1.1). This explicit way of marking vowel length may help Polish learners in acquiring some German words more correctly. Nimz (2011b) had already hypothesized that Turkish GFL learners produce German long vowels more native-like when they are explicitly marked through lengthening h. However, this hypothesis has - until now - not been experimentally tested.

Hypothesis 4: Orthographically marked German long vowels will be produced longer by Polish GFL learners than those vowels which are not marked.

Since Polish vowels have been found to be slightly longer than German short vowels (see Section 4.2.4.2), the following hypothesis is stated as regards the production of German short vowels.

Hypothesis 5: German short vowels will be produced longer by Polish GFL learners compared to German native speakers.

Müller (2005) also addressed vowel length production of German short vowels by Polish GFL learners. She predicted that short vowels will sometimes be produced too long, but she did not give any theoretical or empirical reasons for this assumption. A possible explanation could be that the orthographic marking of German short vowels additionally modulates duration. In German, double consonant letters explicitly mark short vowels, but this is not the case for all short vowels (see Section 3.4.1.2). It is therefore additionally predicted that there may be differences in the productions of vowel durations between orthographically marked versus unmarked short vowels.

Hypothesis 6: Orthographically unmarked German short vowels will be produced longer than marked short vowels by Polish GFL learners.

### 6.1.2 Vowel quality

Only minimal data exist which compare German and Polish vowel qualities experimentally. The most extensive study is Hentschel's (1986) work on Polish speakers' perception of German vowels, which included a small set of production data as well. Furthermore he collected a large amount of perceptual assimilation data. Even though Hentschel did not provide information about the experimental design, number of participants, or speakers' age and sex, his production data provide a starting point for the formulation of hypotheses concerning the productions of German vowel quality by Polish L2 German learners. At the same time, the collection of comparable acoustic data in the exploratory part of the study (Section 4.2.4) allows for a more reliable discussion of the results of the main experiment. As has been pointed out in Section 4.2.1, it seems from the limited production data from Hentschel (1986) that the vowel qualities of German $/ \mathrm{a} /, / \varepsilon /$, and $/ \rho /$ are identical to those of Polish $/ \mathrm{a} /, / \varepsilon /$, and $/ \rho /$. The perceptual assimilation patterns of naïve Polish speakers support this observation. Long German /a:/ is equally identical in
vowel quality to Polish /a/. For German /e:/ and /o:/ the case is different, as there are no comparable Polish counterparts. The quality of German /e:/ seems to lie between the qualities of Polish /i/ and $/ \mathfrak{i} /$, and the quality of German /o:/ seems to lie between the qualities of Polish /u/ and /o/. Again, the perceptual assimilation patterns of Polish speakers support these observations. For this reason, the following hypotheses are formulated, which concern the vowel quality productions of Polish L2 German learners:

Hypothesis 7: Polish GFL learners will produce the vowel qualities of German $/ \mathrm{a} / \mathrm{l} / \mathrm{\varepsilon} /, / \mathrm{\rho} /$, and /a:/ native-like.

Hypothesis 8: The vowel quality productions of German /o:/ and /e:/ by Polish GFL learners will deviate from the productions of German native speakers.

A number of GFL researchers have specifically commented on the production of German /e:/ (see Sections 2.1 and 4.2.1), and report that this vowel is often diphthongized. To the knowledge of the author, none of the authors support their own perceptual impressions with experimental data. In order to investigate these impressionistic observations further, the final hypothesis of the production study concerns German /e:/.

Hypothesis 9: Polish GFL learners will show formant movements in their productions of German /e:/ which deviate from those of German native speakers.

### 6.2 Participants

The same participants as in the discrimination task took part in the production experiment, with the exception of the two additional German participants who were recruited for the discrimination task and the two Polish participants who had a very different language learning backgrounds compared to all other participants (see 5.2. for details). Altogether, 21 German subjects participated in the production part of the study, of which only 20 were analysed acoustically because one dyslexic male participant was excluded from all analyses. The average age of these 16 female and 4 male German participants was 17.9 years $(\mathrm{SD}=1.1)$. Of the 20 recorded Polish participants, two female participants did
not know at least $75 \%$ of the test words used, which was established as the cutoff point before the acoustic analysis. The average age of the remaining 18 participants was 18.6 years ( $\mathrm{SD}=0.6$ ); 4 of them were male.

### 6.3 Experimental items and conditions

The primary prerequisite for the experimental items of the production and identification task was picturability, as a simple reading task would not allow for differentiation between orthographic effects in reading and actual phonological representation (see also Hentschel, 1986: 54). Secondly, words had to be familiar to all participants. This prerequisite was naturally more constrained by the Polish speakers, who spoke German as an L2 and would therefore be less familiar with some German words. Because it was assumed that a simple frequency measure might not reflect the actual use of words in a foreign language classroom, it was decided to use those words as experimental items which were judged by the German teachers of the school as words which are very familiar to the students.

For this purpose, a word list with picturable one- and two-syllable words taken from various GFL textbooks was given to three teachers prior to the actual fieldwork. The teachers were asked to rate on a scale from 1 ("Very unlikely that the students know this word") to 7 ("Very likely that all students know this word") how familiar they think their students are with the test items. Only items which reached an average familiarity of at least 5 were included in the final items list. This measure might have been more reliable if the students had been asked directly, but since there were not many students at the school who could be classified as medium-advanced learners of German, it was best not to influence some of the potential participants with a prior familiarity rating task.

The vowels investigated in this study were the long vowels /e:/, /a:/, /o:/ and their short counterparts $/ \varepsilon /, / \mathrm{a} /, / \mathrm{\rho} /$. These were chosen because they yielded enough test items which are marked in their orthography by lengthening $h$. Primus's (2000) analysis of the overall distribution of various length markers in German shows that, for example for $/ \mathrm{u}: /$, the use of lengthening $h$ is
considerably less common than for the three long vowels chosen. ${ }^{70}$ For each vowel in the experiment, eight test items were chosen, of which four were explicitly marked, while the remaining were not. Half of all test items were onesyllable words and the other half were two-syllable words. Long vowels were considered "explicitly marked" when they were spelled with lengthening h. Short vowels were considered "explicitly marked" when double consonant letters followed the short vowel in their orthographic representation. This difference in marking constituted the main experimental factor ORTHOGRAPHIC MARKING, with the two factor levels marked versus unmarked. It could be argued, as outlined in Section 3.4.1, that even those items classified as unmarked are in fact marked for their quantity, as the phonology of German syllable structure can predict which vowels must be long, at least as concerns open syllables. However, hardly any of the didactic GFL texts reviewed in Section 3.3 refer to the level of the syllable when discussing the marking of German vowel quality (rare exceptions are Stock and Hirschfeld, 1996 and Hirschfeld et al., 2007). For this reason, it seemed appropriate to still consider those words spelled without lengthening $h$ or double consonant letters as unmarked. A short orthography post-test (Appendix VI) showed that this classification was justified: none of the learners knew that vowel length could, in some cases, be deduced from the syllable structure of a word.

While it would have been desirable to control for segmental context, achieving the main criteria picturability, high-familiarity, and explicit marking resulted in a variation in consonant context, as can be seen in Table 12. In all there were 48 test items ( 6 vowels ( $2 \times 3$ vowel pairs) x 8 words) plus 8 additional items which served as practice tokens in the identification experiment (see Chapter 7).

[^53]

Table 12: Experimental items for both the production and identification experiment (grey items served as practice items in the identification task)

Attention was further paid to exclude German-Polish cognates or words with two consonants in coda position following a long vowel. ${ }^{71}$ Unfortunately, choices for the one-syllable, unmarked /e:/-words were limited, which is why the word Keks ("cookie") was included in the final items list despite the fact that the word exists in Polish as well, meaning "cake". An alternative word on the prior items list may have been Steg ("pier"); however, this word received an average familiarity rating of 1 . It was decided to include Keks despite its problematic characteristics and to check by statistical means whether the inclusion/exclusion of this word would change the results.

[^54]
### 6.4 Procedure

Pictures of the test items were presented on the same Acer Timeline laptop that was used for the discrimination task. The same random order was used for each participant. Subjects were instructed to say the word which they thought would be represented by the picture they saw. If a different word than the target was produced, the German experimenter would ask the participant to name another possible word until the correct one was recorded. Whenever a participant did not know a word, the experimenter described the respective item in more detail without using the word itself, so as to prompt an authentic production even if the picture could not be named. Whenever a participant still did not know the respective word, the next item was presented.

In the second run of the production experiment, the same pictures were presented in a different random order and the participants were asked to name the pictures in the same way they had done in the previous run. Once a word was encountered which was not known in the first run, the experimenter would produce the word for the participant and ask him or her to repeat the word twice. Sometimes a participant would remember a word in the second run which could not be named in the first run. In this case, the participant was asked to produce the word twice so that, in the end, two authentic productions of each item could be used for further analysis. Recordings were made in a quiet classroom at a sampling rate of 44.1 kHz (16-bit resolution) by means of a KORG MR-2 high resolution mobile recorder with an integrated high-quality microphone.

### 6.5 Acoustic analysis

The productions of 38 participants were analysed using PRAAT. Each test word and its (stressed) vowel were carefully segmented by hand, following the guidelines in Appendix III. As mentioned above, some participants' productions were based on repetitions of the model productions of the experimenter. These unknown, repeated words constituted $8 \%$ of the whole data set. Furthermore, 61 vowels had to be labelled as missing data due to background noise, incorrect
utterances, unnatural (exaggerated) productions, unreliable segmentation, or interruptions.

In order to at least partially check the reliability and objectivity of the author's acoustic measurements, a student assistant was hired to segment about $20 \%$ of the same production data. The assistant, with experience in PRAAT, was given all male recordings (4 German and 4 Polish participants) and was instructed to segment the vowels according to the given segmentation criteria. A Pearson's correlation between the durations of all segmented vowels of the first and second annotator revealed a correlation of $\mathrm{r}=0.84$, which is classified as "strong" and can therefore be understood to indicate acceptable reliability (AndersonHsieh et al., 1992). The coefficient was even higher ( $\mathrm{r}=0.87$ ) when those vowels were excluded which were followed by a plosive ( $27 \%$ of the data set). This was tested because the author found that the student assistant tended to include the closure phase of the following plosive into the duration of the preceding vowel. More detailed comparisons, which differentiated between the different consonantal contexts (i.e. plosives, fricatives, nasals, and liquids), revealed that the fricative and nasal contexts were the most reliable to segment (both $\mathrm{r}=0.92$ ), while the liquid contexts were the most problematic ( $\mathrm{r}=0.66$ ). This quantitative difference was mirrored in the qualitative inspection of problematic cases. For example, the vowels in Geld and Wald were frequently difficult to segment due to the following lateral consonant. ${ }^{72}$ In such problematic cases, the author discussed the segmentation with two other phoneticians. If it was not possible to agree on the boundary between the vowel and the lateral, the segment was labelled as a missing data point.

### 6.6 Results

The following graphs and statistical models are based on all available data points excluding the repeated words and those words which, in a post-test addressing the writing skills of the Polish participants, were written incorrectly

[^55]in a way which could confound with the main experimental variable "orthographic marking" (e.g. *<Schaff> for [ $\int$ a:f], correctly spelled $<$ Schaf $>$ ). While 143 instances had to be repeated, only 14 words were spelled incorrectly. In all, $10 \%$ of all the data were excluded, including those items which had to be labelled as missing data (see above). Statistical analyses showed that the inclusion of the problematic word Keks did not change the results, which is why the word remained part of the analysis.

As the respective hypotheses differentiate between short and long vowels, the data for the analysis of vowel length are divided into two separate data sets, namely data set long (1639 data points) and data set short (1647 data points). Furthermore, vowel length and vowel quality are addressed separately, mirroring the order of the hypotheses in Section 6.1 above.

### 6.6.1 Vowel length

The dependent variable in the analysis of vowel length is the duration of the (stressed) vowels of the test words in milliseconds. Because the analyses are carried out by means of linear mixed models, which for example allow for varying intercepts per participant, the fact that some speakers may speak slightly slower or faster than others is accounted for. Other possible ways of normalization were found inappropriate for this data set, as for example Polish voiced plosives are more voiced (and therefore longer) than German speakers', which makes conceivable normalization procedures such as vowel/preceding consonant (or even word) unsuitable. Though possible, normalization by standard z-scores of the duration data would also be misleading, as important information about the absolute length of the data (per subject and group) get lost in this procedure. Finally, it is common practice to analyse and report raw duration data (e.g. Elsendoorn, 1984, Bohn and Flege, 1992, Bassetti and Atkinson, 2015). The two main independent variables in the experiment were language (German versus Polish) and orthographic marking (marked versus unmarked). As laid out in Section 3.4.1.1, German long vowels are considered marked when lengthening $h$ is following the vowel, as this is an explicit marker for vowel length. German short vowels are considered explicitly marked when double consonant letters are following the vowel (see Section 3.4.1.2).

### 6.6.1.1 Long vowels

Figure 11 shows the average duration of long vowels produced by Polish GFL learners and German native speakers for orthographically marked and unmarked vowels.

Duration of German LONG vowels


Figure 11: Duration (in ms) of German long vowels by language and orthographic marking $(\mathrm{N}($ Polish $)=18, \mathrm{~N}($ German $)=20$; error bars show 2 SE$)$

It seems to be clear from the visual inspection of the graph that Polish speakers produce shorter long vowels than German speakers (Hypothesis 3). There also seems to be a less clear tendency in the Polish group to produce orthographically marked vowels relatively longer than German native speakers (Hypothesis 4). In order to test these differences statistically, a linear mixed model (LMM) was fit to the duration data which included language (German versus Polish) and marking (marked versus unmarked) as fixed factors, random intercepts for participants and items, as well as by-participant random slopes for the effect of orthographic marking and by-item random slopes for the effect of language. The random slopes account for the fact that participants and items vary with regards to how sensitive they are to the experimental variables. ${ }^{73}$ Adding by-participant random slopes for marking implies that some

[^56]participants are more affected by the marking of a long vowel than others. Byitem random slopes for the effect of language mean that the average item duration depends on which language group produced it. It is crucial to add random slopes for all experimental variables as they decrease Type I error rates, i.e. rejecting the null hypothesis (in this case: no effect of orthographic marking) when it is true (Barr et al., 2013). Winter (2013) advises to add them for all main experimental factors (in this case language and marking). While in the previous models of the study random slopes did not improve model fits, they did in this model; hence they should be included.

Furthermore, control variables such as SyLlable (one- versus two-syllable test words), SEX (male versus female), vOwel (a versus e versus o), vOICING of the following consonant (voiced versus voiceless), and RuN (first versus second run) were added to the final model. Due to the experimental set-up and design of the production study, these variables could not be controlled for beforehand, but are controlled for statistically by including them in the model. The variable syllable was added because German and Polish belong to different rhythmic classes and might therefore reduce/shorten vowels in one- or two-syllable words differently (see Sections 4.1.3 and 4.2.3 for German and Polish, respectively). The control variable sex was added to the model because (Weirich and Simpson, to appear) had found that female native speakers had a tendency to produce German vowels longer than male native speakers. The variable vowel was added because research on vowel perception had shown that low and mid vowels are perceived differently (Weiss, 1974, Sendlmeier, 1981). This had also been confirmed in the discrimination experiment above (Chapter 5). Furthermore, the VOICING of the following consonant was considered an important control variable because in most languages, vowels are longer before voiced consonants, but it was unclear whether German and Polish would differ in this respect (Chen, 1970). Lastly, it was decided to add the variable Run instead of averaging over the first and second production cycle. This way, "pseudoreplication" is controlled for (Winter, 2011), while being able to keep all data points. In order to verify whether the inclusion of these additional variables was justified, likelihood ratio tests were performed whereby each control factor was separately added to the basic model as well as its interaction
with the factor language. The following final production data model includes all significant control factors and/or their interaction with the factor language ${ }^{74}$ :

$$
\begin{aligned}
& \text { Model.long }=\operatorname{lmer}(\text { Duration } \sim \text { Language*Marking }+ \text { Syllable*Language }+ \\
& \text { Post_voicing:Language }+ \text { Vowel:Language }+ \text { Sex }+ \text { Run }+(1+\text { Marking } \mid I D)+ \\
& (1+\text { Language } / \text { Word }) \text {, data }=\text { long, } \text { REML }=\text { FALSE })
\end{aligned}
$$

The current version of the R-package lme4 (Bates et al., 2014) does not automatically provide p-values along with the given t-values, because it is not yet clear how to calculate the appropriate degrees of freedom when random slopes are included in the model. (This is irrelevant for the earlier calculated binomial models, as for them the z-distribution is relevant.) Baayen et al. (2008) points out that, for large data sets like this one, a simple way to assess significance at the $5 \%$ level is to check whether the absolute value of $t$ exceeds 2 . With this guideline, it becomes clear from the inspection of the t-statistics in Table 13 that orthographic marking is in fact not significant, neither as a main effect nor in interaction with language (Hypothesis 4). On the other hand, the main experimental factor language has the largest significant influence on vowel duration.

[^57]|  | Estimate | Std. error | t-value |
| :--- | :---: | :---: | :---: |
| (Intercept) | 207.16 | 7.54 | 11.38 |
| Language (Polish) | $\mathbf{- 5 4 . 3 6}$ | $\mathbf{7 . 4 6}$ | $\mathbf{- 7 . 2 8}$ |
| Marking (unmarked) | $\mathbf{- 5 . 9 5}$ | $\mathbf{7 . 8 4}$ | $\mathbf{- 0 . 7 6}$ |
| Sex (male) | $\mathbf{- 1 4 . 0 1}$ | 5.16 | -2.72 |
| Syllable (two) | -37.95 | 6.65 | -5.71 |
| Run (second) | 14.0 | 1.22 | 12.29 |
| Lang. (Pol.):Marking (unm.) | $\mathbf{- 9 . 3 3}$ | $\mathbf{6 . 7 1}$ | $\mathbf{- 1 . 3 9}$ |
| Lang. (Ger.):Post_v (voiceless) | -12.98 | 9.68 | -1.34 |
| Lang. (Pol.):Post_v (voiceless) | -22.89 | 9.22 | -2.48 |
| Lang. (Ger.):Vowel (e) | -34.14 | 6.59 | -5.18 |
| Lang. (Pol.):Vowel (e) | 16.37 | 6.36 | 2.57 |
| Lang. (Ger.):Vowel (o) | -25.22 | 6.59 | -3.83 |
| Lang. (Pol.):Vowel (o) | -7.41 | 6.27 | -1.18 |
| Lang. (Pol.):Syllable (two) | 16.43 | 5.51 | 2.98 |

Table 13: Summary of fixed effects of Model.long (main experimental factors in bold; N (observations) $=1639$; groups: 24 words and 38 participants)

Exact p-values can be obtained by likelihood ratio tests of the full model with the effect in question against the model without the effect in question. This way, a value of $\mathrm{p}<0.001$ is obtained for the effect of LANGUAGE (Hypothesis 3). Vowels produced by German native speakers are on average $166.5 \mathrm{~ms} \pm 1.2 \mathrm{~ms}$ (SE) long, while Polish vowels measure on average $135.0 \mathrm{~ms} \pm 1.5 \mathrm{~ms}$ (SE). Hence, Polish vowels are on average more than 30 ms shorter than German vowels. German marked long vowels are on average $173.0 \mathrm{~ms} \pm 1.8 \mathrm{~ms}$ (SE), and German unmarked long vowels are on average $159.8 \mathrm{~ms} \pm 1.6 \mathrm{~ms}$ (SE). There is a similar difference for this factor in the Polish group: $149.8 \mathrm{~ms} \pm 2.1$ ms (SE) for marked vowels and $120.8 \mathrm{~ms} \pm 1.8 \mathrm{~ms}$ (SE) for unmarked vowels. However, these difference did not turn out to be significant, both as a main effect $\left(\chi^{2}(1)=2.28, \mathrm{p}=0.13\right)$, and in interaction with LANGUAGE $\left(\chi^{2}(1)=1.88\right.$, $\mathrm{p}=0.17$ ). This is due to the fact that not all participants are affected similarly
by the experimental factors (as represented by the random slopes within the model), and the addition of control factors which, if they had not been included, may have been mistaken for an effect of marking.

All of the control factors display t-values whose absolute values clearly exceed 2 . To illustrate the estimates of the model, three significant control factors will briefly be discussed: First, the model output shows significant interaction for the factors language and voicing (of the following consonant). Figure 12 illustrates this interaction.


Figure 12: Duration (in ms) of German long vowels by language and voicing of the following consonant $(\mathrm{N}($ Polish $)=18, \mathrm{~N}($ German $)=20$; error bars show 2 SE)

While vowels for Polish speakers are on average 24.0 ms longer before voiced consonants, this is not the case for German native speakers. As far as the Polish data are concerned, the result corroborates findings by Slowiaczek und Dinnsen (1985) (see Section 4.2.2). The results for the German group, however, were unexpected because Port (1985) had found that German speakers even produced slightly longer vowels before underlying voicing consonants (see Section 4.1.2). This underlines the importance of including control factors, as the effect of voicing in the Polish speakers could have been mistaken as an effect of marking, as there are less vowels followed by a voiced consonant in the unmarked condition. Second, as can be seen in Figure 13, vowels in two-syllable words were relatively longer in Polish speakers than in German natives.


Figure 13: Duration (in ms) of German long vowels by language and amount of syllables in test words $(\mathrm{N}($ Polish $)=18, \mathrm{~N}($ German $)=20$; error bars show 2 SE$)$

German speakers have a much stronger tendency to shorten German long vowels in words with two syllables. Vowels by Polish speakers are - relatively longer, even though they are still slightly shorter in two-syllable words. German speakers shorten their vowels in two-syllable on average by 32.6 ms , while Polish speakers only do so by on average 14.1 ms This interaction between LANGUAGE and amount of SYLLABLES supports the idea that syllables in stresstimed languages, such as German, are compressed to fit into a given time interval. Even though researchers disagree on whether Polish should be classified as syllable-timed or "mixed" (see Section 4.2.3), it seems clear from the data at hand that Polish speakers reduce vowels less than German speakers in words which consist of more than one syllable. This supports GrzeszczakowskaPawlikowska's (2007) classification of Polish as a syllable-timed language. Third, the data show an interesting interaction between vowel and language, as exemplified in Figure 14.


Figure 14: Duration (in ms) of German long vowels by language and vowel type $(\mathrm{N}($ Polish $)=18, \mathrm{~N}($ German $)=20$; error bars show 2 SE$)$

While it is true that Polish learners produce shorter long vowels when averaged over all vowels, the vowel /e:/ is a notable exception. In Polish speakers it is on average $155.4 \mathrm{~ms} \pm 2.6 \mathrm{~ms}$ long and in German speakers $152.8 \mathrm{~ms} \pm 1.9 \mathrm{~ms}$. The fact that /e:/ is produced longer by Polish speakers relates well to the results of the vowel quality analysis below.

It may be possible that an interaction of language and orthographic marking was not found because the Polish GFL learners were not aware of the meaning of lengthening $h$. In one of the post-tests, the orthographic knowledge of the learners was tested by presenting them with German nonce words that were written with different length markings (lengthening $h$ and double consonant letters versus no explicit markings). The participants were asked to identify whether - and possibly why - the vowels of the nonce words were long or short (see Appendix VI). By identifying some participants as learners who had explicit knowledge of lengthening $h$ (i.e. those which mentioned it in the test), the data could be subset to a learner group which only consisted of Polish participants who knew the rules ( 7 of 18). The orthography test was also administered to the German participants; all of them were aware of the meaning of the lengthening $h$. The LMM was again run with this subset of participants (1225 data points). Still, marking did not turn out to be significant,
either as main effect $\left(\chi^{2}(1)=1.87, \mathrm{p}=0.17\right)$ or in interaction with LANGUAGE $\left(\chi^{2}(1)=2.78, \mathrm{p}=0.10\right)$.

Three more variables were further examined, which were only relevant for the Polish group: ambition to sound like a native speaker, familiarity with the test words, and the class the learners were in. The participants were recruited from the two highest German classes, namely the third and fourth (last) year of high schooling. It may be possible that length of formal instruction has an influence on how well vowel length is produced. Similarly, more familiar words may be produced more correctly (i.e. with longer vowel durations), or more ambitious students may produce long vowels more native-like.

An LMM was fit to the data which included the main experimental factor MARKING as well as all control factors which had been found to be significant in the previous model (i.e. vowel, sex, run, number of syllables, and voicing of the following consonant). Furthermore, ambition was added as a main effect as well as in interaction with orthographic marking. This factor was coded as a continuous variable from 1 ("no ambition to sound like a native speaker") to 10 ("high ambition to sound like a native speaker"). FAMILIARITY with the test words was also operationalized as a continuous variable on an interval scale from 1 ("not familiar with the word") to 7 ("very familiar with the word"), and was added as main effect and in interaction with marking. The additional factor class included the two factor levels third grade and fourth grade, and was added in the same way as the other two variables. The model also specified random intercepts for participants and by-participant random slopes for the effect of marking, as these improved model fit. ${ }^{75}$ Table 14 summarizes the statistics of the model.

[^58]|  | Estimate | Std. error | t-value |
| :--- | :---: | :---: | :---: |
| (Intercept) | 88.45 | 18.83 | 4.70 |
| Marking (unmarked) | 22.28 | 20.01 | 1.11 |
| Ambition | $\mathbf{4 . 8 7}$ | $\mathbf{1 . 5 6}$ | $\mathbf{3 . 1 3}$ |
| Class (fourth) | $\mathbf{1 4 . 6 4}$ | $\mathbf{8 . 5 4}$ | $\mathbf{1 . 7 2}$ |
| Familiarity | $\mathbf{2 . 0}$ | $\mathbf{1 . 4 1}$ | $\mathbf{1 . 4 2}$ |
| Post_voicing (voiceless) | -22.36 | 9.12 | -2.45 |
| Vowel (e) | 17.21 | 6.34 | 2.71 |
| Vowel (o) | -6.09 | 6.25 | -0.97 |
| Sex (male) | $\mathbf{- 7 . 1 5}$ | 7.06 | -1.01 |
| Syllable (two) | -21.32 | 6.21 | -3.44 |
| Run (second) | 16.38 | 1.98 | 8.25 |
| Marking (unm.):Ambition | $\mathbf{- 2 . 4 2}$ | $\mathbf{0 . 9 7}$ | $\mathbf{- 2 . 4 8}$ |
| Marking (unm.):Ambition | $\mathbf{- 3 . 1 9}$ | $\mathbf{5 . 1 1}$ | $\mathbf{- 0 . 6 2}$ |
| Marking (unm.):Ambition | $\mathbf{- 2 . 5 1}$ | $\mathbf{2 . 4 9}$ | $\mathbf{- 1 . 0 1}$ |

Table 14: Summary of fixed effects of Model.Polish (factors of interest in bold;
N (observations) $=689$; groups: 24 words and 18 participants)

Looking at the t-values, it becomes apparent that Ambition (and its interaction with MARKING) is the only factor that exceeds the absolute value of 2 (i.e. a significance level of 5\%). All previous control factors remain significant, with the exception of speaker SEx. In this smaller data set, this factor ceases to be significant, which implies that the effect of this control factor is generally not as strong as those of the other factors. Since ambition seemed to play a role in the Polish group in that more ambitious speakers produced slightly longer vowels and were influenced positively by orthographic marking, it was decided to run the original model again with only those participants who had indicated an ambition to speak German native-like of at least 8 (on scale from 0 to 10). Five Polish participants were therefore excluded from the re-run of Model.long.

The same control factors as in the first run of the model remained significant after the exclusion of the most unambitious participants. More importantly, the
main effect of marking $\left(\chi^{2}(1)=1.72, \mathrm{p}=0.19\right)$ and its interaction with LANGUAGE $\left(\chi^{2}(1)=2.75, \mathrm{p}=0.10\right)$ remained non-significant. Hypothesis 4, which states that Polish learners produce longer vowels when they are orthographically marked, therefore remains to be rejected on the basic of the data at hand.

### 6.6.1.2 Short vowels

In order to test Hypotheses 5 and 6, the durations of the German short vowels were examined as well. From the visual inspection of the 1647 data points of the short vowel productions, it becomes apparent that Polish speakers produce the German short vowels longer than the German control group (see Figure 15).

## Duration of German SHORT vowels



Figure 15: Duration (in ms) of German short vowels by language and orthographic marking $(\mathrm{N}($ Polish $)=18, \mathrm{~N}($ German $)=20$; error bars show 2 SE $)$

Once again, an effect of orthographic marking does not seem to be present. To examine this statistically, an LMM was fit to the data which included LANGUAGE and marking as fixed factors, random intercepts for participants and items, as well as by-item random slopes for the effect of Language. Byparticipant random slopes for the effect of marking did not improve model fit $\left(\chi^{2}(2)=0.56, \mathrm{p}=0.76\right)$, which is why they were not included in the final model of the short vowels.

Due to the likelihood ratio test results for the short vowel data, SEX, RUN, and amount of syllables in test words were included as main effects and vowel
was included in interaction with the factor LANGUAGE. ${ }^{76}$ In contrast to the model for the long vowels, syllable was not added in interaction with LANGUAGE, because for the short vowel data it did not improve model fit $\left(\chi^{2}(1)=0.64, p=0.43\right)$. This can be explained by the fact that the duration of the short vowels cannot be shortened as much as in the long vowels; hence, the stronger effect in long vowels for German speakers is limited by the fact that short vowels are already relatively short. The same may be true for the effect of VOICING, which did not significantly improve the fit of Model.short, so it was not included as a control factor in this model.

|  | Estimate | Std. error | t-value |
| :--- | :---: | :---: | :---: |
| (Intercept) | 100.80 | 4.70 | 21.46 |
| Language (Polish) | $\mathbf{2 2 . 6 2}$ | $\mathbf{4 . 7 3}$ | $\mathbf{4 . 7 8}$ |
| Marking (unmarked) | $\mathbf{0 . 6 8}$ | $\mathbf{3 . 9 1}$ | $\mathbf{0 . 1 8}$ |
| Sex (male) | -12.54 | 3.49 | -3.60 |
| Syllable (two) | $\mathbf{- 1 9 . 0 3}$ | 3.27 | -5.82 |
| Run (second) | 9.31 | 0.90 | 10.35 |
| Lang. (Pol.):Marking (unm.) | $\mathbf{- 4 . 7 7}$ | $\mathbf{3 . 7 2}$ | $\mathbf{- 1 . 2 8}$ |
| Lang. (Ger.):Vowel (e) | 0.83 | 4.78 | 0.17 |
| Lang. (Pol.):Vowel (e) | -9.95 | 4.48 | -2.22 |
| Lang. (Ger.):Vowel (o) | 2.12 | 4.78 | 0.44 |
| Lang. (Pol.):Vowel (o) | -3.92 | 4.49 | -0.88 |

Table 15: Summary of fixed effects of Model.short (factors of interest in bold; N (observations) $=1647$; groups: 24 words and 38 participants)

As can clearly be seen from the $t$-values for the effect of marking ( $\mathrm{t}=0.18$ ) and its interaction with LANGUAGE ( $\mathrm{t}=-1.28$ ), this experimental factor does not play a role in the production of the duration of German short vowels either. To obtain exact p-values for this, likelihood ratio tests were performed as usual: the

[^59]main effect of MARKING was not significant at $p=0.56 \quad\left(\chi^{2}(1)=0.34\right)$ and the interaction between marking and LaNguage was not significant at $\mathrm{p}=0.21$ ( $\chi^{2}(1)=1.59$ ). Yet, language had a significant effect on vowel duration ( $\mathrm{p}<0.001$ ). On average, Polish speakers produced German short vowels 14.7 ms longer than German native speakers (average Polish length: 109.3; average German length: 94.6 ms ). This supports Hypothesis 5, which was based on acoustic measurements of comparable Polish and German vowels. However, the duration of short vowels was not additionally modulated by orthography (Hypothesis 6). As for the long vowel data above, it was again double-checked whether this result might be due to the fact that some learners did not know the orthographic rules for short vowels (i.e. that double consonant letters indicate that the preceding vowel is short). By checking the results of the orthography test for the short vowels, it was found that only 4 Polish speakers were aware of this rule. Model.short was run again with this subset of Polish speakers and all German native speakers (1108 data points). Still, marking remained nonsignificant (main effect: $\chi^{2}(1)=0.10, \mathrm{p}=0.75$; interaction with LANGUAGE: $\left.\chi^{2}(1)=0.43, p=0.51\right)$. Furthermore, the additional control factors for the Polish group (ambition, familiarity, and class) did not turn out to be significant predictors in the Polish-only model. Hence, Model.short was not re-run with a subset based on any of those factors.

As can be deduced from the comparison of the estimates of the control factors in Table 13 (long vowel data) and Table 15 (short vowel data), male speakers generally produce shorter vowels than female speakers, which supports findings by Weirich and Simpson (to appear). The control factor RuN also points into the same direction for both long and short vowels: vowels are generally longer when produced a second time. Even though this may seem counter-intuitive at first glance, it could be explained by the level of stress of the speakers in the first run. When they are first presented with the pictures, they might be concerned with whether they will know the up-coming words or not. In the second run, they already know the test items and as a consequence might be more relaxed and speak slightly slower, hence, their vowels are shorter.

An interesting difference between the control factors in the long and short vowel models is the interaction between vowel and Language. While $/ \varepsilon /$ was
relatively shorter than the other vowels (negative algebraic sign for the estimate in the Polish group in Model.short), /e:/ was relatively longer. In order to explain why Polish speakers may produce the duration of [e:] differently than in all other vowels, it will be of interest to look at the analysis of the vowel quality data below.

### 6.6.1.3 Discussion

Four hypotheses had been put forward for the dimension of vowel length. Half of them were corroborated by the data: Hypothesis 3 stated that German long vowels will be produced shorter by Polish GFL learners compared to German native speakers. This was clearly the case and vowels produced by Polish speakers were on average 32 ms shorter than those same vowels produced by German speakers. Furthermore, German short vowels were produced longer by Polish speakers by about 15 ms . This fits in well with acoustic comparisons of monolingual data of the two languages, where it was found that Polish vowels are on average at least 14 ms longer than German short vowels (Section 4.2.4.2).

Yet, the fact that Polish speakers' long vowels are shorter, and short vowels are longer than those of German native speakers does not mean that Polish speakers do not differentiate between long and short vowels at all. To support this statistically, a final LMM was fit to the Polish data with the factor vowel LENGTH (short versus long) as fixed factor, random intercepts for participants and items, and by-participant random slopes for the effect of vowel length. The previous significant control factors were also added as main factors. ${ }^{77}$ The model revealed that Polish GFL learners produced German short vowels significantly shorter than German long vowels $\left(\chi^{2}(1)=13.43, \mathrm{p}<0.001\right)$. Polish speakers' short vowels were on average $109.4 \mathrm{~ms} \pm 1.1 \mathrm{~ms}$ (SE) long, while their long vowels were on average $136.2 \mathrm{~ms} \pm 1.5 \mathrm{~ms}$ long. The learners therefore contrasted German short and long vowels in their productions, but did not do so native-like.

[^60]As far as orthographic marking is concerned, neither Hypothesis 4 nor Hypothesis 6 could be corroborated. Hypothesis 4 stated that orthographically marked German long vowels will be produced longer by the Polish speakers than those vowels which are not marked, while this would not be the case for the German native speakers. On the basis of the data at hand, this hypothesis needs to be rejected as there was no significant interaction between marking and language. Even when the data were subset to those participants who knew the orthographic rule for lengthening $h$ explicitly or to those who were the most motivated to speak native-like, marking remained non-significant. The same was true for orthographic marking in the short vowels. Polish speakers did not produce orthographically unmarked German vowels longer than marked vowels. Hypothesis 6 therefore needs to be rejected as well.

Even though they were not of main interest to the study, several control factors were found to have a significant influence on German vowel duration. For example, vowels were generally longer in female speakers and in the second run of the experiment. Furthermore, the amount of syllables in the test words was found to be an influential factor in predicting vowel duration. In words with two syllables, vowels were shorter in both groups, while for the long vowels, German speakers showed a stronger effect than Polish speakers. This can be explained well with the rhythmic classes the two languages belong to, as a stress-timed language like German would be expected to show more compression than a non-stress-timed language like Polish. A significant effect of the voicing of the following consonant was found for the Polish speakers in the long vowels, as well. This demonstrates that it is important to include significant control factors, as the effect of voicing could have easily been mistaken as an effect of orthographic marking. Lastly, the control factors showed an interesting effect of vowel type for long /e:/, as this vowel was produced relatively longer by the Polish speakers. As a number of GFL researchers have already pointed out, Polish L2 German learners tend to diphthongize this vowel. It might be the case that /e:/ was therefore longer, which will be examined in the next section.

### 6.6.2 Vowel quality

The investigation of vowel quality was operationalized by measuring the first (F1) and second formant (F2) by means of a PRAAT script ${ }^{78}$ at vowel midpoint, as this is common practice for describing vowel qualities in the field (e.g. Bohn and Flege, 1992, Flege et al., 1997, Darcy and Krüger, 2012, or Escudero et al., 2012, among many others). Furthermore, F1 and F2 were measured at $25 \%$ and $75 \%$ of the vowels' duration, following Steinlen (2009), who had investigated formant movements in L2 learners of English. This was done in order to provide data for testing Hypothesis 9, which is concerned with possible diphthongization of German /e:/ by Polish L2 German learners. Speaker sex is a confounding factor in formant measurements as female formants tend to be higher than those of male speakers (Simpson and Ericsdotter, 2007). For this reason, the data for female and male speakers were analysed separately. By doing so, it was possible to directly compare the 7 male Polish formant values from the exploratory study (Section 4.2.4.2) with the formant values of the 4 male German native speakers of the main production experiment. This was done first in order to check whether Hentschel's (1986) production data used for the formulation of the hypotheses above provided a reliable basis. ${ }^{79}$ After the descriptive inspection of the male formant data, the data of 30 German and Polish female speakers will be statistically analysed.

### 6.6.2.1 Descriptive comparison of German and Polish vowels

The average age of the 7 male Polish speakers who had produced the six Polish vowels in the earlier exploratory study was 17.6 years ( $\mathrm{SD}=0.5$ ). With that, they are very well comparable to the 4 German speakers of the main production experiment, whose average age was 17.8 years $(\mathrm{SD}=0.4)$. The productions of the

[^61]Polish speakers had been elicited by means of a reading task (singly presented words on a computer screen), while the production of the German speakers had been elicited by means of a picture-naming task. Even though the experimental set-up was slightly different, it is still assumed that the data provided valid comparisons. To the knowledge of the author, it has not been shown that vowel qualities differ depending on whether a word is read or a picture is named. Both tasks elicited words one at a time in a situation that required participants to speak with equal (normal) speed and clarity. The data in both groups had been collected with high-quality field recorders in quiet classrooms. Even though both the German and the Polish speakers spoke English as their first L2, the speaking mode in both settings was in the participants' native language. This was done in order to prompt a monolingual mode for all speakers (Grosjean, 2001). While the German participants had been instructed by the author of this study (a German native speaker), the Polish participants had been instructed by a student assistant who spoke Polish as her native language. As has been described above, all test words appeared in a variety of consonantal contexts and none of the vowels was restricted to a particular context. Figure 16 shows the mean formant frequencies of the German vowels investigated in this study in comparison to the six Polish vowels.


Figure 16: Average Polish (grey) and German (black) vowel qualities as spoken by native speakers; Polish vowels in palatal context are marked by " + " (N(Polish)=7,

$$
\mathrm{N}(\text { German })=4)
$$

All measured vowels were stressed vowels, and mean frequencies were calculated over all speakers and tokens. For example, for Polish /i/ 7 (speakers) x 3 (word) x 2 (repetitions) tokens served the analysis. For German /e:/, 4 (speakers) x 8 (words) x 2 (repetitions) items were measured. When compared to Hentschel's acoustic data (Figure 3, page 77), some important similarities and minor differences can be made out. First, both Hentschel's data and the current data show that German / o / and Polish / o / are almost the same, while German /o:/ is closest in its quality to Polish $/ \mathrm{u} /$. In this data set, Polish /a/ seems to be located slightly higher in the acoustic vowel space, both in palatal and nonpalatal contexts. While this relationship was reversed in Hentschel's data (Polish /a/ seemed to be located slightly lower), the conclusion is the same: The closest German vowel to Polish /a/ is German /a/, even if it is acoustically slightly different. As far as Polish $/ \varepsilon /$ is concerned, the current data set provides evidence that its quality changes substantially according to its consonantal context (palatal versus non-palatal), but the different allophones are always closest to German $/ \varepsilon /$. In Hentschel's graph, it looks like the quality of Polish $/ \varepsilon /$ is almost the same as German $/ \varepsilon /$. This would have been the case in the current data set as well, had the vowels not been plotted separately for the palatal and non-palatal context. For this reason, it could be speculated that Hentschel had collected vowels in different kinds of contexts including palatal consonants, but did not analyse them separately. Even though Polish $/ \varepsilon /$ is considerably raised in palatal contexts, it is still closer to German $/ \varepsilon /$ than German /e:/. German /e:/ seems closest to Polish /i/ in both Hentschel's and the current data. At the same time the next-closest Polish vowel would be Polish / $\varepsilon$ / in palatal context, although in the current data set Polish /i/ is close as well. With that, both German /o:/ and /e:/ emerge as the vowels which may cause the largest difficulties for Polish L2 German learners, as their assimilation to German vowels is arbitrary (Hypothesis 8). At the same time, German /a(:)/, $/ \varepsilon /$, and $/ \rho /$ find clear counterparts in Polish, which are relatively close to the respective German vowels and are therefore likely to be produced native-like at least as far as their quality is concerned (Hypothesis 7). To test these hypotheses, statistical analyses were conducted with the female participants' data of the main picture-naming task.

### 6.6.2.2 Statistical analysis of female vowel qualities

For the investigation of vowel quality, 14 female Polish speakers and 16 female German speakers were analysed. The average age of the Polish group was 18.5 years ( $\mathrm{SD}=0.6$ ) and the average age of the German group was 17.6 years $(\mathrm{SD}=0.9)$. The data were subset in the same way as the length data, i.e. repetitions and incorrectly spelled words were not included in the analysis. Furthermore, items for which either F1 or F2 could not be measured reliably were not included in the analysis. In all, 2477 data points served the vowel quality analysis of the female data. Figure 17 shows the mean formant frequencies of the six German vowels of interest for the Polish L2 German learners and the German native speakers.


Figure 17: Mean formant frequencies for the German vowels /a, a:, $\varepsilon$, e:,, , o:/ produced by Polish GFL learners and German native speakers. Ellipses correspond to a confidence level of $\pm 1$ standard deviation from the bivariate mean ( $\mathrm{N}($ Polish $)=14$,

$$
\mathrm{N}(\text { German })=16)
$$

From the graphical display it becomes obvious that German /o:/ is produced by Polish GFL learners with vowel qualities identical to German / $\mathrm{o} /$. This means that the Polish group does not differentiate German /o:/ and /o/ quality-wise. While this is problematic for German /o:/ (Hypothesis 8), German / / / is produced native-like by the Polish speakers (Hypothesis 7). To test this
statistically, separate LMMs were fit to the F1 and F2 data for all vowel categories with LANGUAGE as fixed factor, random intercepts for participants and items, and by-item random slopes for the effect of language, if these improved model fit (this was the case for 9 out of the 12 models). Table 16 Table 16 summarizes the p-values for the effect of Language on F1 and F2 for all vowels, which were obtained via likelihood ratio tests.

|  | /o:/ | / 0/ | /a:/ | /a/ | /e:/ | / $\varepsilon /$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F1 | $\begin{aligned} & \mathbf{p}<0.001 \\ & \left(\chi^{2}(1)=29.07\right) \end{aligned}$ | $\begin{aligned} & \mathrm{p}=0.75 \\ & \left(\chi^{2}(1)=0.10\right) \end{aligned}$ | $\begin{aligned} & \mathrm{p}<0.001 \\ & \left(\chi^{2}(1)=11.65\right) \end{aligned}$ | $\begin{aligned} & \mathrm{p}=0.53 \\ & \left(\chi^{2}(1)=0.40\right) \end{aligned}$ | $\begin{aligned} & \mathrm{p}<0.001 \\ & \left(\chi^{2}(1)=14.70\right) \end{aligned}$ | $\begin{aligned} & \mathrm{p}=0.051 \\ & \left(\chi^{2}(1)=3.81\right) \end{aligned}$ |
| F2 | $\begin{aligned} & \mathrm{p}<0.001 \\ & \left(\chi^{2}(1)=45.85\right) \end{aligned}$ | $\begin{aligned} & \mathrm{p}=0.15 \\ & \left(\chi^{2(1)=2.12)}\right. \end{aligned}$ | $\begin{aligned} & \mathrm{p}=0.34 \\ & \left(\mathrm{x}^{2}(1)=0.91\right) \end{aligned}$ | $\begin{aligned} & \mathrm{p}=0.14 \\ & \left(\chi^{2}(1)=2.16\right) \end{aligned}$ | $\begin{aligned} & \mathrm{p}=0.002 \\ & \left(\chi^{2(1)}=9.80\right) \end{aligned}$ | $\begin{aligned} & \mathrm{p}<0.001 \\ & \left(\chi^{2}(1)=13.14\right) \end{aligned}$ |

Table 16: p-values of likelihood ratio tests for the factor language on F1 and F2 for all vowels of interest (significant results in bold)

While F1 and F2 of the vowel /o:/ are significantly different for the Polish speakers, the values for $/ \mathrm{J} /$ do not differ significantly. Hence, the visual impressions find support in the statistical analyses of the formant values.

The Polish and German productions of German /a/ also overlap almost entirely and thus do not differ significantly in either F1 or F2. As far as long /a:/ is concerned, the German native speakers produce a slight quality difference in comparison to short /a/ in that /a:/ lies a bit lower in the acoustic vowel space. Since the Polish speakers produce both German /a:/ and /a/ identical, their productions of the long vowel differ significantly in F1. Still, there is a large overlap between the productions of /a:/ by the German and Polish group, just as there is between the Germans' productions of /a:/ and /a/. It is therefore assumed that the statistical difference does not necessarily result in an auditory difference. This assumption is supported by the fact that in the discrimination task of the study, German native speakers did not hear the quality difference between short and long /a/, even though the F1 values of the stimuli differed too, i.e. by about 80 Hz (see Section 5.5).

German $/ \varepsilon /$ is produced slightly more open and further back by Polish GLF learners than by German natives. While only the F2 values differ significantly,

F1 group differences are approaching significance ( $\mathrm{p}=0.051$ ). It is difficult to say whether the productions of $/ \varepsilon /$ by the Polish group would still be considered native-like by German native speakers, but the fact that the ellipses largely overlap would support this idea. The relative location of the Polish production furthermore suggests that it is the non-palatal variant which predicts the variance best. This is understandable, as the German test words did not provide palatal contexts.

The most interesting case is /e:/. While the German group produced a clear difference between $/ \mathrm{e}: /$ and $/ \varepsilon /$, the productions by the Polish group span over German /e:/ and $/ \varepsilon /$. Additionally, the mean value of $/ \mathrm{e}: /$ as produced by the learners lies right between the two German vowels. Both F1 and F2 for this vowel category differ significantly between the groups. The large span of the Polish ellipsis may be related to formant movements within this vowel category, which have been postulated earlier (Hypothesis 9).

In order to investigate this further, F1 and F2 measurements at $25 \%$ and $75 \%$ of each vowel were plotted for $/ \mathrm{e}: /$. Figure 18 shows the movements for each item ( 403 data points), with the beginning of each arrow being the $25 \%$ measurement and the arrowhead the $75 \%$-measurement.


Figure 18: Formant movements for the German vowel /e:/ in Polish GFL learners and German native speakers. Overall group means at $25 \%$ and $75 \%$ in bold $(\mathrm{N}($ Polish $)=14$,

$$
\mathrm{N}(\text { German })=16)
$$

While there is obvious variation within the speakers and items, two important aspects become visible in the above graph. First, Polish speakers show a much greater formant movement within /e:/. Second, the direction of the movement is diametrically opposed to the German speakers' movement. For the Polish speakers, F1 decreases on average by $9.8 \%$ and F2 increases by about $9.1 \%$. In the German group, F1 increases by about $5.1 \%$ and F2 decreases by $2.7 \%$. The formant changes in F1 are significant in both groups (Polish group: $\mathrm{p}<0.001$ $\left(\chi^{2}(1)=52.16\right)$; German group: $\left.\mathrm{p}=0.002\left(\chi^{2}(1)=10.06\right)\right)$. The changes in F2 are only significant in the Polish group ( $\mathrm{p}<0.001(\chi 2(1)=59.88$ ); German group: $\left.\mathrm{p}=0.08\left(\chi^{2}(1)=3.13\right)\right)$. In her study of L2 learners' productions of English vowels, Steinlen (2009) had used a benchmark of $10 \%$ to characterise significant formant movement, i.e. vowel-inherent spectral change (VISC). With this benchmark, the average German production of /e:/ is far from showing VISC. The average Polish production of German /e:/ however shows F1 and F2 movements that are close to the $10 \%$ benchmark (F1: 9.8\%; F2: 9.1\%). This of course does not mean that every single token produced by a Polish GFL learner shows significant VISC, or that tokens do not exceed a $10 \%$ change. Importantly, none of the $75 \%$ measurements of /e:/ (the arrowheads) by Polish speakers lie higher in the acoustic vowel space than any German production of /e:/. This implies that the diphthong would more correctly be represented as [عe] rather than [ei], as has been suggested by, for example, Hirschfeld (1998) or Dieling (1992).

### 6.6.2.3 Discussion

The comparison of the monolingual Polish and German vowel quality data largely confirmed Hentschel's (1986) measurements. However, it proved insightful to investigate the Polish vowel $/ \varepsilon /$ separately for palatal and nonpalatal contexts. While according to Hentschel German $/ \varepsilon /$ and Polish $/ \varepsilon /$ are identical in their quality, it seems that according to the new data the quality of Polish / $\varepsilon$ / is more centralized and slightly more open. Because of this, Polish L2 German speakers tend to produce German $/ \varepsilon /$ more central as well. Still, German $/ \varepsilon /$ produced by Polish and German speakers largely overlaps and it would have to be investigated further as to whether German speakers could
hear the slight differences between German $/ \varepsilon /$ and a more Polish, centralized / $\varepsilon$ /.

As far as /a:/ is concerned, the significant differences in F1 between the Polish and the German speakers are unlikely to be audible. Polish speakers produce German /a:/ with the same quality as German /a/. Since the female group produced /a:/ significantly lower than the short counterpart (a less clear tendency could be seen in the male data too), Polish speakers produced /a:/ slightly higher than the native speakers. Since it has been found in the discrimination task that German speakers do not differentiate /a/ and /a:/ in their quality, it can be assumed that the lack of differentiation in the Polish group is not problematic. German /a/ and /o/ are produced native-like by Polish speakers as well, which is entirely supported by the statistical analyses. Hypothesis 7, which stated that German $/ \mathrm{a}(:) /, / \varepsilon /$, and $/ \mathrm{\rho} /$ are produced native-like, is therefore considered to be largely corroborated. Only slight precaution is proposed for $/ \varepsilon /$.

Hypothesis 8 stated that the Polish vowel quality productions of German /o:/ and /e:/ will deviate from those of German native speakers. This is clearly borne out by the current data. The productions of /o:/ and /o/ entirely overlap in Polish speakers, hence the Polish productions of /o:/ differ significantly from those of German native speakers. The monolingual data show that this cannot be explained by the fact that German /o:/ is closest to Polish /o/. In fact, German /o:/ is relatively close to Polish /u/. This acoustic impression is supported by Hentschel's (1986) perceptual assimilation results, where German /o:/ was perceived as Polish $/ \mathrm{u} / 73 \%$ of the time and as Polish $/ \mathrm{\rho} / 26 \%$ of the time (p. 78). It seems likely that this is because the Polish GFL learners equate the grapheme $<0\rangle$ with their phoneme $/ \mathrm{o} /$, as this is the grapheme-to-phoneme correspondence in their native language.

The other problematic case for Polish L2 German learners is the vowel quality of /e:/. Their productions clearly differ from those of German natives, and their mean formant frequencies lie between those of German $/ \varepsilon /$ and /e:/. Furthermore, the variance spans over the two German vowel categories, which suggested that there is larger variation in formant movements in the Polish productions of /e:/. This was supported by F1 and F2 measurements at 25 and
$75 \%$ of the vowel. The changes were significantly different from those in the German group and suggested that there is considerable diphthongization of /e:/ for Polish speakers. This corroborates Hypothesis 9. Yet, the latter part of the diphthong did not reach formant values as high as those of $/ \mathrm{i} /$, as some learners have suggested. ${ }^{80}$ The fact that Polish GFL learners tend to show VISC (only) for German /e:/ is quite a puzzle. As far as perception is concerned, Hentschel (1986) had explained Polish speakers' perception of German /e:/ as [ei] (and /o:/ as [ou]) with Donegan's (1978) Natural Phonology account of vowels. According to him, vowels have a natural tendency to be replaced by diphthongs when they are high, tense, and long, which is why listeners may compensate for this in perception. Unfortunately, this account cannot fully explain the production data at hand, as considerable spectral changes were only found for Polish speakers' /e:/ but not for /o:/ ${ }^{81}$, even though Hentschel's (1986) data showed that these two vowels were equally often perceived as diphthongs.

An alternative approach could lie in a combination of an orthographic and a perceptual account. As /o:/, /e:/ is represented with a grapheme which maps onto a Polish vowel: the grapheme $<\mathrm{e}>$ corresponds to Polish $/ \varepsilon /$, like $<\mathrm{o}>$ corresponds to Polish /o/. While German /o:/ is still somewhat close to Polish $/ \mathrm{o} /$ (as mentioned above, it is perceived as $/ \mathrm{o} / 26 \%$ of the time), this is not the case for /e:/. In Hentschel's (1986) perceptual assimilation task, /e:/ was perceived as Polish /i/ $74 \%$ of the time and as Polish / $\mathfrak{i} / 23 \%$ of the time, but as $/ \varepsilon /$ only $3 \%$ of the time. It could therefore be assumed that the diphthong reflects a process whereby a learner tries to override an initial orthographic production. While $<\mathrm{e}>$ would automatically lead to the pronunciation of Polish $/ \varepsilon /$, the perceptual input opposes this interpretation. What a Polish speaker perceives when being presented with a German /e:/ is most likely Polish /i/, but hardly Polish $/ \varepsilon /$. Hence, when a Polish GFL learner acquires the new

[^62]German sound /e:/ by both reading and listening to it, she may try to correct her initial spelling pronunciation and, in the process, goes from $[\varepsilon]$ to a more closed variant. While this variant may still not reach the quality of Polish [i], it is significantly higher and more front. The acoustic measurements of the current data suggest that the Polish diphthong would best be represented as [ee].

### 6.7 Synopsis

Five out of seven of the hypotheses formulated for the production study have been borne out. As far as vowel quality production is concerned, all hypotheses were largely corroborated. The monolingual data of the study showed that vowel quality predictions based on Hentschel (1986) were valid with the exception of $/ \varepsilon /$. In his data it seemed that Polish $/ \varepsilon /$ is identical to German $/ \varepsilon /$, but in the exploratory data collected for the present study it was apparent that Polish $/ \varepsilon /$ by monolingual speakers is more centralized and open. Hence, the productions of German $/ \varepsilon /$ by Polish learners were also significantly centralized. The question remains whether this difference would be perceived by German native speakers. The fact that the comparison of the exploratory data helped explain findings in the main production experiment underlines the importance of collecting comparable monolingual data, if these do not yet exist.

The quality productions of German /o:/ and /e:/ by Polish GFL learners deviated greatly from those of German native speakers. This was expected, as the closest Polish vowels are very different in their qualities and are perceptually assimilated to two different Polish vowel categories. As concerns /o:/, Polish speakers produce it identically to the qualities of Polish /o/ (and, with that, German / / / as well). From perceptual assimilation patterns in naïve Polish listeners it would have been expected that /o:/ is more likely to be assimilated to $/ \mathrm{u} /$ than $/ \mathrm{o} /$. It is suggested that orthography can explain this deviation, as the two languages use the same grapheme $<0>$ for two very different vowel qualities. A similar explanation is proposed for the Polish productions of the vowel /e:/, though slightly more complex.

The data provide the first acoustic evidence for the observation of GFL researchers that /e:/ is often diphthongized by Polish L2 German learners. The
reasons for these formant movements are still unknown. While it is possible that /e:/ is perceived as a diphthong, this explanation is problematic as the same should be true for /o:/. Both /o:/ and /e:/ are perceptually closest to Polish vowels which are very different from the actual German qualities of the two vowels but orthographically they are represented with graphemes which find equivalents in Polish. Only for /o:/ does the orthographic match partially overlap with Polish perceptual assimilation patterns, i.e. the native G-P correspondence suggests Polish $/ \mathrm{o} /$, which is also perceptually close to German /o:/ for Polish listeners. For /e:/, orthographic and perceptual facts contradict each other. The grapheme $<\mathrm{e}>$ suggests Polish $/ \varepsilon /$, but /e:/ is rarely perceptually assimilated to this sound. Thus, the diphthong may be an attempt of the learners to combine orthographic and perceptual interferences.

This diphthongization of /e:/ explains findings for the dimension of vowel length. On average, German long vowels were produced shorter by Polish GFL learners, which corroborates the first hypothesis regarding vowel length productions. However, it was also found that the Polish speakers produce /e:/ relatively longer than all other vowels. This finding is surprising when considering the duration data only, but makes sense when integrating both length and quality results. Diphthongs are naturally longer than monophthongs, hence /e:/, or rather [ $\varepsilon e$ ], is produced longer. Furthermore, it could be shown that the Polish short vowel productions are significantly longer than those of German native speakers. This could be predicted based on the Polish vowel length data collected in the exploratory study.

The two hypotheses which need to be rejected on the basis of the data at hand were concerned with the influence of orthographic marking on vowel length production. Even when the data were subset to those participants who explicitly knew the rules for lengthening $h$ and double consonant letters, the duration differences between marked and unmarked vowels did not turn out to be significant. The effect of orthographic marking might therefore not be very strong for vowel length marking. Yet, the vowel quality data suggest that orthography might still matter. The effect of orthographic length markings was further investigated in the following identification experiment.

## 7 Experiment 3: Identification

Most research in L2 phonetics and phonology investigates the perception of segments without real-word lexical context (e.g. Ylinen et al., 2005, Escudero and Wanrooij, 2010, Altmann et al., 2012) or by means of one single minimal pair (e.g. Bohn, 1995, Cebrian, 2006, Rojczyk, 2011). McAllister et al. (2002) are among the few who manipulated a large number of real words and investigated the perception of vowel length by different learner groups (see Section 2.5.1 for more details). While the discrimination experiment in Chapter 5 was designed to tap into a phonetic level of processing (short ISI, nonce words), the identification experiment of this study involved the phonological representation of real words. By conducting two perception experiments which are assumed to cover different levels of processing, both theoretical and methodological questions can be addressed. On the one hand, it can be investigated whether Polish learners of GFL are able to perceive German vowel length and quality differences both on a phonetic and lexical-phonological level. On the other hand, results can be interpreted more reliably because two different experiments were designed to investigate the same phenomenon.

### 7.1 Hypotheses

Even though the results of the discrimination experiment above have been reported before those of the identification experiment, the design of the experiments was done in parallel. Hence, the results of the discrimination task could not serve in formulating hypotheses for the current experiment. As has been discussed earlier (Sections 2.5 and 5.1), studies by Bohn (1995) and McAllister (2002) had yielded contradicting results as regards the acquisition of L2 vowel length. Furthermore, McAllister et al. (2002) had hypothesized that vowel quality differences accompanying vowel length differences may help learners in perceiving L2 vowels. Because it was of interest to differentiate between vowel length and vowel quality (as in the other two experiments), hypotheses for the identification experiments also addressed these two dimensions. Since reaction time data allow for a more sensitive measurement of relative difficulty, they were collected in the identification experiment as well. It is generally assumed that longer reaction times indicate increased difficulty
(Strange and Shafer, 2008), so predictions about reaction times were added to the accuracy prediction accordingly. Similar to the discrimination task, the following hypothesis is put forward in the context of the identification experiment:

Hypothesis 10: Polish GFL learners will be more accurate and faster at judging items which are manipulated in their quality than in their length.

Furthermore, GFL researchers have postulated that Polish learners of L2 German substitute German long, tense vowels by their short, lax counterparts (Morciniec, 1990, Slembek, 1995, Müller, 2005, see Section 2.1). This would imply that vowels which are wrong in both quality and length (long, tense vowels presented as short, lax vowels) might be even harder to identify as incorrect as this is what they might be (erroneously) represented as in Polish GFL learners. Hence, the following hypothesis is put forward as well:

Hypothesis 11: Polish GFL learners will be less accurate and slower at judging items which are incorrect in both vowel length and vowel quality than those items which are incorrect in just one dimension.

Furthermore, it was investigated whether explicit orthographic marking of vowel length may help Polish learners in perceiving length-manipulated German long vowels more correctly. Escudero et al. (2010) had found that Spanish learners of Dutch were better at categorizing Dutch vowels when orthographic input was given during the task. The researchers hypothesized that the length information in the Dutch double-vowel grapheme <aa> helped the learners perceive durational differences between Dutch long /a/ and short /a/. However, in a later study, Escudero et al. (2014) investigated the perception of difficult Dutch contrasts in a word-learning experiment and found that this contrast is in fact rather difficult to learn, despite orthographic input. The authors suggested that, in the context of lexical learning, Spanish participants will find it difficult to rely on the newly acquired length contrast; hence, orthography does not help in this case. Because it is unclear whether and how orthography might play a role in Polish GFL learners acquiring German long vowels, the last hypothesis of this study was formulated in relation to the hypotheses of the production part of this study. As it was assumed that orthography helps in
vowel length production (Hypothesis 4), it was also hypothesized that orthography will help in perception.

Hypothesis 12: Polish learners will be more accurate and faster in identifying length-manipulated German long vowels as incorrect when they are orthographically marked.

### 7.2 Participants

The same participants as in the production task took part in the identification experiment. As in the production experiment, one German participant was excluded from the analysis due to dyslexia and two Polish participants due to their insufficient knowledge of the test words. The average age of the 20 analysed German participants ( 4 males) was 17.9 years ( $\mathrm{SD}=1.1$ ), and the average age of the 18 Polish participants ( 4 males) was 18.6 years ( $\mathrm{SD}=0.6$ ).

### 7.3 Experimental design

The task in this perception experiment was to identify auditorily presented stimuli as correct or incorrect instances of a given item, which was presented visually in the form of a picture. The test words were the exact same ones as those encountered during the production experiment (see 6.3). This was convenient for two reasons: Firstly, all participants had been equally familiarized with the picture of a given test word, as in the production experiment each subject encountered and named each picture twice. Secondly, words which were not known to participants during the production task could easily be excluded from the analysis of the identification data.

### 7.3.1 Stimuli manipulation

The stimuli of the identification task were manipulated similar to the nonce words of the discrimination task. Since it was of interest to disentangle vowel quantity and quality, items had to be manipulated accordingly. For this purpose, a female German native speaker (the author) produced all 24 long vowel items as well as their nonsense counterparts with a short lax vowel, e.g. [ne:bal] (real word meaning "fog") and [nebbl] (nonsense counterpart).

Furthermore, the speaker produced all correct and incorrect filler items. All words followed the phrase Ich sage [...] ("I say [...]"), so that listeners could adjust to the speaking rate of the model, as Gottfried et al. (1990) had shown that sentential speaking rate plays an important role in the identification of vowels which are differentiated by duration.

All stimuli were recorded three times in randomized order in a sound-attenuated booth at Newcastle University at a sampling rate of 48 k Hz (16-bit resolution). The first production of each item was segmented in PRAAT and analysed for vowel duration and quality (F1 and F2), in order to verify that the speaker produced the test items in the desired manner. Long /a:/-vowels (in real words) were on average 2.4 times as long as their short counterparts, long /e:/-vowels were on average 2.1 times as long as their short counterpart, and long /o:/vowels were on average 2.2 times as long as their short counterpart. These values correspond well with long/short vowel duration proportions collected in other studies (Antoniadis and Strube, 1984, Nimz, 2011a). Because vowel length may be influenced by consonantal context (Chen, 1970), it was decided to lengthen and shorten the respective stimuli according to the length of their corresponding nonsense counterpart. For example, the vowel in the prototypical real word [bo:dən] ("floor") was 185 ms long, while the vowel in its corresponding nonce word [bodən] was 89 ms short. The shortened, manipulated item (for the so-called length condition) would then be the real word containing the tense vowel $[\mathrm{o}]$ shortened to an average of 89 ms . The duration manipulations were, as in the discrimination experiment, achieved via the Dur ("duration") function in PRAAT. All real-word/nonce-word ratios were checked for their respective values and whether they were comparable to the overall mean ratios of their given category. All ratios fell within the range of 1.5 standard deviations from the category mean ratio. For some pairs this had not been the case for the tokens from the first production. In these cases, tokens were taken from the second and third production run. None of the ratios between long real word and short nonce word were smaller than 1.6 or bigger than 2.4.

All tokens were extracted including the carrier phrase Ich sage [...], and were normalized to an intensity of 65 dB . The manipulated items as well as the unmanipulated nonce words belonged to three experimental conditions.

### 7.3.2 Experimental conditions

While the prototypical tokens of the real words (e.g. [bo:dən] "floor") had to be judged in the experiment as well, the following three experimental conditions yielded the stimuli of interest:

- Condition "length": a long, tense vowel in a real word shortened to the average length of its nonsense counterpart, for example [hox] ("high") as shortened from [ho:x] $\rightarrow$ length is incorrect
- Condition "quality": a short, lax vowel in a nonsense counterpart lengthened to the average length of the real word, for example [ho:x] as lengthened from [hox] $\rightarrow$ quality is incorrect
- Condition "both": the unmanipulated nonsense counterpart of a real word [hox] $\rightarrow$ both length and quality are incorrect


### 7.3.3 Procedure

The experiment was run in DMDX, which allowed for the collection of both accuracy data and reliable reaction time data. A game pad was used to collect the participants' responses. The upper right button of the devise was marked with a sign reading "correct", while the upper left button was marked with a sign reading "incorrect". Pictures were presented on an Acer Timeline laptop, while the auditory stimuli were presented over high-quality Sennheiser headphones. Visually and auditory stimuli appeared simultaneously; the picture was visible for 2 seconds and participants could make their judgement until 6 seconds after stimulus onset. After this time-out, the next item was presented.

Each participant went through a short practice trial consisting of 8 items, which represented all possible experimental and filler conditions the participants would encounter throughout the experiment. The practice items had been included in the prior production experiment solely for the purpose of having additional words for the practice phase of the identification task. Participants did not
receive any feedback after the practice trial, but had time to ask questions if there were any.

During the main part of the experiment, 192 items had to be judged for their correctness. Half of the items were experimental items (words with long vowels), while the other half were filler items (words with short vowels). The 24 experimental items appeared in four conditions, of which three were the experimental conditions quality, length, and both plus the additional condition proto, which was included so that each experimental item appeared once as (definitely) "correct". Half of the 24 filler items were (completely) incorrect utterances of the respective word in that their stressed vowel was replaced by another vowel which was perceptually not close (i.e. [Jvtən] for the word <Schatten>; correct: [fatzn]). The other half of all filler items were correct renditions of the given word. Correct and incorrect versions were not equally divided among the filler items. One quarter of all fillers appeared four times as correct, one quarter appeared once as incorrect and three times as correct, one quarter appeared three times as incorrect and once as correct, and one quarter appeared always as incorrect. This was done so as to not lead participants to develop a false strategy of assuming that each word in the experiment must be judged twice as correct and twice as incorrect. None of the incorrect filler items yielded a possible real word.

The stimuli were presented in four blocks of 48 test items; each word appeared only once in each block in one of the four conditions. The presentation of blocks and order within each block was randomized for each subject. Participants could take breaks after each block, i.e. three breaks overall, if they needed to. On average, the experiment lasted 20 minutes.

### 7.4 Results

The statistics for the accuracy and reaction time data will be presented separately.

### 7.4.1 Accuracy data

Of interest were those words which appeared in the three experimental conditions length, quality, and both (24 items x 3 conditions x 41 participants).

The data of three participants were excluded for reasons explained in Section 7.2. Furthermore, the data points of those words and participants were excluded which had not been known during the production task ( 70 instances x 3 conditions), as well as those tokens which had been written incorrectly ( $10 \times 3$ conditions). Lastly, the judgements of the quality condition for long /a:/ were excluded, because the results of the discrimination task had shown that all participants (both native Germans and Polish learners) could not hear any quality differences between /a/ and /a:/. Hence, the quality-manipulated words including /a:/ were not comparable to the other test items. In all, 2224 data points were analysed. Figure 19 shows the correct responses to the three experimental conditions in both language groups.

Accuracy by condition and language group


Figure 19: Correct responses to the manipulated items by German and Polish participants $(\mathrm{N}($ Polish $)=18, \mathrm{~N}($ German $)=20$; error bars show 2 SE$)$

A generalized linear mixed model (GLMM) was fit to the binomial accuracy data which contained language (German versus Polish) and condition (length versus quality versus both) as fixed factors and random intercepts for participants and items. Three control factors were added to the model in order to examine whether the inclusion of these additional fixed effects improved model fit. First, it was examined whether it was justified not to include vowel as a separate factor. By means of likelihood ratio tests (Cunnings, 2012, Winter, 2013) it was found that vowel did not improve model fit, either as a main effect $\left(\chi^{2}(2)=0.22, \mathrm{p}=0.90\right)$ or in interaction with the two main experimental
factors $\left(\chi^{2}(8)=6.34, \mathrm{p}=0.61\right)$. Second, PRESENTATION ORDER was examined. This control factor was not significant either (as main effect: $\chi^{2}(1)=0.01, \mathrm{p}=0.90$; in interaction: $\left.\chi^{2}(5)=2.21, p=0.82\right)$. Finally, it was also examined whether the lexical status of manipulated words in the both condition may have had an effect on the participants' responses. For instance, the word Boden [bo:dən] ("floor") became the (real) word [bodən] ("shallow bay"), or the word Wohnen [vo:nən] ("to live") became [vənən] ("delights"). Even though all words were presented with their respective pictures (which could not be mistaken for the other meaning) it was still double-checked whether the lexical status of some words could influence the accuracy results. As with the other two control factors, this was not the case for lexical status, either as main effect $\left(\chi^{2}(1)=1.65, \mathrm{p}=0.20\right)$, or in interaction with the main experimental variables $\left(\chi^{2}(5)=8.72, \mathrm{p}=0.12\right)$.

From Figure 19 it already becomes apparent that German speakers perform significantly better than Polish speakers. The overall accuracy mean of German speakers is $88.2 \% \pm 1.0 \%$ (SE), while Polish GFL learners are on average only $63.2 \% \pm 12.8 \%$ correct. This difference is significant at $\mathrm{p}<0.001$. Since it was of interest to compare the three conditions within each group, custom comparisons were conducted by the final model ${ }^{82}$. These revealed that there were no significant differences between the conditions in the German group, but there were in the Polish learner group. In order to test Hypothesis 10, the model compared the accuracy performance in the length condition versus the quality condition for both groups. While the differences in accuracy per condition were not significant in the German group $(85.0 \% \pm 1.6 \%$ correct in the length condition versus $87.8 \% \pm 1.8 \%$ correct in the quality condition), Polish speakers performed significantly better in the length condition ( $\mathrm{p}=0.01$ ). In $66.0 \% \pm$ $2.5 \%$ of the time they correctly judged items which were too short as "incorrect",

[^63]while they judged items which were too lax correctly only $55.9 \% \pm 3.2 \%$ of the time. Table 17 summarizes the detailed statistics of the model.

|  | Estimate | Std. error | z-value | p-value | Significance |
| :--- | :---: | :---: | :---: | :---: | :---: |
| (Intercept) | 1.16 | 0.05 | 21.41 | $<0.001$ | $* * *$ |
| German vs. Polish | 1.46 | 0.11 | 13.39 | $<0.001$ | $* * *$ |
| G-quality vs. G-length | 0.24 | 0.21 | 1.13 | 0.26 | n.s. |
| G-length vs. G-both | -0.23 | 0.19 | -1.22 | 0.22 | n.s. |
| P-quality vs. P-length | -0.43 | 0.17 | -2.48 | 0.01 | $*$ |
| P-length vs. P-both | 0.26 | 0.16 | 1.64 | 0.10 | n.s. |

Table 17: Summary of fixed effects of Model.identification (N(observations)=2224; groups: 24 words and 38 participants)

It was further hypothesized that Polish learners would perform worst in the both condition. Hence, the model also tested whether the difference between the length and the both condition was significant within the two experimental groups. As can be seen in Table 17, this was not the case for either group (Polish: $\mathrm{p}=0.10$, German: $\mathrm{p}=0.22$ ).

It was then investigated whether the orthographic marking of vowel length may have helped the learners in judging the items in the length condition more correctly (Hypothesis 12). From Figure 20 it already becomes obvious that this was clearly not the case.

## Accuracy by language and orthography



Figure 20: Correct responses in the length condition for orthographically marked and unmarked items $(\mathrm{N}($ Polish $)=18, \mathrm{~N}($ German $)=20$; error bars show 2 SE$)$

Neither for the Polish nor for the German speakers did it matter whether long vowels were written with lengthening $h$ or not. An LMM was fit to the data of the length condition (833 data points) with LaNguage, orthographic marking and their interaction as fixed factors and random intercepts for participants and items ${ }^{83}$. It revealed that orthographic marking clearly had no effect, either as main effect ( $\chi^{2}(1)<0.001, \mathrm{p}=0.98$ ) or in interaction with language $\left(\chi^{2}(1)<0.001\right.$, $\mathrm{p}=0.98$ ). The fact that the lines in Figure 20 almost completely overlap makes this statistical investigation rather needless.

### 7.4.1.1 Summary

As far as accuracy is concerned, none of the hypotheses could be corroborated. However, other interesting effects were found. It was assumed that Polish listeners would be better at identifying items which were incorrect in their quality than in their length (Hypothesis 10). This was not the case, and in fact Polish GFL learners were significantly better at identifying those items as incorrect which were incorrect in their length. This finding is surprising, as the discrimination task had shown that Polish speakers were significantly worse at perceiving differences in vowel length rather than vowel quality. A possible

[^64]explanation could have been the orthographic marking of half of the test words. Hypothesis 12 stated that Polish speakers may be better at identifying length differences in words which are orthographically marked for their length via the lengthening $h$. This was clearly not the case, so this hypothesis must be rejected on the basis of the accuracy data. Hypothesis 11 must be rejected as well. The Polish GFL learners were not worse (or better) at identifying items which were incorrect in both vowel length and vowel quality. The analysis of the reaction times was thought to allow for a more fine-grained differentiation between the conditions.

### 7.4.2 Reaction times

Those data points were excluded from the analysis of the reaction times (RTs) for which participants responded faster than 200 ms and slower than 2000 ms . While the lower limit has been suggested by Baayen (2008), the upper limit is more generous, so as to not undergo unnecessary data loss. ${ }^{84}$ Darcy et al. (2012) too had used a similar upper limit ( 2200 ms ) in their study with comparable L2 learners. While they had measured latencies from the onset of the word, it was decided to measure reaction times from the offset of each vowel within the test words. This way, items containing shortened vowels did not automatically (and falsely) measure shorter reaction times.

Since the raw RT data were not normally distributed (as is usually the case for this type of data), statistics were performed on the logarithmic (log) reaction times. Furthermore, only those RT data were analysed which the participants had responded to correctly (overall about $77 \%$ of the data). Lastly, the data of the quality condition for all words including /a:/ were excluded for the same reasons as in the accuracy analysis. In all, 1639 data points served the analysis of the RT data. Figure 21 shows the log-transformed RTs of both language groups to words containing long vowels which were manipulated in their length, their quality, or both.

[^65]
## Reaction times by language and condition



Figure 21: Log-transformed reaction times of Polish and German speakers for correctly identified items $(\mathrm{N}($ Polish $)=18, \mathrm{~N}($ German $)=20$; error bars show 2 SE$)$

As was already evident from the accuracy data, Polish speakers have more difficulty identifying items correctly, as shown by generally longer reaction times. Interestingly, the pattern for length-manipulated and qualitymanipulated items seems to be reversed: participants (both German and Polish) take longer when judging vowels which are too short than vowel which are too lax. This is in line with Hypothesis 10. Furthermore, the condition in which both vowel length and vowel quality are incorrect seems to be the most difficult - for both groups (Hypothesis 11). In order to investigate these visual impressions statistically, an LMM was fit to the $\log$ RT data with Language, CONDITION, and their interaction as fixed factors and random intercepts for participants and items. By-item random slopes for the effect of condition were added as well, as these improved model fit significantly $\left(\chi^{2}(5)=19.07\right.$, $\mathrm{p}=0.002)^{85}$. As in the accuracy model, it was checked whether the inclusion of any of the three control variables PRESENTATION ORDER, LEXICAL STATUS of words in the both condition or vowel type would improve the model. As in the previous model, this was not the case. Table 18 shows the summary of the final RT model.

[^66]|  | Estimate | Std. error | t-value |
| :--- | :---: | :---: | :---: |
| (Intercept) | 6.31 | 0.05 | 123.18 |
| Language (Polish) | $\mathbf{0 . 2 9}$ | $\mathbf{0 . 0 7}$ | $\mathbf{3 . 9 8}$ |
| Condition (Quality) | $\mathbf{- 0 . 1 5}$ | $\mathbf{0 . 0 4}$ | $\mathbf{- 4 . 0 5}$ |
| Condition (Both) | 0.04 | 0.03 | 1.22 |
| Lang. (Pol.):Cond. (Quality) | 0.06 | 0.05 | 1.31 |
| Lang. (Pol.):Cond. (Both) | 0.02 | 0.04 | 0.46 |

Table 18: Summary of fixed effects of Model.RT (significant differences in bold; N (observations) $=1639$; groups: 24 words and 38 participants)

As concerns the RT data, there are significant main effects of Language $\left(\chi^{2}(1)=16.23, \quad \mathrm{p}<0.001\right)$ and CONDITION $\quad\left(\chi^{2}(2)=23.41, \mathrm{p}<0.001\right)$, but no significant interaction between the two factors $\left(\chi^{2}(2)=1.7, \mathrm{p}=0.42\right)$. The significant effect of CONDITION is driven by the difference between the length and the quality condition in that both groups take longer to judge lengthmanipulated items than quality-manipulated items. This also means that items which are manipulated in both dimensions are more difficult for participants than quality-manipulated items, as participants took longest to judge items in the both condition. The difference between the length and the both condition is not significant, as can be seen in the summary of the table above.

Even though Polish participants (like German natives) take longest in the both and quality conditions - which goes in hand with Hypotheses 10 and 11 - this result needs to be viewed with caution. As could be seen in the analysis of the accuracy data, the means of the Polish speakers in all conditions are below $70 \%$ accuracy. In their RT analysis of L1 and L2 speakers in a lexical decision task, White et al. (2010) excluded all participants who performed with overall accuracies below $70 \%$. Darcy et al. (2012) used an even higher margin of $75 \%$. Even if mean accuracies were only computed over the length and the both condition (highest accuracies), none of the Polish participants would reach a mean accuracy higher than $75 \%$. If $70 \%$ was taken as the cut-off point, only two Polish participants would be included. As far as the German participants are concerned, all participants were accurate more than $75 \%$ of the time. For this
reason, the RT results for the German group may be considered more meaningful than those for the Polish group.

It was further investigated whether the orthographic marking of the test words had an effect on the reaction times in the length condition (Hypothesis 12). From Figure 22 it becomes apparent that orthographic marking does not have a significant effect, even though it seems that native speakers may be slightly faster in judging marked items correctly.


Figure 22: Log-transformed reaction times in the length condition by language and orthographic marking $(\mathrm{N}($ Polish $)=18, \mathrm{~N}($ German $)=20$; error bars show 2 SE$)$

An LMM (for 639 data points) with LaNGUAGE, ORTHOGRAPHY, and their interaction as fixed effects and participants and items as random intercepts ${ }^{86}$ revealed that orthographic marking did not have a significant effect on the log RTs. Neither as a main effect $\left(\chi^{2}(1)=0.05, \mathrm{p}=0.83\right)$, nor in interaction with LANGUAGE $\left(\chi^{2}(1)=0.65, \mathrm{p}=0.42\right)$ did this factor turn out to be significant. With that, the RT data corroborate the accuracy results.

### 7.4.2.1 Summary

In contrast to the accuracy data, the reaction times seemed to corroborate Hypothesis 10, in that Polish speakers were faster in judging items in the quality than in the length condition. However, it has to be kept in mind that

[^67]the Polish participants were on average only $56 \%$ correct in the quality condition, which suggests that they performed only slightly above chance. Other researchers exclude participants who show an accuracy of below $70 \%-75 \%$ (e.g., White et al., 2010, Darcy et al., 2012). All German participants had an overall accuracy above $75 \%$, which is why the reaction time data for this group are more valid. The German native speakers showed longer RTs in the both and the length condition, while they were significantly faster in the quality condition. The main effect of condition was driven by a significant difference between the length and the quality condition; the difference between the length and the both condition did not reach significance. Even though this result is considered uninterpretable for the Polish group, the differences that emerged in the German group are an interesting finding and will be discussed below. Finally, the RT data, too, suggest rejecting the hypothesis that orthographic marking could help participants in judging the length-manipulated items.

### 7.5 Discussion

The results of the identification experiment showed an interesting, unexpected effect of manipulation-type in the Polish GFL learners. The accuracy data revealed that length-manipulated items could be judged significantly more correct than quality-manipulated items. This runs counter to Hypothesis 10, which stated that quality-manipulated items would be judged more correctly by the Polish group. Hypothesis 12 put forward the idea that orthographic marking could positively influence the identification of items which are too short. This could have explained why Polish speakers might be more correct at identifying the length-manipulated items. This hypothesis, however, could not be corroborated by the present data.

An alternative way of explanation may lie in the Polish learners' metalinguistic knowledge. In a questionnaire, which was administered after the main experiments, all participants affirmed that they were aware of the existence of long and short vowels in German, but none of them knew that vowels differ in
their quality as well. ${ }^{87}$ Darcy et al. (2013) too had briefly addressed the possibility that explicit instruction may explain findings of dissociations between perception abilities and lexical representations. As had been laid out in Section 2.6, a number of studies found asymmetric effects in their studies with L2 learners. They suggested that metalinguistic information, in the form of orthographic knowledge or otherwise, may be the cause for these surprising effects (e.g. Weber and Cutler, 2004, Hayes-Harb and Masuda, 2008, or Darcy et al., 2013). The current findings rule out the idea that orthographic knowledge may be the cause of these surprising effects and suggest that metalinguistic awareness - as mediated by explicit instruction - may present an alternative interpretation. It needs to be qualified though that, if metalinguistic knowledge does help, it is still not the case that accuracy for length-manipulated items is very high in the present data, i.e. $66.0 \%$ accuracy for length-manipulated items versus $55.9 \%$ for quality-manipulated items. Still, the difference is significant.

Since the average accuracy for each Polish participant never exceeded $75 \%$, it was decided to not interpret the reaction time data of the Polish group any further (even though they pointed in the predicted directions). The fact that participants, in some conditions, often performed only slightly above chance level suggested that reaction times may not be very insightful. ${ }^{88}$ This is different for the German group. For them, the effect of different manipulation-types can be interpreted as follows. The RT data showed that the quality condition was responded to fastest by the German natives. Reaction times were longest in the both condition, while reaction times for the length condition were in between. Items which are incorrect in the both condition may be the most difficult (longest reaction times), because vowels that are manipulated in both length and quality yield vowels which are in fact present in the phonology of the native speaker (e.g. /e:/ becomes $/ \varepsilon /$ ). It may therefore be harder to reject words

[^68]which contain a vowel that is - by itself - not incorrect, even though the word as a whole needs to be rejected. In a similar vein, it was expected that Polish learners would find it more difficult to identify the both condition as incorrect (Hypothesis 11), because their phonological lexical representations might in fact resemble items in this condition. This hypothesis was, however, not corroborated.

Lastly, the reaction time data showed that the quality condition is significantly more difficult to reject for the German participants than the length condition. This finding can be related well to the results of the discrimination task. In Chapter 5 it was found that German speakers are significantly worse at perceiving length differences than quality difference in the mid vowels. Hence, German natives may take longer to reject real-word items which are manipulated in the length condition. The relationships between the results of the three main experiments will be discussed further in the final chapter of this study.

## 8 Triangulation: Discrimination, production, identification

The present study drew on different areas of research, most prominently on research in the field of German as a Foreign Language and experimental studies in L2 phonetics and phonology. It set out to experimentally test hypotheses which were partially motivated by observations made by GFL researchers, but also by unanswered research questions in the field of L2 perception. This interdisciplinary approach led to a fruitful area of investigation, which is summarized graphically in Figure 23.


Figure 23: Graphical summary of the present study

On the one hand, the diagram highlights the three main experiments conducted for this study: a discrimination, an identification, and a production study. On the other hand, it shows that these approaches are related and, together, address topics which were found to be understudied and presented exciting areas for further research, such as the role of orthography or the perception of vowel length. Importantly, the present study explored these topics with a combination of languages which has not yet received much attention in the field of L2 speech learning: German and Polish. Most experimental approaches have studied English as a native or second language, while studies in the field of GFL often lack empirical evidence. This study set out to fill the gaps on both sides. In the following, the overall findings of this study are summarized and the results of the three main experiments are discussed in relation to each other. Furthermore, the relevance of the findings for the foreign language classroom is addressed. The dissertation ends with an overall conclusion.

### 8.1 Overall summary and discussion

Before the conduction of the three main experiments, important exploratory data on the Polish vowels were collected in the context of a monolingual pilot study (Section 4.2.4). On the one hand, the Polish vowel length data allowed for the formulation of more directed hypotheses for the main experimental part of the study. On the other hand, the vowel quality data of an age-matched control group made possible a more valid interpretation of the vowel production data collected in the main production experiment. Not only did the pilot study explore average Polish vowel length and vowel qualities, it also investigated Polish vowel length as a function of the following consonant type (singleton versus geminate). It was found that, unlike in Italian for example, vowel length does not differ systematically before singleton and geminate consonants. This was an important prerequisite, as other studies investigating Italian speakers (e.g. Altmann et al., 2012) could not rule out the possibility of an influence of allophonic experience with vowel length. Similarly, Nimz (2011b) could not give a definite explanation for her discrimination results with Turkish L2 German learners. She found that Turkish learners were equally good as German native speakers at perceiving length differences in German vowels. It was not clear, however, whether this was due to the possibility that vowel length differences are generally easily perceived by L2 learners (Bohn, 1995), or because Turkish speakers have experience with allophonic vowel length in their L1 (McAllister et al., 2002).

The discrimination task of the study set out to shed light on this question, and provide data on the phonetic perception abilities of Polish L2 German learners. The two hypotheses formulated in the context of this discrimination task were borne out. First, Polish speakers were significantly less accurate than German native speakers in discerning pure length differences in German vowels. Second, German native speakers and Polish GFL learners differentiated pure quality differences between the vowels equally well. This provides evidence against Bohn's (1995) Desensitization Hypothesis as well as Escudero's (2005) L2 Linguistic Perception Model (see Sections 2.5.2 and 2.4, respectively). Even in a discrimination task with a low memory load and a high stimulus certainty, Polish speakers have difficulties discerning length differences native-like. It may
be possible that Escudero's (2005) predictions do not apply to this specific group of L2 learners who predominantly learned German in the foreign language classroom. This learning context is considered fairly impoverished as far as L1 input is concerned (Best and Tyler, 2007). However, the learners of this study did receive native-speaker input in the classroom as well, even though not all teachers were L1 German teachers. Hence, the results of the discrimination task appear to support assumptions made by McAllister et al. (2002), who hypothesize that features, such as duration, not present in the L1 phonology will be difficult to perceive for L2 learners. Along with Flege (1995), they further propose that this perceptual problem will be reflected in the productions of the learners. The current study also tested this hypothesis.

The acoustic analysis of over 3500 vowels revealed that Polish GFL learners produce shorter German long vowels than native speakers do. On average, their productions of German long vowels were 32 ms shorter than the same vowels produced by native speakers, whose vowels were - on average - 167 ms long. Consequently, the productions of Polish speakers are about $20 \%$ shorter, which is a substantial difference considering that, for example, Dutch speakers are able to notice vowel duration changes of only $6 \%$ in a forced-choice identification task (Nooteboom and Doodeman, 1980).

Furthermore, the production study revealed that Polish GFL learners produce German short vowels significantly longer, namely by about $16 \%$ (average in Polish group: 109.3; average in German group: 94.6 ms ). This result was predicted based on the Polish vowel length data collected in the exploratory study. Still, German short and long vowels produced by Polish GFL learners differ from each other, and Polish speakers produce the long vowels significantly longer than the short vowels. This implies that the Polish GFL leaners do differentiate between short and long vowels, the question, however, remains whether this difference is enough to be noticed by German native speakers. The results of the identification experiment suggest that German speakers are sensitive to incorrect vowel durations, even if they show a certain "tolerance" in their judgements.

The identification experiment explored the perception of real German words, which were manipulated in their vowel length and in their quality. German
speakers judged $85.0 \%$ of the length-manipulated items and $87.8 \%$ of the quality-manipulated items as incorrect. The length-manipulation entailed the shortening of the long vowels by about half their length, which is still considerably more than the average shortening in Polish speakers' productions. For the low-vowel contrast /a/-/a:/, Tomaschek et al. (2011) had found that, for German listeners, there is a sharp categorical boundary at about 106 ms (in the disyllabic nonce word $/$ tata/). From this, it can be inferred that the shortening of the long vowels by about $20 \%$ could already be crucial, depending on the number of syllables and other modulating factors such as vowel type and context. In order to be able to make a definite claim about the perceptual consequences of the Polish shortening of long vowels (as well as the lengthening of Polish short vowels), it would be necessary to conduct further experiments with German native speakers.

The production data were collected by means of a picture-naming task. Crucially, no orthographic input was given during elicitation. This was important because three out of the twelve hypotheses tested in this study addressed the role of orthographic marking in vowel length production and perception. Further, it was of interest to investigate the influence of orthography on phonological representations rather than its effect in the process of reading; hence, orthographic input was avoided. For the long vowels, it was hypothesized that orthographic marking by means of lengthening $h$ would help Polish GFL leaners produce German vowel length more correctly. For the short vowels, it was proposed that the marking of short vowels through double consonant letters would influence the learners positively as well. However, state-of-the-art statistical analyses by means of linear mixed models did not show any significant effects of orthographic marking, either for the long vowels or for the short vowels. Even when the group of Polish participants was subset to the most motivated learners or those who could explicitly name the orthographic rules in a post-test, orthographic marking remained a non-significant factor. However, other (control) factors were found to influence vowel length substantially. For example, the number of syllables in a test word demonstrated an interesting interaction with the language groups: German learners shortened German long vowels in two-syllable words significantly more than Polish GFL
learners. This relates well to the classification of the two languages as stresstimed (German) and syllable-timed (Polish) (Sections 4.1.3 and 4.2.3, respectively). Furthermore, an unexpected interaction of voicing of the following consonant with the speakers' native language was found. Long vowels in Polish speakers were significantly lengthened before voiced consonants, while vowels in German speakers were not. This was only relevant for intervocalic consonants, because both Polish and German exhibit final-devoicing. The finding that orthographic marking did not affect the phonological representations of the Polish participants of the study was corroborated by the results of the identification task. Polish (and German) listeners were not significantly better at identifying a length-manipulated item as incorrect when it was marked in its orthography by means of lengthening $h$.

The statistical analysis of the long vowel productions further discovered an interesting effect of vowel type in that German /e:/ was produced relatively longer by the Polish speakers in comparison to all other vowels. This finding fits in well with the analysis of the vowel quality productions of the participants, which were explored in this study as well. As regards /e:/, it was found that the productions of Polish speakers show conspicuous formant movements which are not present in the German productions. On average, /e:/ is produced by the Polish participants as a vowel which moves from the quality of $/ \varepsilon /$ towards $/ \mathrm{e} /$, i.e. [ $\varepsilon \mathrm{e}]$. The data provide the first acoustic evidence for the observation made by GFL researchers that Polish L2 German learners tend to diphthongize this vowel. Interestingly, this is only the case for /e:/ but not for /o:/. The reasons for this idiosyncratic effect are unknown, but it is proposed that this specificity is due to interferences from both perception and orthography. For example, Rafat (2015), in her investigation of English speakers' productions of Spanish rhotics, had found that orthographic and acoustic input together modulate L2 productions. She found that rhotics with a higher degree of assibilation in the input triggered more assibilated rhotics in the productions of those participants who had received orthographic input as well (Section 3.1). While the design and learning context of the current study is different from Rafat (2015), it is still hypothesized that both acoustic and orthographic input lead to the diphthongization of /e:/ in Polish learners. This is because the phoneme is
represented by the grapheme $<\mathrm{e}>$, which, in the Polish writing system, corresponds to $/ \varepsilon /$. Acoustically, however, this vowel is closer to Polish /i/. It may be the case that Polish GFL learners incorporate the orthographic and perceptual interferences by starting out with the Polish spelling production of $<\mathrm{e}>$, but satisfy their auditory input by moving towards the quality of a higher vowel (even if they do not reach the quality of $/ \mathrm{i} /$ ).

As for German /o:/, Polish GFL learners produce this vowel identically in its quality to the Polish vowel $/ \mathrm{o} /$ (and, with that, to German / $\mathrm{o} /$ ). Both Polish $/ \mathrm{o} /$ and German /o:/ are represented in the respective orthographies as $<\mathrm{o}>$. As far as the perception of /o:/ by Polish speakers is concerned, previous research has shown that this vowel is assimilated to Polish $/ \mathrm{u} /$ rather than $/ \mathrm{o} /$. It is proposed that orthography effectively modulates the production of /o:/ in that Polish GFL learners apply their native grapheme-to-phoneme correspondence to their L2. This is different from the production of $/ \mathrm{e}: /$, as Polish $/ \varepsilon /$ is perceptually too different for a pure spelling pronunciation to occur. The acoustic measurements of the exploratory part of the study support this claim.

Based on earlier acoustic comparisons of the German and Polish vowels (Hentschel, 1986), it was predicted that the German vowel qualities of $/ \mathrm{a} /, / \mathrm{\varepsilon} /$, $/ \mathrm{o} /$, and /a:/ would be produced native-like by Polish GFL learners. This hypothesis could largely be corroborated. Only the productions of $/ \varepsilon /$ were slightly more centralized by the Polish group. It is possible that this significant difference in the acoustic data may not be audible to German native speakers, but this would have to be investigated further in future studies. This slight centralization can be explained well with reference to the exploratory monolingual data. In the pilot study, $/ \varepsilon /$ was analysed in both palatal and nonpalatal context. While previous studies did not seem to take this context into account, it could be shown by the present study that Polish $/ \varepsilon /$ in non-palatal contexts is indeed more centralized than German $/ \varepsilon /$. The fact that careful acoustic comparisons of monolingual data can help predict and explain bilingual data supports findings of other studies which have conducted similar acoustic comparisons (Flege et al., 1994, Steinlen, 2009, Escudero et al., 2012). The monolingual data further support the results of the discrimination task, i.e. the
result that the vowel qualities of the German pairs $/ \mathrm{o}(:) /-/ \rho /$ and $/ \mathrm{e}(:) /-/ \varepsilon /$ can be differentiated well. The German vowels are acoustically closer to different Polish vowels and so are assimilated to different Polish categories. As a consequence, these vowels could be differentiated native-like by Polish GFL learners, which goes in hand with Best and Tyler's (2007) predictions for the socalled Two Category cases (Section 2.3). In this sense, the predictions of the PAM-L2 also hold true for foreign language learners, even though the authors stress that the model was originally designed for second language learners.

The results of the discrimination and identification experiments show an interesting dissociation as far as the perception of vowel length is concerned. While the discrimination task showed that Polish GFL learners have difficulties perceiving length differences native-like, the task involving real German words provided evidence that length-manipulated items are more correctly identified than quality-manipulated items. This unexpected result mirrors findings by other researchers who investigated both phonetic perception and lexical representations in L2 learners (Section 2.6). For example, Darcy et al. (2012) had found that despite considerable categorization errors, English learners of L2 French were able to lexically encode the difficult /œ/-/o/ contrast. A possible explanation for these unexpected findings may be the influence of orthography in the case of German, for example, the signalling of vowel length through lengthening h. However, it was found that orthographic marking did not have a significant effect on the Polish GFL learners' identification performance. This was not expected, as this specific group of learners (i.e. foreign language learners) had extensive exposure to written forms in the foreign language classroom. Furthermore, the learners' L1 orthography is a very transparent writing system, which would make it even more likely for them to rely on information in the spelling (Simon et al., 2010). A possible explanation for this unexpected finding may lie in the first L2 of the learners, i.e. English. It is conceivable that the experience with an opaque L2 might have made the Polish learner less prone to rely on orthographic markings, even in a more transparent language like German. Lastly, research in aphasia has shown that phonological and orthographic word forms can be activated autonomously: in an impaired patient, written identification of a word does not automatically entail the same oral
identification of a word and vice versa (Miceli et al., 1997). From a neuropsychological perspective, this implies that phonological and orthographic components in lexical activation are not as strongly connected as is often assumed. For L2 research, this could imply that the influence of the L2 orthographic system in L2 phonological acquisition is limited. Even though neuropsychology and L2 speech research naturally focus on different aspects of lexical representation, the parallel is still a noteworthy observation.

By means of a post-test, it was found that all learners were aware of the longshort contrast in German vowels; however, none of them was introduced to the fact that German vowels differ in vowel quality as well. It is therefore assumed that metalinguistic awareness, as mediated by explicit instruction, can help learners to integrate difficult contrasts into their phonological representations at the lexical level. It seems clear that this hypothesis deserves further investigation, as other researchers have also hinted at the influence of explicit instruction (e.g. Cebrian, 2006). The issue of explicit (versus implicit) instruction is also of great interest to the broader field of SLA, as is evident in a recent special issue on this topic (Andringa and Rebuschat, 2015).

### 8.2 Relevance for the foreign language classroom

The primary focus of this study was to investigate whether the explicit marking of vowel length in German may help learners of L2 German in perceiving and producing German vowels - and, with that, words - more correctly. As had been laid out in Section 3.3, a number of GFL researchers have suggested that the lengthening $h$ and double consonant letters may help learners to develop a more native-like pronunciation, but this hypothesis has - until now - not been experimentally tested. Contrary to expectations, evidence for the positive influence of these length markers could not be found. The fact that the learners investigated in this study were foreign language learners, i.e. learners who have extensive written input, seems to make this finding even more definite. In a post-test addressing the participants' explicit knowledge of these length markings, it was found that only 7 out of 20 were aware of the meaning of lengthening $h$ and only 5 out of 20 were aware of the meaning of double consonant letters. This suggests that the instruction of orthographic rules had
not been focused on. Furthermore, through a general questionnaire about the learners' experience with specific pronunciation training, it became clear that explicit phonetic instructions had not been very extensive either. In an early experimental study on L2 speech by Spanish and Laotian GFL learners, Dieling (1983: 182) had commented on lengthening $h$ and her impression that the learners were simply ignoring the information it carries. While she did not specifically investigate orthographic length markings, she still recommended a stronger "cognitive" focus in pronunciation teaching. This means that the instruction of phonological and orthographic structures and rules (i.e. metalinguistic knowledge) needs to be promoted, a position that other GFL researchers in the field of pronunciation teaching advocate as well (Hirschfeld, 2003, Settinieri, 2010). Since there is evidence that the participants of this study did not receive extensive phonetic instruction, it is still possible that orthographic length marking could prove helpful in a more cognitive teaching environment where the metalinguistic awareness of the students is promoted.

The fact that some learners were better than others at discerning length differences in the discrimination task did not imply that these learners performed better in the length condition of the identification task ( $\mathrm{r}=-0.04$, $\mathrm{p}=0.79$ ), or that they produced long vowels more correctly, i.e. longer ( $\mathrm{r}=-0.05$, $\mathrm{p}=0.73) .{ }^{89}$ This suggests that mere perceptual training of minimal pairs might not be enough to improve learners' L2 speech. On the other hand, Dieling (1992: 28-29) points out that minimal pairs are important because they draw the learners' attention to the problem, for example, the fact that a difference in vowel length can change the meaning of a word. This, in turn, is the starting point for metalinguistic awareness, which might prove a crucial variable in successful L2 phonological acquisition.

[^69]However, vowel length is not the only feature that is problematic for Polish GFL learners. The German vowel pairs $/ \mathrm{e}: /-/ \varepsilon /$ and $/ \mathrm{o}: /-/ \rho /$ (and also other German pairs not investigated in this study) differ in vowel quality as well. Even though the vowel quality differences in these vowels are discriminated native-like by Polish L2 German learners, it does not mean that they are produced native-like. The Polish vowel quality productions of /o:/ completely overlap with the qualities of (German or Polish) /o/. It is proposed in this study that this is partially due to interference from the Polish native orthographic system. A similar explanation is given for /e:/, even though its diphthongization in Polish productions hints at a more complicated interplay between orthography and perception. The simple instruction that learners need to be aware that their L1 G-P correspondences cannot simply be applied to the L2 could help avoid considerable pronunciation problems, as easy as this clue may seem to be.

The unexpected findings of the identification task supported the idea that metalinguistic knowledge can help learners in representing L2 features that are particularly difficult to perceive. All of the Polish participants were aware that German vowels may differ in their length, yet none of them was aware of crucial quality differences between the vowels. The results of the identification experiment can be interpreted with reference to the phonetic instruction the learners had received, which apparently was limited to the length dimension. This draws attention to the need for more informed pronunciation teaching in the foreign language classroom, possibly with reference to tongue positions and other articulatory movements during production. Hirschfeld (2001: 874) points out though that often teachers themselves are not adequately educated in the field of phonetics. This is unfortunate, as previous research has shown that phonetic instruction improves the comprehensibility and accentedness of L2 learners (Derwing et al., 1998), and may possibly be a crucial factor in attaining native-like speech (Bongaerts et al., 1997).

### 8.3 Conclusion

In all, the study tested twelve hypotheses, of which seven were corroborated by the present findings. The predictions made were motivated both by open
questions in the field of L2 phonetics and phonology and by observations made by GFL researchers with regards to Polish L2 German learners. The fact that not all hypotheses were borne out highlights the importance of collecting empirical evidence for theoretically-motivated hypotheses. This is particularly crucial in an applied field of research such as German as a Foreign Language, where it is the ultimate goal to improve foreign language learning and teaching.

The role of orthography in the acquisition of an L2 phonology has received considerable attention over the past decade. Findings so far have not been straightforward in that some studies report a beneficial effect of orthographic input, while others report a negative or non-existent influence of the writing system. Similarly, in this study, results provide more than one answer to the question: Does orthography matter? On the one hand, the investigation of the influence of vowel length markers in German suggests that GFL learners do not make use of length information provided by the L2 orthographic system. This might be surprising in view of the fact that the learners of this study had extensive exposure to written forms of German. It could be that the role of the L2 orthographic system in L2 phonological acquisition has been overestimated. On the other hand, the data at hand give reason to assume that the L1 orthographic system plays a crucial role in the acquisition of a foreign language. As was evident in the productions of the German vowels /e:/ and /o:/, Polish learners seem to be negatively influenced by their native grapheme-to-phoneme correspondences. This finding is crucial in light of current L2 speech models. All of these models stress the importance of L2 perception and how it is influenced by the L1 phonological system. None of them incorporate the L1 orthographic system as a modifying variable. Even though this study investigated foreign language learners, it is reasonable to assume that second language learners might just as well be influenced by their L1 orthographic system. In future research, this should be acknowledged, both theoretically and methodologically.

By conducting two different types of perception experiments, the study could show that difficulties in phonetic perception are not straightforwardly related to L2 lexical-phonological representations. Similar to other recent studies addressing the lexical level, it was found that a difficult phonological feature (i.e. length) could be identified more correctly than was expected based on the
results of the discrimination experiment. It is proposed that metalinguistic knowledge, as mediated by explicit instruction, helped the learners in the phonological acquisition of this difficult feature. The experimental investigation of this new variable promises to be a fruitful venture.

Finally, this study investigated the perception and production of both vowel length and vowel quality. The experimental design of the experiments entailed the need to manipulate and analyse the two dimensions of interest separately. This meant that the native speakers of this study judged items which were specifically tailored to the research questions at hand. In future research, it would be of interest to have German native speakers identify items that have been naturally produced by Polish GFL learners. While the rigorous experimental approach was the appropriate way to address the hypotheses of the present study, it is still worthwhile to take the next step.
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Appendix

## Appendix I: International Phonetic Alphabet

THE INTERNATIONAL PHONETIC ALPHABET (revised to 2005)

|  | Bilabial | Labiodental | Dental | Alveolar | Postalveolar | Retroflex | Palatal | Velar | Uvilar | Pharyngeal | Glotal |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Plosive | p b |  |  | t d |  | l d | C J | k g | q G |  | ? |
| Nasal | m | m |  | n |  | $\eta$ | J 1 | ๆ | N |  |  |
| Trill | B |  |  | r |  |  |  |  | R |  |  |
| Tap or Flap |  | V |  | f |  | r |  |  |  |  |  |
| Fricative | $\phi \beta$ | f V | $\theta$ ठ | S Z | $\int 3$ | S Z | ç j | X $\mathrm{\gamma}$ | $\chi$ в | h | h h |
| $\begin{array}{\|l\|} \hline \begin{array}{l} \text { Lateral } \\ \text { fricative } \end{array} \end{array}$ |  |  |  | 113 |  |  |  |  |  |  |  |
| Approximant |  | $v$ |  | I |  | - | j | U |  |  |  |
| Lateral <br> approximant |  |  |  | 1 |  |  | $\Lambda$ | L |  |  |  |

Where symbols appear in pairs, the one to the right represents a voiced consonant. Shaded areas denote articulations judged impossible.

CONSONANTS (NON-PULMONIC)

|  | Clicks | Voiced implosives |  |  | Ejectives |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bilabial <br> Dental <br> (Post)alveolar <br> Palatoalveolar <br> Alveolar lateral |  | $\begin{array}{ll} \text { G } & \text { Bilabial } \\ \text { d } & \text { Dental/alveolar } \\ f & \text { Palatal } \\ \text { G } & \text { velar } \\ G^{\text {G}} & \text { Uvular } \\ \hline \end{array}$ |  | , | Examples: |
|  |  | $\mathrm{p}^{\prime}$ | Bilabial |
|  |  | $t^{\prime}$ | Dental/alveolar |
|  |  | $\mathbf{k}^{\prime}$ | Velar |
|  |  | $\mathbf{S}^{\prime}$ | Alveolar fricative |

OTHER SYMBOLS

| M | voiceless labial-velar fricative | C | Alveolo-palatal fricatives |
| :--- | :--- | :--- | :--- |
| W | voiced labial-velar approximant |  | voiced alveolar lateral flap |



|  | Voiceless | 11 d | .. | Breathy voiced ${ }_{\text {d, }}^{\text {b }}$ | a | $n$ | Dental | $t$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Voised | S $\quad$ l | $\sim$ | Creaky voiced ${ }_{\text {D }}$ | a | $\checkmark$ | Apical | $t$ |
| h | Aspirated | $\mathrm{t}^{\mathrm{h}} \mathrm{d}^{\mathrm{h}}$ | $m$ | Linguolabial t | $\mathrm{d}$ | $\square$ | Laminal | t |
| , | More rounded | $\bigcirc$ | W | Labialized tiver | $\mathrm{d}^{\mathrm{w}}$ | $\sim$ | Nasalized |  |
| c | Less rounded | $?$ | j | Palatalized | dj | n | Nasal release |  |
| $+$ | Advanced | $\underline{4}$ | Y | Velarized | $\mathrm{d}^{\mathrm{Y}}$ |  | Lateral release |  |
| - | Retracted | e | 5 | Pharyngealized | $\mathrm{d}^{\mathfrak{j}}$ |  | No audible rel |  |
|  | Centralized | $\ddot{\mathrm{e}}$ |  | Velarized or pharynge | ized |  |  |  |
|  | Mid-centralized |  | 1 | Raised |  |  | ced alveolar fri |  |
| 1 | Syllabic | 11 | T | $\text { Lowered } \quad \underset{T}{\mathrm{e}}$ |  |  | iced bilabial ap | mant |
| $n$ | Non-syllabic | $\mathrm{e}$ | 4 | Advanced Tongue Root |  |  |  |  |
| 2 | Rhoticity | $\partial^{2} a^{2}$ |  | Retracted Tongue Roo |  |  |  |  |

kp ts
VOWELS


SUPRASEGMENTALS
1 Primary stress
1 Secondary stress
founa'tijan
! Long : $^{\prime}$

- Half-long $e{ }^{\top}$

Extra-short $\breve{C}$
| Minor (foot) group
|| Major (intonation) group

- Syllable break Ji..ækt
- Linking (absence of a break)

| TONES AND WORD ACCENTS <br> LEVEL |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CONTOUR |  |  |  |  |  |

Appendix II: Polish test words

| Vowel | Word | Meaning | Context |
| :---: | :---: | :---: | :---: |
| /a/ | papa | tar paper | bilabial |
| /a/ | tata | daddy | postdental |
| /a/ | skakać | to jump | velar |
| /e/ | mebel | furniture | bilabial |
| /e/ | teza | thesis | postdental |
| /e/ | gekon | gecko | velar |
| /i/ | pypeć | blotch/mole | bilabial |
| /i/ | tytan | titan | postdental |
| /i/ | chyba | maybe | (velar) |
| /i/ | biba | party | bilabial |
| /i/ | sinus | sinus | postdental |
| /i/ | kikut | stump | (velar) |
| /u/ | puma | puma | bilabial |
| /u/ | tutaj | here | postdental |
| /u/ | kukać | to cuckoo | velar |
| /0/ | popyt | demand | bilabial |
| /3/ | soda | soda | postdental |
| /0/ | kogut | cock | velar |
| /a/ | niania | nanny | palatal |
| /a/ | dziadzio | grandpa | palatal |
| /a/ | ziajać | to pant | palatal |
| /E/ | pieniacz | choleric person | palatal |
| /e/ | dzieciak | child | palatal |
| / $\varepsilon$ / | sieci | nets | palatal |
| Geminate experiment |  |  |  |
| /e/ | Grecy | Greeks (nom.) | singleton |
| /E/ | greccy | Greek (adj.) | geminate |
| /e/ | leki | medicines | singleton |
| /E/ | lekki | light (weight) | geminate |
| /a/ | pana | man (acc.) | singleton |
| /a/ | panna | maiden | geminate |
| /u/ | uczę | teach (1. pres.) | singleton |
| /u/ | uczczę | celebrate (1. fut.) | geminate |
| /u/ | buda | doghouse | singleton |
| /u/ | Budda | Buddah | geminate |
| /i/ | rodziny | families | singleton |
| /i/ | rodzinny | family (adj.) | geminate |
| /a/ | saki | bags | singleton |
| /a/ | ssaki | mammals | geminate |
| /E/ | lecie | summer (loc.) | singleton |
| /E/ | lećcie | fly (2. pl. imp.) | geminate |

## Appendix III: Segmentation criteria for vowels

## Consonantal contexts:

- Plosives:
o Preceding vowels: first positive zero crossing of the first periodic waveform
o Following vowels: last positive zero crossing of the periodic waveform where F2 is still visible
- Fricatives:
o Preceding vowels: first positive zero crossing of the first periodic waveform
o Following vowels: last positive zero crossing of the periodic waveform where F2 is still visible and frication noise is not yet prevalent
- Nasals:
o Preceding vowels: point of change in spectrogram when vowel formants become more visible combined with changes in waveform
o Following vowels: point of change in spectrogram when vowel formants fade out combined with changes in waveform
- Lateral [1]:
o Preceding vowels: point of change in spectrogram when vowel formants become more visible combined with changes in waveform
o Following vowels: point of change in spectrogram when vowel formants fade out and/or change, combined with change in waveform; furthermore, in difficult cases, careful comparison of visual segmentation with auditory impression
- R-Allophones:
o Preceding vowels: first positive zero crossing of the first periodic waveform (following $[\mathrm{b}]$ ); first positive zero crossing of the first continuous periodic waveform combined with the point of change of formants into a continuous movement ( $[\mathrm{r}]$ )
o Following vowels: last positive zero crossing of the periodic waveform where F2 energy is still visible and frication noise is not yet prevalent (for $[\mathrm{b}]$ ); last positive zero crossing of the periodic waveform where F2 energy is still visible (for [r])
Appendix IV: German and Polish participants

| Subject | Sex | Class | Age | Place of <br> birth | Language mother | Language father | Other <br> languages | Dialect/lang. <br> at home | In G > <br> 1 month | Problems (hear./sp.)? |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| P1 | female | 4th | 19 | Warsaw | Polish | Polish | Engl. (12) | no | no | no |
| P2 | female | 4th | 19 | Warsaw | Polish | Polish | Engl. (7), Jap. (2) | no | no | no |
| P3 | female | 4th | 19 | Warsaw | Polish | Polish | English (7), Russ. (5) | no | 3 months | no |
| P4 | male | 4th | 19 | Warsaw | Polish | Polish | Engl. (12) | no | no | no |
| P5 | female | 4th | 19 | Warsaw | Polish | Polish | Engl. (12) | no | no | no |
| P6 | female | 4th | 19 | Warsaw | Polish | Polish | Engl. (12), Russ. (2) | no | no | no |
| P7 | male | 3 rd | 18 | Warsaw | Polish | Bulgarian | Engl. (11) | no | no | no |
| P8 | female | 4th | 19 | Czestochowa | Polish | Polish | Engl. (9), Russ. (3) | no | no | no |
| P9 | female | 4th | 18 | Warsaw | Polish | Polish | Engl. (12) | no | no | no |
| P10 | female | 4th | 19 | Warsaw | Polish | Polish | Engl. (9) | no | 3 months | no |
| P11 | female | 4th | 19 | Warsaw | Polish | Polish | Engl. (12) | no | no | no |
| P12 | female | 3rd | 18 | Warsaw | Polish | Polish | Engl. (5) | no | no | no |
| P13 | female | 3rd | 18 | Otwock | Polish | Polish | Engl. (9) | no | no | no |
| P14 | female | 3rd | 17 | Warsaw | Polish | Polish | Engl. (11) | no | no | no |
| P15 | female | 3rd | 18 | Warsaw | Polish | Polish | Engl. (11) | no | no | no |
| P16 | male | 3rd | 18 | Warsaw | Polish | Polish | Engl. (12) | no | no | no |
| P17 | male | 3rd | 18 | Warsaw | Polish | Polish | Engl. (13) | no | no | no |
| P18 | female | 4th | 19 | Warsaw | Polish | Polish | Engl. (13) | no | no | no |
| P19 | female | 3 rd | 18 | Warsaw | Polish | Polish | Engl. (13) | no | no | no |
| P20 | female | 4th | 19 | Legnica | Polish | Polish | Engl. (9) | no | no | no |
| P21 | female | 3rd | 17 | Warsaw | Polish | Polish | Engl. (13) | no | 7 years | no |
| P22 | female | 4th | 18 | Sofia | Bulgarian | Polish | Engl. (12) Bulg. (native) | Bulg. | no | no |

b) German participants

| Subject | Sex | Grade | Age | Place of birth | Dialect home? | Other languages <br> (learning in years) | Problems (hear./sp.? | Discr. <br> task |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| G1 | female | 12 | 17 | Dortmund | no | Engl. (10), Sp. (3), Kata. (3), Por. (5), Fr. (2) | no | yes |
| G2 | female | 12 | 18 | Dortmund | no | Engl. (11), Span. (3) | no | yes |
| G3 | female | 12 | 18 | Dortmund | no | Engl. (10), Fren. (7) | no | yes |
| G4 | female | 12 | 18 | Dortmund | no | Engl. (8), Span. (3) | no | yes |
| G5 | female | 12 | 17 | Dortmund | no | Engl. (9), Fren. (7) | no | no |
| G6 | female | 12 | 17 | Herdecke | no | Engl. (9+1 year in USA), Fren. (4) | no | yes |
| G7 | male | 12 | 18 | Dortmund | no | Engl. (10) | dyslexic | yes |
| G8 | male | 12 | 18 | Hamm | no | Engl. (11), Fren. (8) | no | yes |
| G9 | female | 12 | 17 | Dortmund | no | Engl. (10), Fren. (5) | no | yes |
| G10 | male | 12 | 17 | Dortmund | no | Engl. (11), Fren. (6) | no | yes |
| G11 | female | 12 | 18 | Herdecke | no | Engl. (9), Fren. (7), Span. (3) | no | yes |
| G12 | female | 12 | 20 | Oelde | no | Engl. (10), Fren. (2), Est. (2,5 + 1 y. Est.) | stammering (past) | yes |
| G13 | female | 11 | 16 | Dortmund | no | Engl. (8), Fren. (5) | no | yes |
| G14 | female | 12 | 17 | Dortmund | no | Engl. (10), Fren. (4), Span. (2), Chin. (2) | no | yes |
| G15 | male | 12 | 18 | Aachen | no | Engl. (11), Fren. (4), Span. (3) | no | yes |
| G16 | female | 12 | 17 | Dortmund | no | Engl. (7), Fren. (5) | no | yes |
| G17 | female | 12 | 17 | Dortmund | no | Engl. (9), Fren. (7), Chin. (5) | no | no |
| G18 | female | 11 | 18 | Herdecke | no | Engl. (8+1 y . USA), Fren. (5), Span. (2) | no | yes |
| G19 | male | 12 | 18 | Herdecke | no | Engl. (9), Fren. (3) | lisping (past) | yes |
| G20 | female | 12 | 17 | Herne | no | Engl. (10), Fren. (7), Span. (2) | no | yes |
| G21 | female | 12 | 19 | Dortmund | no | Engl. (11), Lat. (4+1 y . Lat.), Span. (3) | no | yes |
| G22 | female | finished | 18 | Oberhausen | no | Engl. (9), Fren. (2) | no | yes |
| G23 | male | finished | 21 | Bottrop | no | Engl. (11), Span. (2) | no | yes |

Appendix V: Writing task including familiarity ratings

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |

S. Rückseite! ©


Appendix VI: Orthography task including metalinguistic questions
Universität Potsdam
Fragebogen für VersuchsteilnehmerInnen II

$$
\text { (Nach allen Experimenten auszufüllen) }
$$

Versuchsperson Nr.: _ Namensabkürzung:
Wie findest du die deutsche Sprache auf einer Skala von 1
(sehr schlecht) - 10 (sehr gut) - sei ehrlich :-):

$$
\text { (Nach allen Experimenten auszufüllen) }
$$

Versuchsperson Nr.: _ Namensabkürzung: -__
Wie findest du die deutsche Sprache auf einer Skala von 1
(sehr schlecht) -10 (sehr gut) - sei ehrlich ;-):

$$
\begin{array}{l}\text { (Nach allen Experimenten auszufüllen) } \\ \text { Versuchsperson Nr.: __ Namensabkürzung: - } \\ \text { Wie findest du die deutsche Sprache auf einer Skala von } 1 \\ \text { (sehr schlecht) }-10 \text { (sehr gut) - sei ehrlich :-): }\end{array} \text { _ }
$$

Wie findest du den Klang (Klang $=$ dźwiekk) der deutschen
Sprache auf einer Skala von 1 (sehr schlecht) -10 (sehr gut) Sprache auf einer Skala von 1 (sehr schlecht) -10 (sehr gut)?
Wie findest du es, wenn jemand einen polnischen Akzent hat, wenn er Deutsch spricht, auf einer Skala von 1 (sehr schlecht) -10 (sehr gut):
Wie gern würdest du wie ein deutscher Muttersprachler
sprechen, auf einer Skala von 1 (überhaupt nicht gern) - 10 (sehr gern):
Tust du etwas Spezielles, um eine bessere Aussprache (Aussprache = wymowa) zu bekommen (z. B. spezieller (Aussprache = wymowa) zu bekommen (z. B. spezieller
Phonetikunterricht)?
Pahler: KURZ [ ] LANG [ ]-Warum?
$\begin{array}{ll}\text { Gusch: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Dull: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Fglde: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Teper: } & \text { KURZ [ ] LANG [ ]-Warum? }\end{array}$
$\begin{array}{ll}\text { Gusch: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Dull: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Fglde: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Teper: } & \text { KURZ [ ] LANG [ ]-Warum? }\end{array}$
$\begin{array}{ll}\text { Gusch: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Dull: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Fglde: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Teper: } & \text { KURZ [ ] LANG [ ]-Warum? }\end{array}$
$\begin{array}{ll}\text { Gusch: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Dull: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Fglde: } & \text { KURZ [ ] LANG [ ]-Warum? } \\ \text { Teper: } & \text { KURZ [ ] LANG [ ]-Warum? }\end{array}$
Kommentar zu dieser Aufgabe?

Universilät Potsdam

Kleine Aufgabe:
Was denkst du: Welche der unterstrichenen Vokale sind kurz oder lang? Warum denkst du das?
(Es ist kein Problem, wenn du keine Antwort auf "warum"
weib!!! ;-)
Satz 1: Po्chel ging mit Tofssel, Dghn und Beg zum Kend.
Pochel: KURZ [ ] LANG [ ]-Warum?
Tossel: KURZ [ ] LANG [ ]-Warum?
Dghn: KURZ [ ] LANG [ ]-Warum?

| Beg: | KURZ [ ] LANG [ ]-Warum? |
| :--- | :--- |
| Kend: | KURZ [ ] LANG [ ]-Warum? |

Satz 2: Pghler sah Gusch, Dull und Fglde den Tepe
Pahler: KURZ [ ] LANG [ ]-Warum?

> Katharina Nimz

$$
\begin{array}{l}\text { (Nach allen Experimenten auszufüllen) } \\ \text { Versuchsperson Nr.: __ Namensabkürzung: - } \\ \text { Wie findest du die deutsche Sprache auf einer Skala von } 1 \\ \text { (sehr schlecht) }-10 \text { (sehr gut) - sei ehrlich :-): }\end{array} \text { _ }
$$ -_ (sehr gern): __

Tust du etwas Spezielles, um eine bessere Aussprache
Weißt du, dass es im Deutschen $\underline{\text { lange und kurze Vokale }}$
(Vokal = samogłoska) gibt? JA [ ] NEIN [ ]
Weißt du, dass "kurze" und "lange" Vokale sich nicht nur in
ihrer Länge unterscheiden? Falls ja, wie unterscheiden sie sich
noch? Katharina Nimz


[^0]:    ${ }^{1}$ In the German literature, a rather rigid distinction is made between German as a Foreign Language (GFL), with a focus on the acquisition of the language in a classroom setting, and German as a Second Language (GSL), with a focus on the acquisition the language by immigrants in a naturalistic setting. In English, both kinds of learning settings are often subsumed under the cover term "second language (L2) acquisition" (Ellis, 1985: 5). In this thesis, too, GFL and L2 acquisition will be used interchangeably. Furthermore, the term GFL refers to an interdisciplinary field of research with ties to areas as diverse as pedagogy, social sciences, literary and cultural studies, and applied linguistics (Barkowski and Krumm, 2010).
    ${ }^{2}$ Most languages of the world differentiate five to seven vowel phonemes (Maddieson, 1984: 128).

[^1]:    ${ }^{3}$ It is worth noting that the terms "phonetic" and "phonological" are not only used to refer to separate disciplines. They also describe different levels of sound representation, as it is for example crucial in generative approaches to phonology (Chomsky and Halle, 1968). The idea is that an underlying phonological representation, made up of bundles of phonological features, is transformed by phonological rules into a surface phonetic representation, for example the underlying German word form /kmd/ ("child") into the surface phonetic form [ $\mathrm{k}^{\mathrm{h}} \mathrm{mnt}$ ], due to the phonological rules of aspiration and final devoicing. This understanding of "phonological" and "phonetic" is applicable when describing phonetic and phonological contrastive analyses. The usage of the different brackets relates to this distinction. Throughout this dissertation, square brackets are used for phonetic representations and slant brackets are used for phonological representations.

[^2]:    ${ }^{4}$ As Fox (2000: 22) has pointed out, the term "length" is often applied indiscriminately in phonetic and phonological sense. The term vowel "duration" is used for a description of phonetic length only. It can be measured in milliseconds and may not have any phonological (i.e. contrastive) implications. In this study too, the term vowel length is used generically. At times where the differentiation between phonetic and phonological length is important, it will be specified accordingly (s. also Footnote 3 above). The term "quantity" is used for the phonological sense of length only.

[^3]:    ${ }^{5}$ The term "writing system" has two distinct meanings. On the one hand it refers to the specific system of a given language, thus, there are as many writing systems as there are written languages. On the other hand, it refers to a few types of systems, such as logographic, syllabic, or phonetic writing systems. Here, the term is referring specifically to the English writing system, i.e. the former meaning. The term "orthography" is even more specific in that it refers to the standardized variety of a language-specific writing system (Coulmas, 2003: 35).

[^4]:    ${ }^{6}$ Lado (1957) even calls for contrastive analyses of cultures. Yet, this aspect of his approach was not taken up, and contrastive analyses focus on the comparison of languages (Lennon, 2008: 51).

[^5]:    ${ }^{7}$ Interestingly, Flege (1995: 238) cites Lado (1957) when pointing out that the SLM is less abstract than the CAH. However, Lado does take positional allophones into account, as discussed above, so his level of analysis is not quite as abstract as most researchers assume it to be.

[^6]:    ${ }^{8}$ Critical Period Hypothesis was popularized by Lenneberg (1967) who claimed that it is not possible to acquire a native-like level of proficiency in a foreign language after a critical period, normally associated with puberty (Bot et al., 2005: 65).

[^7]:    ${ }^{9}$ Furthermore, Bohn (2002) briefly addresses Major's Similarity Differential Rate Hypothesis (SDRH, Major, 1987, Major and Kim, 1996) and Kuhl's Native Language Magnet model (NLM, Kuhl and Iverson, 1995, Kuhl, 2000). While the SDRH focuses on rate of acquisition and builds upon Flege's SLM, the NLM model focuses on L1 speech acquisition. They will not be discussed in more detail in this study, as they are not considered central accounts in the field of L2 speech learning. Most research in the field tests hypotheses put forward by SLM and PAM(-L2) (e.g. Guion et al., 2000, Oturan, 2002, Bohn et al., 2011, among many others).
    ${ }^{10}$ Best (1995) and Best and Tyler (2007) stress that PAM(-L2) is founded on the direct-realist premise that speech perception focuses on articulatory gestures rather than acoustic-phonetic cues. Even though this stance differs from Flege's idea of mental representations of phonetic categories, it is not crucial for the main hypotheses of $\operatorname{PAM}(-L 2)$.

[^8]:    ${ }^{11}$ See also Footnote 1 and the differentiation between GFL and GSL.
    ${ }^{12}$ For example, FACE and SQUARE vowels were mapped by Arabic speakers onto Arabic /e:/ equally well in a perceptual assimilation task.

[^9]:    ${ }^{13}$ Because this study is concerned with second language learning, the discussion of Escudero's framework is limited to the L2 part of the model. For details of how general perception and L1 acquisition is understood in the model, see Escudero (2005: 41-83) or Escudero (2009: 155-167).

[^10]:    ${ }^{14}$ Native speakers learn to speak before they learn how to read. The idea that orthography is unlikely to influence L1 speech seems therefore justified. However, research in L1 speech perception has shown that orthography can influence how spoken words are processed. For example, Petrova et al. (2011) showed that orthographic consistency (phonological rimes that can be spelled with one versus multiple ways) affects auditory lexical decision latencies. Due to this so-called orthographic consistency effect, inconsistent words produce longer auditory lexical decision latencies and more errors than do words with rimes that could be spelled in only one way.

[^11]:    ${ }^{15}$ In Swedish stressed syllables, there is a complementary relationship between the duration of the vowel and the following consonant: a long vowel is followed by a short consonant, and a short vowel is followed by a long consonant (or a cluster).

[^12]:    ${ }^{16}$ The difference between the perception and the production data could also be discussed in the light of "perception precedes production", as is suggested in Flege's SLM. Furthermore, in his sixth hypothesis, Flege (1995) states that once L2 phonetic categories are eventually established, they may differ from those of native-speakers. This might be the case because L1 features may be employed differently in the L2. Yet, Hayes-Harb and Masuda do not discuss their results in the vein of the SLM.

[^13]:    ${ }^{17}$ Even though the term "natural" is often used for describing the acquisition of the target language in an SLA context, it is not unproblematic. As Apeltauer (1997), among others, has

[^14]:    pointed out, FLA is after all not "unnatural" (which would be the logical conclusion when contrasting the two acquisition contexts).

[^15]:    ${ }^{18}$ In his dissertation, Dornbusch (2012) conducted three main experiments. The first two, however, were concerned with phonological awareness, which is why only his third experiment is discussed here.
    ${ }^{19}$ The orthographic consistency effect refers to the robust finding that words with phonological rimes that could be spelled in multiple ways produce longer auditory lexical decision times and more errors than words with rimes that could be spelled in multiple ways (see also Footnote 14).

[^16]:    ${ }^{20}$ Erdener and Burnham were also interested in the influence of other visual input, which is not of interest here and therefore not reported.

[^17]:    ${ }^{21}$ In this experiment they did not use a repetition task. It would have been interesting to see whether the same task-induced differences as in the other experiments would have shown up for vowel duration as well.
    ${ }^{22}$ In the given examples, it is actually unclear whether learners are applying their L1 or L2 rules as they lead to the same results: $<\mathrm{l}>$ corresponds to $/ \mathrm{l} /$ in both English and Italian, and $<\mathrm{d}>$ corresponds to /d/ in both German and English. Young-Scholten and Langer's (2015) findings on the production of German $\langle\mathrm{s}\rangle$ suggest that it is the L1 rules that are applied incorrectly.

[^18]:    ${ }^{23}$ Rafat (2015) did use real words, however, they were matched with "new" pictures, meaning that the experiment was, in effect, similar to that of those studies investigating nonwords.

[^19]:    ${ }^{24}$ In more applied approaches, the term phonetics is often used interchangeably with "pronunciation teaching". This is the case for many publications cited in the current chapter, but for reasons of continuity the term phonetics will be used in this chapter.

[^20]:    ${ }^{25}$ The errors predicted by Rolffs (2005) did not arise in an experimental study with mediumadvanced Turkish GFL learners (Nimz, 2011a). The same is true for the Polish speakers of this study.
    ${ }^{26}$ Stock and Hirschfeld (1996) as well as Hirschfeld et al. (2007) also refer to the syllable structure in determining vowel length: If a stressed vowel appears in an open syllable, it is long, e.g. <reden> [re:.dən] ("to speak"). The same is true if a word ends with only one consonant, but yields on open syllable once it is inflected, such as for example in $<\mathrm{Weg}>$ [ve:k] ("way") $\rightarrow$

[^21]:    $<$ Wege $>$ [ve:.gə] ("ways"). There are exceptions to this rule, which will be discussed in more detail in the following chapter.
    ${ }^{27}$ The German rounded front vowels pose a special problem for Polish learners. Even though they are an interesting case, they will not be investigated in this study, as the focus lies in vowel length and the lax-tense contrast. They have been investigated thoroughly by Hentschel (1982).

[^22]:    ${ }^{28}$ Another important principle is the morphological writing principle (Fuhrhop, 2006: 25-32), which states that related morphemes are supposed to be written the same (when possible), even if the writing may not be motivated by the phonetic form (for example < Kind> ("child") for [knt] because of [knde] $<$ Kinder $>$ "children").

[^23]:    ${ }^{29}$ This of course is speaking from the perspective of a German native speaker. If a speaker does not pronounce short, lax vowels in open syllables anyway, she does not depend on a distinction in the orthography. The case is different for Polish L2 learners, who do not have a comparable phonological restriction in their native language.
    ${ }^{30}$ The letter $<\mathrm{h}>$ is not only used to mark vowel length. It also functions as the grapheme $<\mathrm{h}>$ corresponding to the voiceless glottal fricative /h/word-initially. Ternes (2012: 189) writes that sometimes words such as for example Ehe [e:ə] ("marriage") may be pronounced [e:hə] by native

[^24]:    speakers in a hyper-correcting fashion, influenced by orthography. Furthermore, $<\mathrm{h}>$ it is part of the di- and trigraphs $<\mathrm{ch}>$ and $<$ sch $>$, which correspond to the phonemes $/ \mathrm{c} /$ and $/ \mathrm{J} /$.
    ${ }^{31}$ The Sonority Sequencing Principle states that each syllable is organized around the syllable nucleus (the sonority peak of the syllable) in that preceding and/or following segments increase in sonority the closer they are to the syllable nucleus (Hall, 2011: 231). The sonority values of the segments are captured by the sonority hierarchy: open vowels are more sonorous than closed vowels than liquids than nasals than voiced fricatives than voiceless fricatives than plosives (Kohler, 1995: 74). For the case at hand, sonorant sounds such as $[\mathrm{r}, \mathrm{l}, \mathrm{m}, \mathrm{n}]$ make it possible that another consonant could be following, especially in a language like German, in which heavy consonant clusters are possible (see Section 4.1.3).

[^25]:    ${ }^{32}$ It could be said that this approach is easier to teach, because it is not necessary to refer to suprasegmental levels of representation, such as the syllable structure.

[^26]:    ${ }^{33}$ See Section 3.4.1.1 for counterexamples in two-syllable words.
    ${ }^{34}$ In Old Polish, <ó> represented a different phoneme, but over time the quality of this sound developed into that of $/ \mathrm{u} /$. At times, this historical origin is preserved in the writing (Stieber, 1973).

[^27]:    ${ }^{35}$ Most languages contrast between five to seven vowel phonemes (Maddieson, 1984).
    ${ }^{36}$ In his phonological account of the German vowel system, Becker (1998) postulates only 8 vowel phonemes, as in his analysis he emphasizes the role of German syllable structure in determining whether a vowel is short or long.

[^28]:    ${ }^{37}$ The description is restricted to vowels in stressed syllables only. In unstressed syllables, tense vowels are shortened, for example vielleicht [fi'larçt] (Hall, 2011: 69). Investigating both stressed and unstressed vowels is beyond the scope of the present study.

[^29]:    ${ }^{38}$ As will be laid out in Section 6.3, the choice of experimental items was limited. For this reason, the study focuses on the vowels [a:, a, e:, $\varepsilon$, o: , 〕].

[^30]:    ${ }^{39}$ Like Morciniec (1990), Sendlmeier initially used the symbol /a:/ for the long vowel.
    ${ }^{40}$ In the following, the vowel pairs which have traditionally been grouped together will be referred to as, for example, the "u-pair" (for the /u:/-/v/ pair). According to Sendlmeier (1985), this common grouping (which is also reflected in the same graphemes for the vowels of a pair) is due to the phonetic similarity of the two sounds. Yet, as Sendlmeier (1981) had pointed out himself, this is not necessarily true for every pair (i.e. the e-pair, where /e:/ is also close to /r/).

[^31]:    ${ }^{41}$ This duration seems rather long in comparison to the values reported in the previous studies. This may be related to the fact that vowel durations were taken from oscillograms only, which for some test words meant that the measurement included the following sonorant as well. Hence, absolute vowel duration values need to be interpreted with caution in this study.

[^32]:    ${ }^{42}$ The differentiation between stress- versus syllable-timed languages goes back to Pike (1945), who postulated that in a language like English, it is stress that reoccurs at regular intervals (hence "stress-timed"), while in other languages like for example Spanish it is the unit of the syllable which divides time into equal portions (hence "syllable-timed"). Phonetic measurements have challenged the "isochrony theory", as empirical evidence does not always seem to support this classification (Dauer, 1983). Still, the terminology is widely used and reinterpreted into other phonological correlates such as for example syllable complexity or vowel reduction (Ramus et al., 2003).

[^33]:    ${ }^{43}$ Depending on which phonological assumptions form the basis of this analysis (see below), one might transcribe the bilabial consonant preceding /i/ as palatalized / $\mathrm{b}^{\mathrm{j}} /$ instead. However, both for Jassem (2003) and for this study, this question is not of importance.
    ${ }^{44}$ While Morciniec (1990) speaks of nasalized and "lightly" nasalized vowels, Gussmann (2007) describes the realization of some nasal vowels as an oral vowel followed by a nasalized labiovelar glide, e.g. [gew̃sti] for gesty ("thick").

[^34]:    ${ }^{45}$ He does not specify this in his introduction, but it can be fairly safely assumed, as he does not mention any other (experimental) techniques.

[^35]:    ${ }^{46}$ The relationship between the German front rounded vowels and Polish vowels will not be discussed in detail, as they are assumed to pose a special problem for learners. See also Footnote 27.
    ${ }^{47}$ The numbers do not add up to $100 \%$ because in some instances (less than $5 \%$ in all cases) the vowels were assimilated to other Polish vowel categories.

[^36]:    ${ }^{48}$ By giving the options "long vowel" or "diphthongized vowel", the researcher implies that some of the vowels are long or diphthongized (which is not the case for the latter). This may have influenced the participants to judge some items as diphthongized, which they might otherwise not have done.

[^37]:    ${ }^{49}$ The absolute values of their vowel durations are unfortunately not very informative as their segmentation criteria implied that for some words the sonorant preceding or following a vowel was included in the measurement of vowel duration.
    ${ }^{50}$ According to Ladefoged and Maddieson (1996: 92), true geminates of any kind may not be separated by an epenthetic vowel or other interruption. Fake geminates are sequences of the same consonant as in, for example, the English word book-case.

[^38]:    ${ }^{51}$ It is unclear why Thurgood chose to measure the duration of the following and not the preceding vowels (or both). Measuring the preceding vowel is generally more common in geminate studies. This is because geminates contribute weight to the preceding syllable, which means that, in a language like, for example, Malayam, vowels preceding geminates have to be shortened in order to adhere to the language-specific moraic structure (Broselow et al., 1997).
    ${ }^{52}$ They also measured the duration of fake geminates across word boundaries, but these data are not of immediate interest to this study.

[^39]:    ${ }^{53}$ It was decided to have a native speaker interview and instruct the participants to ensure that the speakers would be in the desired language mode (Grosjean, 2001). The interview consisted of questions about the speakers' educational and language learning background.
    ${ }^{54}$ Since this part of the study was only exploratory, not all recordings were segmented. Originally it was planned to use the Munich Automatic Segmentation System (MAUS), which allows for automatic alignment of orthographic input with the acoustic signal (Schiel et al., 2011). Unfortunately, it turned out that this technique could not segment most vowels reliably, which is why extensive manual corrections were still necessary.

[^40]:    ${ }^{55}$ Model.realisation $=$ glmer(Realisation $\sim$ Run + (1/Participant) + (1|Pair), data $=$ data.realisation, family="binomial")

[^41]:    ${ }^{56}$ The lines of the first and second run completely overlap. For this reason, they were analysed as one factor level ("context-no") versus the third run ("context-yes").
    ${ }^{57}$ Model.consonats $=$ lmer $($ Consonant_duration $\sim$ Context + Consonant_type + (1/Participant $)$ + (1|Pair), data $=$ data.duration, $R E M L=F A L S E)$

[^42]:    58 Model.vowels $=$ lmer(Vowel_duration $\sim$ Realisation + Consonant_type + Context + (1|Participant) $+(1 \mid$ Pair $)$, data $=$ data.duration, $R E M L=F A L S E)$

[^43]:    ${ }^{59}$ Formant frequency measurements were done by means of an LPC analysis with 10 coefficients, 25 ms analysis window in 5 ms steps. Target frequencies were calculated as the mean formant frequencies between the $40 \%$ and the $60 \%$ point of vowel duration in the resulting PRAAT formant object.

[^44]:    ${ }^{60}$ Recall from Section 3.4.2 that the palatal consonants $/ \bar{z} /, / \overline{6} /$, / $\overline{\mathrm{f}} /$, and $/ \mathrm{t}_{6} /$ are represented in orthography as <ź, ś, dź, ć>, when they precede a vowel as <zi, si, dzi, ci>, where $<\mathrm{i}>$ functions as a sign for palatalization.

[^45]:    ${ }^{61}$ Similar observations can be made for vowels in monosyllabic words, even though only Frąckowiak-Richter (1973) and Nimz (2011a) are comparable in this case. For vowels in monosyllabic words, Fracckowiak-Richter measured an average duration of 131 ms , while in Nimz (2011a) vowels in monosyllabic words were considerably shorter and measured only 85 ms .

[^46]:    ${ }^{62}$ Except four participants: Two German participants did not come back on the last day of the study, and two Polish participants' language learning backgrounds were too different from the rest of the group, so that they were only asked to participate in the discrimination task (though their data were never included in the analysis).

[^47]:    ${ }^{63}$ In a preparative interview with the head of the school, it was mentioned that students also receive a few hours of phonetic instruction; however, in the questionnaires hardly any of the students mentioned phonetic training (2 out of 22). Most likely the phonetic instruction was not very extensive.

[^48]:    ${ }^{64}$ Pitch values for the experimental pairs were 160 Hz for the a-pairs, 167 Hz for the e-pairs, and 173 Hz for the o-pairs.

[^49]:    ${ }^{65}$ It is worth keeping in mind that from what has been established in Section 4.1, the German low central vowels are not expected to show a great difference in vowel quality. Results will corroborate this assumption.

[^50]:    ${ }^{66}$ Model.same $=$ glmer $($ Correct $\sim$ Language + (1|ID), data=data.same, family="binomial" $)$
    ${ }^{67}$ This measure reflects a participant's sensitivity in detecting differences in the stimuli, as it is based on hits (correctly identifying different-pairs) and false alarms (incorrectly identifying same-pairs) (Macmillan and Creelman, 2005). In this data set, almost half of the participants ( $48 \%$ ) did not make any false alarms.

[^51]:    ${ }^{68}$ Model.a $=$ glmer(Correct $\sim$ Combined + (1/ID), data=data_a, family="binomial") (COMbined is the combination of the fixed factors language ( 2 levels) and condition ( 3 levels) into a new factor with 6 levels, e.g, level $a$ (Polish-quality), level $b$ (Polish-length), etc. This recoding was necessary in order to conduct custom comparisons within the groups of interest, for example Polish-quality versus Polish-length.)

[^52]:    ${ }^{69}$ Model.eo $=$ glmer(Correct $\sim$ Combined + (1|ID), data=data.eo, family="binomial" $)$ (Combined is the combination of the fixed factors language ( 2 levels) and condition ( 3 levels) into a new factor with 6 levels, e.g, level $a$ (Polish-quality), level $b$ (Polish-length), etc. This recoding was necessary in order to conduct custom comparisons within the groups of interest, for example Polish-quality versus Polish-length.)

[^53]:    ${ }^{70}$ Only $3 \%$ of all native words containing /u:/ are marked by means of lengthening $h$, while for the vowels chosen for the experiments the relative occurrence is about three times higher.

[^54]:    ${ }^{71}$ As already mentioned in Section 3.4.1.2, two consonants in coda position could be understood as a marker for vowel shortness, though Ramers (1999a) lists a large amount of counterexamples. This might be a reason why such a "rule" is not encountered in GFL textbooks either.

[^55]:    ${ }^{72}$ This is a known problem in acoustic segmentation. Turk et al., 2006, in their discussion of relative segmentability, list lateral approximants as the hardest segments to segment from vowels and suggest avoiding them altogether. Because of the very limited choice of potential test words, this consonantal context could unfortunately not be avoided.

[^56]:    ${ }^{73}$ This is why random slopes can only be added to repeated measures fixed effects. Here, participants produce both marked and unmarked items (i.e. repeated measures for marking by participants) but they can only be Polish or German (non-repeated). Items on the other hand are produced both by Polish and German speakers (i.e. repeated measures for language by item), but are either marked or unmarked in their orthography (non-repeated).

[^57]:    ${ }^{74}$ A simple interaction between a control factor and LANGUAGE is denoted by a column between the two; an interaction between a control factor and language including a main effect of the control factor is denoted by a star.

[^58]:    ${ }^{75}$ Model.Polish $=\operatorname{lmer}($ Duration $\sim$ Marking*Ambition + Marking*Class + Marking*Familiarity + Vowel + Sex + Run + Syllable + Post_voicing $+(1+$ Marking $/ I D)+(1 /$ Word $)$, data=long.Polish, $R E M L=F A L S E$ )

[^59]:    ${ }^{76}$ Model.short $=$ lmer (Duration $\sim$ Language*Marking + Vowel:Language + Sex + Syllable + Run $+(1 / I D)+(1+$ Language $/$ Word $)$, data $=$ short, REML $=F A L S E)$

[^60]:    ${ }^{77}$ Model.short-long $=$ lmer (Duration $\sim$ Vowel_length + Post_voicing + Sex + Syllable + Run $+(1+$ Vowel_length $/ I D)+(1 /$ Word $)$, data $=$ Polish, $R E M L=F A L S E)$ (vowEL was not added as it was inherent to the factor vowel lengith.)

[^61]:    ${ }^{78}$ Formant frequencies were measured by means of an LPC analysis. The analysis window of the script was 25 ms ( 5 ms time steps). The maximum formant value for female voices was set at 5500 Hz ; for male voices at 5000 Hz ( 5 formants were tracked). Different values were used for $/ \mathrm{o} /$ and $/ \mathrm{o}: /:$ the maximum formant value was set at 3300 Hz for female voices; for male voices at 3000 Hz ( 3 formants were tracked). This was done because F2 is comparably low in the mid back vowels and was often missed by the original settings.
    ${ }^{79}$ It was not possible to base the main hypotheses on the study's exploratory data from the start, as the German data were collected after the Polish L2 German data.

[^62]:    ${ }^{80}$ It could be argued that this is due to the fact that the point of measurement was at $75 \%$ of the vowel and not later. For this reason, those instances were inspected closer which had been specifically labelled during the analysis as sounding like a diphthong to the author. Even in these conspicuous examples, formant values at the very end of the vowel did not reach higher values than those for /e:/ as produced by German natives.
    ${ }^{81}$ The spectral changes for /o:/ were even smaller than those for /e:/ in the German group. F1 decreased by $1.2 \%$ and F2 increased by $3.8 \%$.

[^63]:    ${ }^{82}$ Model.identification $=$ glmer $($ Correct $\sim$ Combined $+(1 / I D)+(1 /$ Word $)$, data $=$ identification, family="binomial") (COMBINED is the combination of the fixed factors LANGUAGE (2 levels) and CONDITION ( 3 levels) into a new factor with 6 levels, e.g. level $a$ (Polish-quality), level $b$ (Polishlength), etc. This re-coding was necessary in order to conduct custom comparisons within the groups of interest, for example Polish-quality versus Polish-length.)

[^64]:    ${ }^{83}$ Model.accuracy.orthography $=$ glmer $($ Correct $\sim$ Language $*$ Orthography $+(1 / I D)+(1 /$ Word $)$, data=identification.orthography, family="binomial")

[^65]:    ${ }^{84}$ Since the task is more difficult for L2 leaners than for native speakers (as was evident in the accuracy data), it can be assumed that learners take on average more time than native speakers.

[^66]:    ${ }^{85}$ Model. $R T=\operatorname{glmer}\left(\log R T \sim\right.$ Language ${ }^{*}$ Condition $+(1 / I D)+(1+$ Conodition $/$ Word $)$, data=data.RT, $R E M L=F A L S E)$

[^67]:    ${ }^{86}$ Model.RT.orthography $=$ glmer(logRT $\sim$ Language ${ }^{*}$ Orthography $+(1 / I D)+(1 /$ Word $)$, data $=$ data.RT.orthography, $R E M L=F A L S E)$

[^68]:    ${ }^{87}$ One participant had written that the short vowels are "stronger" and the long vowels are "softer". While this may be considered at least partial knowledge of different vowel qualities, it should still be considered unhelpful. If these terms were used at all, it would probably be the tense vowels that should be termed "strong" and the lax vowels that should be termed "soft".
    ${ }^{88}$ This is because those conditions which are very hard might be judged faster: if a participant just guesses, this guessing could arguably be performed quicker than a genuine judgement.

[^69]:    ${ }^{89}$ It needs to be noted that the measurements available from the production experiment (i.e. vowel duration in ms) might not be the most adequate unit to correlate with the lengthdiscrimination data. For example, Flege et al. (1999) or Richter (2007) had measured L2 production performance by means of native speaker ratings. As will be pointed out in the conclusion, it would be highly interesting to complement the current findings with German native speaker ratings of naturally produced Polish L2 German vowels in future studies.

