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Abstract

Noise is the unwanted random fluctuations in a signal, voltage or current. Over a frequency range

from a few GHz to tens of GHz, the major noise contributors in the High-Electron-Mobility Transistor

(HEMT) were thought to be partially correlated thermal drain-noise and gate-noise currents. However,

the thermal origin of the drain-noise current cannot be explained with sub-micrometre HEMT theory.

Furthermore, the measurements also reflect that both the noise figure and the optimum signal source

admittance cannot be accurately defined using the conventional two noise sources. A simple but

novel scalable non-linear noise model is presented in this thesis to predict the response and number

of noise current sources in the HEMT in a frequency range from a few GHz to tens of GHz. The

model uses probability theory, which is one of the best ways to predict the randomness associated

with any quantity, for modelling noise in HEMTs, and describes how three noise sources are essential

to completely define the noise performance of the HEMT over that frequency range. A comparison

between the simulated and measured noise parameters is also carried out to test the validity of the

model.
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Chapter 1

Introduction

Over the last five decades, countless models have been developed to predict the characteristics of

Field-Effect Transistors (FET). The need for high-speed and low-power consumption in electronic

chips triggers down-scaling of the device dimensions, facilitated by advancements in device processing

and the lithographic process. Due to this device scaling, second-order effects become significant in

the device; for example the body effect, velocity saturation and the sub-threshold effect. Some of

these effects and a few existing device characteristics under extreme bias conditions are difficult to

predict using conventional device theory. One such extreme application is small-signal detection and

amplification without degrading the original signal.

One of the major contributors that can contaminate the signal is the noise inside the device. Hence,

to predict the degradation in the signal at the output of the circuit, one must first predict or model the

noise generated in all the devices and parasitics involved in the circuit. Since the noise characteristics

of a device are mainly determined by its noise parameters, the prime focus in noise modelling of the

FET is to find a simple way to predict its noise parameters accurately. However, measurements of noise

parameters are not only complicated but even harder to reproduce. The measurement data becomes

further obscured due to variations in the noise performance of devices having identical dimensions

but obtained from a different wafer lot. Furthermore, the physical origin of the noise sources in the

FET is still ambiguous, which makes it difficult to predict over a wide range of frequencies and bias

conditions. Such factors make noise modelling of the FET quite complex. Before understanding

various possible noise sources and their origin, let us first briefly define the operation of the FET.

1.1 FET Operation

In general, a FET is a three-terminal device, where current flowing in the channel formed between

the drain and the source terminals is controlled by the gate terminal. The FET is classified into

three types: MOSFET (Metal-Oxide Field-Effect Transistor), MESFET (Metal Semiconductor Field-

Effect Transistor) and HEMT (High-Electron-Mobility Transistor). For low-power and high-speed

1



2 Introduction

applications, the latter two are well suited. Therefore, further discussion on noise modelling is focused

on these two types of devices.

1.2 Noise in FETs

Noise is considered as unwanted random fluctuations in a signal, voltage or current. Although

noise in an electronic circuit is due to many elements, the focus of this work is only on the noise

generated by FETs (MESFET or HEMT). The origin of the noise inside the FET, over a wide range

of frequency is from various mechanisms. Originally [1], noise in the FET was attributed to random

fluctuations in the velocity of the charge carriers (electrons/holes) traversing the channel. These

fluctuations in velocity are considered to be due to scattering of the carrier from thermally agitated

lattice atoms, known as lattice scattering. These fluctuations are thought to be random because

the small shift in the carrier velocity is random and independent among the carriers. Since the

channel (drain) current is proportional to the carrier velocity, a random channel current is generated,

termed a drain-noise current. Thus, the random channel current is the sum of a large number of

tiny uncorrelated independent sources that are distributed uniformly across the channel [2]. At high

frequencies, random fluctuations in the channel are coupled to the gate due to the capacitive coupling

between the channel and the gate. This gate current is termed a gate-noise current [2, 3]. These

drain-noise and gate-noise currents are partially correlated because they originate from the same

sources within the FET. Since, thermal energy is responsible for carrier scattering, the spectral density

of a noise source is assumed to be independent of frequency, thus it is Gaussian white noise. The

equivalent noise circuit of an FET with two noise-current sources ing and ind [4] is shown in Figure

1.1.

Models of the thermal noise in the channel of a FET are based on models of the noise associated

with a resistor [5, 6]. There are other non-thermal sources of noise that are significant at cryogenic

temperatures inside an FET. These are independent of temperature [7]. At low frequencies, there

is an additional noise source that is attributed to the gate leakage, which is shot noise. Initially it

was thought to be an independent uncorrelated noise source [3]. However, a significant correlation is

observed between the gate and drain noise currents as well [8]. Gate leakage can be assumed to be

absent in the normal operation of an FET, although it can be significant in InP-based HEMTs [9].

Circuit designers characterise noise in terms of three fundamental noise parameters across frequency.

These parameters are: minimum noise figure (NFmin), equivalent noise resistance (Rn) and optimum

signal source admittance (Yopt). These are often quoted on the device manufacturer’s data sheets.

Variation of these parameters with frequency is used by model designers to understand the nature

of the noise sources in the FET. These parameters can be easily obtained using the noise theory of

two-port networks after defining expressions for all the noise sources in the FET.
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Figure 1.1: Small-signal noise equivalent representation of an FET with an input small-signal voltage

eg and a generator impedance Zg [4]. The region inside the dotted line is the intrinsic FET with noise

currents ing and ind. Rm and Rf are the parasitic gate and source resistances with corresponding

noise voltage sources em and ef .

1.3 Motivation and Objectives

The aim of this work is to identify the noise sources that are required to develop a non-linear noise

model for an HEMT. It was found that the origin of the channel-noise current inside an HEMT cannot

be considered as “thermal” in the sub-micrometre HEMT technology, the reason will be discussed in

the subsequent chapters. Thus, a new approach is required to explain the origin of channel-noise

current in the sub-micrometre HEMT technology. Since the noise is a random phenomenon, it can

be described using a random variable which is a sum of many independent random variables. Thus, a

probabilistic approach that can obtain a random variable, which can represents the randomness in

the expected number of the charge carriers moving in the direction of the current inside the channel,

can describe the channel-noise current. It is observed that the expression for spectral density of

channel-noise current is similar to Schottky’s theorem, in equation (2.35) of [10], since both are

based on Poisson distribution of charge carriers:

i2d = 2 q Id (1.1)

This expression is also independent of frequency which is in conjunction with the results of past

authors. The gate-noise current can also be considered as a result of the overall random fluctuations

in the large number of channel charges which are coupled to the gate due to the capacitive coupling

between the drain and gate of the FET, so it depends on the reactances of the Cgd (capacitance

between drain and gate) and Cgs (capacitance between source and gate) and the voltage difference

across the respective terminals. Hence, by defining noise statistically, one will be able to answer the
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above-mentioned questions without the use of any assumptions. Also the model has the potential

to deal with large signals, since it is not based on recording changes in noise current like previous

models [1–3, 5]. Hence, a non-linear model can be developed using probability theory. Further

discussion on the detailed theory will be presented in subsequent chapters.

The objective of the research activity is to develop a scalable non-linear model which can effectively

describe the origin of all the noise sources and their correlation in the FET. The model should also

evaluate fundamental noise parameters of the FET which are aligned with the measured data with

minimum tolerance over a wide range of device geometry and bias points across a frequency range

(mainly S band to Ka band). The selection of frequency range is driven by the need of noise model

from the circuit designers, which were designing circuits in S to Ka band.

1.4 Synopsis

This dissertation is divided into five chapters starting with a pilot chapter to introduce the noise

phenomenon in the FET and the need for the model. The last chapter describes the conclusion of

the work stated in the thesis and the work that should be done in future. A brief overview of the

remaining three chapters is given below:

Chapter 2 discusses in detail the theory for modelling “the noise” in FETs. Significant work carried

out in the past regarding modelling noise in FETs is described, followed by their shortcomings in

developing a noise model for sub-micrometre FETs. In the end, the challenges in noise modelling,

which are primarily related to noise measurements, are discussed.

Chapter 3 describes the fundamental reason for the origin of the channel-noise current followed by

detailed mathematics to support its stated origin. Thereafter, a new non-linear scalable noise model

which is written in Verilog-A language and based on the said theory is described in the chapter using

two noise-current sources. In the end, the need for another noise-current source, and a correction in

the correlation between the discussed two noise currents, are deduced by comparing the analytical

and measured noise parameters.

Chapter 4 describes both the new noise-current source and a correct correlation between the two

noise-current sources. Afterwards, the noise model is revised based on three noise-current sources

and is validated by comparing the analytical noise parameters with the measured results. Further,

the model is also compared with the existing noise model developed by the WIN Semiconductor

Corporation. Finally, to validate its functionality, it is integrated into the existing non-linear model,

and a comparison between the S-parameters calculated using the integrated model and those obtained

from measurements is given.



Chapter 2

Modelling Noise in FETs

The task of modelling noise in an FET over a frequency range from 2 GHz to 40 GHz can be divided

into two sub-tasks. The first is to find expressions for the spectral density of the two prime partially

correlated noise-current sources i2ng and i2nd, and the second is to evaluate the fundamental noise

parameters using the noise theory of a two-port network. Verification of the model is carried out by

comparing the experimentally obtained noise parameters with the measured noise parameters across a

wide range of frequencies, device geometries and bias points. These noise parameters can be obtained

from the equivalent circuit of the intrinsic FET using two-port noise theory, which is discussed in the

following section.

2.1 Theory of Noise in Two-Port Networks

An FET can be described as a linear two-port noisy network [11], in which all the noise sources are

inside the network, as shown in Figure 2.1(a). This two-port noisy network is equivalent to a noiseless

network with an additional voltage source at the input and output of the network as shown in Figure

2.1(b). An alternative representation is a noiseless network with an additional current source at the

input and output of the network as shown in Figure 2.1(c), or a noiseless network with an additional

voltage and current source at the input of the network as shown in Figure 2.1(d).

The network in Figure 2.1(c) is the best representation of the noisy FET among the three possibilities

to model the total noise in FET using gate and drain noise currents which will be further explained in

the subsequent chapters. The last network, in Figure 2.1(d), is the most widely used configuration as

it reduces the complexity of solving the admittance or S-parameters of the network. Using two-port

noise theory [11], the input-referred noise voltage (v) and noise current (i) in Figure 2.1(d) can be

5



6 Modelling Noise in FETs

Figure 2.1: Noise representation in two-port network with: (a) Noise sources inside the network; (b)

Noise current sources at input and output of noiseless network; (c) Noise voltage sources at input and

output of noiseless network; (d) Noise current and voltage source at input of noiseless network [11]

.

described in terms of the two partially correlated noise-current sources (i1 and i2) in Figure 2.1(c) as:

v = − i2
Y21

(2.1)

i = i1 −
(
Y11
Y21

)
i2 (2.2)

|v|2 = − |i2|
2

|Y21|2
(2.3)

|i|2 = |i1|2 −
∣∣∣∣Y11Y21

∣∣∣∣2 |i2|2 (2.4)

where |i1|2 = Spectral density of input noise current source (A2/Hz)

|i2|2 = Spectral density of output noise current source (A2/Hz)

|i|2 = Spectral density of input-referred noise-current source (A2/Hz)

|v|2 = Spectral density of input-referred noise-voltage source (V2/Hz)

Since Y11 and Y21 are the matrix elements of the admittance parameter of the two-port noiseless

network (an equivalent representation of the intrinsic FET), they can be obtained directly [4] using



7 Modelling Noise in FETs

Figure 1.1 as

Y11 =
j ω Cgs

1 + j ω Cgs rgs
(2.5)

Y21 =
gm

1 + j ω Cgs rgs
(2.6)

Since the noise-current sources (i1 and i2) are partially correlated with each other, the transformed

noise sources (v and i) must also be partially correlated. The partial correlation can be defined

by considering the noise-current source (i) to be composed of two current sources, one completely

correlated to the voltage source (icor) and the other completely uncorrelated (iucor):

in = icor + iucor (2.7)

These current sources can be expressed in terms of their associated noisy conductances such that

|i|2 = 4 k T0Gn ∆f (2.8)

|icor|2 = 4 k T0Gcor ∆f (2.9)

|iucor|2 = 4 k T0Gucor ∆f (2.10)

where k, T0 and ∆f are the Boltzmann constant, room temperature and frequency bandwidth, and

Gn, Gcor and Gucor are the respective noisy conductances.

The correlation coefficient (c) between the two noise sources (v and i) can be described using its

basic definition as

c =
i v∗√
|i|2 |v|2

(2.11)

Once the spectral density of the transformed noise sources (v and i) is obtained along with their

correlation coefficient, the noise parameters: NFmin, Rn and Yopt can be easily evaluated [4, 11]

using the following expressions:

NFmin = 10 log10[1 + 2Rn (Gcor +Gopt)] (2.12)

Rn =
|v|2

4 k T0 ∆f
(2.13)

Yopt = Gopt + jBopt (2.14)

where Gopt =

√
Gucor

Rn

+G2
cor (2.15)

Bopt = =m

{
i v∗

|v|2

}
(2.16)
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where, Yopt is the optimum signal source admittance needed to reduce the noise figure of the FET to

its minimum value. And Gcor and Gucor are the respective noisy conductances of the correlated and

uncorrelated part of input referred noise current.

Even though these fundamental parameters can define the randomness associated with the current

flowing through the various terminals of the FET, they cannot predict the noise generated inside the

device with respect to the 50 ohms input impedance. The noise inside the device corresponding to

the 50 ohms input impedance can be represented by the parameter known as the noise figure (NF)

which is defined by the ratio of the output noise to the input noise. However, this parameter can only

be defined in terms of the fundamental noise parameters as

NF = NFmin +
Rn

Gs

|Ys − Yopt|2 (2.17)

where Ys = Gs + jBs is the applied input signal impedance (2.18)

Thus, at a given frequency, equation (2.17) represents an ellipse in two dimensions, or a circle if |Gs|
and |Bs| are equal. Therefore, the noise figure can be described as an ellipse as shown in Figure 2.2,

centred at the minimum noise figure (NFmin), and the two axes of the ellipse are given by the real

and imaginary parts of (Rn

Gs
|Ys − Yopt|2). If Ys is equal to Yopt then the circle will reduce down to a

point where NF is equal to NFmin.

Figure 2.2: Noise-figure ellipse centred around minimum noise figure NFmin

Although the noise parameters can be easily obtained using noise theory, the applicabilities to FETs

should be examined. The accuracy of the admittance parameters (in equation (2.5) and equation

(2.6)) and their relations to the noise sources (equation (2.1) and equation (2.2)) should be reviewed.

The spectral density of the two noise-current sources (|i1|2 and |i2|2) is assumed to be Gaussian,

which should also be verified.
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2.2 Intrinsic Admittance Parameters of FETs

The intrinsic admittance parameters of the FET are defined as the admittance parameters of the

intrinsic FET (a FET without any parasitic element). The major problem in obtaining the intrinsic

admittance parameters of the FET is that the intrinsic part of the FET is entirely enveloped inside the

parasitic or access elements at the terminals of the FET [12] as shown in Figure 2.3. These parasitics

present a significant impedances, especially at higher frequencies, and also vary with device dimensions.

Hence, to obtain the intrinsic admittance parameters, a suitable experimental method [13] is required

to subtract the admittance of these parasitic elements from the measured data (composed of intrinsic

and parasitic admittance). The parasitic elements can be subtracted once their values are determined.

Figure 2.3: Small-signal equivalent circuit of FET [12] with zero drain bias, lateral channel symmetry

and parasitic elements connected to its terminals

A common methodology to extract the parasitic elements is to bias the FET at zero drain voltage

(also known as “cold FET condition”), and then compare the port parameters of the FET under

the “ON” state and “OFF” states [13, 14] with the intrinsic circuit of the device [15]. However, it

is observed that in the cold FET condition, the number of unknowns is more than the number of

equations, hence the gate and the channel resistance of the FET must be assumed to be of some value

at a certain gate bias, a priori [16, 17]. A priori gate and channel resistance can be estimated from

their frequency response [12]. Thus, due to these prior assumptions, the final values of the intrinsic

parameters are prone to uncertainty. Further, numerical techniques take long time to converge to the

final value of the gate and channel resistance, and are also very tedious.

When describing the intrinsic part of the FET in terms of conductance and trans-capacitance as

shown in Figure 2.4, it is possible to map the measured parameters (after subtracting the parasitic

elements) directly with the admittance parameters of the intrinsic FET [12, 18]. This technique
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provides a direct extraction.

The intrinsic small-signal FET model shown in Figure 2.4(b) can provide values of the admittance

matrix that closely match the measured values over a wide range of frequency and hence can be

considered reliable [12].

Figure 2.4: Equivalent circuit of intrinsic FET using: (a) time delay (exp(−jwt)) and channel

resistance rgs, (b) trans-capacitance, for mapping of S-parameters [12]

2.3 High-Frequency Noise Sources in FETs

In this section, various noise sources that can impact the noise performance of the FET over the

microwave frequency range (from S band to Ka band) are identified. Many models are able to predict

the randomness in the channel and gate currents of the FET. The quest for the noise source(s) in

the FET started with the first noise model [1] for the drain-noise current in 1962 by A. Van Der Ziel.

In this model, the drain-noise current is considered to be of thermal origin and termed the thermal

drain-noise current. Later on, the same author developed a model for the gate-noise current [3] as well.

In the model, the gate-noise current is described with two noise sources; one is found to be partially

correlated with the drain-noise current as both share the same thermal origin. The other is generated

due to the gate leakage in the FET at low frequencies and termed the shot gate-noise current. The

noise generation in the channel of an FET is considered to be due to the random fluctuations in the

velocity of the charge carriers crossing the channel [19]. These velocity fluctuations were attributed

to carrier scattering from thermally agitated lattice atoms. Both models were developed using the

Shockley theory of the FET and hence were limited to long-channel FETs only.

H. Statz et al. developed a noise model [4] that is applicable to both short-channel and long-channel

FETs (popularly known as PRC model). In this model, the channel of an FET is divided into two

regions, such that in the first region the carrier velocity varies linearly with the electric field (constant

mobility) and Shockley’s principle applies. In the second region, an electron’s velocity is saturated to

a constant value in the presence of a high electric field. This model shares the same intuitions as Van
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Der Ziel’s on the origin of noise sources in FETs. Hence, the expressions of the spectral density of

both noise-current sources in the two models only differ in their voltage-dependent parameters.

A. Cappy et al. used another approach to model noise in a sub-micrometre FET [2] such that the

same approach can be used to model noise in HEMT devices as well [20]. The model was based on

the theory of non-stationary electron dynamic effects, in which the drain-noise current is assumed to

be a diffusion noise current rather than being thermal. Even though the approach was different from

the H.Statz model, the expression for the noise-current sources in Cappy’s model appears identical

with the PRC model at low frequency. Also, the model is able to connect the noise parameters with

the process parameters, thereby giving a way to find the noise performance of the FET without

finding the noise sources. Later on, a noise source due to gate leakage at low frequencies in the

FET [8] is also added to the model. Both gate-noise current sources are assumed to be partially

correlated with their corresponding drain-noise current sources in this model.

Noise source modelling is complicated in the above analytical models. This is because of the various

assumptions and experimental processes required for finding various theoretical fitting parameters.

To avoid the complexity, a non-physical model [21] was developed by H. Fukui to relate the noise

parameters directly to the process parameters. Although being simple, the model was still not able

to fit across different FET technologies. The main limitation is that the fitting parameters can be

determined only after Noise Figure determination. Also, the fitting parameters vary with device

geometry. Therefore, fitting parameters have to be determined for each device geometry.

M. W. Pospiezalski developed a two-parameter noise model [6, 22]. In this model, the channel-noise

current is considered to be due to the trans-conductance (gm) and is represented by the spectral

density of drain-noise current (i2d), and the gate-noise current was considered to be due to the input

gate resistance (rgs) and is represented by the spectral density of the gate-noise voltage (v2g).

i2d = 4 k Td gm (2.19)

v2g = 4 k Tg rgs (2.20)

Although both sources are presented as independent of each other [23], they were defined in the

model as partially correlated. Thus, the model uses only two frequency-invariant parameters Td

and Tg termed noise temperatures, to describe the noise performance of the FET. Furthermore, the

model was applicable for any type of FET including MOSFETs [24]. A typical value of the noise

temperature Td is in the range of 5460 K to 5520 K for gm of 3.24 mS to 3.27 mS [6]. However, the

noise temperature Tg is calculated to be around 210 K to 310 K, which is close to room temperature

for rgs in the range of 2.5 Ω to 3.5 Ω [6]. These values of the noise temperature are obtained at the

same bias condition, Vds being at 2 V to provide a drain current (Ids) of 10 mA. The value of the

electric field between the drain and gate terminals is difficult to predict as the gate voltage is not

provided in the reference.
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Although the expression for the spectral density of the noise current (or voltage source) and calculation

of the fundamental noise parameters are quite straightforward in the model, the accuracy of the noise

model depends completely on the merits of the extraction process of the two linear FET parameters,

gm and rgs.

The desire to reduce the number of fitting parameters led to the setting of the noise temperature

Tg to the room temperature [25]. However, this assumption drastically reduces the accuracy of the

model, as there is no criterion in this situation to counterbalance the inaccuracies generated in the

extraction of the parameter rgs. This confirms that at least two degrees of freedom are necessary to

predict the noise performance of the FET in the microwave frequency range.

Recent literature [26, 27] shows that both the PRC model and an equivalent noise model can predict

a similar noise performance for both GaAs and GaN based HEMTs for small-signal applications.

However, the equivalent noise model uses one degree of freedom less in the noise-performance

prediction. This looks advantageous [28], however, the methodology is found to be less effective in

large-signal applications [27]. The ineffectiveness of the model is the result of the principal problem

that exists between large-signal and small-signal FET parameters, as the small-signal FET parameter

gds (used in the noise-temperature equivalent model) is not equal to the drain-current derivative Gds

=
∂Ids
∂Vds

. Hence, the drain-noise current is found to be different in the two applications. Moreover,

the initial assumptions used in the equivalent noise model for Rgs further lower its efficiency for

large-signal applications.

Another important point on the noise source was discussed in recent literature [7] for a cryogenic

temperature range. It had been observed that the drain-noise current does not posses any thermal

origin. However, the gate-noise current is proportional to Tg. This clearly shows that the gate-noise

current is completely independent of the drain-noise current. However, it should be noted that this

statement is only in reference to cryogenic temperatures.

After going through a brief but fruitful discussion on the noise phenomenon inside the FET under

various conditions, it becomes necessary to summarize the key points about noise sources in the FET,

• The prime noise sources needed to predict the noise performance in FETs which are unanimously

accepted in all models are:

– Partially correlated drain and gate noise.

– A gate-noise source associated with the gate leakage current. However it is limited to

InP-based HEMTs, since the gate leakage is negligible in other HEMTs.

• The origin of the drain-noise current in the FET is considered to be thermal in all models except

at cryogenic temperatures. However, the thermal origin of the drain-noise current cannot be

explained with the sub-micrometre HEMT device theory.
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• Because of the randomness involved with the noise performance of the device, none of the

above models are able to provide a simple way to predict and verify the noise performance of

the FET.

• At least two parameters are necessary to describe the partially correlated noise sources in the

FET.

• Apart from the PRC model no other model is able to make an accurate prediction of the noise

performance of the HEMT under large-signal applications.

• Noise modelling using an empirical method is found to be more tedious and less reliable than

an analytical method.

• No model has discussed the impacts of parasitics on the noise performance of the FET.

2.4 Challenges

Developing a noise model for the FET has been a challenge, as the root cause of the noise generation

in the FET is still ambiguous. The prime challenges in the noise modelling can be summarised as

follows:

• Making an accurate prediction of the randomness associated with the current flowing across

various terminals in the FET is difficult. The coefficient associated with the spectral density

of noise sources is calculated from the response of measured noise parameters with frequency.

Therefore, any inappropriate coefficient value makes it difficult to guess whether the measured

data is wrong or the model is incorrect. A small variance either in the prediction or in the

measurement can result in non-physical noise parameters of the device. This can either shift

the centre of the Noise Figure ellipse or deform its shape.

• Measuring noise parameters accurately is also quite difficult. Since, the noise-power spectral

density is very small, recording an accurate reading is a challenge because of the following

constraints [29]:

– The excessive Noise Ratio (ENR) of the noise source must be comparable to the noise

figure (NF) of the device under test (DUT). A smaller ENR of the noise source than the

noise figure of the DUT will result in an error.

– Maintaining a low-loss path between the noise source and the DUT, besides attaining a

good match between each neighbouring component, is a challenge.

– The noise figure of the mixer which provides sufficient down conversion in frequency must

be a minimum to keep the system’s ENR lower than the NF of the DUT.
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– Insertion losses must be a minimum in the section between the impedance tuner and the

DUT. Otherwise, this can shift the optimum signal source admittance (Yopt).

– Apart from a low noise figure of the system, one must also ensure that the dynamic range

of the entire signal is not very high, otherwise the signal would get saturated or clipped at

some stage.

• The admittance parameter of the intrinsic FET must not change during the noise-parameter

measurements i.e, all parasitic elements must be removed before starting the measurements.

Otherwise, this would change the spectral density of the noise current sources and then the

noise parameters.



Chapter 3

Noise Model Based on Charge

Fluctuations

This chapter describes a fundamental model for the origin of the drain-noise current in the HEMT

and how it is different from past intuition. This is followed by the detailed mathematics that supports

the discussed prediction on the origin of the drain-noise current. Using this theory, a new noise model

and its implementation using Verilog-A code is described to predict the noise performance of the

HEMT. Thereafter, the response of the measured fundamental noise parameters with various device

geometries and bias points over the frequency range from 2 GHz to 40 GHz are reported to provide

noise model to the circuit designers developing designs in S to Ka band. In the end, the results of

the new model are discussed and compared with the measured results.

3.1 Origin of Drain-Noise Current in HEMT

The advancements in HEMT technology over the past two decades have resulted in a continuous

decrease in both the gate length (an overlap region between gate metal and depletion layer) and

the channel length (a separation between the source and drain contacts) of the sub-micrometre

HEMT [30–33]. One of the prime aims of this reduction was to capitalise on the velocity overshoot

effect related to the velocity of the charge carriers present in the channel of the sub-micrometre

HEMT [34, 35]. This effect results in a drastic increase in their velocity under suitable drain and

gate voltages [36]. With these improvements, the charge carriers can traverse the complete channel

primarily at their peak velocity (enhanced by the velocity overshoot effect). As a result of the high

velocity, the mean path-length of a charge carrier’s scattering has become larger than the gate length

[equal to or lower than 0.15 µm ] in the present-day sub-micrometre HEMT technologies [36]. These

numbers indicate that most of the charge carriers come out of the channel before getting scattered

by the thermally agitated lattice atoms. Hence, in the present sub-micrometre HEMT technology,

the origin of the drain-noise current inside an HEMT cannot be considered as “thermal”.

15
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Now, the question arises “what could be the source of the noise in the channel?” One possible cause

of the channel-noise current could be the random fluctuations in the large number of charge carriers

contributing to the channel current. These random fluctuations in the large number of charge carriers

arise because of the uncertainty in predicting their position and momentum simultaneously due to

their high speed.

However, these random fluctuations can be anticipated if the large number of charge carriers crossing

the channel per unit time are observed in small time slots for a long duration. This provides the

time distribution of the fluctuations in the number of charge carriers reaching the drain terminal

per unit time. Then the average number of fluctuations in the number of charge carriers crossing

the channel per unit time can be evaluated from the distribution and the spectral density of those

random fluctuations can be calculated.

3.2 Spectral Density of a Noise Current

The spectral density of a random variable, which describes a random process constituting a large

number of small random independent events, can be defined using Schottky’s theorem if the process

obeys a Poisson distribution. The noise current generated due to the random fluctuations in the large

number of charge carriers can be considered as one such random process.

3.2.1 Drain-Noise Current: A Random Process

Consider a large number of charge carriers traversing the channel region between the source and

drain terminals of the HEMT under a positive potential difference. The charge carriers arriving at the

destination (drain) terminal in a small time τ can be considered as one tiny random event, with an

outcome being the number of charge carriers arriving at the destination terminal per unit time. Let

these random independent events be observed over a large time interval, 0 ≤ t ≤ T , i.e. T tends

to infinity. It can be assumed that after this interval the whole process will repeat itself and the

periodicity of every random event involved in this process will be equal to T .

Let the probability density (gτ (τ)) of an event in time duration τ be defined as its number of

occurrences divided by the total number of events in the sample space. Then, the probability of this

event in the time duration τ is given as gτ (τ).τ . Also, it should be noted that the total probability of

all such events must be one.

∞∫
0

gτ (τ)dτ = 1 (3.1)

Let the random independent events occur at an average rate λ (average of the number of charge



17 Noise Model Based on Charge Fluctuations

carriers arriving at the drain terminal per unit time). Hence, for an average drain current I,

λ =
I

q
(3.2)

Therefore, the approximate number of events occurring in time T , will be λT .

3.2.2 Spectral Density of Fluctuating Charge Carriers

Consider a random variable X(t) that constitutes the randomness in the process which is comprised

of the above independent events (Xi(t)). Hence, the random variable X(t) will be the sum of the

outcomes (Xi(t− ti)) of each independent event which starts at the time instant ti

X(t) =
∑
i

Xi(t− ti) (3.3)

These outcomes are completely integrable in the time domain. Furthermore, the events are considered

to be memoryless, such that the information about the outcome of a past event cannot influence the

outcome of future events. Therefore, the outcome of any independent event starting at any instant

ti will be considered as zero for t < ti:

Xi(t− ti) = 0 for t < ti (3.4)

Let’s consider an ith random event Xi(t) starting approximately at the middle of the random process,

that is ti ≈
T

2
. The Fourier coefficient associated with the outcome (Xi(t− ti)) of the ith random

event is given as

an =
1

T

T∫
0

Xi(t− ti) exp(−jωnt) dt (3.5)

Changing the variable from t to u (u = t− ti) and assuming that T tends to infinity, we get

an =
exp(−jωnti)

T

∞∫
−∞

Xi(u) exp(−jωnu) du (3.6)

Since the Fourier transform of any function F (t) can be given as

Ψ(fn) =

∞∫
−∞

F (t) exp(−jωnt) dt (3.7)

The Fourier coefficient for the outcome of an ith random independent event is given as

an =
exp(−jωnti)

T
Ψi(fn) (3.8)
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Using the Wiener-Khintchine theorem [37], the spectral density of the outcome of an ith random

independent event for sufficiently large T is represented as:

Si(fn) = lim
T→∞

2T an a
∗
n (3.9)

Si(fn) =
2|Ψi(fn)|2

T
(3.10)

where a∗n is the complex conjugate of the Fourier coefficient an.

Thus, the spectral density of a random variable X(t) constituting approximately λT events can be

given as

Sx(f) = λT Si(f) (3.11)

where, Si(f) represents the average of the spectral densities of the outcome of the ith random

independent event over a sufficiently large frequency spectrum. Thus, subscript n is removed in the

equation. Using equation (3.10),

Sx(f) = 2λ |Ψi(f)|2 (3.12)

where |Ψi(f)|2 represents the average of the square of the absolute value of all random frequency

samples for an outcome of the ith random independent event over the frequency spectrum. In other

terms, it represents the auto-correlation of the random variable Xi(t) over the time duration τ . Using

the definition of the expectation value of any random variable |Ψi(fn)|2 with a probability density

function gτ (τ) we get

|Ψi(f)|2 =

∞∫
0

|Ψi(fn)|2 gτ (τ)dτ (3.13)

Thus, equation (3.12) will be given as

Sx(f) = 2λ

∞∫
0

|Ψi(fn)|2 gτ (τ)dτ (3.14)

Using the result of the Wiener-Khintchine theorem (|Ψ(0)| = q ) and equations (3.1)-(3.2), the

spectral density of the random variable X(t) will be given as

Sx(0) = 2 q I (3.15)

Thus, the total variance in the current flowing between two terminals, will be given by 2q. In other

words, equation (3.15) represents the spectral density of the noise current which is attributed to a

large number of random independent events with an average occurrence rate of λ. This result is

similar to Schottky’s theorem. However, Schottky’s theorem describes the random fluctuations in

the number of electrons emitted from a thermionic saturated cathode.
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The spectral density of the noise current is independent of the frequency (from equation (3.15)).

Hence, it can be considered as a Gaussian (white) noise. This is in sync with the probability theorem,

which states that the distribution of any random process comprising of large number of small random

independent events will be a Gaussian irrespective of the distributions of the small independent events.

The spectral density of the random number of charge carriers arriving at the drain terminal per unit

time can be obtained as follows:

I = q n (3.16)

or, n =
I

q
(3.17)

and dn =
dI

q
(3.18)

where n is the average number of charge carriers arriving at the drain terminal per unit time.

The spectral density of the current Sx(0) and the number of charge carriers per unit time Sn(0) can

be related to each other using equation (3.17) as

Sn(0) =
Sx(0)

q2
(3.19)

Using equation (3.15),

Sn(0) = 2n (3.20)

With the expression of noise spectral density (equations (3.15) and (3.20)), a new noise model for

the FET can be developed using the correlated noise sources.

3.3 Correlated Noise Sources in a HEMT

As discussed in Section 3.2.1, the random fluctuations in the number of charge carriers crossing the

region between the two terminals of the HEMT per unit time constitutes the noise current flowing

between those two terminals. Thus, the spectral density of the drain-noise current or variance of

current per hertz of bandwidth [A2/Hz] can be defined using equation (3.15) as

i2nd
∆f

= 2 q Nds Ids (3.21)

where ind, Ids and Nds represent the drain-noise current, the dc drain current and the drain-noise

coefficient, respectively.

In a practical situation it is difficult to verify whether all the random fluctuations in the number of

charge carriers generated across the channel per unit time are able to reach the drain terminal. Hence,
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a scalar factor Nds is used in equation (3.21). The drain-noise current [A] is given as

ind =
√

2Nds q Ids ∆f (3.22)

At high frequencies, the random fluctuations in the number of charge carriers present in the channel

coupled to the gate depending on the reactance of Cgd (capacitance between the drain and gate

terminals) and Cgs (capacitance between the source and gate terminals) and the noise voltage

developed in the channel. Let Ncc be the number of charge carriers that are being coupled to the

gate terminal in time τ , so the coupled charge will be qcc (= q Ncc). The charge spectral density

[C2/Hz] of the overall random fluctuations in the coupled charge (qncc) can be expressed in terms of

the spectral density of the overall fluctuating number of coupled charge carriers at an instant of time

τ using equation (3.20) as

q2ncc
∆f

= q2 2 Ncc (3.23)

q2ncc
∆f

= 2 q qcc (3.24)

where qcc [C/Hz] represents the charge associated with the average of the coupled charge carriers

(Ncc = ncc τ) in time τ .

Since in short channel devices, electric field along the channel cannot be neglected and hence must

be considered to distribute the channel charge along the source and drain side of the gate region [38].

Thus, the random fluctuations in the coupled charge from source and drain side of the gate region

must also be partitioned using the same principle. Therefore, the overall random fluctuations in

the coupled charge must be represented as the weighted sum of the source and drain side coupled

fluctuating charges such that

qncc = qngd

(
q2ngd

q2ncc

)
+ qngs

(
q2ngs

q2ncc

)
(3.25)

where q2ngd and q2ngs represent the charge spectral density [C2/Hz] of the fluctuating coupled charge

under the drain and source sides of the gate.

Thus, the spectral density of the coupled charge under the drain and source sides of the gate can be

expressed using equation (3.24) as

q2ngd
∆f

= 2 q qcc γsd (3.26)

q2ngs
∆f

= 2 q qcc (1− γsd) (3.27)

where γsd is a scalar charge-distribution factor in the range of 0 6 γsd 6 1.



21 Noise Model Based on Charge Fluctuations

The total gate-noise current [A] associated with the overall random fluctuations in the coupled charge

is given as [3]

ing(ω) = j ω (qncc) (3.28)

ing(ω) = j ω
√

2 q qcc ∆f (3.29)

Hence, the spectral density of the total gate-noise current [A2/Hz] will be given as

i2ng
∆f

= 2ω2 q qcc (3.30)

Since both the gate-noise and drain-noise currents are generated from the same source, they must be

correlated (partial or complete). Consequently, the cross-covariance between the two noise sources is

given as

q∗ncc ind = 2 q∆f
√
Nds qcc Ids (3.31)

i∗ng ind = − j ω 2 q∆f
√
Nds qcc Ids (3.32)

where q∗ncc and i∗ng are the complex conjugates of the overall random fluctuations in the coupled

charge and the gate-noise current, respectively.

Since both Ids and qcc are functions of the gate and drain voltages and the device geometry, the

drain and gate noise currents can be calculated for any bias point and device geometry at any high

frequency using the equations (3.22) and (3.29), which will be shown in section 4.4 in the next

chapter.

The required expressions of the spectral density of the correlated noise sources and their cross-

covariance are thus obtained. Although, the spectral density of the drain-noise current is independent

of the frequency (equation (3.21)), the spectral density of the correlated gate-noise current is a

function of frequency (equation (3.30)).

There are two unknowns, Nds and qcc , in the spectral-density expressions (equations (3.21) and

(3.30)) of the correlated noise currents. The values of these unknowns can be determined by relating

the analytical noise parameters to the measured noise parameters. Thus, a scalable noise model across

various device geometries in the Verilog-A language can be developed using the above expressions of

correlated noise currents.

The analytical expressions of both noise sources are of the same nature as those predicted by past

authors, however the expressions are much simpler than the previously published expressions, with

fewer unknowns to calculate from the measured data. Hence, the model is less likely to produce

non-physical results.
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3.4 Verilog-A Implementation of the Noise Model

Verilog-A has emerged as a preferred language for writing compact models [39]. The Verilog-A

language has built-in functions to implement noise sources in electrical circuits. Furthermore, most of

the current simulators including harmonic balance use verilog-A code in simulating semiconductor

device models. Hence, the noise model is developed in Verilog-A language. A white-noise source with

a given spectral density can be described using the Verilog-A function “white noise (V ar)” where V ar

represents the variance in the white-noise source. Each “white noise ()” function generates a unique

noise source which could be either a voltage, current or charge noise source, which is completely

uncorrelated to any other noise source generated by it even with the same spectral density [40]. As

discussed in Section 3.3, both the gate-noise current and the drain-noise current are generated from

the common source “random fluctuations in the channel charge” and thus are correlated. Hence, the

correlated noise sources must be implemented using a single “white noise ()” function.

The variance in the overall channel charge due to the random fluctuations in the charge carriers

arriving at the drain terminal per unit time is given as 2q, as described in equation (3.15). A

white-noise source with a variance 2q in the Verilog-A language is described as

σ = white noise(2q) ; (3.33)

The drain-noise current [A/
√

Hz] and noisy coupled charge [C/
√

Hz] can be described using equations

(3.22), (3.26) and (3.27) in the Verilog-A language as:

ind = σ
√
Nds Ids ; (3.34)

qngd = σ
√
qccγsd ; (3.35)

qngs = σ
√
qcc(1− γsd) ; (3.36)

In Verilog-A language, a ddt() operator is used to implement the jω term in the expressions of

gate-noise current and the cross-variance of two noise sources. Thus, the terminal drain-noise current

[A/
√

Hz] and gate-noise current [A/
√

Hz] can be obtained by adding the drain-noise current and

the noisy charge into their corresponding terminal currents.

I(d, s) < + σ
√
Nds Ids ; (3.37)

I(g, d) < +
√
qccγsd ddt{σ} ; (3.38)

I(g, s) < +
√
qcc(1− γsd) ddt{σ} ; (3.39)

where the < + operator is used to add an expression to the existing value of a terminal current or

voltage.
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3.5 Analysis of Measured Data

The first step in the compact modelling is to validate the measured data and to rectify all the incorrect

data points. Otherwise, the model can lead to non-physical results. There are several factors, as

discussed in Section 2.4, that can cause a incorrect noise measurement. Hence, the measured data

points which are not following the trend are not considered in validating the noise model. The analysis

of the measured data also helps in understanding the response of the noise sources with the device

geometry, bias points and frequency.

The noise measurements were carried out by the research and development (R&D) team in the

industry “WIN Semiconductor Corporation”. The HEMTs used in the measurements are products

of the 0.15µm enhancement-type GaAs-based p-HEMT technology. The number 0.15µm refers to

the gate length of the HEMT, and the word p-HEMT refers to the pseudomorphic HEMT, i.e, a

HEMT in which the thin channel layer (GaAs layer) is strained in order to provide a lattice match at

the interface between the two different-bandgap semiconductor materials (GaAs and AlGaAs in this

case) [41].

A brief description of the device geometries and bias points used in the measurement is as follows:

• The measurements were done over a wide range of most commercially used device geometries

to cover all possible extreme combinations. The devices used in the measurements are

25µm,50µmand75µm wide, with three different possible number of gate fingers 2,4 and8.

Hence, a total of nine devices are used in the measurements.

• The measurements were carried out at five different bias points. Each device, which is biased

at a fixed drain voltage (Vds), is subjected to five different gate voltages (Vgs) to conduct a

corresponding five different drain currents ranging from 50 mA/mm to 250 mA/mm in steps

of 50 mA/mm.

• The noise performance of the HEMT for all device geometries and bias points is measured over

2 GHz to 40 GHz, covering both the S band and the Ka bands of microwave frequency.

• All the HEMT devices that were used in the measurements were fabricated on the same wafer.

Further, none of the measurements are repeated on any other device with the same dimensions

or bias point due to the small time frame of six months and resource constraints. Hence, the

reproducibility of the measurement is not validated.

The three fundamental noise parameters (NFmin, Yopt and Rn) along with the noise figure (NF ) of

the intrinsic HEMT device were measured for all the discussed device geometries and bias points over

the mentioned frequency range. The S-parameters of the intrinsic HEMT are also measured across

all the discussed possible configurations to ensure that no additional parasitic elements have been
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added across the HEMT during the measurements, which can corrupt its noise performance. The

validation for the presence of the parasitic elements during the noise measurements can be done by

comparing the S-parameters measured during the device characterisation [12] and during the noise

measurements.

After understanding all the possible input device geometries and bias points along with the measured

output noise parameters required for the detailed investigation of noise in the HEMT, the focus of

this section is to build further knowledge about the nature of the noise currents in the device and to

identify the false measured data points.

3.5.1 Speculation on the Nature of Noise Currents from Measured Data

The response of the minimum noise figure (NFmin) with various device geometries and drain currents

can highlight various features of the noise sources in the HEMT. Hence, it can be used to verify

the number and the behaviour of the noise sources required to predict the noise performance of the

HEMT. A brief description of the behaviour of the minimum noise figure (NFmin) and corresponding

hypothesis on the noise current across the mentioned frequency range for various device geometries

and bias points is as follows:

• The Minimum noise figure increases with an increase in the device width at any frequency point

as shown in Figure 3.1(a) and 3.1(b). This response was expected, as the channel-noise current

is proportional to the square root of the drain current or the device width.

• The minimum noise figure is observed to remain constant or be marginally reduced with an

increase in the number of gate fingers at any frequency point as shown in Figure 3.2(a) and

3.2(b). Each finger corresponds to one channel and one gate, which generates a pair of

noise currents (being correlated). Hence, the number of gate fingers is proportional to the

correlated noise currents. However, the correlated noise currents associated with each finger

are uncorrelated among the gate fingers. Hence, the randomness in the charge among different

fingers may cancel each other, as the electric field across each channel is the same.

• The minimum noise figure also increases with an increase in the frequency in the said frequency

range for any given device geometry, as shown in Figure 3.3(a). This behaviour is quite critical,

as only the gate-noise current is proportional to the frequency (equation (3.29)) and has a

lower magnitude than the drain-noise current, being proportional to the average of the number

of fluctuating charge while the drain-noise current is a function of the dc drain current. Hence,

it will be interesting to analyse whether an additional noise source is required or whether the

spectral density of the gate-noise current can validate the behaviour.

• The minimum noise figure also keeps on increasing with an increase in the dc drain current at

any given frequency as shown in Figure 3.3(b), as expected from the noise-current expressions
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(equation (3.22) and equation (3.29)).

Figure 3.1: Response of measured NFmin across various device widths biased to conduct a drain

current (Ids) of 100 mA/mm: (a) For three different frequencies with number of gate fingers = 4 (b)

For three different numbers of gate fingers at frequency 15 GHz

Figure 3.2: Response of measured NFmin across various numbers of gate fingers, biased to conduct

a drain current (Ids) of 100 mA/mm: (a) For three different frequencies with device width = 50 µm

(b) For three different device widths at frequency 15 GHz

3.5.2 Discrepancies in the Measured Data

The noise measurements were carried out in two sets of frequency range, one from 2 GHz to 26 GHz

and the other from 26 GHz to 40 GHz. The probable reason for measuring the noise in the two

frequency sets could be the bandwidth limitation of the noise source to generate a noisy signal. Hence,

two different noise sources could have been used in the noise measurements over the stated frequency

range. Because of the two different noise sources or entire different measurement set-up, the values
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Figure 3.3: Response of measured NFmin (a) across the frequencies, when the three tested devices

are biased to conduct a drain current (Ids) of 100 mA/mm (b) across drain current Ids at frequency

15 GHz, for three different device widths with number of gate fingers = 8

of the noise parameters are not only discontinuous at 26 GHz, but also the two set-ups recorded

different noise behaviour for the same HEMT under the same test condition. Considering the lower

reliability of a high-frequency noise source, the high-frequency measurement set-up is considered to

be less accurate. This variability in the measurements is observed in the frequency response of all the

three noise parameters as shown in Figure 3.4.

The minimum noise figure abruptly increases in the range of 0.21 dB to 0.26 dB at the juncture of the

two measured frequency sets (26 GHz) across all device geometries and bias points, although its slope

is similar in both measured sets as shown in Figure 3.4(a). It should be noted that the maximum

observed minimum noise figure is not greater than 0.9 dB at 26 GHz across any device geometry or

bias point. Therefore, the change in the measurement set-up has introduced an error of approximately

24% in the minimum noise figure. Similarly, both the optimum signal source admittance and the

equivalent noise resistance abruptly increase at the common frequency point of the two measured

data sets, although the rise is not as high as for the minimum noise figure. Thereafter, their values

continue to decrease as shown in Figures 3.4(b) and 3.4(c). Furthermore, peculiar values in the

optimum signal source admittance’s frequency response are noted at the initial low frequencies as

shown in Figure 3.4(b). Such a response has not been observed in the past literature, hence it is

difficult to evaluate its genuineness.

The deviation in values of the analytical minimum noise figure at higher frequencies and in values of

the optimum signal source admittance at the initial frequencies from their corresponding measured

data are to be expected. With an understanding of the potential inaccuracies in the measurement
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data, a more meaningful comparison can be done between the analytical noise parameters and the

measured data to obtain the unknowns in the expressions of the noise currents.

Figure 3.4: Response of measured noise parameters: (a) Minimum noise figure (NFmin) (b) Normalised

optimum signal source admittance (Yopt) (c) Equivalent noise resistance (Rn) with frequency for

various device geometries biased to conduct a drain current (Ids) of 100 mA/mm. The jump at 26

GHz is due to the use of two different measurement set-ups

3.6 Results and Discussion

The analytical noise parameters can be obtained by inserting the expression for the spectral density

of the drain and gate noise currents (equations (3.21) and (3.30)) in the expression for the spectral
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density of the input noise voltage and current (equations (2.3) and (2.4)). In the normal bias

conditions, it can be assumed that the fluctuating channel charge is distributed equally (50%− 50%)

between the source and the drain regions under the gate, hence γsd is set at 0.5 in the noise model.

On comparing the analytical noise parameters with the measured parameters, it is observed that

small fractional values of both the constants (Nds and qcc) can produce a close fit between the noise

parameters as shown in Figure 3.5 and Figure 3.8, along with a few exceptions. These exceptions

with their underlying reasons and remedies are discussed below:

• The measured optimum signal source admittance for any given device geometry decreases with

an increase in frequency as shown in Figure 3.5, whereas the measured noise figure of the

HEMT increases with frequency as observed in Figure 3.6. Although, both the analytically

obtained noise parameters follow the same trend, at higher frequencies the change in the slope

of their response is not as sharp as in the case of the measured data. Such a response of the

analytical parameters was anticipated, both the reason and the analysis of which are discussed

below:

– Since the spectral density of the drain-noise current is independent of frequency while the

frequency-dependent gate-noise current is small in magnitude compared to the drain-noise

current, the noise figure cannot be expected to increase at an approximately linear rate.

– Furthermore, the response of an equivalent noise resistance which is mainly dependent on

the gate-noise current, except for low frequencies, is closely aligned with the measured

data as shown in Figure 3.7. This confirms that there is no need for further amendments

in the analysis of the gate-noise current to predict the high-frequency noise performance

of the HEMT.

– Thus, an additional frequency-dependent drain-noise current is needed to correctly model

the noise performance of the HEMT at high frequencies. Both the physical origin and its

expression are discussed in the next chapter.

• The analytically obtained minimum noise figure is significantly lower than for the measured

data over the frequency range as shown in Figure 3.8. The reason for the lower analytical

minimum noise figure is discussed below:

– In the equations (3.21) and (3.30) both the drain and gate noise currents are considered

to be completely correlated to each other since they share exactly the same randomness

in their distribution, having originated from the same source.

– However, according to noise theory, the drain-noise current must be composed of two com-

ponents, one completely correlated to gate-noise current, the other completely uncorrelated

to it. Because the latter component is missing in the expression of the minimum noise

figure (equation (2.12)), the analytical parameter falls below the measured parameter.
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– This reason is further validated from the response of the noise figure of the device as shown

in Figure 3.6. The analytically obtained noise figure is closely related to the measured data

in the low-frequency spectrum and deviates at high frequencies because of the absence of

the frequency-dependent drain-noise current source and due to the additional noise in the

high-frequency set-up.

– Hence, the right correlation between the drain-noise current and the gate-noise current,

by sub-dividing the drain-noise current into two components, can match the analytical

minimum noise figure with the measured data. Further details on the expression of their

correlation coefficient will be discussed in the next chapter.

Thus, the comparisons of the analytical noise parameters with their corresponding measured results

indicates that the gate and the drain-noise currents are not completely correlated to each other but

only partially. Furthermore, random fluctuations in the number of charge carriers in the channel per

unit time are not sufficient to explain the noise performance of the HEMT at high frequencies. An

additional noise source is needed to completely predict the HEMT’s noise performance.

Figure 3.5: A comparison between the measured (in circles and crosses) and analytically obtained (in

solid lines) normalised optimum signal source admittances (Yopt
Y0

) over the two extreme device widths:

(a) device width equal to 25 µm and (b) device width equal to 75 µm, for all gate fingers biased to

conduct a drain current (Ids) of 100 mA/mm across the entire discussed frequency spectrum. Circles

represent low frequency measured data sets and crosses represent high frequency measured data sets
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Figure 3.6: A comparison between the measured (in circles and crosses) and analytically obtained

(in solid lines) noise figures (NF) over the two extreme device widths: (a) device width equal to

25 µm and (b) device width equal to 75 µm, for all gate fingers biased to conduct a drain current

(Ids) of 100 mA/mm across the entire discussed frequency spectrum. Circles represent low frequency

measured data sets and crosses represent high frequency measured data sets

Figure 3.7: A comparison between the measured (in circles and crosses) and analytically obtained (in

solid lines) equivalent noise resistances (Rn) over the two extreme device widths: (a) device width

equal to 25 µm and (b) device width equal to 75 µm, for all gate fingers biased to conduct a drain

current (Ids) of 100 mA/mm across the entire discussed frequency spectrum. Circles represent low

frequency measured data sets and crosses represent high frequency measured data sets
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Figure 3.8: A comparison between the measured (in circles and crosses) and analytically obtained (in

solid lines) minimum noise figures (NFmin) over the two extreme device widths: (a) device width

equal to 25 µm and (b) device width equal to 75 µm, for all gate fingers biased to conduct a drain

current (Ids) of 100 mA/mm across the entire discussed frequency spectrum. Circles represent low

frequency measured data sets and crosses represent high frequency measured data sets

3.7 Conclusion

The origin of the drain-noise current appears to be “non-thermal” in sub-micrometre HEMT devices.

On the other hand, the noise phenomenon in the HEMT is found to be due to the random fluctuations

in the large number of charge carriers traversing the channel per unit time. Therefore, the analytical

expression for the spectral density of the correlated noise currents is determined using probability

theory by considering that these random fluctuations constitute a Poisson distribution. With the help

of these analytical expressions, a noise model for the HEMT which is scalable across different device

geometries is developed.

Due to the use of different noise measurement set-ups across the two frequency sets, approximately

24% error is observed in the measurements of the minimum noise figure at the juncture of the two

measured data sets. Similar inaccuracies are also observed in the frequency response of the other

measured noise parameters. Apart from these measurement errors, the noise model is able to predict

the noise performance of HEMT in close alignment with the accurate measured data.

It is also observed that the two noise currents are not completely correlated to each other, as

hypothesised by the two-port noise theory. Hence, an additional drain-noise current source is required

which is completely uncorrelated to the gate current to accurately determine the minimum noise

figure of the HEMT. Furthermore, the noise performance of the HEMT at the higher frequencies

cannot be explained by considering only the gate-noise current to be frequency dependent. Hence,
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another frequency-dependent drain-noise current source is needed to explain the high-frequency

noise performance of the HEMT. The physical origin and expression for spectral density of both the

additional noise-current sources along with the final results of the model are discussed in the next

chapter.



Chapter 4

Complete Non-linear Noise Model

This chapter describes both the physical origin and a mathematical expression for the frequency-

dependent drain-noise current. Thereafter, the channel-noise current is revised to include a noise

component uncorrelated with the gate-noise current. With the use of these three noise-current sources,

a scalable non-linear noise model written in Verilog-A is described in this chapter. Furthermore, to

validate the effectiveness of the model, the response of the analytical noise parameters are compared

with the corresponding measured parameters. Also, to describe the need for and utility of the model,

a comparison between the noise parameters calculated from the described model and the noise model

provided by WIN Semiconductor Corporation is carried out. In the end, to verify the functionality of

the model, the noise model is integrated into the existing non-linear model and a comparison between

the S-parameters calculated using the integrated model and obtained from measurements is shown.

4.1 Frequency-Dependent Drain-Noise Current

The leakage current between the source and drain terminals of the HEMT through the buffer layer or

doped layer has been reported many times in the literature [42]. Therefore, many successful efforts

have been carried out to minimise the leakage [43, 44]. However, the number of charge carriers and

the associated random fluctuations in the buffer layer or in the doped layer are still significant enough

to generate a noise current. The random fluctuations in the number of charge carriers arriving at the

drain terminal through the buffer layer or doped layer are for two reasons: first is the dislocation of

the atoms at the interface and second is the uncertainty in predicting accurately their momentum

and position simultaneously at the same time. The atom dislocations at the interface cause either

carrier scattering or trapping. Since the mechanisms resulting in these random fluctuations are only

partially different from the one in the channel, the two noise sources can be considered as partially

correlated with each other.

33
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4.1.1 Mathematical Description of Frequency-Dependent Drain Current

Let Nbl be the number of charge carriers inside the buffer layer or doped layer at a time instant τ

between the drain and source terminals, hence the charge inside the buffer layer or in the doped layer

will be qbl (= q Nbl). The charge spectral density [C2/Hz] of the overall random fluctuations in the

charge (qnbl) for the discussed reasons can be given as

q2nbl
∆f

=
q2nblc
∆f

+
q2nblu
∆f

(4.1)

where q2nblc represents the variance in the charge due to the uncertainty in predicting momentum and

position simultaneously and q2nblu represents the variance in the charge due to the dislocations of

atoms at the interface.

From equation (3.24)

q2nblc
∆f

= 2 q qblc (4.2)

q2nblu
∆f

= 2 q qblu (4.3)

where qblc and qblu represent the charge associated with the average number of charge carriers (Nblc

and Nblu) present in the buffer layer or the doped layer at time τ . The units of qblc and qblu are

[C/Hz].

Hence, the total noise charge present inside the buffer layer or in the doped layer, with the condition

that both noise sources are independent of each other, will be given as

qnbl =
√

2 q qblc ∆f +
√

2 q qblu ∆f (4.4)

The noise current [A] flowing between the drain and source terminals due to the random fluctuations

in the charge (qnbl) present in the buffer layer or in the doped layer can be given as

inbl(ω) = j ω qnbl (4.5)

inbl(ω) = j ω
(√

2 q qblc ∆f +
√

2 q qblu ∆f
)

(4.6)

Thus, the noise current is a function of frequency. The spectral density of the noise current [A2/Hz]

due to random fluctuations in the buffer layer or in the doped layer charge is given as

i2nbl
∆f

= 2ω2 q (qblc + qblu) (4.7)
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4.1.2 Verilog-A Implementation of Frequency-Dependent Drain Current

As the channel-noise current and frequency-dependent drain-noise current are partially correlated

with each other, the variance in the noisy charge inside the buffer layer or in the doped layer must be

represented by two different “white noise()” functions with the same variance of 2q such as

σblc = white noise(2q) ; (4.8)

σblu = white noise(2q) ; (4.9)

Hence, the noisy charge in the buffer layer or in the doped layer [C/
√

Hz] can be described in

Verilog-A using equation (4.4) as

qnbl = σblc
√
qblc + σblu

√
qblu ; (4.10)

Finally, the terminal drain-noise current [A/
√

Hz] due to the noisy charge in the buffer layer or the

doped layer can be obtained by taking the time derivative of equation (4.10) as

I(d, s) < +
√
qblc ddt{σblc}+

√
qblu ddt{σblu}; (4.11)

4.1.3 Influence of Frequency-Dependent Drain Current on Noise

Parameters

The high-frequency response of the noise parameters of the HEMT improves significantly with the

addition of a partially correlated frequency-dependent drain-noise current as shown in Figure 4.1(b)

- 4.2(b). The frequency-dependent drain-noise component is added only in part (b). The close

match of the noise parameters with the high-frequency measured data in part (b) of both figures

indicates the necessity of the frequency-dependent drain-noise current. However, the analytically

obtained minimum noise figure is still lower than the corresponding measured data. Therefore, the

channel-noise current must be revised again and an uncorrelated noise component must be added to

the channel-noise current.

These figures indicate that, even though the contribution of the charge carriers inside the buffer layer

or in the doped layer is almost negligible compared to the drain current, they cannot be neglected

while describing the drain-noise current. This is because the order of the drain current is in mA but

the noise current is in the order of nA/
√

Hz, hence fluctuations in small carrier densities in the buffer

layer or in the doped layer can generate the small drain-noise current.

4.2 Revision of Channel-Noise Current

As shown in Figures 3.8 and 4.2, the measured minimum noise figure is larger than the corresponding

analytical minimum noise figure, which is calculated with the assumption that both noise currents
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Figure 4.1: A comparison between the measured (in circles and crosses) and analytically obtained

(in solid lines) normalised optimum signal source admittances: (a) Without frequency-dependent

drain-noise current (b) With frequency-dependent drain-noise current, for a 75 µm wide device across

all gate fingers biased to conduct a drain current (Ids) of 100 mA/mm across the entire discussed

frequency spectrum

Figure 4.2: A comparison between the measured (in circles and crosses) and analytically obtained (in

solid lines) minimum noise figures: (a) Without frequency-dependent drain-noise current (b) With

frequency-dependent drain-noise current, for a 75 µm wide device across all gate fingers biased to

conduct a drain current (Ids) of 100 mA/mm across the entire discussed frequency spectrum
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are completely correlated. However, as discussed in the noise theory of two-ports in Section 2.1, the

two noise currents (drain and gate noise) are partially correlated with each other. Thus, with the

guidelines of two-port noise theory, the channel-noise current [A] must be divided into two parts:

inch = inchc + inchu (4.12)

where inchc and inchu are completely correlated and uncorrelated to the gate-noise currents and can

be defined using equation (3.22)

inchc =
√

2Ndsc q Ids ∆f (4.13)

inchu =
√

2Ndsu q Ids ∆f (4.14)

where Ndsc and Ndsu are the corresponding scalar factors.

4.2.1 Verilog-A Implementation of Channel-Noise Current

Since both components of the channel-noise current are independent of each other even though both

have the same variance of 2q, two different “white noise()” functions must be needed, such as

σchc = white noise(2q) ; (4.15)

σchu = white noise(2q) ; (4.16)

Hence, the channel-noise current [A/
√

Hz] in Verilog-A is represented as

inch = σchc
√
Ndsc Ids + σchu

√
Ndsu Ids ; (4.17)

4.3 Revision of Noise Currents in the Model

The drain-noise current is the sum of the noise current in the buffer layer or in the doped layer

(equation (4.6)) and the channel-noise current (equations (4.13)-(4.14)) is described as

ind = inchc + inchu + inbl (4.18)

ind =
√

2Ndsc q Ids ∆f +
√

2Ndsu q Ids ∆f + j ω
(√

2 q qblc ∆f +
√

2 q qblu ∆f
)

(4.19)

The noise channel charge, which is coupled to the gate terminal through the capacitances Cgs and

Cgd as mentioned in equations (3.26)-(3.27) can be given as

qngd =
√

2 q qcc γsd ∆f (4.20)

qngs =
√

2 q qcc (1− γsd) ∆f (4.21)
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Thus, the total gate-noise current [A] associated with the coupling of the overall random fluctuations

in the channel charge using equation (3.29) must be given as

ing = j ω
√

2 q qcc ∆f (4.22)

Hence, the partial correlation coefficient between the gate-noise current and drain-noise current using

equations (4.19) and (4.22) is given as

c =
i∗ng ind√
|ing|2|ind|2

(4.23)

where the cross-variance
(
i∗ng ind

)
between the two noise currents is given as

i∗ng ind = − j ω 2 q∆f
√
Ndsc qcc Ids + ω2 2 q∆f

√
qcc qblc (4.24)

Thus, the covariance between the two noise currents is no longer purely imaginary but has a real

component as well. And the square of the magnitude of drain and gate noise currents can be given as

|ind|2 = 2 q∆f
[
(Ndsc +Ndsu) Ids + ω2 (qblc + qblu)

]
(4.25)

|ing|2 = 2ω2 q qcc ∆f (4.26)

The drain-noise current and the coupled gate charge can be added into the terminal currents [A/
√

Hz]

in Verilog-A using equations (4.19) and (3.26)-(3.27) as

I(d, s) < + (σchc
√
Ndsc + σchu

√
Ndsu)

√
Ids +

√
qblc ddt{σblc}+

√
qblu ddt{σblu} (4.27)

I(g, d) < +
√
qccγsd ddt{σchc} ; (4.28)

I(g, s) < +
√
qcc(1− γsd) ddt{σchc} ; (4.29)

where σblc = σchc + σchu

Thus, the equations (4.27)-(4.29) describe the noise behaviour of the HEMT across various device

geometries and bias points. The methodology of extracting the five unknowns (Ndsc, Ndsu, qblc, qblu

and qcc ) in these equations from the response of the noise parameters with frequency is discussed in

Section 4.4. Furthermore, the variation of the scalar factors Ndsc and Ndsu and the noise charges

qblc, qblu and qcc with device geometries and bias points are described in Section 4.5.

4.4 Extraction Methodology of Model Parameters

There are five model parameters which are used in the expression of the three noise currents in

equations (4.27)-(4.29). Two parameters are scalar quantities, Nds and Ndsu, while three are average
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charges per unit hertz qcc, qblu and qblc. The values of these unknown parameters can be obtained by

comparing the response of the analytical and measured noise parameters with frequency using curve

fitting technique. These parameters scale with the device width and drain current.

The physical significance of each model parameter and the method of extracting these parameters

are explained below:

• The first parameter that must be extracted is Nds, which represents the fraction of the

fluctuations in the channel charge carriers which reach the drain terminal with respect to the

total fluctuations in the channel. Hence, its value is less than one. Parameter Nds can be

obtained from the variation of the equivalent noise resistance (Rn) with frequency. Since, at 2

GHz, the value of Rn primarily depends on the channel-noise current, the value of the model

parameter Nds is only tuned to match the analytical noise parameter Rn with the corresponding

measured parameter at 2 GHz.

• The average of the total charge which gets coupled to the gate in time τ is represented by

qcc [C/Hz]. After freezing the value of Nds, it can be extracted from the variation of the

normalised optimum signal source admittance
Yopt
Y0

with frequency. Therefore, its value is tuned

until the analytical noise parameter
Yopt
Y0

matches with the corresponding measured parameter

at low frequencies.

• The average of the total charge that reaches the drain terminal through the buffer layer or

the doped layer in time τ is represented by qblu and qblc with units [C/Hz]. After freezing the

value of Nds and qcc, the values of both noise charges are tuned simultaneously to match the

analytical Yopt
Y0

with the measured parameter at high frequencies.

• The physical significance of both parameters Nds and Ndsu are the same, with the only difference

that Ndsu represents that fraction of the fluctuations in the number of channel charge carrier

that are uncorrelated with the channel charge carriers which are coupled to the gate terminal.

Its value is tuned to match the analytical NFmin with the corresponding measured parameter.

4.5 Scaling of Model Parameters

To develop a scalable noise model, each model parameter must scale with device geometry and drain

current. The correlated noise factor Nds was seen to decrease with the normalised drain current while

the uncorrelated noise factor Ndsu increases with the normalised drain current but decreases with the
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normalised device width. The scaling of both noise model parameters is given as

Nds = Fds
4

√
1e− 3

Ids
(4.30)

Ndsu = Fdsu
4

√
Ids

1e− 3

(
Ids

1e− 3

25

W

)
(4.31)

where W is the device width ranging from 25 µm to 75 µm. And 1e− 3 represents 1 mA.

Also, the average of the total coupled charge (qcc) with unit [C/Hz] is seen to increase with both

the normalised drain current and the normalised device width as

qcc = Fcc q

√
Ids

1e− 3

W

25
(4.32)

The average of the total charge in the buffer layer or in the doped layer (qblc and qblu) with units

[C/Hz] is seen to increase with the normalised drain current but decreases with the normalised device

width as

qblc = Fblc q

(
25

W

) 3
4
(

Ids
1e− 3

)
(4.33)

qblu = Fblu q

√
25

W

(
Ids

1e− 3

)
(4.34)

The values of the scalar factor used in the model are given in the following table

Scalar Factor Fds Fdsu Fcc Fblc Fblu

Value 0.34 0.0037 1.60 0.75 4.50

4.6 Results and Discussion

As defined in Section 4.5, all the five unknowns are the functions of drain current and device geometry.

Furthermore, the noise currents are dependent on the dc drain current rather than on the changes in

the drain current or on any linear device parameters like rgs or gds, thus the noise model cannot be

considered as a linear model. Hence, for a given value of the unknowns, a scalable non-linear noise

model can be developed. The response of the analytical noise parameters, obtained using equations

(4.27)-(4.29), fits very well with their corresponding measured data as shown in Figures 4.3 - 4.6.

The response of four different device dimensions, biased at three different gate voltages to conduct

50 mA/mm, 100 mA/mm and 200 mA/mm are shown in the above mentioned figures.

The major challenge for any noise model is to match both the analytical normalised optimum signal

source admittance and the minimum noise figure with the measured data at the same time. However,

as shown in Figures 4.3 and 4.4 both parameters are matched very well.

A brief summary of the response of the analytical noise parameters is discussed below:
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Figure 4.3: A comparison between the measured (in circles and crosses) and analytically obtained (in

solid lines) normalised optimum signal source admittances over four device geometries: with device

width equal to 25 µm (a) with two gate fingers and (b) with eight gate fingers; and with device width

equal to 75 µm (c) with two gate fingers and (d) with eight gate fingers, biased to conduct three

drain current (Ids) values of 50 mA/mm, 100 mA/mm and 200 mA/mm across the entire discussed

frequency spectrum

• The analytically obtained optimum signal source admittance is slightly larger than the measured

data for an eight-finger gate device as shown in Figure 4.3(c) and 4.3(d) as compared to a

two-finger gate device in Figure 4.3(a) and 4.3(b). One reason for the slightly higher value of

the analytical optimum signal source admittance could be the uncorrelated sources associated

with each finger. Every discussed noise source is defined for each individual gate finger rather

than for the total fingers to ensure that all fingers have uncorrelated noise sources. Hence,
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Figure 4.4: A comparison between the measured (in circles and crosses) and analytically obtained (in

solid lines) minimum noise figures over four device geometries: with device width equal to 25 µm (a)

with two gate fingers and (b) with eight gate fingers; and with device width equal to 75 µm (c) with

two gate fingers and (d) with eight gate fingers, biased to conduct three drain current (Ids) values of

50 mA/mm, 100 mA/mm and 200 mA/mm across the entire discussed frequency spectrum

this might cause a slight increase in the optimum signal source admittance for many fingered

devices.

• With the inclusion of an uncorrelated channel-noise current, the minimum noise figure matches

well with the measured results as shown in Figure 4.4. The measured minimum noise figure

is similar for 50 mA/mm and 100 mA/mm drain currents, which could be because of the

minimum resolution error in the measurements.

• The equivalent noise resistance is about 1 Ω− 2 Ω lower than its corresponding measured value
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Figure 4.5: A comparison between the measured (in circles and crosses) and analytically obtained (in

solid lines) equivalent noise resistances over four device geometries: with device width equal to 25

µm (a) with two gate fingers and (b) with eight gate fingers; and with device width equal to 75 µm

(c) with two gate fingers and (d) with eight gate fingers, biased to conduct three drain current (Ids)

values of 50 mA/mm, 100 mA/mm and 200 mA/mm across the entire discussed frequency spectrum

for a drain current of 50 mA/mm in Figure 4.5 at the low frequencies. As pointed out above,

the measured data for a 50 mA/mm drain current is considerably higher than the expected

trend. Hence, this rise could be attributed to the error in measuring noise at such a low drain

current.

• The bell-shaped response of the measured noise figure in Figure 4.6(a) and 4.6(b) at low

frequencies does not appear to be a physical behaviour of the device, because this is only seen

with a lower device width. Also, there is an offset of 0.25 dB and 0.28 dB between the two

measured data sets in Figure 4.6(a) and 4.6(b).
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Figure 4.6: A comparison between the measured (in circles and crosses) and analytically obtained

(in solid lines) noise figures over four device geometries: with device width equal to 25 µm (a) with

two gate fingers and (b) with eight gate fingers; and with device width equal to 75 µm (c) with two

gate fingers and (d) with eight gate fingers, biased to conduct three drain current (Ids) values of 50

mA/mm, 100 mA/mm and 200 mA/mm across the entire discussed frequency spectrum

4.6.1 A Comparison with WIN Foundry Noise Model

In Figures 4.7 - 4.10, the noise parameters obtained from the two different models are compared with

the measured data for the extreme device geometries at a single bias point. The other noise model used

for comparison is from the WIN Semiconductor Corporation and is termed WIN’s model. WIN’s model

is only able to match the minimum noise figure for low-frequency measured data out of the four noise

parameters as shown in Figures 4.7 - 4.10. Since both models predict accurately the low frequency

minimum noise figure, it confirms that extra noise gets added in the high-frequency measurement

set-up or there might be some calibration error in high frequency measured data sets during the
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measurement. Also, in Figure 4.7 the minimum noise figure calculated by WIN’s model starts to

decrease at higher frequency, which indicates that the model does not have a frequency-dependent

drain-noise component, whereas our model predicts the required increase in the minimum noise figure

at higher frequencies.

The magnitude of the normalised optimum signal source admittance corresponding to WIN’s model

is significantly higher than for the measured data as shown in Figure 4.8. This rise also contrasts

with the fall in the minimum noise figure at higher frequencies obtained using WIN’s model. On the

other hand, the values of the equivalent noise resistance and the noise figure of the device obtained

using WIN’s model are lower than the measured results in Figures 4.9 and 4.10.

Figure 4.7: A comparison between the measured (in circles and crosses) and analytically obtained

minimum noise figures from our model (in solid lines) and WIN’s model (in broken lines) over the

two extreme device widths: (a) device width equal to 25 µm and (b) device width equal to 75 µm,

for all gate fingers biased to conduct a drain current (Ids) of 100 mA/mm across the entire discussed

frequency spectrum
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Figure 4.8: A comparison between the measured (in circles and crosses) and analytically obtained

normalised optimum signal source admittances from our model (in solid lines) and WIN’s model (in

broken lines) over the two extreme device widths: (a) device width equal to 25 µm and (b) device

width equal to 75 µm, for all gate fingers biased to conduct a drain current (Ids) of 100 mA/mm

across the entire discussed frequency spectrum

Figure 4.9: A comparison between the measured (in circles and crosses) and analytically obtained

equivalent noise resistances from our model (in solid lines) and WIN’s model (in broken lines) over

the two extreme device widths: (a) device width equal to 25 µm and (b) device width equal to 75

µm, for all gate fingers biased to conduct a drain current (Ids) of 100 mA/mm across the entire

discussed frequency spectrum
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Figure 4.10: A comparison between the measured (in circles and crosses) and analytically obtained

noise figures from our model (in solid lines) and WIN’s model (in broken lines) over the two extreme

device widths: (a) device width equal to 25 µm and (b) device width equal to 75 µm, for all gate

fingers biased to conduct a drain current (Ids) of 100 mA/mm across the entire discussed frequency

spectrum

4.6.2 S-parameter Comparison

The proposed noise model is appended into the existing non-linear scalable model for an HEMT [45]

to validate its functionality to be used as a non-linear model. As shown in Figures 4.11 - 4.14, the

S-parameters of the device are closely aligned with the measured data, confirming that no additional

parasitics are used in the model which can influence the normal operation of the device. Hence, the

developed noise model can be easily appended into the existing non-linear model, and the integrated

model can predict the noise and other device phenomena.
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Figure 4.11: A comparison between the measured (in circles and crosses) and analytically obtained

S21 from our model (in solid lines) and WIN’s model (in broken lines) over the two extreme device

widths: (a) device width equal to 25 µm and (b) device width equal to 75 µm, for all gate fingers

biased to conduct a drain current (Ids) of 100 mA/mm across the entire discussed frequency spectrum

Figure 4.12: A comparison between the measured (in circles and crosses) and analytically obtained

S12 from our model (in solid lines) and WIN’s model (in broken lines) over the two extreme device

widths: (a) device width equal to 25 µm and (b) device width equal to 75 µm, for all gate fingers

biased to conduct a drain current (Ids) of 100 mA/mm across the entire discussed frequency spectrum
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Figure 4.13: A comparison between the measured (in circles and crosses) and analytically obtained

S11 from our model (in solid lines) and WIN’s model (in broken lines) over the two extreme device

widths: (a) device width equal to 25 µm and (b) device width equal to 75 µm, for all gate fingers

biased to conduct a drain current (Ids) of 100 mA/mm across the entire discussed frequency spectrum

Figure 4.14: A comparison between the measured (in circles and crosses) and analytically obtained

S22 from our model (in solid lines) and WIN’s model (in broken lines) over the two extreme device

widths: (a) device width equal to 25 µm and (b) device width equal to 75 µm, for all gate fingers

biased to conduct a drain current (Ids) of 100 mA/mm across the entire discussed frequency spectrum



Chapter 5

Conclusion and Future work

The advancement in HEMT technology to cater for high-speed applications has transformed the

motion of a charge carrier to be almost ballistic especially in advanced technologies [34–36]. With such

a high velocity the time taken by the carriers to cross the channel of the FET has drastically reduced,

which makes them almost immune to lattice scattering. Hence, the origin of channel-noise could not

be considered as thermal. Instead, the principle of uncertainty, in pointing to both momentum and

position of the charge carriers in the channel simultaneously, must be used to model the channel-noise

current. As described in Chapter 3, the randomness in the number of charge carriers can be described

using probability theory. One such example is Schottky’s theorem, that was able to predict the

randomness in the total number of thermionic emitted electrons from a cathode.

5.1 Conclusion

As shown in Chapter 3 (in Figure 3.5), correlated noise sources are not sufficient to predict the

high-frequency noise performance of the device. We also validated that (as shown in Figure 3.8),

both gate and channel noise current are not completely correlated to each other but instead are

partially correlated. Furthermore, the contribution of the number of charge carriers inside the buffer

layers or in the doped layer in generating a noise current between drain and source terminals cannot

be neglected. Since the origin of the noise in the buffer layer is somewhat different from that in the

channel, the two noise currents are partially correlated to each other. Thus, in total, three partially

correlated noise sources are needed to correctly predict the noise performance of the HEMT over the

frequency range of 2 GHz to 40 GHz.

Equations (4.27)-(4.29), written in Verilog-A language, are used to model the contribution of all

the three noise sources and the complete model is described in appendix A . There are five model

parameters which are needed to define the noise phenomenon in an HEMT. These parameters are

functions of the drain current and device width and can be obtained from the response of the noise

parameters as discussed in Section 4.4. Hence, a scalable non-linear noise model can be developed

50
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using these equations. The analytically obtained noise parameters using the model are in good

agreement with the measured data over various device geometries and bias points, as shown in Figures

4.3 - 4.6. The model was appended into the existing scalable non-linear model for the HEMT [45],

and the combined model can predict both noise and other operations of the HEMT as shown in

Figures 4.11 - 4.14.

5.2 Future Work

In this work, the noise phenomenon in the HEMT is analysed for the frequency range of 2 GHz to

40 GHz. Therefore, only those noise sources that can affect the performance of the HEMT in this

frequency regime are modelled. There are other noise sources such as flicker noise and shot noise

that can influence the noise performance of the HEMT in the lower frequency range. The nature of

their impact and the influenced frequency range will be studied in future. Also, since the measured

data were only limited to a few bias points and device geometries and the high-frequency measured

sets have an additional offset, more measurement results are needed to decide on the correct value of

γSD and the average charge in the buffer or in the doped layer, qblu and qblc, respectively. Moreover,

apart from normal operation of the device, in many applications the device is subjected to an input

pulsed signal. Such pulsed signals can produce generation and recombination noise. The impact of

such noise sources on the device behaviour is a challenging task. Relevant literature does exist on the

above-discussed three noise mechanisms; flicker noise, shot noise and generation and recombination

noise, hence with the help of good noise measurement set-ups these noise sources can be modelled

to develop a complete noise model for the HEMT.



Appendix A

Verilog-A Implementation of the Noise

Model

The following Verilog-A Module: noise model() takes the drain current (ids) of the FET as an

argument to add the corresponding drain and gate noise currents in the electrical terminals (g,d,s) of

the FET.

module noise_model (g,d,s,ids);

inout g,d,s;

electrical g,d,s;

‘define P_Q 1.6e-19;

parameter real NFLAG = 1.0 from [0:1];

parameter real NCW = 1.0 from [0:1];

parameter real FDS = 1.0 from [0:100];

parameter real FDSU = 1.0 from [0:100];

parameter real fcc = 1.0 from [0:10];

parameter real fblu = 1.0 from [0:10];

parameter real fblc = 1.0 from [0:10];

parameter real gammaSD = 0.5 from [0:1];

real sigma_cor, sigma_uncor, sigma_blu, sqid;

real Noise_GS_Charge, Noise_GD_Charge, Noise_BLU_Charge, Noise_BLC_Charge;

analog begin

sigma_cor = white_noise(NFLAG*2*P_Q, "thermal");

sigma_uncor = white_noise(NFLAG*2*P_Q, "thermal");

sigma_blu = white_noise(NFLAG*2*P_Q, "thermal");

sqid = sqrt(ids);

Noise_GS_Charge = sigma_cor*sqrt(fcc*gammaSD*P_Q*1e-9*sqrt(ids/1e-3*NCW/25) );

Noise_GD_Charge = sigma_cor*sqrt(fcc*(1-gammaSD)*P_Q*1e-9*sqrt(ids/1e-3*NCW/25) );
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Noise_BLU_Charge = sigma_blu*sqrt(fblu*P_Q*1e-9*sqrt(25/NCW)*(ids/1e-3) );

Noise_BLC_Charge = sigma_cor*sqrt(fblc*P_Q*1e-9*pow(25/NCW,0.75)*(ids/1e-3) );

Noise_BLC_Charge = Noise_BLC_Charge +

sigma_uncor*sqrt(fblc*P_Q*1e-9*pow(25/NCW,0.75)*(ids/1e-3) );

I(d,s) <+ sigma_cor*sqrt(1e-2*FDS*pow(1e-3/ids,0.25) )*sqid;

I(d,s) <+ sigma_uncor*sqrt(1e-2*FDSU*(25/NCW)*pow(ids/1e-3,1.25) )*sqid;

I(d,s) <+ ddt(Noise_BLU_Charge) + ddt(Noise_BLC_Charge);

I(g,s) <+ ddt(Noise_GS_Charge);

I(g,d) <+ ddt(Noise_GD_Charge);

end

endmodule
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