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Abstract
Understanding speech in background noise and reverberation is a known problem
for individuals with cochlear implants (CIs). However, current laboratory-based as-
sessments of speech intelligibility (SI) are usually poor predictors of an individual’s
listening abilities in the real-world. This mismatch is largely attributed to the use of
oversimplified methods whereby neither the speech nor the noise employed in the
tests resemble what an individual experiences in their daily life. In order to better
understand the challenges faced by individuals listening with CIs, the present study
employs materials and methods designed to bridge the gap between laboratory-
based outcomes and individuals’ experience of everyday listening.

This work comprises three main studies. The first two studies aim to system-
atically evaluate and understand the effect of realistic reverberation on SI in CI re-
cipients. Sentence recall performance was measured in 12 unilateral CI recipients
in both quiet and noise, considering six realistic rooms at varying target-to-receiver
distances. The results suggest that in quiet conditions reverberation has a significant
impact on SI mainly at long distances, with the exception of small reflective rooms,
where SI is affected even at close, conversational distances. Further analysis of the
data in quiet conditions suggests that room acoustic parameters such as the U50 can
predict SI in rooms with reasonable accuracy. Analysis in noise revealed that the
temporal smearing effect of reverberation on the noise signal is beneficial to SI, an
effect that is not accounted for by the U50. Hence, future implementations of the U50
need to consider the noise-inherent modulations.

The goal of the third study is twofold. First, to understand the effect of test re-
alism on SI outcomes. Second, to assess SI performance as well as bilateral benefit
in CI recipients in more realistic noisy conditions. Sentence recall performance was
measured in 15 bilateral CI recipients using sentence materials as well as noises with
different level of realism. “Standard” BKB-like sentences were used as well as more
realistic sentences that were cut out of natural two-talker conversations elicited at
different vocal effort levels. Both sentence materials were presented in different re-
alistic acoustic environments at natural signal-to-noise ratios (SNRs) as well as in
“standard” babble noise. The results indicate that participants could more easily
deal with babble noise than with more realistic noisy situations, and that they could
understand more easily the standard sentences than more realistic (conversational)
speech. This effect was pronounced at lower SNRs. A small but significant bilateral
benefit was observed in most conditions.

The present work highlights the importance of using realistic reverberation, pre-
sentation levels, speech material, noise material and spatial representation of the
sound field when assessing SI performance in CI recipients.
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Chapter 1

Introduction

1.1 Background and motivation

Despite the extremely complex acoustic characteristics of noisy and reverberant
sound fields, most people have the ability to identify different simultaneous sounds
and direct their attention towards them with merely the one-dimensional represen-
tation provided by each eardrum. This extraordinary ability enables people with
normal hearing (NH) to maintain succesful verbal communication in the presence of
multiple competing simultaneous sound sources, a situation commonly referred to as
the cocktail party problem (Cherry, 1953). However, the situation is completely dif-
ferent for cochlear implant (CI) users, for whom speech understanding in situations
with multiple speakers and reverberant environments is exceptionally challenging.
The lower spectral resolution observed in CI users, along with the limited access to
the temporal fine structure of the signal and their impaired ability to localize sound
sources are among the main reasons why CI recipients struggle in adverse acoustic
conditions. This is in contrast to their high speech intelligibility (SI) performance
in quiet conditions, which in some cases has been shown to be comparable to nor-
mal hearing listeners (Wilson and Dorman, 2007). Consequently, current efforts to
improve CI technology are focused on more challenging tasks such as speech recog-
nition in noise, localization (Zeng et al., 2008; Van Hoesel and Tyler, 2003) and the
effect of reverberation (Kressner, Westermann, and Buchholz, 2018; Kokkinakis and
Loizou, 2011), among others.

One of the challenges of evaluating speech recognition in a laboratory environ-
ment concerns the complexity of both the setup and the methods required to run
highly realistic tests as well as the limited knowledge that is available on how to de-
sign such tests. These are likely the reasons why, in most cases, SI tests are conducted
with oversimplified methods whereby overly articulated anechoic target speech is
presented from a single loudspeaker while two or three loudspeakers located else-
where reproduce babble noise. Clearly, a setup like this cannot reproduce the com-
plexity of real-world sound fields where dynamic sound sources of different sorts
come from random locations at random times while interacting with the effect of the
room. Moreover, SI tests are often adaptive, whereby either the level of the target
speech signal or that of the noise is altered to reach the signal-to-noise ratio (SNR) at
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which a certain level of intelligibility is achieved. While these procedures have been
shown to optimise test sensitivity, they are not necessarily representative of what
people experience in the real world.

Alternative methodologies aimed to provide insights about an individual’s real-
life experience include retrospective questionnaires (e.g., Gatehouse and Noble, 2004;
Cox and Alexander, 1995) or field-studies that apply data logging, usually conducted
by means of mobile devices (Galvez et al., 2012). These techniques can present results
with high ecological validity but provide very poor control over the stimuli. Often,
retrospective questionnaire items are of the form ”You are in [specific situation]. Can
you follow the conversation?”. These types of questions are often not easy to answer
because many variables are open to interpretation (e.g., the distance, the room, the
noise level, the number of competing talkers or the person you are talking to). Field
studies using real-time questionnaires combined with data logging, which are often
referred to as ecological momentary assessment (Galvez et al., 2012), improve the
association between the stimuli and the responses, but are time consuming to run,
rely on a high level of cooperation by the subjects, and have difficulties to ensure that
the subjects actually find the acoustic environments of interest. Moreover, a detailed
analysis of the characteristics of the encountered speech and noise signals is limited,
as government regulations often prohibit recording of the actual sound signals, and
the analysis is therefore limited to algorithms blindly estimating basic signal features
from the noisy speech mixtures.

Understanding the difficulties faced by CI users in their daily lives without com-
promising control over the stimuli is a complex endeavour. The approach adopted
in the present study is based on the principle bring the real-world into the laboratory.
As detailed later, this has been accomplished in multiple ways through both target
and noise signal manipulations which, ultimately, have enabled (1) a faithful repro-
duction of the reverberation of real rooms, (2) the use of speech materials that were
extracted from natural, unscripted conversations, (3) a three-dimensional reproduc-
tion of real-world acoustic environments and (4) an evaluation of SI under realistic
SNRs. Nevertheless, applying the most achievable level of realism to test paradigms
may in some cases be counter-productive, as the number of uncontrolled variables
may become too large for researchers to be able to disentangle their own individual
effects. As will be detailed later, the present study has progressively built up in com-
plexity where some realism was initially traded off in benefit of a better control, and
the opposite occurred towards the end of the study.

The advantages of conducting tests inside the laboratory under realistic condi-
tions are manifold. First, it makes it possible to have a good understanding of the
difficulties faced by CI recipients in the real-world. This enables researchers to fo-
cus on signal processing techniques specifically devised for speech enhancement in
adverse situations that may occur in real life. Second, it eases the interpretability
of laboratory-based SI outcomes in terms of real-life performance. This can be par-
ticularly helpful in the development process of new speech processing algorithms
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where frequent testing is required, and in the judgement of new research findings
in terms of their relevance in the real-world. Third, it allows full replicability of the
tests, which is of great importance to ensure that all subjects (and/or same subject in
longitudinal studies) and the hearing devices are tested under the same conditions,
regardless of the complexity of the sound field. Fourth, it allows direct access to the
acoustic signals that arrive at the listener’s ears or hearing devices during testing for
a detailed signal analysis, which may even allow access to the target signal in isola-
tion of the noise or reverberation. This in turn can help to understand the involved
auditory processes or to systematically evaluate and optimise the benefit provided
by a hearing device.

However, because the ambition is to ensure that all the acoustic features of the
sound environment are accurately reproduced in the laboratory, such an approach
is not free of difficulties. These include, but are not limited to, ensuring a realis-
tic reproduction of the spatial and frequency characteristics of the sound field, the
sound pressure level, the level of the target speaker based on their distance, the re-
verberation characteristics of target and noise sources and the vocal effort of the tar-
get speaker. The relevance of accounting for each and every feature of real acoustic
environments is explored further below.

1.1.1 Unrealistic reverberation

The temporal smearing effect of reverberation flattens the envelope of speech signals.
Because SI with CIs relies heavily on the envelope of the speech signals, the detri-
mental effect of reverberation on SI is higher for CIs than for people with NH (Xia
et al., 2018; Nabelek and Pickett, 1974; Kressner, Westermann, and Buchholz, 2018).
However, the conditions under which most studies have evaluated the effect of rever-
beration on SI are not representative of what people may encounter in the real world.
Outside the laboratory, reverberant rooms can be found in all sorts of contexts, from
toilets to cathedrals. However, the concept of ”reverberant space” is most commonly
associated with large rooms like cathedrals or concert halls, where the reverberation
tail is quite long. Most likely, a clinician asking a client about their listening experi-
ence in reverberant spaces would be interpreted as referring to spaces with long re-
verberation tails. While the length of the reverberation tail of a room can uniquely be
described with the reverberation time (RT), the effect of reverberation on SI certainly
cannot. This primarily occurs because the RT provides no information about the di-
rect sound component, whose level, relative to the reverberant field, is relevant to SI
(e.g.,Hersbach et al., 2015). The wrong assumption that SI can uniquely be explained
by the RT has been observed in a large number of studies concerned with CIs and it
likely arises from the use of unrealistic reverberation conditions (Hu and Kokkinakis,
2014; Kokkinakis, Hazrati, and Loizou, 2011; Kokkinakis and Loizou, 2011). One of
the implications of this assumption is the misconception that laboratory-based SI out-
comes are translatable to the real world by means of the RT, which can be particularly
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misleading in a variety of contexts, ranging from the definition of speech processor
requirements to customer counselling.

1.1.2 Unrealistic sound environments

The noisy environments in which humans communicate differ not only in regards to
sound pressure level, but also across temporal, spectral, and spatial characteristics.
All of these attributes may be of significance when it comes to speech understanding.
For example, the background noise in a shopping centre is often loud, diffuse, steady,
unintelligible and provides increased power at low frequencies. The difficulty of
speech communication in such space likely diverges from that experienced in a small
café, where communication flow is constantly disrupted by impulsive sounds like
cutlery and intelligible conversations of other groups of people located nearby that
may prove distracting or even annoying.

Research studies conducting speech-in-noise tests with CI users usually employ
a single loudspeaker reproducing target speech while two (e.g., Rana et al., 2017) or
three (e.g., Mauger et al., 2014) loudspeakers that are located elsewhere reproduce
the noise signals, which typically consist of a one person’s discourse or babble noise
comprising several talkers. Although tests conducted with these noise materials and
layouts certainly provide invaluable information about the person’s abilities to deal
with noise, they are very specific and artificial.

Further, generalising the results obtained with these noise materials to the real
world would entail the risk of assuming that the only attribute of the noise signal that
varies across environments is the sound pressure level. This misconception may give
rise to particularly misleading conclusions in cases where relevant and unacknowl-
edged noise attributes are much too different between real life and the laboratory.
One particular aspect that is commonly overlooked is the effect of reverberation on
the noise signals, which may have a great impact on the extent to which noise sig-
nals like babble noise impair intelligibility in CI users. Hence, the SNR at which the
listener achieves a certain SI score may differ across reverberation conditions. An-
other example involves the SNR improvement provided by a beamformer, which
may mistakenly be assumed to be translatable to any noisy environment, regardless
of its spatial characteristics. The tests where this benefit is estimated are often con-
ducted under very specific conditions that may represent a rough approximation of
certain realistic noise environments, but certainly not all of them. In fact, several
studies have reported that laboratory-based assessment of the benefit obtained with
directional microphones does not reflect the benefit observed in real life (Walden et
al., 2000; Cord et al., 2002; Cord et al., 2004).

1.1.3 Unrealistic speech material

It is often the case that CI users who participate in research studies do not see a con-
nection between the speech employed in the tests and the speech that they encounter



1.1. Background and motivation 5

in their daily lives. This is not a surprise considering the significant differences be-
tween the two cases. Sentences used in SI tests are scripted, well-formed and self-
contained, and are read by a trained speaker with a clear voice, well articulated, and
at a slow pace. This greatly diverges from speech in the real-world, which is typically
quite rapid, consists of large variations in syntactic constructions, carries repeated
and redundant information, and includes phonetic reductions and deletions (for an
in-depth review, see Beechey, 2019).

One aspect that is also typically overlooked when using speech materials is how
the speech level interacts with the noise level. For example, when two people are
conversing in background noise, the interlocutors raise their voice in order to ”talk
above the noise”. This effect, known as the Lombard effect (Lombard, 1911), is not
just characterised by an increase in sound pressure level, but also other acoustic prop-
erties such as changes in fundamental frequency, vowel duration and spectral tilt, to
name a few (Lu and Cooke, 2008).

1.1.4 Unrealistic SNRs

It is typically the case in real-world settings that the signal and noise levels are not en-
tirely independent. As mentioned above, people tend to ”talk above the noise” when
communicating in background noise (see Smeds, Wolters, and Rung, 2015; Weisser
and Buchholz, 2019 for a comprehensive review) or move closer to their commu-
nication partner. Whereas both strategies lead to an increase in the effective SNR,
increasing the vocal effort level also increases the overall background noise for other
people, who may then raise their voices again to adjust to the new noise level. The
dependency between target and noise levels observed in the real world is not incor-
porated in current laboratory-based assessment of SI, which is often centred around
testing Speech Reception Thresholds (SRT; e.g., Keidser et al., 2013). While an SRT
ensures that performance is measured at the most sensitive point of the psychome-
tric function (i.e., the 50% point) and performance measures will not reach floor or
ceiling, it typically results in a highly unrealistic SNR (Smeds, Wolters, and Rung,
2015), and refers to a condition that most people would not be able to communicate
in at all or for a very long time.

1.1.5 Unrealistic listening tasks

According to Kiessling et al. (2003), verbal communication in everyday situations
involves four distinct levels of hearing-related functioning: hearing, listening, compre-
hension and communication. Hearing is mainly characterised for being passive pro-
vided that no cognitive resources are necessary for sounds, as a percept, to exist.
Listening is active and reflects speech understanding. Comprehension is also active
and refers to the ability to comprehend speech. The last level, referred to as commu-
nication, is characterised by the fact that verbal communications, for example con-
versations, are interactive. Any given level depends on the levels located below it.
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For example, comprehension depends on the ability to hear and the ability to under-
stand what is being said. In contrast, a given level does not depend on the levels
above it. For example, hearing does not imply listening, listening does not imply
comprehending, etc.

Speech-in-noise tests are based on word recall, which falls somewhere between
listening and comprehension, because, even though there is no actual need to com-
prehend the meaning of a sentence to recall the individual words, extracting the
meaning can assist in using language redundancy to guess words not properly un-
derstood. Of course, this assumes that the provided sentences provide redundant in-
formation or context, which is often deliberately not the case (e.g., Hagerman, 1982).
In any case, sentence tests that assess verbatim recall performance cannot guaran-
tee comprehension nor do they include the interactive processes involved in real-life
communication. They mainly asses low-level auditory function and the associated
low-level deficits associated with a hearing loss.

1.2 Approach

This project represents a step forward in the process of enabling highly realistic lis-
tening tests inside the laboratory. As part of a process of continuous learning, this
project evolved from rather specific research questions to more exploratory analyses.
A large portion of this thesis aims at having a better understanding of the effect of
realistic reverberation on SI. In this case, the concept of realistic SNRs and realistic
speech material were traded off in benefit of a more systematic investigation in which
the only difference across conditions was entirely the result of reverberation. Despite
this constraint, realism was maximised by incorporating three dimensional represen-
tations of reverberant sound fields encountered in a wide variety of real rooms. This
allowed conclusions on the main room acoustic parameters affecting SI in CI recip-
ients, and gave rise to a first version of a simple room-based SI model, which was
able to explain the data measured under a large number of reverberant conditions in
quiet and noise. The remaining part of this thesis measured SI in CI users in a num-
ber of highly realistic conditions where the reproduction of acoustic environments
was combined with realistic speech, including realistic reverberation, and presented
at ecologically-valid SNRs. The SI outcomes measured in this new speech-in-noise
paradigm were compared against SI outcomes of two other, less realistic speech-in-
noise paradigms. Hence, the goal in this case was not only to report SI under more
realistic conditions, but also to understand the differences in outcomes between a
"standard" speech-in-noise test that is commonly applied in the laboratory and the
new, more realistic, speech-in-noise tests, which included differences seen on the in-
dividual subject level.

In what follows, the different methods followed to achieve such levels of test
realism are further explained. Note that, as part of a progressive increase of test
paradigm complexity, the inclusion of realistic listening tasks was here not possible.
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Future research should consider the possibility of including more realistic tasks such
as comprehension (Best et al., 2016) or communication (Beechey, Buchholz, and Kei-
dser, 2019) tasks.

1.2.1 Realistic reverberation and sound environments

Successful understanding of speech in adverse situations relies on a multitude of au-
ditory cues that involve complex temporal, spectral and spatial auditory processes
(Bronkhorst and Plomp, 2005), as well as on cognitive processes such as (selective
and spatial) attention or short-term memory (Pichora-Fuller and Singh, 2006). To
ensure that listeners taking part in laboratory-based experiments can exploit these
cues as if they would in real life, researchers have already started employing 3D
audio technologies to reproduce realistic acoustic/sound environments inside the
laboratory. Three-dimensional audio techniques can be categorised into binaural au-
dio, which relies on the use of headphones (e.g., Mueller et al., 2012; Rychtáriková
et al., 2009), and sound field reproduction methods, which are based on multi-channel
loudspeaker systems (e.g., (Oreinos and Buchholz, 2016; Favrot and Buchholz, 2010;
Seeber, Kerber, and Hafter, 2010; Grimm, Ewert, and Hohmann, 2015)).

The approach adopted in the present study is a sound field reproduction method
based on the concept of Higher Order Ambisonics (HOA). Higher Order Ambisonics
is a tool that enables the codification of the spatial characteristics of a sound field,
which can then be reproduced by means of an array of loudspeakers. The HOA pro-
cess entails decomposing a recorded (real) sound field into a set of harmonic func-
tions (i.e., the encoding stage) and thereafter finding the loudspeaker gains (i.e., the
decoding stage) such that the directivity of the resulting sound field (namely, its am-
bisonic components) matches that of the original sound field as accurately as possible
(see Appendix A for more details). Higher Order Ambisonics and variations thereof
have already been implemented and validated with special attention to hearing re-
search (Oreinos and Buchholz, 2016; Favrot and Buchholz, 2010; Grimm, Ewert, and
Hohmann, 2015) although alternative multichannel-based techniques exist as well
(e.g. (Seeber, Kerber, and Hafter, 2010)).

One of the benefits of HOA with respect to alternative sound field reproduction
methods is that the encoding stage is completely independent from the decoding
layout, which enables the exchange of HOA-encoded sound environments across in-
stitutions that have different loudspeaker configurations for playback. In fact, this
feature of HOA made it possible to release the Ambisonic Recordings of Typical En-
vironments (ARTE) database, a set of 13 HOA recordings of realistic environments
that is available online (Weisser et al., 2019). In short, the ARTE database enables
the reproduction of previously recorded typical noisy environments (e.g., cafe, living
room, food court, office, etc.) over two or three-dimensional arrays of loudspeakers
or over headphones.

Similar to the ARTE database, the present study employed an array of 62 micro-
phones flush-mounted on the surface of a rigid sphere to record real acoustic scenes,
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encoded the 62 channels into 31 HOA components and decoded the HOA-encoded
signals into a spherical array of 41 loudspeakers. Speech intelligibility tests were con-
ducted with subjects sitting in the centre of the 41 loudspeaker array located in the
anechoic chamber of the Australian Hearing Hub (Macquarie University, Australia).

Higher Order Ambisonics was also applied for the auralization of the target
speech material by convolving it with HOA-decoded room impulse responses (RIRs).
The first step to obtain these RIRs was to place the microphone array at the intended
listener position within each room when there was no noise present. A loudspeaker
was placed at the intended talker position within the room and used to excite the
room with a known signal (i.e., a logarithmic sweep) in such a way that a 62-channel
RIR could be measured. This RIR was then HOA encoded and subsequently decoded
giving rise to a 41-channel RIR that was readily available for convolution with ane-
choic target speech signals. Because the RIRs were obtained in real physical rooms,
it was ensured that the time, frequency and spatial characteristics of the reverberant
sound fields corresponded to the real case. Moreover, because the loudspeaker array
was located in an anechoic chamber, the reverberation characteristics of each simu-
lated room were largely preserved. In both noise recordings and RIR measurements,
several equalisation and calibration procedures enabled a highly accurate reproduc-
tion of the original (real) sound fields at their natural levels.

Importantly, artificial noise scenes were also employed in the present study, in-
cluding scenes that are representative for the rather artificial listening tests that are
commonly applied in the laboratory. In particular, dialogues between two people
recorded in anechoic conditions were convolved with HOA-decoded RIRs and used
as background noise signals in the study presented in Chapter 2. This is an example
where some level of realism was traded off against stimulus control, as in this case
the requirements of the test constrained the different noise conditions to differ only in
their reverberation characteristics. However, in Chapter 4, an experiment is reported
in which this constraint was removed to achieve the highest possible level of realism
that could be achieved using the available technologies.

1.2.2 Realistic speech material

As discussed in Sec. 1.1.3, speech materials typically used in clinical and laboratory
experiments comprise contrived sentences (e.g., ”The clown had a funny face”), read
by a trained professional in a quiet environment. In order to test CI recipients un-
der more realistic conditions, in Chapter 4 an experiment is reported that applied
a newly developed, more realistic speech test in the highly realistic acoustic/sound
environments described in Sec. 1.2.1.

The test incorporates two levels of realism. The first is that the sentence mate-
rial was extracted from natural conversations between a pair of native Australian-
English speakers. As there were no restrictions on how the pair were to converse,
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sentences were occasionally slow and mumbled, and other times quick with repeti-
tions. The sentences were also not always ”well-formed” with the typical subject-
verb-object structure of most speech tests (e.g., ”that’s interesting isn’t it”). The
second level of realism comes from the manipulation of vocal level. The pair each
wore highly open headphones when conversing that played one of three background
noises from the ARTE database (community centre, café, food court). As each envi-
ronment has a different sound pressure level, the talkers modified their vocal level in
order to converse at a comfortable level (see Sec. 1.2.3 below). Thereby, the commu-
nity centre elicited a ”normal”, the café a ”moderate” and the food court a ”raised”
vocal level, which was in line with the vocal effort levels reported in the standard
ANSI S3.5 (1997).

This newly developed sentence test has previously been validated with 32 young
normal-hearing individuals, who achieved near 100% SI in quiet for each sentence
with an average psychometric function in speech-shaped noise exhibiting an overall
slope of 16%/dBSNR (Kelly M. Miles et al., 2019, in preparation).

1.2.3 Realistic SNRs

Weisser and Buchholz (2019) measured the sound pressure levels of natural conver-
sations between two people while being presented with 13 different realistic noisy
environments via highly open headphones. In agreement with the literature on the
Lombard effect (Lombard, 1911), they derived speech levels, and thus SNRs, that
were strongly dependent on the noise level. In their paper, the authors provide an
estimate of the SNR not only as a function of noise level, but also as a function of
the talker-to-listener distance (i.e., the closer the higher the SNR) and whether the
talker is a female or a male, as they were shown to provide slightly different levels.
These relationships between signal and noise levels were applied to select ecologi-
cally valid speech levels (or SNRs) for the different realistic acoustic environments
used in the experiment reported in Chapter 4.

1.3 Aims

The overarching goal of this study was to investigate the effect of reverberation and
noise considering realistic acoustic scenes. Depending on the question at hand, dif-
ferent levels of realism were applied. The first aim of the study was the evaluation of
the effect of realistic reverberation on SI with CIs in both quiet and noisy conditions.
This study was motivated by the conflicting results obtained across studies concern-
ing the effect of reverberation in quiet conditions. Because the question was very
specific, the test paradigm was designed so that the conditions included in the study
differed only on their reverberation characteristics. The second aim was to evaluate
the accuracy of a first version of a simple room-based SI model as a predictor of SI
with CIs, as well as to evaluate the main room acoustic factors affecting SI in CIs
in both quiet and noise. The third aim was to assess the effect of test realism on SI
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outcomes, which was conducted by comparing SI outcomes obtained under three
different levels of test realism. The fourth aim was to evaluate SI with CIs in highly
realistic conditions and to assess how much benefit recipients obtained by the use of
two devices instead of only one.

1.4 Outline

Chapter 2 presents a study devoted to evaluating the effect of reverberation on SI
with CI users tested unilaterally under both quiet and noisy conditions. Chapter 3 is
based on the same dataset as Chapter 2 and presents a first version of a room-based
SI model that is especially suitable for predicting the effect of reverberation on SI
in quiet. Chapter 4 presents a study whose goal is twofold. First, to evaluate the
effect of test realism of SI outcomes. Second, to evaluate SI of bilateral CI users under
highly realistic conditions as well as the benefit in terms of SI obtained by using two
devices as opposed to only one.
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Chapter 2

Effect of noise and reverberation on
speech intelligibility for cochlear
implant recipients in realistic
sound environments

Abstract

Previous studies have suggested a strong effect of reverberation on speech intelligi-
bility (SI) in cochlear implant (CI) recipients. In most studies, different reverbera-
tion conditions were obtained by altering the acoustic absorption of a single room,
thereby obtaining different reverberation times (RT). In these cases, higher RTs imply
higher-pressure reverberant fields, a condition that does not necessarily occur in real-
life. In addition, studies that have investigated the combined effects of reverberation
and noise on SI have not examined the effect of reverberation on the temporal fluctua-
tions of the noise. The present study investigates the realistic, reverberant conditions
in which CI recipients have difficulties understanding speech in quiet and noise. Per-
cent correct sentence recall scores were measured in 12 unilateral CI recipients both
in quiet and in noise using a 3D loudspeaker array in an anechoic chamber. Target
speech was convolved with room impulse responses (RIRs) recorded at three talker-
to-listener distances in five physical rooms with distinct RTs and presented at 60 dB-
SPL. Noise consisted of four two-talker dialogues convolved with RIRs measured at
four fixed positions around the listener. Results in quiet suggest that a significant
drop in SI occurs mainly at large talker-to-listener distances, and small reverberant
rooms affect SI the most, which highlights the importance of the level of the direct
sound relative to that of reverberation. In noise, results show that the most detri-
mental type of noise is anechoic, as it is the most modulated. A comparison between
rooms in terms of SI scores, as well as self-reported listening effort, in both quiet and
noise suggests that CI users can handle reverberation rather well at short distances
in rooms with large volume or small rooms with some reverberation.
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2.1 Introduction

In most everyday listening environments sound signals experience multiple diffrac-
tions and reflections bouncing off walls, ceilings and floors, which, as a whole, are re-
ferred to as reverberation. Reverberation can be seen as a set of uncountable, delayed,
frequency-dependent replicas of the direct signal that bounce repeatedly within the
enclosure until they dissipate. As such, the reverberant field differs from the direct
field in time, frequency and space, which has multiple implications in terms of dis-
tance perception (Bronkhorst and Houtgast, 1999), lateralization (Hartmann, 1983)
and speech intelligibility (Nabelek and Pickett, 1974). In a reverberant speech signal,
formant transitions are flattened, the envelope is smoothed and, because absorption
is less effective at low frequencies, increased upward spread of masking may occur
due to reverberation (Greenberg et al., 2004, pp. 269–275). The main effects of rever-
beration on speech intelligibility (SI) are often broken down into overlap-masking
and self-masking effects (Bolt, 1949). Overlap-masking is a phenomenon that occurs
when the energy of a precedent phoneme masks a subsequent one. Self-masking
occurs when the energy is smeared within a phoneme, which flattens the transition
between formants.

While speech understanding in quiet reverberant spaces is rarely compromised
in people with normal hearing (Nabelek and Pickett, 1974), the negative effect of
reverberation on cochlear implant (CI) recipients can be significant (Kressner, West-
ermann, and Buchholz, 2018). Normal hearing (NH) listeners apply a detailed tem-
poral and spectral analysis of the incoming signals to understand speech in rever-
beration (and noise), which is further assisted by a number of additional (monaural)
auditory cues, such as fundamental frequency cues or temporal fine structure cues
(Darwin and Hukin, 2000). In CI recipients, the temporal and spectral resolution is
highly reduced and most of the additional monaural cues are not available due to the
inability of current CI technology to convey temporal fine structure information. Due
to the latter, the signal envelope is mainly encoded in CIs, which is strongly distorted
by the temporal smoothing introduced by reverberation (Houtgast, Steeneken, and
Plomp, 1980). Given these limitations, it is expected that SI performance of CI recipi-
ents degrades more quickly with increasing reverberation than for NH listeners.

The negative impact of reverberation on SI with CI recipients has already been
evaluated in previous studies using a variety of methods. In some studies, SI in re-
verberation has been evaluated by convolving anechoic target speech with simulated
Room Impulse Responses (RIRs) to test either simulated CI recipients, i.e., by us-
ing vocoded signals with NH subjects (Desmond, Collins, and Throckmorton, 2014;
Helms Tillery, Brown, and Bacon, 2012; Whitmal and Poissant, 2009; Poissant, Whit-
mal, and Freyman, 2006), or with actual CI recipients (Hazrati and Loizou, 2013;
Hazrati, Lee, and Loizou, 2013). In some other cases, SI tests are conducted with
CI recipients, and the speech material is obtained by convolving anechoic speech



2.1. Introduction 13

with in-ear (Hu and Kokkinakis, 2014; Kokkinakis, Hazrati, and Loizou, 2011; Kokki-
nakis and Loizou, 2011) or omnidirectional (Hazrati and Loizou, 2012) RIRs that were
recorded in a real room. All these studies obtained different RTs by varying the ab-
sorption of a simulated or real room, and applied non-individualized stimuli that
were either presented via headphones (to NH listeners) or the direct audio input of
the CIs. Kressner, Westermann, and Buchholz (2018) is the only study that systemat-
ically investigated the effect of reverberation on speech intelligibility in CI recipients
using a number of more realistic scenarios where individual spatial cues were pro-
vided. Interestingly, they found that reverberation has a far weaker impact on SI in
CI recipients than previously reported.

In noise, it is well known that for satisfactory speech intelligibility, CI recipients
generally need higher signal-to-noise ratios (SNRs) than NH listeners. In the pres-
ence of fluctuating noise, the difference between NH and CI is even higher (Fu and
Nogaki, 2005). Whereas NH listeners can take advantage of temporal gaps present in
fluctuating noises that allow them to improve SI, known as masking release, glimps-
ing, or dip listening (Bronkhorst, 2000; Cooke, 2006; Festen and Plomp, 1990), CI
recipients present an exceptional sensitivity to modulated noises (Fu and Nogaki,
2005; Nelson et al., 2003; Qin and Oxenham, 2003). This may be explained again
by the fact that CI recipients do not have access to the signal’s fine structure, which
makes it impossible for them to identify the changes in temporal fine structure in the
dips of a noise signal (Hopkins and Moore, 2009) and strongly degrades the ability
to segregate the target speech from the noise. Given that reverberation distorts the
envelope of the target speech as well as increases the overall level of the noise, it is
expected that reverberation is particularly detrimental to CI listeners in noisy con-
ditions. However, the observation that reverberation smooths the envelope of mod-
ulated noises may aid SI in rooms and partially compensate the decrease in SNR.
Moreover, CI users may be able to take advantage of the early reflections that may
effectively increase the power of the speech signal (e.g., Kressner, Westermann, and
Buchholz, 2018).

The impact of noise on the speech intelligibility performance in CI recipients has
been widely studied in research laboratories around the world, and is routinely as-
sessed in audiological clinics. However, very few studies have investigated the com-
bined effect of reverberation and noise, and the existing studies either applied rever-
beration only to the target speech but not to the noise (Hazrati and Loizou, 2012), or
used vocoding to simulate CI recipients with NH listeners (Whitmal and Poissant,
2009; Poissant, Whitmal, and Freyman, 2006). Hence, very little is known about the
combined effect of reverberation and noise on speech intelligibility performance in
actual CI recipients.

The goal of the present study is to systematically evaluate the ability of unilateral
CI recipients to understand speech in both quiet and noise under a number of rever-
berant conditions. In order to improve the ecological validity of the outcomes over
previous studies, subjects wore a real-time speech processor that mimicked their own



14 Chapter 2. Effect of noise and reverberation

processor and were presented with realistic three-dimensional (3D) sound fields that
were created from real acoustic scenes. RIRs were recorded with a 3D microphone
array in a variety of rooms and at multiple talker-to-listener distances and convolved
with anechoic speech material. The reverberant speech was then reproduced with a
3D loudspeaker array inside an anechoic chamber using the higher-order Ambison-
ics method (Oreinos, 2015b). The background noise was realized in the same way
and consisted of four pairs of talkers who had one-on-one conversations and were
added to the target speech for each of the rooms individually. Using this method, the
subjects were given the impression of being in the actual room, and they were able
to utilize their own individual spatial cues including head movements. Because the
acoustic scenes were obtained from a range of real rooms, they represent reverber-
ant conditions that CI recipients are likely to experience in their daily lives. Using
modulated noise (i.e., 4-talker babble) allows the study of the effect of the room (i.e.,
reverberation) on the modulation depth of the noise in terms of SI.

2.2 Methods

2.2.1 Participants

Twelve postlingually deafened CI recipients participated in this study who had at
least 12 months experience with their devices. All participants were tested unilat-
erally. Eight of the 12 participants were bilaterally implanted, and were tested with
their preferred ear. Two participants were bimodal CI recipients (S9 and S12) and
wore a Hearing Aid (HA) on the contralateral ear. Their four-frequency average hear-
ing loss (4FAHL) was 96 dB HL and 61 dB HL, and their best frequency band above
250Hz was 70 dB HL and 40 dB HL, respectively. These two participants were tested
with their HAs removed and no earplugs were used. The remaining two participants
were unilateral CI recipients. One of them was completely deaf in the non-implanted
ear (S6), and the other one (S8) had a 4FAHL of 85dB HL with 20dB HL and 30dB HL
at 250Hz and 500Hz, respectively. E-A-RTM ClassicTM Platinum Earplugs were used
during the test of S8, which provided an attenuation of at least 20 dB.

The testing was divided into two visits of at most 2 hours each. Participants were
paid in appreciation of their participation. All participants were users of Cochlear de-
vices, used CP810 or more recent speech processors, and were users of the Advanced
Combination Encoder (ACETM) speech processing strategy.

2.2.2 Stimuli

2.2.2.1 Speech material

The material for the target speech is known as the “BKB-like sentences” and was
developed by the Cooperative Research Centre for Cochlear Implant and Hearing
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TABLE 2.1: Relevant biographic data of the participants

ID Gender Mode Age Tested ear Implant in Age at time Cause of
tested ear of implant hearing loss

1 F Bilateral 61 L CI422 56 Acquired

2 F Bilateral 73 L CI422 69 Acquired

3 M Bilateral 60 R CI522 59 Acquired

4 F Bilateral 42 R CI24R 26 Acquired

5 M Bilateral 54 R CI522 53 Congenital

6 F Unilateral 71 R CI24M 53 Acquired

7 F Bilateral 58 R CI24RE 51 Acquired

8 F Unilateral 64 L CI512 57 Acquired

9 F Bimodal 68 R CI24RE 62 Acquired

10 F Bilateral 59 R CI24RE 53 Acquired

11 F Bilateral 55 L CI24RE 43 Acquired

12 M Bimodal 76 R CI422 71 Acquired

Aid Innovation (CRC HEAR) in a similar manner as the Bamford–Kowal–Bench sen-
tences (Bench, Kowal, and Bamford, 1979). The corpus consists of 80 lists of 16 sen-
tences recorded by an Australian female speaker at a sampling frequency of 44.1 kHz.
Sentences comprise up to six words or eight syllables and contain vocabulary that is
familiar to a five-year-old.

The speech material for the background noise consisted of four two-talker dia-
logues extracted from a series of IELTSTM passages. The dialogues were reproduced
by native Australian English talkers in a large anechoic chamber and recorded at a
sampling frequency of 44.1 kHz. Within each dialog there was very little talker over-
lap, so that the combined masker contained basically four concurrent speech streams.

2.2.2.2 Sound reproduction

Speech intelligibility was tested with subjects sitting in the center of a spherical ar-
ray of 41 loudspeakers located in the anechoic chamber of the Australian Hearing
Hub (Macquarie University, Australia). For every target and interferer position, cor-
responding anechoic speech materials were convolved with three-dimensional 41-
channel RIRs. The first step to obtain these loudspeaker-specific RIRs was to record
a microphone-specific RIR with an array of 62 microphones flush-mounted on the
surface of a rigid sphere. The microphone array was placed at the intended lis-
tener position inside each room at 1.3 meters above the floor and as far as possi-
ble from the walls. A loudspeaker (Tannoy V8) was placed at the same height to
excite the room with a logarithmic sweep, and the transfer functions between the
recorded and the reproduced sweeps were calculated and transformed into the time
domain using an inverse Fourier transform to obtain a set of 62 RIRs (one for each
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microphone). This procedure was repeated for eleven loudspeaker locations in each
room, corresponding to the 3 target and 8 interferer locations used in the SI tests
as illustrated in Fig. 2.1. The 62-channel RIRs were encoded into the Mixed Order
Ambisonics format (M2D = 7 and M3D = 4, Favrot et al., 2011) and subsequently
decoded into 41 reproduction channels, each of them corresponding to a single play-
back loudspeaker. Thereafter, the recording noise floor level (arising from various
noise sources such as the microphone) was identified and used to truncate the RIRs
to their noise-free length, which was conducted in third octave bands and for each
loudspeaker channel independently. The direct sound component of each decoded
RIR was extracted from the simulation of the sound pressure at the center of the array
by applying a one-sided Hanning window with a frequency-dependent duration of
D = max(0.003, 2/ f ) seconds, and equalized. Since interferers consisted of pairs of
talkers facing each other, they were rotated 90◦ relative to the listener (see Fig. 2.1).
To accommodate for the frequency-dependent directivity of a talker, which is slightly
different from the one of the loudspeaker used during the RIR recording, the direct
sound component of the interferers was filtered such that it had a frequency response
equal to a talker at 90 degrees (Chu and Warnock, 2002). The filtering did not signif-
icantly alter the broadband energy of the direct sound component. The extracted di-
rect sound component for each source location, including targets and interferes, was
then assigned to a single loudspeaker in the playback array and recombined with the
rest of the decoded RIRs. The processing of the direct sound component effectively
extended the sweet-spot of the applied Mixed-Order-Ambisonics approach (Favrot
et al., 2011), which enabled participants to move their head almost freely during the
tests. Minimum-phase FIR filters were applied to the resulting 41-channel RIRs to
equalize the individual loudspeakers of the playback array prior to convolution with
the anechoic speech materials.

The same layout was used to record the RIRs in five acoustically distinct rooms.
Table 2.2 shows their relevant acoustic properties measured at the listener position
including the direct-sound-to-reverberation energy ratio (DRR) as well as the clarity
(C50), measured as the energy ratio of the early reflections arriving within the first
50ms after the direct sound and the rest of the RIR (e.g. Bradley, 2002). The first room
is a rather small (164m3) lecture room (LR) acoustically treated with carpet, acoustic
absorbers (two walls and ceiling) and a heavy acoustic curtain covering one of the
largest walls. The second room is a workplace kitchen (WPK) area of 164 m3 that,
apart from the carpeted floor, is not acoustically treated. The walls and the ceiling of
WPK are a combination of glass, plasterboard and rendered brick wall. It is common
to hear complaints of the acoustic conditioning of WPK when social gatherings take
place in it. The third room is a completely empty, large (446 m3), L-shaped open-
plan office (OPO). The floor is carpeted but the walls and ceiling are a combination
of plasterboard, rendered brick wall, and, in a smaller proportion, glass. The fourth
room is an empty, small (134m3) reflective room (SRR) that is not acoustically treated
at all. The floor, the walls and the ceiling are a combination of rendered brick walls,
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FIGURE 2.1: Layout of sound sources used during the experiments for
listeners using the right ear. Target speech was presented in front of
the listener at 1.3, 2.6 and 5.2 meters. Competing talkers consisted of
four (M1 to M4) dialogues of two talkers facing each other and located
at distances of 2.6m (M1 and M3) or 2m (M2 and M4) from the listener.
The target speech in the car park (CP) was presented at an additional
distance of 10.4 meters (not shown). For listeners using the left ear,

source positions were mirrored around the front-back axis

plasterboard and linoleum. SRR is just a vestibule that leads into a main room; verbal
communication in SRR is very challenging. The fifth room is an extremely large
indoor car park (CP) with a very long RT, giving an acoustic perception very similar
to that obtained in a church or even in a cathedral.

During the SI test, target and noise levels including reverberant energy were kept
constant at the listener position, which was verified using an omnidirectional micro-
phone located at the centre of the loudspeaker array. This was done regardless of the
acoustic scene or target distance in order to reduce the confounding effect of audibil-
ity when target distance and room vary. The level of the target was always 60 dBSPL,
irrespective of the participant. The level of the noise was determined for each sub-
ject individually by first measuring the Speech-Reception-Threshold, SRT50 (Keidser
et al., 2013), using anechoic BKB-like sentences for the target speech, and the noise
in the WPK from the main test. During the SRT measurement, anechoic targets were
held fixed at 60 dB SPL and the WPK noise was adaptively varied until 50% correct
SI was achieved. Each SRT test comprised up to 32 sentences, was scored per mor-
pheme, had an initial SNR of 5 dB and employed various step sizes down to 1dB, as
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explained in Keidser et al. (2013). The noise level used in the main SI tests was then
reduced by 3 dB relative to the SRT50 level to reduce the likelihood of floor effects
arising from the combined effects of noise and the reverberation of the target speech.
Within a pilot test, using the WPK noise as this anchor point showed the highest test-
retest sensitivity and minimised floor and ceiling effects across all conditions of the
main experiment.

In addition to the five rooms, SI was also evaluated both in quiet and in noise for
an anechoic condition (i.e. without a room). In the absence of RIR convolution, which
would normally provide the appropriate distance cues, the closer proximity of inter-
ferers M2 and M4 (Figure 2.1) compared to M1 and M3, was simulated by increasing
the relative amplitude of the closer interferes by a factor of 1.3, corresponding to the
ratio of their distances (2.6/2). As described above and shown in Fig. 2.1, a filter
emulating the frequency response of a talker that is rotated by 90◦ was also applied
to each anechoic interferer.

Five additional conditions were included to help separating out the effects of tar-
get and interferer reverberation. These conditions consisted of anechoic target speech
in the presence of reverberant interferers in the five different rooms. In total, there
were seven additional conditions that were added to the 16 quiet conditions (4 rooms
x 3 distances + 1 room x 4 distances) and their 16 noisy counterparts, leading to 39
test conditions. One BKB-like list (16 sentences) was used per condition.

2.2.3 Cochlear Implant Research Platform (CIRP)

In this study, the subjects’ speech processor was replaced by a corresponding real-
time emulation using the Cochlear Implant Research Platform (CIRP: Goorevich and
Batty, 2005). The CIRP consists of (1) a BTE (Behind The Ear) sound processor shell
including two microphones, (2) a dual-channel microphone preamplifier, (3) a PC
specifically designed for real-time applications called SpeedgoatTM xPC target com-
puter, (4) a generic PC with Matlab R© called host computer, and (5) a stimulus gener-
ator and radio frequency (RF) transmitter. Sound signals are received by the micro-
phones of the speech processor, amplified and sent to the analog inputs of the xPC
target computer. The xPC target computer processes the signal in real-time, in the
same way as an actual speech processor would, and sends stimulation information
to the signal generator and RF transmitter so that it can be sent to the implant in
the listener. The CIRP used in this study, as well as additional hardware required to
conduct safety tests, were provided by Cochlear ltd. (Sydney, Australia). The xPC
and the host computer were both located in the control room and connected to an
isolation transformer. All the other devices (BTE, preamplifier and stimulus gen-
erator) were located in the anechoic chamber, and connected to a second isolation
transformer.

The speech processor model is designed in the host computer using high-level
visual language (Simulink R©), with some functions written in Matlab R© and C. The
model is compiled into real-time code by means of Simulink CoderTM and a C/C++
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TABLE 2.2: Acoustic properties of the five rooms used during the SI
tests. The DRR and the C50 are given for each of the talker-to-listener
distances. The parameters shown are the mean of the parameters ob-
tained in octave bands between 125 Hz and 8 kHz. All parameters are
obtained from the RIRs by conducting simulations of an omnidirec-
tional microphone located at the center of the loudspeaker array (i.e.,

the location of the listener’s head).

Room RT (s) Room Critical Distance DRR C50 ID
volume (m3) distance (m) (m) (dB) (dB)

Lecture Room 0.46 164 2.78
1.3 6.9 15.4 1
2.6 -0.6 11.5 2
5.2 -4.6 8.6 3

Workplace kitchen 0.68 164 1.77
1.3 2.7 10.9 4
2.6 -3.8 6.7 5
5.2 -6.5 5.4 6

Open-plan office 0.96 446 2.49
1.3 5.2 13.9 7
2.6 -1.5 10.8 8
5.2 -4.5 8 9

Small reflective room 1.55 134 1.18
1.3 -0.3 3.8 10
2.6 -6.2 1.6 11
5.2 -9.8 0 12

Indoor car park 2.42 > 5700 3.34

1.3 7.2 11.5 13
2.6 0.4 6.9 14
5.2 -4 3.9 15

10.4 -6.1 2 16
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compiler. The code is transferred to the target computer using xPC TargetTM, and
runs in the xPC (Simulink Real-TimeTM) operating system. To reduce the impact of
potentially confounding noise reduction and signal conditioning in the speech pro-
cessor, the following features were disabled: Microphone directivity, Automatic Dy-
namic Range Optimization (ADRO), SNR-NR, Spatial-NR, SCAN, WhisperTM and
WNR (see Dawson, Mauger, and Hersbach, 2011, for details on the different tech-
nologies). Only the Automatic Sensitivity Control (ASC) was enabled, which pre-
vents signals louder than 65 dBSPL from being clipped (Wolfe et al., 2015), and only
the front microphone (omnidirectional response) was used.

In order to calibrate the CIRP signal levels, an internal 1 kHz pure tone generator
emulating a 65 dB SPL pure tone was used as a reference. The output of the genera-
tor was extracted through an analog output of the xPC computer and its amplitude
evaluated by digitizing the signal with an RME sound card connected to a PC with
Matlab R©. A similar procedure was followed using the CIRP speech processor sus-
pended in the center of the loudspeaker array, which presented diffuse third-octave
filtered noise centered at 1 kHz (ANSI S3.35, 2004) at 65 dB SPL. The sensitivity of the
analog input of the xPC system was adjusted to match the output levels for the inter-
nal and external signals. The CIRP was fitted to the individual subjects by using the
fitting parameters of their own devices, which were provided by their audiological
clinic. The following parameters were included: T and C levels, number of Maxima,
stimulation mode, stimulation rate, and volume and sensitivity settings. In addition
to the CIRP functionality and safety tests conducted at Cochlear ltd., subject-specific
safety tests were carried out on the stimulation commands sent to the RF receiver to
ensure that the fitting parameters were inserted and encoded correctly.

2.2.4 Procedures

After written consent was given by the subject, anonymous .cdx files were obtained
to access the subject’s fitting parameters. Before each subject’s first session, the real
time model was prepared by inserting the subject’s fitting parameters (for the pre-
ferred ear in case of bilateral implantees). Listeners were seated at the center of the
loudspeaker array. They were asked to remove their own device/s and to put the
BTE shell and the RF transmitter on their (preferred) implanted ear. Subjects were
asked to notify the experimenter in case the sound did not resemble that of their own
device, which never happened.

Prior to the main experiment, it was necessary to measure the SRT50 in order to
determine the noise level used in the noisy conditions. The SRT50 was measured
twice using the methods described in Sec. 2.2.2.2, and the results were averaged. For
each subject, the fixed noise level was then chosen to be 3 dB lower than the level
that produced the SRT50.

In each of the 39 test conditions, subjects were tested with one list of 16 sentences.
After each sentence was presented, listeners were asked to repeat as much as they
understood of the target speech. The operator then scored the number of correctly
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understood morphemes on a graphical user interface running on a computer outside
of the anechoic chamber. Within a session, conditions were randomized and, within
a condition, sentences were randomized.

Upon completion of each list (i.e., condition), subjects were instructed to fill out
a brief questionnaire rating the scene. The questionnaire contained four questions:
(1) How echoic (reverberant) did you find this space? (2) How much effort did lis-
tening to the speech take? (3) How distracting was the background noise? And (4)
How loud was this scene? For each question, a continuous rating scale was provided
ranging from 0 to 10. Integers were highlighted and the extremes were accompa-
nied with a short description of their meaning, thus clarifying the direction of the
response (e.g. 0: not echoic at all, 10: extremely echoic). This questionnaire was
given and explained to the subjects in the very beginning of the experiment.

2.2.5 Statistical analysis

Proportion of morphemes correctly understood y was linearized to improve statisti-
cal validity with floor/ceiling effects by applying the transformation:

SIlin = ln
( y + ε

1− y + ε

)
(2.1)

Where ε corresponds to the smallest non-zero value of (1− y) across all subjects
and conditions, as suggested in Warton and Hui (2011), and SIlin is the linearized
speech intelligibility. A linear mixed-effects model with subject as a random intercept
was then applied to the linearized SI scores to evaluate the different factors affecting
speech intelligibility. In particular, effects of distance, room and noise were evalu-
ated, as well as their interactions. In the model, the variable room was treated as a
category, distance was treated as a continuous variable and noise was a categorical
variable used to distinguish quiet from noisy conditions.

The model was fitted following the Bound Optimization BY Quadratic Approxi-
mation (bobyqa) algorithm, available in the lmer package in R. T-tests were conducted
in R with the emmeans package and multiple comparisons were Tukey-corrected.

Regarding the analysis of the questionnaire, the fourth question, which asked
about the loudness of the acoustic scene, was omitted because virtually all subjects
reported the same loudness value regardless of the condition (overall mean = 3.54,
standard deviation = 0.23). The remaining three questions were all treated as con-
tinuous. As for the analysis of the speech intelligibility scores, each questionnaire
item was analyzed with a linear mixed-effects model where subjects were treated as
a random effect. There was no need to linearize the questionnaire data. Due to a
visual impairment and verbal communication difficulties, subject 2 could not fill out
the questionnaire.
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2.3 Results

As explained in Sec. 2.2.2.2, the SNRs employed during the experiment were calcu-
lated from the individuals’ SRTs. The resulting individuals’ SNRs were, from subject
1 to subject 12, 7 dB, 7.3 dB, 4 dB, 1.6 dB, 8.2 dB, 3.5 dB, 6 dB, 0.7 dB, 5.5 dB, 2.5 dB, 6
dB and 2.6 dB repectively. The results of both the SI tests and the brief questionnaire
that was administered after each SI condition are described below.

2.3.1 Speech intelligibility data

Figure 2.2 shows individual and group mean SI scores for each condition. The top
row shows scores in quiet and the bottom row those in noise. Each group of bars rep-
resents a room condition (including an anechoic room). Rooms are sorted from left
to right according to the RT (see Table 2.2), with Anechoic (no room) on the left and
car park on the right. Within each group individual bars show results for different
talker-to-listener distances, increasing from left to right, with anechoic considered as
a theoretical nearest distance. In quiet, the anechoic target “distance” is identical to
the Anechoic (no room) condition at the extreme left of the figure, but is included for
each room to facilitate comparisons.

In quiet anechoic conditions all subjects achieved SI scores between 90% and
100%. In contrast, variations between subjects in reverberation are much larger, span-
ning almost 90% difference (e.g., see car park at 10.4m or small reflective room at
5.2m). Despite the high subject variability, a number of general observations can be
made. First, at short distances (e.g. 1.3m), SI in quiet is rarely compromised by rever-
beration. Apart from the small reflective room, all the rooms lead to mean SI scores
higher than 90% at 1.3m. At 2.6m, the lowest mean SI among all these rooms is still
80%. Second, the SI scores in the small reverberant room in quiet are far below those
obtained in any of the other rooms. At 1.3m distance, mean SI scores are already be-
low 70%, and at 5.2m, mean scores are below 40%, with some subjects understanding
virtually nothing. Unlike in any other room, only one subject (S8) presented scores
above 80% at all distances. Third, in quiet, higher RTs do not necessarily lead to
lower SI scores. For example, the RT of the small reflective room is 1.55s, whereas
that of the car park is 2.42s, and yet SI is generally lower in the small reflective room.

In noise (Figure 2.2, bottom), apart from the monotonic decay of SI over distance
already observed in quiet, the order of rooms according to SI scores differs between
quiet and noise. For example, while the workplace kitchen leads to rather high scores
in quiet, scores in noise are the second worst. Likewise, while the SI scores achieved
in quiet in the lecture room and the car park become increasingly different with dis-
tance, in noise they are comparable, indicating that the lecture rooms has a relatively
more significant effect of noise. The different effects of noise on SI are most clearly
observed in the mean SI score for anechoic target speech in anechoic noise (first bar
of the lower plot in Fig. 2.2), which is much lower than for anechoic target speech
in reverberant noise. These differences between quiet and noisy conditions, together
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FIGURE 2.2: Speech Intelligibility scores obtained in quiet (top) and
in noise (bottom). Each color represents a target-to-listener distance
and each group of bars represents a room: Anechoic room, LR (lecture
room), WPK (workplace kitchen), OPO (open-plan office), SRR (small
reflective room) and CP (car park). Each bar represents the mean SI
across participants. The noise level for all noisy conditions was 3 dB
lower than the level producing 50% SI for an anechoic target (denoted

as AnT) in the workplace kitchen noise.

with the impact of floor and ceiling effects, highlights that the SI in quiet relative to
SI in noise is not simply a constant performance shift, nor does it change consistently
as a function of distance across rooms.

A linear mixed-effects model fitted to the linearized SI scores (Sec. 2.2.5) revealed
a significant effect of room [F(4,315) = 24.38; p < 0.001], a significant effect of distance
[F(1,315.02) = 213.88; p < 0.001], a significant effect of noise [F(1,315.02) = 183.26; p
< 0.001] and a significant interaction between noise and room [F(4,315.02) = 2.48;
p < 0.05]. The interaction between distance, room and noise was also significant
[F(4,315.02) = 3.51; p < 0.01]. The interaction between distance and room was not
significant [F(4,315)=2.39; p=0.05], neither was the interaction between distance and
noise [F(4,315)=0.05; p=0.83].

To understand if the different levels of reverberation inherent in the different
noises (due to the different rooms) had an effect on SI, the same statistical model
was used but only considering the noisy conditions with anechoic target speech (i.e.
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the scores corresponding to the conditions depicted with a green bar at the bottom
of Fig. 2.2). In this case, the model only included the room factor, which directly de-
scribed the effect of the noise. The effect of noise was significant [F(5,53.08) = 24.11;
p < 0.001]. Conducting pairwise comparisons with Turkey-corrections between the
different noises with a series of t-tests (see Sec. 2.2.5) revealed that only the anechoic
noise was significantly different from all the others (p < 0.01). None of the remaining
comparisons revealed any significant differences.

To further understand the relative effects of reverberation and noise on individual
SI performance, Fig. 2.3 shows the subjects’ SI scores averaged across all quiet con-
ditions as a function of their SRT. Note here that only the SRT presented an unbiased
individual measure of the effect of noise, as all the other noisy conditions were tested
at an SNR that depended on the individual SRT (i.e, the SNR was always 3dB be-
low the individual SRT). Overall, the figure shows that participants who show high
SI scores in quiet reverberant conditions show low SRTs [R2 = 0.73], suggesting that
listeners who tolerate noise well show also a better hearing in reverberation.

FIGURE 2.3: Speech intelligibility scores averaged across all quiet con-
ditions as a function of the SRT obtained with anechoic target speech.
Data of subject 2 has not been included, as not all the quiet conditions

could be tested for this subject.

2.3.2 Questionnaire ratings

The questionnaire assessed the effects of room type, talker-to-listener distance, and
noise on the subjective attributes of “listening effort”, “amount of reverberation”,
and “noise distraction” for each of the 39 conditions tested in the SI experiment. Due
to the large amount of data that resulted from this questionnaire, the actual data
is not presented here, except for a particularly interesting sample shown in figure
2.4. Instead, the main trends in the data are reported based on a statistical analysis
using a linear mixed-effects model (Sec. 2.2.5). Depending on the subjective attribute,
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the model included the factors “room”, “distance”, and “noise”, with subjects as a
random intercept.

The rating of effort generally increased with increasing talker-to-listener distance
as well as in noise versus quiet, and varied across rooms in a way that was only
partly correlated with their RT. All the main effects of distance [F(1,322) = 37.72; p <

0.001], room [F(4,322) = 11.28; p < 0.001] and noise [F(1,322) = 94.15; p < 0.001] were
significant, but none of their interactions. Among all the potential interactions, the
lowest p-value was observed for the interaction between room and noise [F(4,322) =
1.98; p = 0.1].

The attribute of distraction made only sense in noise, and the factor noise (i.e.,
quiet versus noise) was therefore not evaluated. The rating of distraction followed
the same trends as those of effort, and both main effects of distance [F(1,156) = 13.95; p
< 0.001] and room [F(4,156) = 4.3; p < 0.01] were significant, but not their interaction.

The rating of reverberation also increased significantly with talker-to-listener dis-
tance and varied across rooms. The main effects of distance [F(1,335) = 88.03; p <

0.001] and room [F(4,335) = 56.70; p < 0.001] were significant, but no significant ef-
fect of noise was observed [F(1,335) = 1.5; p = 0.2]. The interaction between distance
and room was not significant.

To better understand the effect of the reverberation inherent in the different noises
on ratings, as similarly done in Sec. 2.3.1 for the SI scores, Fig. 2.4 shows the effort
and distraction ratings corresponding to the different noisy conditions with anechoic
target speech. The plot shows that, on average, anechoic noise is more demanding
in terms of effort, as well as more distracting, than reverberant noise in any room.
Pairwise comparison (with Tukey correction) showed that effort ratings for anechoic
noise were significantly different from all rooms (p < 0.01) except for the small re-
flective room [t(50) = 2.71; p = 0.09]. Regarding all the other paired comparisons, sig-
nificant differences were observed only between the open-plan office and the small
reflective room [t(50) = -3.09; p < 0.05]. For the rating of distraction, only the anechoic
noise was significantly different from the other noises (p < 0.01) with the difference
from the lecture room being just significant [t(50) = 3.43; p = 0.05]. No significant
differences were observed between the distraction ratings of any of the other cases.

2.4 Discussion

In the following sections, the results from the SI test and questionnaire are both dis-
cussed separately for the quiet and noisy condition.

2.4.1 Results in quiet

In most of the rooms that were tested in this study, SI in quiet was not markedly
compromised by reverberation at conversational distances (i.e., 1.3m). The only ex-
ception was the small reflective room, for which already at the closest distance of
1.3m the mean SI scores were below 80% and reached floor at a distance of 5.2m.



26 Chapter 2. Effect of noise and reverberation

FIGURE 2.4: Median, 25th and 75th percentiles (hinges) of effort (top)
and distraction (bottom) ratings obtained in the noisy conditions with
anechoic target speech in the anechoic room (Anechoic), the lecture
room (LR), workplace kitchen (WPK), open-plan office (OPO), small

reflective room (SRR) and car park (CP).

Interestingly, the SI in this room was significantly lower than in the car park, even
though the RT in the small reflective room (RT = 1.55s) was much shorter than in the
car park (RT = 2.42s). A similar discrepancy between RT and SI was also observed
between the workplace kitchen (RT = 0.68s) and the open-plan office (RT = 0.96s),
where the workplace kitchen had the shorter RT but showed lower SI scores.

The above observations contradict the findings presented in previous studies
with CI users in two different ways. First, reverberation is not as detrimental as
suggested by previous work (Desmond, Collins, and Throckmorton, 2014; Hazrati
and Loizou, 2012; Hu and Kokkinakis, 2014; Kokkinakis and Loizou, 2011; Kokki-
nakis, Hazrati, and Loizou, 2011; Poissant, Whitmal, and Freyman, 2006; Whitmal
and Poissant, 2009). Second, SI does not necessarily decay monotonically with in-
creasing RT as previously suggested (Desmond, Collins, and Throckmorton, 2014;
Hazrati and Loizou, 2012; Hu and Kokkinakis, 2014; Kokkinakis and Loizou, 2011;
Kokkinakis, Hazrati, and Loizou, 2011).

In order to understand the differences observed in the present and previous stud-
ies, it should be considered that the RT of a room depends on its volume and the
absorption material (Sabine, 1993). Hence, the same RT can be obtained in a large
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room with some absorption or in a smaller room with less absorption. Even though
the two rooms have the same RT, the smaller room presents a higher reverberant
pressure (page 88 in Jacobsen et al., 2013). This is most easily illustrated with the
DRR, which enables direct comparisons between the reverberant pressure of differ-
ent rooms at fixed talker-to-listener distances. The DRR can be approximated as:

DRR = 10 log
( γ0.16V

16πr2RT

)
, (2.2)

with V the volume of the room in cubic meters, RT the reverberation time in sec-
onds, γ the directivity index of the target source, and r the talker-to-listener distance
in meters. Equation 2.2 was obtained from the quotient between the sound pressure
squared of the direct sound and that of the stationary sound (page 88 in Jacobsen
et al., 2013) and by using Sabine’s equation to express the acoustic absorption as a
function of the room volume and the RT.

In the case that a higher RT is obtained in a room with a larger volume, Eq. 2.2
predicts that the DRR at a given distance increases only if the proportional increase of
volume is higher than the proportional increase of RT. In contrast, if the proportional
increase of volume is lower than the proportional increase of RT, then Eq. 2.2 predicts
a decreasing DRR. Hence, both decreasing and increasing DRRs can be found for
increasing RTs obtained in larger rooms. With respect to Table 2.2, an example of
lower DRRs found in a larger room can be seen by comparing the lecture room with
the open-plan office. An example of higher DRRs found in a larger room can be seen
by comparing the workplace kitchen with the open-plan office. According to the
rooms employed here (Table 2.2), in case that a higher RT is obtained in a room with
a larger volume, it is more common to observe increasing DRRs. In fact, the car park,
which has the largest RT as well as the largest volume, has the highest DRR at all
tested talker-to-listener distances.

In the case that a higher RT is obtained by reducing the overall absorption in the
room while keeping the volume constant, Eq. 2.2 suggests that the DRR decreases
with increasing RTs. With respect to Table 2.2, this refers to the lecture room, the
workplace kitchen, and the small reflective room, which all have roughly the same
volume but increasing RT, which results in a DRR that decreases for all talker-to-
listener distances. At a distance of 5.2m, for example, the increase in RT results in a
decrease in DRR of 1.9 dB from the lecture room (RT = 0.46s) to the workplace kitchen
(RT = 0.68s), and in a further decrease of the DRR by 3.3 dB from the workplace
kitchen to the small reflective room (RT = 1.55s).

As can be seen from the SI scores shown in Fig. 2.2, the negative effect of the RT on
SI in quiet is higher in the second case than in the first case, indicating that an increase
in RT that is accompanied by an increase in room volume is less detrimental to SI
than an increase in RT that is achieved by reducing the amount of absorption inside
a room. For example, at a talker-to-listener distance of 5.2m (Fig 2.2 upper panel),
the drop in average SI scores from the workplace kitchen to the small reflective room
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is much larger than from the open-plan office to the car park, even though the RT
increases by roughly the same amount (i.e., by 0.87s and 0.96s, respectively).

Hence, the concept of reverberant pressure (or DRR) does not only explain why
the RT is not a good predictor of SI, but also why, for a given distance, small rever-
berant rooms are more detrimental to SI than large reverberant rooms. Accordingly,
the differences observed between the present and previous studies are most likely
explained by the fact that most of the existing studies used a single (simulated or
real) room with a rather small volume in which different RT values were obtained by
altering the acoustic absorption of the room (Hazrati and Loizou, 2012; Kokkinakis,
Hazrati, and Loizou, 2011; Kokkinakis and Loizou, 2011; Hu and Kokkinakis, 2014).
In all these cases, SI will have decreased monotonically with the RT because the vol-
ume of the room was kept constant. As shown in the present study, this monotonic
relationship between the RT and the achieved SI cannot be generalised to real rooms
in which the volume often increases with increasing RT. Similarly, the rather strong
detrimental effect of reverberation on SI that was observed in previous studies may
be explained by the rather small reverberant rooms that were considered (Kokki-
nakis, Hazrati, and Loizou, 2011; Kokkinakis and Loizou, 2011; Hu and Kokkinakis,
2014; Whitmal and Poissant, 2009; Poissant, Whitmal, and Freyman, 2006) or by the
large talker-to-listener distance (Hazrati and Loizou, 2012; Desmond, Collins, and
Throckmorton, 2014) which will have both provided an exceptionally low DRR. For
example, Kokkinakis, Hazrati, and Loizou (2011) considered a room with a volume
of 76.8m3 and an RT of 1s, and observed mean SI scores as low as 20% at a rather
close talker-to-listener distance of 1m. With respect to the present study, this case is
more or less represented by the small reverberant room, which also showed by far
the lowest SI scores of all the tested rooms. But even though this room was rather
small (134m3) and with a high RT of 1.55s, average SI scores at 1.3m were still at 80%
and thus, significantly higher than in Kokkinakis, Hazrati, and Loizou (2011) and
many of the other related studies.

The overly strong impact of small, reverberant rooms on SI in CI users has already
been highlighted by a number of studies (e.g., Galster, 2007; Gelfand and Silman,
1979; Nábélek and Robinette, 1978). However, none of the studies related this obser-
vation to the high reverberant pressure (or low DRR) that is found in these rooms,
but rather to the high reflection density. Kressner, Westermann, and Buchholz (2018)
provided the only study that, similarly to the present study, found that SI with CIs
in realistic rooms is mainly compromised at far talker-to-listener distances. More-
over, by using the concept of the critical distance (i.e., the talker-to-listener distance
at which the DRR is equal to 0 dB), they highlighted the risks associated with using
a small single room with varying amounts of reverberation in laboratory-based tests,
and argued that the room volume should be considered in addition to the RT.

It seems reasonable to assume that in most rooms in which humans communi-
cate in their daily life, at least some form of absorption is applied (e.g., by carpets,
suspended ceilings, cushioned furniture, or people) and that higher RT values are
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accompanied by larger volumes. Following this assumption, the small reverberant
rooms (either real or simulated) that were used in many of the existing studies had
exceptionally low levels of acoustic absorption and hence, did not reflect the acoustic
properties of the rooms commonly encountered in the real world. Hence, the cor-
responding SI results cannot be generalised and rather refer to a specific acoustic
condition.

As also indicated by Eq. 2.2, the source directivity used for presenting the tar-
get speech material within the listening tests affects the DRR and thus, will have
contributed to the differences between the SI scores reported in the literature and
those obtained in the present study. This mismatch is likely larger in studies based
on room acoustic simulations, as it is common practice to use omnidirectional sound
sources (Whitmal and Poissant, 2009; Poissant, Whitmal, and Freyman, 2006). In the
present study, the loudspeaker used during the RIR measurements (Sec. 2.2.2.2) did
not present an omnidirectional pattern and thus, the DRRs obtained in the present
study were relatively higher than those obtained with omnidirectional sources. How-
ever, even though the directivity of the applied loudspeaker was closer to the direc-
tivity of a human talker than an omnidirectional source, it was still an approximation
and, as such, it did not perfectly match the directivity of a human talker. Hence, a
slighlty different detrimental effect of reverberation on SI would have been observed
if the directivity of a real human talker had been considered.

Although the concept of the reverberant pressure (or DRR) helps to explain why
the RT is not a good indicator of SI and why small reverberant rooms are more detri-
mental than any other type of room, the DRR alone is not a good indicator of SI either.
As shown in Table 2.3, mean SI scores in quiet appear to be better correlated with the
ratio of early to late reverberant energy, the C50 (Bradley, 1986), than with the DRR.
This is consistent with the observations made in Kressner, Westermann, and Buch-
holz (2018), who found that the DRR does not directly correspond to SI scores with
CIs and suggested that other measures such as the Speech Transmission Index (Hout-
gast, Steeneken, and Plomp, 1980) or the C50 may be more accurate predictors. As
shown in Table 2.3, the same observation applies to the ratings of reverberation and
effort. Interestingly, all the rooms in the present study that exhibit increasing DRR
with increasing RT, also have decreasing C50 with increasing RT. This indicates that,
although the reverberant pressure decreases for increasing RTs, the increase in RT
results in lower C50s. Future work will need to conduct a more exhaustive analysis
of the suitability of the C50 as an accurate predictor of SI, which would imply that CI
recipients could benefit from early reflections in adverse situations. Likewise, given
the high correlation between the participants’ SRTs and their mean scores in quiet
(Sec. 2.3.1), the use of the C50 could potentially be extended to the U50 (Bradley
and Bistafa, 2002), an SNR-based metric that extends the concept of the C50 to allow
the description of SI data obtained in quiet and noise under the same framework.
Thereby, these metrics should take into account the signals that arrive at the subjects’
speech processor worn during the listening test, which should include the directional
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characteristics of the microphone.

TABLE 2.3: Coefficient of determination between mean scores in quiet,
mean ratings of reverberation and effort in quiet and three different

acoustic metrics: RT, DRR and C50

RT (s) DRR (dB) C50 (dB)

Mean SI R2 = 0.2 R2 = 0.59 R2 = 0.87
scores in quiet

Mean reverberation R2 = 0.36 R2 = 0.54 R2 = 0.92
ratings in quiet

Mean effort R2 = 0.31 R2 = 0.54 R2 = 0.91
ratings in quiet

2.4.2 Results in noise

As can be observed in the SI scores for the anechoic target speech shown in Fig.
2.2 (green bars) as well as in the effort and distraction ratings shown in Fig. 2.4,
the most detrimental noise is the anechoic one, which is also the most modulated
one, as its envelope is not smoothed by any reverberation (see Sec. 2.1). This is in
general agreement with other studies, which have found that SI with CIs is worse
with fluctuating noises than with steady-state noises (Fu and Nogaki, 2005; Nelson
et al., 2003; Qin and Oxenham, 2003). However, for the anechoic talker no major
differences were observed between all the reverberant noise conditions. This may be
in part due to the fact that the SI scores in all these conditions were already close to
ceiling and thus, not in a very sensitive point of the psychometric function.

In the case that the broadband level of the noise in a given room would fully
describe the impact of the noise on SI, the rooms sorted by SI in quiet would coin-
cide with the rooms sorted by SI in noise, as all noises were adjusted to the same
subject-specific broadband level (see Sec. 2.2.2.2). As can be seen in Fig. 2.2, this
is not necessarily the case. For example, while the lecture room appears to be the
most favourable room in quiet, the most favourable room in noise is the open-plan
office. Hence, there is either an interaction between the reverberation of the target
speech and the noise, or factors other than the broadband level of the noise may
have affected SI. This may include the modulation of the noise but also its frequency
spectrum.

However, a comparison of the effect of the reverberation of the different rooms
on the noise from the results plotted in Fig. 2.2 is not straightforward, because the
effect of noise on SI for any room and talker-to-listener distance depends on where
in the psychometric function its quiet counterpart is located. For example, while Fig.
2.2 may suggest that the reduction in SI due to noise is greater for the workplace
kitchen than in the lecture room, it is not possible to say whether that would also be
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true if the scores in quiet in the two rooms had been matched. While this question
remains unanswered here, several broad observations can be made by comparing
reverberant conditions in which, either in quiet or in noise, the scores are comparable.
For example, the workplace kitchen and the car park lead to similar SI scores in quiet
at 2.6m. The fact that scores in noise in the workplace kitchen are much lower than
those achieved in the car park indicates that the noise in the workplace kitchen is
more detrimental to SI than the noise in the car park. Another example can be seen in
the lecture room and in the car park where SI scores at 5.2m in noise are comparable.
The fact that in quiet, scores obtained in the lecture room are much higher indicates
that the noise in the lecture room is more detrimental than the noise in the car park.

The fact that the room with the highest SI scores in noise does not always cor-
respond to the room with the highest scores in quiet raises the question of what is
the room that leads to the best trade-off between quiet and noise. Figure 2.5 shows
the mean SI scores obtained in noise as a function of the SI scores obtained in quiet
(left panel), as well as their corresponding mean effort ratings reported in the ques-
tionnaire (right panel). Each condition is indicated by a number, which corresponds
to the ID column presented in Table 2.2. The most favourable reverberation condi-
tions are those that present high scores in both quiet and noise, which can be found
by identifying the closest points to the upper-right corner. As the distance from the
upper-right corner increases, less favourable reverberant conditions are found, with
the least favourable conditions being closest to the bottom-left corner. Thus, when
considering the quiet and noise conditions at the same time, the car park at 1.3m
(number 13), the open-plan office at 1.3m (number 7) and the lecture room at 1.3m
(number 1) are the most favourable reverberation conditions. Interestingly, while SI
in quiet for these conditions is almost as good as in anechoic conditions (number 0),
in noise it is much higher. Most favourable conditions in terms of SI scores are in
agreement with the mean effort ratings reported in the questionnaire (Fig. 2.5, right
panel).

Hence, when considering quiet and noisy conditions, the most favourable lis-
tening conditions for CI users appear to consist of short distances in rooms with
large volumes (i.e., the car park and the open-plan office) or in smaller rooms with
some reverberation (e.g., the lecture room). Under those conditions, SI in quiet is
not compromised by target reverberation due to the high DRR. And in noise, rever-
beration reduces the modulation of the noise, thus making it less detrimental than
anechoic noise. The combination of these two factors leads to better and less effort-
ful speech intelligibility. Nevertheless, it is important to note the relevant limitations
of the present study. First, the conclusions drawn here apply to modulated noise.
Clearly, there are several factors that have an impact on the modulation depth of the
noise signals, such as the distance to the listener or the number of noise interferers.
Second, target and masker levels were normalised. Reverberation has an effect on
these levels and therefore, different conclusions may be obtained when comparing
reverberant conditions at their non-normalised levels. Third, most of the advanced
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FIGURE 2.5: Mean SI score in noise as a function of mean SI score in
quiet (left) and mean effort rating in noise as a function of mean effort
rating in quite (right). The numbers represent a reverberant condition,
as specified in Table 2. The number 0 represents the anechoic condi-
tion (no room). For illustrative purposes, the data have been clustered
into three groups by means of the k-means algorithm. Clustering pro-

cess in right and left are independent to one another.

features of the applied CIs were switched off during testing. Hence, it is unclear if
the same observations apply to the case when these feature are turned on, and most
likely interact with the different reverberant stimuli.

2.5 Conclusions

The present study evaluated speech intelligibility in quiet and noise under a num-
ber of realistic reverberant conditions that CI recipients may experience in their daily
lives. Results in quiet show that in most cases speech intelligibility is not compro-
mised by reverberation at conversational distances of less than a few meters. Nev-
ertheless, small reflective rooms have been shown to affect SI more than any other
type of room. The results and conclusions presented here are in contrast to most
of the prior literature in two ways. First, reverberation in realistic scenarios affects
speech intelligibility for CI users less than suggested previously, and second, speech
intelligibility does not necessarily decay monotonically with increasing reverberation
times. These contradictions can be explained by the fact that prior studies used rather
small and highly reverberant rooms (e.g. 76.8m3), and therefore evaluated rooms that
are more detrimental to speech intelligibility than commonly encountered in the real
world. Moreover, these studies realised different reverberation conditions by alter-
ing the absorption material while keeping the volume of the room constant, which
lead to SI scores that could be uniquely explained by the RT.

Results in noise indicate that the reverberation of modulated noise (here 4-talker
babble) may actually contribute positively to speech understanding, and that ane-
choic noise is the most detrimental to SI. This result can be attributed to the fact that
reverberation reduces the noise modulation. Results in quiet and noise evaluated
together suggest that short talker-to-listener distances combined with large volumes
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or smaller volumes with some reverberation yield the best outcomes in terms of SI
and self-reported listening effort.
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Chapter 3

Validation of existing room acoustic
criteria for predicting speech
intelligibility with cochlear
implants

Abstract

Most existing models for predicting speech intelligibility in cochlear implant (CI) re-
cipients are purely signal-driven (i.e. based on the speech signal) and do not allow
any conclusions on the effect of the basic room acoustic parameters on speech intelli-
gibility performance in reverberant environments. Although room acoustic measures
(i.e. based on the room impulse response) such as the U50 (an extension of the clarity
measure C50) or the speech transmission index (STI) are commonly used to predict
speech intelligibility in rooms for normal-hearing listeners, their relevance for CI re-
cipients is still unclear. This study investigates the suitability of the U50 to describe
speech intelligibility data of twelve cochlear implant users tested unilaterally over a
wide range of realistic rooms and talker-to-listener distances in both quiet and noise.
Results in quiet show that speech intelligibility can be accurately predicted by the
U50. The resulting U50-based room acoustic criteria of speech intelligibility for CIs,
as well as acoustic design limitations and potential alternatives, are discussed along-
side existing criteria, usually oriented to people with normal hearing. Additionally,
in order to understand the conflicting results obtained across studies, room parame-
ters most critical to speech intelligibility in quiet are discussed. Results in noise show
that the temporal smearing effect of reverberation flattens the envelope of the noise
signal thereby reducing its impact on speech intelligibility. As U50-based predictions
do not account for this effect, speech intelligibility predictions in noisy conditions
warrant further improvements. Predictions based on the speech transmission index
lead to the same conclusions as with the U50 in both quiet and noise. Based on the ob-
served dependence of speech intelligibility on the modulation of both target speech
and noise, models for CI recipients can potentially benefit from predictions obtained
in the modulation domain.
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3.1 Introduction

The negative impact of reverberation on speech intelligibility (SI) is greater for peo-
ple with cochlear implants (CI) than for normal hearing (NH) listeners (Kokkinakis,
Hazrati, and Loizou, 2011; Kressner, Westermann, and Buchholz, 2018). However,
there is still debate regarding the reverberant conditions in which CI recipients have
difficulties to understand speech even in quiet. A number of studies have suggested
that SI in quiet can already be challenging in apparently moderate reverberant con-
ditions such as with reverberation times (RT) of 0.6 seconds and talker-to-listener
distances as close as one meter (e.g. Kokkinakis, Hazrati, and Loizou, 2011). Other
studies have not been able to reproduce such strong impact of reverberation sug-
gesting the effect of reverberation may not be as detrimental as previously suggested
(e.g. Kressner, Westermann, and Buchholz, 2018). In Chapter 2, SI was found to
be greatly affected by small reverberant rooms at typical conversational distances
as well as at long talker-to-listener distances in large reverberant rooms. Moreover,
studies have demonstrated that the temporal smearing effect of reverberation on the
envelope modulations of the noise signal may have an impact on speech intelligibil-
ity, a finding that is in line with the previously reported lower SI performance of CI
users with modulated noises (Fu and Nogaki, 2005; Qin and Oxenham, 2003; Nelson
et al., 2003). The disparity of SI results obtained across different studies raises the
question of which room parameters are the best predictors of the impact of reverber-
ation on CI performance.

In contrast to CI users, the main room acoustic parameters affecting SI with NH
listeners are well understood. Room acoustic criteria for speech intelligibility are usu-
ally based on the Speech Transmission Index (STI, Houtgast, Steeneken, and Plomp,
1980; IEC, 2003) or on the clarity-50 (C50, ISO 3382-1, 2009), usually referred to as
U50 when the effect of noise is included (Nijs and Rychtáriková, 2011; Bradley and
Bistafa, 2002; Bradley, 1986; Bistafa and Bradley, 2000). These metrics can be approxi-
mately expressed as a function of more basic room parameters such as room volume,
RT or talker-to-listener distance, which provides a good understanding of the room
parameters most relevant to SI (e.g. Houtgast, Steeneken, and Plomp, 1980; Nijs and
Rychtáriková, 2011; Bradley and Bistafa, 2002; Bradley, 1986; Bistafa and Bradley,
2000). Because these metrics are standardized measures that are already part of the
acoustic design in most acoustically-treated venues, and given the valuable insights
they provide into the critical room parameters affecting SI, the benefit of validating
these metrics for CI users is twofold: (1) to evaluate whether the acoustics of a given
room are amenable to people who rely on CIs, and (2) to assist in the design of sig-
nal processing algorithms aimed to improve speech intelligibility in (noisy) rooms,
including beamformers, scene/room classifiers and de-reverberation processing.

This study therefore aims to (1) provide a first step towards a room acoustic SI
prediction model that is based on the concept of the U50 and (2) to use that model to
understand the critical room acoustic parameters and their effect on SI performance
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in CI users. This will be carried out by using the data from Chapter 2. The U50 is
used here instead of the STI, as it provides some insight into the ability of the hearing
system to integrate early reflections, a mechanism that has not yet been well docu-
mented in CI users. In addition, the U50 is a rather easy to interpret metric that com-
bines a classic signal-to-noise ratio (SNR) measure, accounting for the effect of the
noise, along with the C50, which considers the effect of reverberation. This, together
with the fact that the U50 values are not constrained (i.e., they have no maximum or
minimum values), as opposed to the STI, makes it easier to fit performance intensity
functions. Aside from the fundamental differences between these two metrics, the
high correlation between them has led researchers to conclude that they predict SI
with comparable accuracy (Bradley, 1986). Hence, the results found here by using
the U50 metrics may be directly applicable to the STI.

The U50 is a measure that has been used extensively as a room acoustic descriptor
of SI in NH listeners (e.g Nijs and Rychtáriková, 2011; Bradley and Bistafa, 2002;
Bradley, 1986; Bistafa and Bradley, 2000). Generally speaking, speech intelligibility
is regarded as ”good” for U50 values ranging between 1.5 dB and 6.5 dB. Above this
value, SI is regarded as ”excellent” (Nijs and Rychtáriková, 2011). However, it is
unclear how far these general guidelines apply to CI users. One of the motivations of
the present study is therefore to verify the performance of the U50 as a room acoustic
descriptor so that its value can be related to the same quality attributes but for CI
recipients. This will hopefully put the difficulties faced by CI users into perspective,
as the use of the U50 will enable a comparison between CI and NH listeners under
the same framework.

Despite the progress of SI modeling strategies on the ability to predict the effect of
noise and reverberation on SI with CIs, most current SI predictors are signal-driven
models that, as opposed to models based on room acoustics, do not aim at providing
a good understanding of basic parameters affecting SI (e.g. talker-to-listener dis-
tance, room volume, RT) as they rather focus on the minimization of the prediction
error. In Goldsworthy and Greenberg (2004), four different speech-based STI meth-
ods were presented as good predictors of SI of nonlinearly processed speech. Based
on the similarities between the procedure involved in the STI calculation and in the
processing of speech for CIs, the authors concluded that these predictors could po-
tentially be good predictors of SI with CIs (Goldsworthy and Greenberg, 2004). One
of the measures presented in Goldsworthy and Greenberg (2004), the envelope regres-
sion method, was later used in SI tests conducted with NH and vocoded speech and
showed highly accurate predictions (Poissant, Whitmal, and Freyman, 2006; Whit-
mal and Poissant, 2009). Another method, called short-term objective intelligibility
(STOI), was proposed in Taal et al. (2011), and is based on the short-term correlation
coefficient between clean and degraded speech. Motivated by the need of finding
non-intrusive methods, as they can be applied in situations where the clean signal
is unknown, Chen, Hazrati, and Loizou (2013) presented a predictor called ModA,
which is based on the modulation spectrum and devised for SI prediction of CIs
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in reverberation. Comparisons conducted in their study concluded that ModA out-
performs the normalized covariance measure, one of the four methods previously pre-
sented in Goldsworthy and Greenberg (2004). Another non-intrusive measure was
proposed in Santos et al. (2013) as a CI-oriented version of an existing method (Falk,
Zheng, and Chan, 2010), which they named speech-to-reverberation modulation energy
ratio (with the variation being called SRMR - CI). Comparisons between ModA and
an updated version of the SRMR - CI showed that the latter predicts SI more accu-
rately under a number of noisy, reverberant and processed conditions (Santos and
Falk, 2014). A following study comparing twelve SI predictors concluded that STOI
and SRMR - CI lead to the best predictions of CI intelligibility of reverberant, noisy
and processed conditions (Falk et al., 2015). Yet another method, the output SNR
(OSNR) was presented in Watkins, Swanson, and Suaning (2018), a method capable
of accounting for the dependence of SI on the presentation levels. The fundamental
difference of the present study with respect to the existing SI models is that SI mod-
eling is here motivated by the attainment of a better understanding of the main room
parameters that affect SI in CI users, which is not provided by the existing signal-
driven predictors.

Aside from studies devoted to SI modeling, room acoustic parameters affecting
SI with CIs in quiet have been most commonly described in terms of the reverber-
ation time (RT, e.g. Kokkinakis, Hazrati, and Loizou, 2011; Desmond, Collins, and
Throckmorton, 2014). Only few studies have focused on more complete metrics that
can be generalized to other rooms and talker-to-listener distances. For example, Pois-
sant, Whitmal, and Freyman (2006) and Whitmal and Poissant (2009) demonstrated
that the speech-based STI could successfully predict their average SI data. However,
these results were obtained with vocoded speech signals presented to NH listeners,
and the extent to which the results can be generalised to CI users remains unclear.
Similarly, in a study conducted with CI recipients under a range of realistic rooms
and source-to-listener distances, Kressner, Westermann, and Buchholz (2018) drew
similar conclusions as in Poissant, Whitmal, and Freyman (2006) and Whitmal and
Poissant (2009), suggesting that both the STI and the C50 could potentially be good
candidates for SI predictions in CI recipients across various rooms. However, a quan-
titative assessment of the suitability of the STI and the C50 was not conducted in this
study, likely due to the fact that most SI scores were near or at ceiling (Kressner, West-
ermann, and Buchholz, 2018). Another study that found a strong correlation between
the C50 and mean SI scores in reverberant quiet conditions is described in Chapter
2. However, only a simple linear regression analysis was conducted between the C50
and average SI values. It therefore remains unclear whether the C50 measure can be
used at an individual level, and whether the addition of the noise component has an
effect on the prediction accuracy.

Neither the STI nor the U50 consider the effect of noise modulation on SI. How-
ever, previous studies evaluating SI with CIs have shown that, for a given SNR, mod-
ulated noises have a more detrimental effect on SI than non-modulated noises (Fu
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and Nogaki, 2005; Qin and Oxenham, 2003; Nelson et al., 2003). Studies have sug-
gested that this is likely due to the limited fine-structure cues available to CI recipi-
ents, which results in the inability to identify changes in the temporal fine structure
in the dips of a noise signal (Hopkins and Moore, 2009) and thereby hinder auditory
stream segregation. In Chapter 2, the effect on SI of four pairs of interfering talk-
ers surrounding the listener was shown to be stronger in anechoic conditions than
in any of the five rooms included in the study (with low, moderate and high rever-
berant conditions). As discussed in the paper, these differences may be explained
by the fact that reverberation makes the envelope of the noise signal more shallow
(Houtgast, Steeneken, and Plomp, 1980), thereby reducing the negative impact of
noise modulations on SI. In line with these findings, the present study focuses on the
effect of noise reverberation on SI. This is in contrast to previous studies, which have
mostly evaluated the effect of generic, anechoic noises (Hazrati and Loizou, 2012) or
used vocoded speech with NH individuals (Poissant, Whitmal, and Freyman, 2006;
Whitmal and Poissant, 2009).

Many of the previous studies either used room-acoustic simulations, CI speech
simulations, or a combination of both (e.g. Kressner, Westermann, and Buchholz,
2018; Desmond, Collins, and Throckmorton, 2014; Whitmal and Poissant, 2009; Pois-
sant, Whitmal, and Freyman, 2006). Studies that used actual recorded Room Impulse
Responses (RIRs) when testing CI recipients mainly obtained different reverberation
conditions by altering the absorption material of a single, small room (e.g. Kokki-
nakis, Hazrati, and Loizou, 2011). In an attempt to obtain more ecologically-valid
results, and to conduct a more exhaustive investigation of the different reverberation
conditions that a person may encounter in their daily life, the data considered in the
present study was obtained by presenting CI recipients with three-dimensional rep-
resentations of the sound field of five real rooms with distinct RTs at three different
talker-listener distances (Chapter 2). Hence, the present study contributes to the field
by conducting a systematic investigation of the suitability of the U50 as a SI criterion
of rooms for the particular case of CIs.

3.2 Methods

As mentioned above, the goal of the present study is to evaluate the suitability of
the U50 as a room acoustic descriptor of SI with CIs. This evaluation is conducted
by fitting U50 values to SI scores expressed as percentage of morphemes correctly
understood. Because the SI scores were presented in a previous study (Chapter 2),
this section focuses mainly on the calculation and the fitting of the U50 values. The
calculation of the U50 is based on simulations of the stimuli received by the speech
processor of the subject’s CI used during the listening tests, and the fitting is based
on a non-linear mixed effects model using a sigmoidal model function.
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3.2.1 Stimuli and speech intelligibility data

The suitability of the U50 to predict SI in CI recipients was evaluated here using the
extensive data set measured in Chapter 2. In brief, speech intelligibility of twelve
post-lingually deafened CI recipients was tested unilaterally in 39 different acoustic
conditions. BKB-like sentences (Bench, Kowal, and Bamford, 1979) were convolved
with multichannel room impulse responses (RIRs) and presented to the subjects via
a spherical array of 41 loudspeakers. The RIRs were obtained in five rooms with dis-
tinct RTs at three or four talker-to-listener distances (see Table 3.1) using a 62-channel
hard-sphere microphone array. The recorded RIRs were then decoded into loud-
speaker signals using the Higher-order Ambisonics (HOA) method (see Weisser et
al., 2019 for details). In each acoustic condition, SI was tested in both quiet and noise.
The noise consisted of four two-talker dialogues recorded in anechoic conditions and
convolved with RIRs obtained in each of the five rooms at positions surrounding the
listener at either 2m (two dialogues) or 2.6m (remaining two dialogues) from the lis-
tener. The positions of the eight interfering talkers, relative to the listener’s tested
ear, were the same regardless of the room, the talker-to-listener distance and the sub-
ject. In no case was the listener located at the axis of incidence (i.e. in front) of the
interfering noise sources. For reference purposes, SI was also measured for anechoic
speech in quiet, in anechoic noise, and in each of the reverberant noises of the five
rooms. This resulted in 39 different conditions in total.

During the listening tests, the overall level of the target speech including rever-
beration was fixed at 60 dB SPL. The overall level of the noise, also including rever-
beration, was kept fixed throughout the entire experiment but varied across subjects,
a decision that was taken to minimise ceiling and floor effects. In order to determine
the noise level used during the test, each subject’s speech-reception-threshold (SRT)
for 50% correct (Keidser et al., 2013) was measured two times at the beginning of
the tests and their values averaged. The SRTs were measured with anechoic speech
in the aforementioned noise layout located in the workplace kitchen (see Table 3.1).
The noise level was then determined as 60 dBSPL - SRT50 - 3dB. Presentation levels
were all calibrated with an omnidirectional microphone located at the centre of the
loudspeaker array.

During the tests, the following speech processor features were disabled: Mi-
crophone directivity, Automatic Dynamic Range Optimization (ADRO), SNR-NR,
Spatial-NR, SCAN, WhisperTM and WNR. Out of the two microphones located in
the speech processor, only the microphone located at the front was enabled, which
led to an omnidirectional directivity response. Out of the pre-processing algorithms
explicitly designed to improve SI in noise, only Automatic Sensitivity Control (ASC)
was enabled. ASC progressively reduces the sensitivity of the microphone as the
level of the noise increases (Wolfe et al., 2015) to ensure that the dynamic range of the
input signal is not compromised by the compressor. In fact, if ASC was not enabled,
signals reaching 65 dBSPL or higher would have been clipped (Gifford and Revit,
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TABLE 3.1: Reverberation time (RT), room volume, critical distance,
DRR and C50 for each of the rooms and distances included in this
study. RT and DRR were obtained from the RIR as simulated with an
omnidirectional microphone located at the centre of the loudspeaker
array. The critical distance was derived from the decay over distance
of the DRR. C50 values were obtained from the speech signals simu-
lated at the output of the BTE microphone of the subject’s speech pro-
cessor. RT, DRR and C50 values were calculated as the mean across

third octave bands from 125Hz to 8kHz.

Room RT (s) Room Critical Distance DRR C50
volume (m3) distance (m) (m) (dB) (dB)

Lecture Room 0.46 164 2.78
1.3 6.9 14.4
2.6 -0.6 10.6
5.2 -4.6 8.2

Workplace kitchen 0.68 164 1.77
1.3 2.7 8.6
2.6 -3.8 5.5
5.2 -6.5 4.4

Open-plan office 0.96 446 2.49
1.3 5.2 12.6
2.6 -1.5 9.6
5.2 -4.5 7.9

Small reflective room 1.55 134 1.18
1.3 -0.3 2.5
2.6 -6.2 0.6
5.2 -9.8 -1.1

Indoor car park 2.42 > 5700 3.34

1.3 7.2 11.4
2.6 0.4 6.1
5.2 -4 2.9

10.4 -6.1 1.8



42 Chapter 3. Prediction of speech intelligibility in rooms

2011). The speech processor used during the tests included all the subject’s individ-
ual fitting parameters (stimulation rate, number of maxima selection, T and C levels)
as provided by their clinical audiologist.

3.2.2 BTE signal simulation

To simulate both the (reverberant) target speech and noise signals that were picked
up by the front microphone of the subject’s speech processor for all the tested acoustic
conditions, first, a HATS wearing the behind-the-ear (BTE) speech processor used
during the experiments was located at the center of the loudspeaker array. A set of
41 impulse responses was obtained, each of them describing the acoustic path from
a loudspeaker to the BTE microphone. For each reverberant condition, each of the
41 loudspeaker impulse responses was convolved with its corresponding channel
of the 41-channel RIR obtained in the different rooms and decoded into the HOA
format (see above). The 41 channels were superimposed (i.e., added up) to obtain a
single-channel RIR. By convolving this single-channel RIR with anechoic speech, the
target and interferer signals received by the BTE microphone of the subject’s speech
processor during the listening tests was simulated for each acoustic condition.

In order to calculate the U50, at this stage, the derived single-channel RIRs were
truncated between 0 and 50ms to describe the direct sound plus early reflections
(DSER) component and from 50ms onward to describe the late reverberation (LR)
component of the RIR. The non-truncated RIRs were also simulated and used later
for calibration purposes, as the presentation levels during the listening tests corre-
sponded to the broadband levels of the target and noise signals including reverbera-
tion.

For the target speech, 1264 anechoic sentences available in the applied BKB-like
speech corpus were concatenated and transformed into BTE microphone signals for
each acoustic condition separately using the simulation method described above. For
each masker, the speech of the eight talkers involved in the four dialogues were in-
dependently transformed into reverberant BTE microphone signals and added up
thereafter. In the case of anechoic target speech or maskers, the BTE signals were
obtained directly by convolving the anechoic signal with the impulse response mea-
sured from the given playback loudspeaker to the BTE microphone located on HATS.
The BTE microphone signal simulations for the target signals in all 39 acoustic con-
ditions were derived separately for the entire RIRs, the DSER components, and the
LR components, as well as for all the individual masker levels at which the 12 CI
recipients were tested.

In order to verify the BTE microphone signal simulations, true dB SPL presenta-
tion levels were measured with the BTE worn by the HATS (located in the anechoic
chamber) and compared to the simulated values. The comparison was conducted
for a subset of BKB-like sentences randomly selected and convolved with the non-
truncated RIRs. By doing this, it was ensured that sound pressure levels used during
the analysis were exactly the same as the ones presented in the actual experiment.
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3.2.3 Calculation of the U50

Similarly to a SNR, the U50 is expressed as:

U50 = 10 · log
(

DSER
LR + N

)
, (3.1)

where DSER is the combined power of the direct sound and early reflections com-
ponents of the RIR convolved with the target speech, LR is the power of the late re-
verberation component of the RIR convolved with the target speech, and N is the
total power of the noise (see Chapter 4, page 104 in Kates, 2008). The power of the
different RIR components were derived here from the reverberant target speech sig-
nals simulated at the BTE microphone of the subject’s speech processor, as described
in Sec. (3.2.2). Equation (3.1) was calculated in third octave bands and their values
averaged. Thereby, only the frequency bands between 125Hz and 8kHz were con-
sidered to account for the frequency range most relevant to speech understanding.
Note that the target and masker stimuli applied in the listening tests were all cali-
brated using their broadband levels measured with an omnidirectional microphone
in the centre of the playback loudspeaker array (Sec. 3.2.1). Considering that the
U50 was derived from the simulated BTE microphone signals of the subject’s speech
processor and averaged across frequency bands after logarithmic compression to dB
values (see Eq. 3.1), the U50 varied significantly across conditions.

3.2.4 Temporal modulations of the noise

Given that the broadband noise level was normalized for each subject across all noise
conditions, the main characteristics that changed as a function of reverberation (i.e.,
as a function of talker-to-listener distance and type of room) was its frequency spec-
trum as well as its modulation spectrum. The effect of the frequency spectrum on
speech intelligibility is already addressed by the frequency dependency of the U50
(Sec. 3.2.3). In contrast, the potential effect of the reverberation on the amplitude
modulations of the noise on speech intelligibility is not captured by the U50. To
overcome this potential limitation of the U50, the modulation spectrum was derived
for each noise considering the simulated BTE microphone signals received by the
subject’s speech processor. Each noise signal was first filtered by a complex, forth-
order Gammatone filterbank (see Hohmann, 2002) and the Hilbert envelope derived
for each frequency channel by taking the absolute value of the filtered output sig-
nal. Each frequency channel was then analyzed by a modulation filterbank with
octave-wide bands at center frequencies between 1 and 8Hz. The resulting modula-
tion spectrum was then normalized separately in each auditory frequency channel to
the overall power within that auditory channel. After this calculation was conducted
in all rooms, all the modulation spectra were arbitrarily normalized to the maximum
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value across all frequency bands, modulation bands and rooms. The final modula-
tion spectra were averaged across all auditory frequency channels and are shown in
Fig. (4.9) for the six different noises.

FIGURE 3.1: Normalized Modulation Power Spectrum (NMPS) of the
noise signals in each of the different rooms. The modulation frequency
that corresponds to the maximum of the NMPS for the anechoic target

speech is indicated by the dashed line. See text for details.

The same modulation analysis was conducted to evaluate the most prominent
modulation frequency of the anechoic target speech, which was 3.1 Hz and is shown
as a dashed vertical line in Fig. 4.9. Motivated by the concept of the SNR in the
modulation domain (Jørgensen and Dau, 2011), it is assumed in the following that
the modulation depth of the noise at this specific modulation frequency is a proxy
measure for how detrimental the noise modulations are for SI in CI recipients. Hence,
it is assumed that highly modulated noises lead to low SNRs, making them more
effective maskers. As can be seen in Fig. 4.9, the anechoic noise is the most modulated
followed by the lecture room, workplace kitchen, open-plan office, car park and the
small reflective room.

3.2.5 Statistical model

As described briefly in Sec. (3.2.1) and in detail in Chapter 2, SI scores were measured
in 39 acoustic conditions, which resulted in a wide range of performance within and
across subjects. It is assumed here that any systematic within-subject variation of
the SI performance across acoustic conditions can be predicted successfully by the
U50 (see Sec. 3.2.3). If this is the case, then the SI scores as a function of the U50
can be successfully described by a simple psychometric (or sigmoid) function and its
parameters estimated from the measured data. To evaluate this assumption, a non-
linear mixed effects model was applied here that utilises a sigmoidal model function
with SI scores as the dependent (or output) variable and U50 as the independent (or
predictor) variable.

The analysis of the SI data was divided into seven categories. The first category is
referred to as quiet and included all the quiet conditions. This was necessary because
the quiet data could not be analyzed in a per room basis due to ceiling effects (i.e.,
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the SI scores for most subjects and conditions was at or near ceiling). The other six
categories corresponded to the data in noise obtained in each of the six rooms (ane-
choic, lecture room, workplace kitchen, open-plan office, small reflective room and
car park). Speech intelligibility of the i’th subject in the j’th category was represented
as a function of the U50 by means of the following sigmoid function:

SIij =
100

1 + e
−4ki
100 (U50−SRTij)

+ εij. (3.2)

where ki represents the slope of the curve (in %/dB) at 50% SI and SRTij is the U50 at
50% SI, which corresponds to the estimate of the SRT of the subject i in the category
j. As this study focuses primarily on the effects of room acoustics on SI, the model
included both a random slope k and an SRT for each subject. Regarding fixed effects,
the model included a separate SRT for each category but a single (common) slope k.
Further details about the statistical model can be found in Sec. (3.A).

The U50 values were fitted to the data in R (version 3.4.1) using the nlme package
(version 3.1-131, Pinheiro and Bates, 2000). When reported, the approximate confi-
dence intervals of the estimated parameters were obtained using approximate dis-
tributions for the maximum likelihood estimates and the restricted maximum like-
lihood estimates (Pinheiro and Bates, 2000). Prediction intervals, depicted as 95%
percentiles of predictions, were obtained from resampling multiple (1000) times the
fixed effects of the model. This technique assumed that the fixed effects were multi-
variate normal, and random-effect (individual level) parameters were ignored.

The fitting error between the measured and modeled data was evaluated by
means of the root mean square (RMS) error, which is expressed as:

RMS error =

√√√√ 1
N − d

N

∑
k=1

(SIik − SIik)2, (3.3)

where N indicates the number of conditions, d indicates the degrees of freedom
(here d = 2), SIik is the speech intelligibility score obtained by subject i in the k′th
condition and SIik is its predicted counterpart. The evaluation of the RMS error
was evaluated at an individual level i and distinguished between quiet and noise
conditions. The evaluation of noise conditions was not conducted in a room basis but
rather, all noise conditions together (as opposed to the fitting procedure; see index j
in Eq. 3.2). Hence, N equaled 17 for quiet conditions and 22 for noise conditions.

During the analysis, the measured SRTs (see Sec. 3.2.1) will be referred to as
SRTN . Note that this value corresponds to the U50 at the output of the BTE speech
processor’s microphone (see Sec. 3.2.2) at which the subject obtained 50% correct SI,
and was calculated following the steps explained in Sec. (3.1). Estimated SRTs will
be denoted with a bar as SRT. Whether the estimates are at the individual or at the
group level will be specified in each case.
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3.3 Results

This section is divided into four subsections. First, the U50 is evaluated in quiet con-
ditions. Second, the results of a room-dependent U50 fitting in noise are presented.
Third, in order to test the assumptions of the relative effects of noise and reverbera-
tion underlying the U50, the subject-dependent SRT in quiet (i.e. the SRT estimated
from the fitted curves obtained in quiet conditions) is compared to the SRT of the
subject (SRTN), which was obtained with anechoic target speech in the workplace
kitchen noise (see Table 3.1). Fourth, subject effects are investigated by evaluating
the subject-specific U50 fitting parameters, i.e., by considering the random effects of
the model described in Sec. 3.2.5.

3.3.1 Effect of reverberation in quiet

Figure 3.2 shows the SI scores obtained by each subject in the 17 quiet conditions
(filled circles). The psychometric (sigmoid) functions fitted to the subjects’ individual
SI scores in quiet are shown by the solid lines, whereas the dashed curves show the
prediction at the group level.

FIGURE 3.2: Individual SI scores measured in the 17 quiet conditions
(filled circles), psychometric (sigmoid) functions fitted to the subject’s
scores (solid lines) and population-level prediction (dashed lines). The
vertical dashed lines indicate the measured SRTN (at the BTE micro-

phone) obtained by each individual.
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The corresponding RMS errors are shown in the subject’s panel. From Fig. 3.2
it can be seen that the location of the individual predicted SRT in quiet, which cor-
responds to the U50 value of the individual psychometric function at 50% SI, varies
substantially across subjects. RMS errors are rather small and vary from 5.44% to
16.36%, with the mean RMS error being 9.8%. The close agreement between the SI
scores and the individual fitting curves may be seen as a verification of the U50 as
a suitable speech intelligibility predictor. This, in turn, suggests that the early re-
flections in addition to the direct sound component are beneficial to SI, that LRs are
detrimental, and that SI can be expressed as a function of the ratio between DSER
and LR.

In order to analyze the variability in SI performance between subjects, the esti-
mated SRT as well as the slope k of the fitted psychometric function in quiet condi-
tions are summarized in Table 3.2. The values shown in the table correspond to ki

and SRTij for the i′th subject and the j′th category corresponding to quiet (see Sec.
3.A), but for simplicity, they are referred to here as slope k and SRT.

TABLE 3.2: Slope k and SRT in quiet obtained for each subject.

Fitting parameters

ID Slope k (%/dB) SRT (dB)

1 11.4 2.6

2 9.4 6.5

3 13.9 1.9

4 14.9 0.2

5 9.1 5.3

6 16.2 0.7

7 9.4 2.9

8 17.8 -2.2

9 12.3 0.3

10 9.3 -0.8

11 16.1 2.6

12 15.1 0.9

Two observations can be made from Table 3.2. First, the estimated SRT in
quiet spans a range of 8.7 dB. This finding extends the large inter-subject variabil-
ity of speech-in-noise performance reported in the literature to the performance in
quiet, reverberant conditions. Second, the subjects’ slopes were positively correlated
(R2 = 0.85) with the subjects’ noise presentation level (i.e., the slopes increased with
increasing noise level), which varied from 52 dB to 59 dB across subjects and, with
the constant speech level of 60 dB SPL (Sec. 3.2.1), resulted in broadband SNRs rang-
ing from 1 dB to 8 dB. In order to rule out the possibility of this correlation being,
partially or entirely, a consequence of having constrained the slope k to be fixed for
all categories, the correlation was confirmed by a more complete statistical model
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whereby the slope k was allowed to vary across categories. Since the resulting corre-
lation was only slightly decreased (R2 = 0.83), the significant correlation was not a
result of the constrained slope.

3.3.2 Effect of noise

Because the characteristics of the noise signals differ across rooms due to the dif-
ferent levels of reverberation, the fitting of the psychometric (sigmoid) function to
the SI scores in noise was conducted in a room-dependent basis, providing a room-
dependent SRT of the fitting function but a slope that was fixed across rooms (see
Sec. 3.2.5). Each panel of Fig. 3.3 shows the psychometric function that corresponds
to the population-level prediction of the measured SI scores in each of the six rooms
as a function of U50, including the quiet condition for reference purposes. Shaded
areas indicate the population prediction intervals, obtained as described in Sec. 3.2.5.
The dashed lines indicate the population-level prediction of the SRT. The categories
are ordered in Fig. 3.3 according to their predicted SRT value. As can be observed,
all the categories have a different SRT, with the anechoic condition being the most
challenging (i.e., the SRT is the highest) and the small reverberant room being the
least challenging (i.e., the SRT is the lowest).

The estimated shift from the estimated SRT in quiet that is caused by the effect
of noise (i.e., SRTQ − SRTN) is shown in Fig. 3.4 as a function of the normalized
modulation power spectrum evaluated at 3.1 Hz, the most prominent modulation
frequency of the applied BKB-like sentences, i.e., the anechoic target speech (see Sec.
3.2.4). Figure 3.4 reveals that, although the confidence intervals (given by the error
bars) are quite wide, there is a strong correlation between the predicted shift of SRT
obtained in each room and the modulation of the noise. Note that, because the figure
is presented as a shift from the SRT in quiet, the plot provides information about the
effect of noise and is subject independent.

Because the confidence intervals shown in Fig. 3.4 are rather wide, an alternative
way to evaluate the importance of accounting for the modulation of the noise con-
sists of comparing the fitting error of statistical models that do and do not account
for the modulation of the noise. To allow such a comparison, it is assumed here that
the noise-dependent shift parameter (i.e., the SRT) of the psychometric function con-
tained in the statistical model described in section 3.2.5 is solely reflecting the effect of
the modulations of the noise on SI, and does not simply increase the number of free
fitting parameters. Given the strong correlation between this shift parameter and the
modulation spectrum of the noise shown in Fig. 3.4, this seems a reasonable assump-
tion. In order to derive a model that does not take into account the modulations of
the noise, a simpler version of the original model described in section 3.5 is applied,
in which all the seven categories (i.e., the six noisy rooms plus the quiet condition)
were treated as a single category (i.e., the model had a single common fixed effect
for the slope k as well as for the SRT). The mean RMS errors for the original model
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FIGURE 3.3: Group-level SI predictions as a function of the U50 in
the six different noisy environments as well as in quiet conditions.
The dashed lines indicate the predicted SRT, determined as the U50
at which the predicted psychometric functions cross 50% SI. The SRT
closest to the one obtained in quiet conditions (1.77 dB) corresponds
to the open-plan office. The shaded area represents the prediction in-

tervals, obtained as described in Sec.[3.2.5]

were 9.8% (standard deviation 3.44%) in quiet conditions and 11.03% (standard de-
viation 3.13%) in noise. The mean RMS error of the simpler statistical model was
13.46% (standard deviation 3.99%). Hence, the highest errors were obtained with
the more basic model, and were consistently lower across subjects than the RMS er-
rors obtained with the original model (R2 = 0.82, see Sec. 3.B for individual RMS
errors). This consistent change in RMS error between models further supports the
assumption that the modulations of the noise have an impact on SI in rooms.
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FIGURE 3.4: Shift of the estimated SRT between quiet and noise con-
ditions for each room (with 95% confidence intervals) as a function of
the normalized modulation power spectrum (NMPS) of the noise sig-
nals evaluated at the most prominent modulation frequency of BKB-
like sentences. The solid line indicates the regression line (R2 = 0.96)

with 95% confidence intervals (shaded gray area)

3.3.3 Relative effects of noise and reverberation

The vertical dashed lines in each of the panels of Fig. 3.2 indicate the SRTN mea-
sured for each subject in the workplace kitchen noise with anechoic target speech.
The measured individual SRTN are very similar to the predicted individual SRT in
quiet, which are shown in Fig. 3.2 as the U50 value of the fitted individual psychome-
tric function at 50% SI (i.e., the crossing point with the horizontal dashed lines). As
the target speech used during the SRTN measurements was anechoic, and the fitting
curves consider only quiet, reverberant conditions, the close agreement between the
subjects’ individual SRTN and their SRT in quiet suggests that the power of the late
reflections of the target speech has the same (detrimental) effect on SI as the power
of the noise. This observation supports the assumption, inherent in the U50 metric,
that the SI in rooms is limited by the simple addition of the power of the noise (N)
and the late reflections (LT), as shown in the denominator of Eq. 3.1.

The results of this comparison are further evaluated in Figure 3.5, where the esti-
mated SRT in quiet reverberant conditions is shown as a function of the SRTN mea-
sured in the workplace kitchen noise for anechoic target speech. A linear regres-
sion analysis revealed a strong correlation (R2 = 0.77) between the predicted SRT in
quiet and the measured SRTN with the regression line shown in Fig. 3.5 by the solid
black line and given by SRT = 0.9 · SRTN + 0.67. For comparison purposes, the gray
dashed line shown in Fig. 3.5 (SRTQ = SRTN + 0.42) indicates the relationship be-
tween the estimated SRTs in quiet (SRTQ) vs noise (SRTN) as obtained from the U50
predictions for the specific case of the workplace kitchen noise in which the actual
SRTN were measured. The fact that the intercept of the latter curve equals 0.42 (and
not 0) is explained by the temporal modulations inherent in the workplace kitchen
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FIGURE 3.5: Estimated SRT obtained from the fitting in quiet as a
function of the SRTN measured in noise. The solid regression line
depicts the correlation between the two measures. For comparison
purposes, the gray dashed line indicates the relationship between the
two SRT as predicted by the U50 for the specific case of the workplace
kitchen noise that was used for the measurement of SRTN . The black
square is the population-level prediction of the two SRT for this case.

See text for more details.

noise, as explained in Sec. 3.3.2 and plotted in Fig. 3.4. The black square shown in
Fig. 3.5 refers to the population-level estimates of the SRT in quiet and noise. As
seen in the figure, the two straight lines (solid and dashed) are close together, with
a slightly larger deviation towards lower values of SRTN . However, throughout the
entire SRTN range, the dashed line falls within the 95% confidence intervals of the
linear fit. The similarity of these two straight lines further supports the conclusion
suggested above that the late reflections of the target speech have the same detrimen-
tal effect on SI as noise.

3.4 Discussion

The results presented in this study suggest that the U50 is a measure suitable for
predicting the effect of noise and reverberation on SI scores. However, results in
noisy conditions show that the modulations contained in the noise signal have an
effect on SI, which is not accounted for in the current formulation of the U50.

3.4.1 Speech intelligibility in quiet

As shown in Sec. 3.3.1, the U50 is able to predict speech intelligibility performance
of CI recipients obtained in quiet rather accurately for a large range of reverberant
conditions. This suggests that the U50 could potentially be used in the evaluation
of whether a given venue is amenable to CI recipients. Table 3.3 shows the corre-
spondence between the U50 and expected SI scores obtained with NH listeners and
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CI users. In order to account for the large variation in the SI performance observed
across CI recipients, the expected scores are shown for three types of CI recipients:
CI-P (population-level predicted SI), CI-L (SI obtained with the person with the most
difficulties or lowest scores), and CI-H (SI obtained with the person with the least
difficulties or highest scores). Speech intelligibility scores for NH listeners shown
in Table 3.3 were obtained from the curves shown in IEC (2003). From table 3 it
can be deduced that all CI recipients need far higher U50 values than NH listeners to
achieve similar SI, which is more pronounced towards lower quality categories. Even
though the best performing CI recipient (CI-H) shows a SI performance that is almost
as good as for a NH listener for the U50 values that are rated as "excellent" by NH lis-
teners (i.e., with scores around ceiling), the difference in performance between them
increases rapidly with decreasing quality category. This decay in performance with
decreasing quality category is even further pronounced for the poorer performing lis-
teners, with some showing clearly below 100% SI even under "excellent" conditions
and near 0% intelligibility under conditions that are rated as "fair" by NH listeners.
However, it should be noted here that the comparison between the SI of NH listeners
and CI users must be taken with care, as they both have been obtained with different
methodologies, speech material and even scoring methods.

Even though SI with CIs in quiet can be accurately predicted with the U50, subject
variability and the fact that overall scores are much lower than with NH individu-
als (in particular at lower U50 values) prevent room-acoustic solutions from being
the most practical option to ensure a satisfactory SI in venues. As shown in Sec.
3.3.3, the predicted SRT in quiet varies from -2.2 dB to 6.5 dB betwen subjects, with a
population-level prediction of 1.77 dB. Hence, room acoustic requirements based on
population-level predictions of CI recipients would have the risk of not being suit-
able for a large proportion of their population, as these predictions are representative
of only a small part of it. Moreover, population-level predictions of SI are much lower
with CI users than with NH listeners. Rooms falling within a specific rating category
for NH listeners fall within one or two rating levels below for CI users. Hence, it
is rather unlikely that acousticians and architects will design venues to satisfy the
requirements for CI recipients. Instead, the provided quality ratings for CI recip-
ients may be rather used as a guide for alternative solutions that can be installed
inside a venue, such as hearing loops, FM systems, or Bluetooth systems, which can
send the speech signal of a talker directly to the speech processor of the CI recipi-
ents. Additionally, the quality ratings in combination with the U50 measure may be
used to control or improve (customized) speech enhancement methods such as de-
reverberation algorithms, directional microphones, or scene classifiers with the CI’s
speech processor. In this regard, however, it should be noted that SI scores reported
in the present study were obtained with omnidirectional BTE microphone direction-
ality and most (adaptive) signal enhancement features were turned off. Hence, it can
be speculated that by turning on these features, overall SI would be improved and
the difference to NH listeners reduced. However, these and other limitations of the
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present study are out of the scope of the present study and are further discussed in
Sec. 3.5.

TABLE 3.3: U50 values, equivalent STI values and quality ratings ac-
cording to IEC (2003), and expected SI with NH listeners. Expected SI
for CI recipients are shown in three different cases: subject with the
most difficulties (CI-L), population-level predictions (CI-P), and sub-

ject with the least difficulties (CI-H)

NH listeners CI recipients: SI (%)
U50 (dB) STI Rating SI (%) CI-L CI-P CI-H

-18.5 < U50 < -8.5 0 - 0.3 Bad 0 - 15 0 0 0 - 1

-8.5 < U50 < -3.5 0.3 - 0.45 Poor 15 - 70 0 - 2 0 - 6 1 - 29

-3.5 < U50 < 1.5 0.45 - 0.6 Fair 70 - 98 2 - 13 6 - 46 29 - 93

1.5 < U50 < 6.5 0.6 - 0.75 Good 98 - 100 13 - 50 46 - 92 93 - 100

6.5 < U50 < 15 0.75 - 1 Excellent 100 50 - 96 92 - 100 100

3.4.1.1 Room parameters relevant to SI in quiet

One of the benefits of using the U50 as a predictor of SI is the fact that it is easily
interpretable in terms of room acoustics, as it can be broken down into a set of de-
scriptive room parameters. By using a statistical room model, the U50 in quiet can
be expressed as:

U50
∣∣
quiet = 10 · log

(
1− e−0.69/RT + 10DRR/10

e−0.69/RT

)
(3.4)

where RT is the reverberation time and DRR is the direct-to-reverberant ratio.
Equation (3.4) was obtained from Bistafa and Bradley (2000), where the term associ-
ated with the theoretical direct-to-reverberant ratio was here expressed as a function
of the actual, measured DRR, thereby avoiding any assumptions of source-receiver
directivity. Under diffuse sound field assumptions, and for an omnidirectional sound
source, the DRR can be expressed as:

DRR = 10 · log
(

0.16V
16πr2RT

)
, (3.5)

where V is the volume of the room and r expresses the talker-to-listener distance.
Combining Eq. (3.4) and Eq. (3.5) leads to:

U50
∣∣
quiet = 10 · log

(
1− e−0.69/RT +

( 0.16V
16πr2RT

)
e−0.69/RT

)
(3.6)

Equation (3.6) is a signal-to-noise measure where the term
( 0.16V

16πr2RT

)
expresses

the direct sound contribution, the term
(
1 − e−0.69/RT) expresses the contribution
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of early reflections, and the term e−0.69/RT found in the denominator expresses the
detrimental effect of the late reflections. Hence, the U50 is simply described by the
volume and reverberation time of the room as well as the talker-to-listener distance.

At a fixed distance, Eq. (3.6) suggests that:

(1) The contribution of the direct sound component depends on the RT and the vol-
ume of the room. The weakest contribution is found in small volumes and high
RTs. Rooms with longer RTs may have stronger direct sound contributions than
rooms with shorter RTs. For example, the DRR at 1.3m is 10.3 dB higher in the
car park than in the small reflective room (see Table 3.1). This occurs because
the volume of the car park is much larger than that of the small reflective room.
Rooms with longer RTs may also have weaker direct sound contributions than
rooms with shorter RTs. For example, the DRR at 1.3m is 4.26 dB lower in the
workplace kitchen than in the lecture room. This occurs because the volume of
the two rooms is the same while the RT in the workplace kitchen is 0.68s and
in the lecture room is 0.46s. More generally, Eq. (3.5) suggests that a room with
volume V1 and RT1 may have a higher or lower direct sound contribution than
another room with volume V2 and RT2 if the ratio V1/RT1 is higher or lower
than V2/RT2 respectively.

(2) The contribution of the direct sound component on the U50 prevents the RT
from being a good indicator of SI. Rooms with longer RTs and stronger direct
sound contributions do not necessarily present lower U50 values. This is, for
example, the case for the car park, which has a longer RT than for example
the small reflective room but provides better SI. This occurs because the de-
crease of the term associated with the contribution of the early reflections is
counteracted by the increase of the term associated with the direct sound con-
tribution. Hence, it is not necessarily true that lower SI will be obtained for
longer RTs. In contrast, rooms with longer RTs and weaker direct sound contri-
butions unequivocally present lower U50s and hence, worse SI. This effect may
for instance be observed when different reverberant conditions are obtained by
varying the absorption material of a single room. For example, the workplace
kitchen and the lecture room have the same volume, but the workplace kitchen
has a far longer reverberation time and incurs significantly lower intelligibility
scores.

In real-life situations, very long RTs are commonly encountered in large rooms,
where the contribution of the direct sound at conversational distances can be quite
significant. In fact, among the rooms employed here, the highest DRRs are observed
in the room with the longest RTs (see Table 3.1). Several studies that have evalu-
ated the effect of reverberation on SI with CIs have obtained high RTs (e.g. in the
order of one second) by altering the absorption material of a small room (e.g. 76.8 m3

Kokkinakis, Hazrati, and Loizou, 2011; Hu and Kokkinakis, 2014). In these cases, the
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contribution of the direct sound component, which is already weak given the dimen-
sions of the room, decreases with increasing RT, as the room volume is kept fixed.
This leads to rather low U50 values that decrease monotonically and quite rapidly
with increasing RT. Hence, it is not surprising that these studies found such a strong
effect of reverberation on SI with CIs. In situations like these, it is advantageous to re-
port the STI or the C50, as their values can be more easily generalized to other rooms
and talker-to-listener distances. However, in many of these studies, likely because SI
was uniquely explained by the RT, the reverberant conditions have been described
by just the RT. As a consequence, the results found in these studies cannot be eas-
ily extrapolated to real life, even though rooms with similar acoustic properties may
well exist (e.g., an empty living room).

3.4.1.2 Additional room acoustic factors

Studies that have obtained different reverberant conditions by altering the absorp-
tion of small rooms have potentially altered significantly the frequency response of
the signal across reverberant conditions. This may occur for several reasons. First,
because small reverberant rooms usually have boosted high frequencies, and because
high frequencies are more easily absorbed, the low-pass filtering effect of adding ab-
sorption material may have a significant impact on the frequency response. Second,
because the relative level of strong single early reflections, whose colouration effect
may be significant, decrease with increasing absorption material, the frequency re-
sponse may potentially become more balanced with increasing absorption. Third,
because the bandwidth of room modes increases with increasing absorption mate-
rial, the Schroeder frequency (the frequency below which the sound field is domi-
nated by isolated modes) increases with increasing RT (Schröder, 1954) in such a way
that modes in one condition (e.g., source or receiver location) may not be present in
a different condition. As a result of all these factors, the frequency response may be
different across reverberant conditions.

While the frequency response may not have a strong impact on SI with NH lis-
teners in quiet, it is unclear whether this is the case for CI users. The N-of-M algo-
rithm implemented in current CI speech processors selects the frequency bands with
higher envelope amplitudes. If a frequency band at the listener position has promi-
nent peaks arising from any of the aforementioned factors or a combination thereof,
that band may be constantly selected, even though it may not carry any important
speech information. As different reverberation conditions may have different fre-
quency responses, the selected electrodes will consequently be different across con-
ditions. In particular, given how the energy of high frequencies is progressively ab-
sorbed for decreasing RTs, selected electrodes may progressively be shifted towards
low frequencies as more absorption material is added.

Previous studies have overlooked this potential confounding factor (e.g Kokki-
nakis, Hazrati, and Loizou, 2011; Hu and Kokkinakis, 2014). For example, in Hu and
Kokkinakis (2014), anechoic speech was convolved with the early reflections (plus
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the direct sound component) of different impulse responses obtained by varying the
absorption material of a single room with a volume of 76.8m3. Because the SI data
showed that for higher RTs SI decreased, the authors concluded that CI users exhibit
a reduced ability to fuse the direct sound with early reflections. However, another
potential explanation is that the early-reflections do not contribute equally to intel-
ligibility across conditions due to the different frequency responses. Alternatively,
even if early reflections contribute equally to intelligibility across conditions, if they
are not as beneficial as the direct sound component (e.g., Arweiler and Buchholz,
2011), the fact that their relative contributions differ across conditions (because the
relative direct sound contribution is reduced for increasing RTs) may explain the dif-
ferences in speech intelligibility observed. Although it is unclear how relevant the
frequency response of small rooms is to SI with CIs, SI scores obtained in single small
rooms must be taken with care, as they may be very specific to the room, RT and even
target and listener position.

3.4.2 Speech intelligibility in noise

In Sec. 3.3.2 it was shown that even though SI performance of CI recipients can be rea-
sonably well predicted by a basic model that does not include any room-dependent
fitting parameters, providing such parameters clearly improved the accuracy of the
model predictions in noise, as measured by the RMS error.

The results presented in section 3.3.2 and in particular Fig. 3.4 revealed that the
modulation of the noise is a parameter relevant to SI. In general, reverberation flat-
tened the temporal envelope of the modulated noise and thereby reduced the rel-
ative power of the noise modulations that are most detrimental for understanding
speech. Given the different levels of reverberation in the different rooms, their ef-
fect on the temporal noise envelope and thus, the modulation spectrum, varied also
across rooms.

The data suggest that non-modulated noises shift the fitted psychometric func-
tion to the left (making it easier to understand speech) and modulated noises shift
the fitted psychometric function to the right (making it harder to understand speech).
This is consistent with the findings reported in Chapter 2, where the anechoic noise
(i.e., the most modulated noise) was found to be the most detrimental noise. Never-
theless, in that study, a quantitative analysis of the effect of the noise modulation was
not reported, as the reverberation of the target speech was different across rooms. In
fact, only anechoic noise stood up as different from the rest in terms of SI. As opposed
to Chapter 2, the present study enables a clearer comparison between noise types, as
the effect of the target reverberation is accounted for in the U50.

Although the U50 does not account for the modulation of the noise, it seems fairly
straightforward to include a term to account for it. For this, a modulation-dependent
SRT shift could be introduced to the U50 measure, which could be expressed as a
function of the normalized modulation power spectrum of the noise using the re-
gression line obtained in Fig. 3.4 as a mapping function. Nevertheless, the final
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expression will depend on the way in which the modulation spectrum of the noise is
quantified. In the present study, the modulation of the noise was reduced to a single
value at the most prominent modulation frequency of the (anechoic) target speech,
which was sufficient to infer an effect of noise modulation on SI. However, a more
complete description of both the noise and the target signal in the modulation do-
main will most likely lead to more accurate variations of the U50, which is beyond
the scope of this study. Future work in this direction should probably consider mod-
els where the SNR in the modulation domain is estimated in a more exhaustive way
(e.g. Jørgensen and Dau, 2011).

Given the great dependence of SI with CIs on the noise and target modulation
characteristics as well as on their interaction, it seems reasonable to suggest that fu-
ture work should consider SI predictions techniques that are based on the modula-
tion domain. For example, the model presented in Jørgensen and Dau (2011) could
potentially be adapted to include the possibility to predict SI in quiet conditions in a
similar way as ModA does (Chen, Hazrati, and Loizou, 2013). Further improvements
could consider the signals at the output of the speech processor (as in Watkins, Swan-
son, and Suaning, 2018) and even incorporate subject-dependent fitting parameters
such as the N-of-M algorithm or the electrical dynamic range, as determined by the
T and C levels.

3.4.3 Speech Transmission Index (STI)

The strong relationship between the STI and the U50 is usually described by means of
a regression line that acts as a mapping function between the two metrics (e.g. Bistafa
and Bradley, 2000; Nijs and Rychtáriková, 2011). However, the actual relationship
between them is somewhat more complex than a straight line and it can be shown to
depend on the RT and the DRR (see Sec. 3.C for more details). This section is devoted
to investigate whether the subtle deviations between the STI and the U50 are relevant
to the prediction of SI with CIs. To conduct this comparison, the STI was calculated
as per IEC (2003), that is, based on the impulse response and including auditory
masking. However, in order to conduct a fairer comparison with the present U50
formulation, the STI calculation was modified so that the actual frequency response
of target and noise signals (in octave bands) was accounted for and only the female
STI was considered, as the target speech was produced by a female talker. Following
the same procedure as for the sigmoid-based fitting of the U50 (i.e. using the same
statistical model), the STI was fitted separately to the SI data in noise (i.e., treating
each room separately) and in quiet (Sec. 3.2.5). Following the steps introduced in Sec.
3.3.1, mean RMS errors with the STI-based predictions were 9.7% in quiet (standard
deviation 3.48%) and 11.02% in noise (standard deviation 3.02%). For the case that a
more basic fitting model was applied that did not allow for any noise specific effects,
the RMS error in noise increased to 14.62% (standard deviation 3.99%). Following the
same order, the RMS errors obtained with the U50 were 9.8%, 11.03% and 13.46%.
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Hence, in all cases, RMS errors were comparable between the two methods even
though small differences could be observed for individual conditions.

3.5 Outlook and limitations

The speech intelligibility data considered in this study was obtained in unilateral CI
recipients with most adaptive features turned off and using only the front BTE mi-
crophone of the speech processor with an omnidirectional directivity pattern. Future
work should consider the benefits of fixed microphone directivity, adaptive beam-
formers, and other signal enhancement features available in CIs. For the case of a
fixed directional microphone, it is expected that the U50 is able to correctly predict
the provided benefit in SI. However, for any other, in particular adaptive, speech
enhancement feature it is questionable if the U50 can correctly predict the provided
benefit. In these cases, the current U50 implementation will need to be extended, for
instance, by applying a short-term frequency analysis or by considering the SNR in
the modulation domain. Although ADRO can assist resolving issues related to au-
dibility, studies have shown no SI benefit in quiet reverberant conditions (Ali et al.,
2014). In the present study, audibility was controlled by fixing the target speech level
to 60 dB SPL. However, in realistic conditions at far target-to-listener distances, audi-
bility may become important due to the limited acoustic power that can be provided
(or sustained) by a talker and the rather rapid decay of the direct sound level with
increasing distance.

Another important factor that has not been considered in the present study is
the effect of a second implant. At least in spatially asymmetric noise conditions, CI
recipients can receive a significant benefit from a second implant, which is mostly
due to better-ear listening. Due to the spatial separation between the target speech
and an interferer, the SNR at one ear can be significantly better than at the other ear
due to head shadow effects. Having access to the implant with the better SNR can
then provide a substantial benefit. However, this spatial benefit typically decreases
with increasing number of interferer as well as with reverberation (e.g., Peissig and
Kollmeier, 2002; Lavandier and Culling, 2008). The benefit provided by a second
implant in quiet reverberant conditions is unclear. For target speech from the front,
even NH listeners may receive only a small benefit from having access to two ears
(e.g., Westermann and Buchholz, 2015). This might be due to the fact that late re-
verberation is rather diffuse and will therefore have the same effect on both ears.
However, this may be different for the benefit provided by early reflections (e.g., Ar-
weiler and Buchholz, 2011), which, in turn, will depend on the given room as well
as the location of the receiver and the source. However, more research is required to
reveal the true benefit in SI that is provided by a second CI in reverberant conditions.

Finally, although each subject was tested at a different noise level (or SNR) to
avoid ceiling and floor effects, the SI data considered in this study was measured at a
single target and noise level for each individual subject. Testing subjects at different
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SNRs may, in particular, have an effect on the slope of the predicted psychometric
function. As seen in Sec. 3.3.1, the subjects’ slopes were positively correlated with
the presentation level of the noise. This is important here because the non-linear
mixed-effects model that was applied to predict the individual speech intelligibility
data included two free fitting parameters per subject, the slope as well as the shift
(or SRT) of the applied psychometric (model) function. As a consequence, the sub-
ject specific ability was confounded by the tested SNR. Hence, it is unclear if the
differences in slopes across subjects are due to their individual performance or due
to the tested SNR. Segregating these two effects will help to separate the effects that
are purely signal-driven, and may therefore be predicted by the U50, from effects
that are subject specific, and cannot be predicted by the U50. Hence, future research
will need to test SI in CI recipients at different SNRs (or U50 values) and then com-
pare the performance of subjects at the same SNRs. Of course, such comparison will
be complicated in view of the large inter-subject variability in SI performance of CI
recipients and the associated floor and ceiling effects.

3.6 Conclusions

U50 values were fitted to speech intelligibility data of 12 cochlear implant users tested
unilaterally under a large number of realistic reverberant conditions. The perfor-
mance of the U50 as a room-based SI predictor was shown to be highly accurate in
quiet conditions. Moreover, by applying a simplified (statistical) model of the room
impulse response within the U50 formulation, it was shown that the discrepancies
observed in previous studies on the effect of reverberation on SI in CI recipients in
quiet was largely due to the fact that some studies applied rather small reverberant
rooms, which provided overly low U50 values that resulted in an overly low SI. In
noisy conditions, the accuracy of the U50 (as measured by the RMS error) was slightly
reduced. This was largely due to reverberation smoothing the envelope of the ap-
plied modulated noise, a factor that improved speech intelligibility but is not cap-
tured by the U50. By applying a basic modulation spectrum analysis, it was shown
that the modulation power of the noise, at the modulation frequencies most critical
for speech, provides a good estimator for the benefit in SI provided by the smoothing
effect of the noise envelope due to reverberation. This suggest that future formula-
tions of the U50 (or alternative SI models) should take into account the modulation
spectrum of the noise (and the target speech). This study also showed that the same
conclusions drawn for the U50 in both quiet and noisy reverberant conditions can be
applied to the speech transmission index.
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Appendices

3.A Nonlinear mixed-effects model

The non-linear mixed effects model was given by:

[
ki

SRTij

]
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k1i

SRTi

]
= β j + bi (3.7)

bi ∼ N(0, Ψ), εij ∼ N(0, σ2)

where i denotes the subject, j the category, ki represents the slope of the curve (in
%/dB) at 50% SI, SRTij is the U50 at 50% SI, Ψ is the variance–covariance matrix, B
is the 2x2 identity matrix and Aj depends on the category. For example, for room 4
in noise Aj is:

A4 =

[
1 0 0 0 0 0 0 0
0 1 0 0 1 0 0 0

]

3.B Individual RMS errors

Table 3.B.1 shows the RMS errors obtained during the U50 fitting for every subject.
The second (U50

∣∣
quiet) and fourth (U50

∣∣
noise) columns show the RMS error obtained

with the model described in Sec. 3.2 for the quiet and noise conditions respectively.
The third column (Basic U50

∣∣
noise) shows the error for the noise conditions of a more

basic statistical model in which the fitting was room-independent.
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TABLE 3.B.1: RMS error obtained for each subject in three differ-
ent cases: U50 in quiet conditions (U50

∣∣
quiet), room-independent U50

in noise conditions (Basic U50
∣∣
noise) and U50 in noise conditions

(U50
∣∣
noise). The second and fourth column correspond to the errors

obtained with the category-dependent model described in Sec. 3.2.

RMS error (%)

ID U50
∣∣
quiet Basic U50

∣∣
noise U50

∣∣
noise

1 13.66 10.8 8.54

2 16.36 23.64 20.06

3 6.7 15.44 10.25

4 10.97 14.22 10.79

5 13.94 10.62 9.41

6 7.59 17.05 13.49

7 7.25 12.57 11.33

8 6.57 11.93 9.01

9 8.77 10.18 9.26

10 9.26 9.38 9.64

11 11.06 10.90 10.63

12 5.44 14.81 9.93

Mean 9.8 13.46 11.03

3.C Relationship between the C50 and the STI

In order to analyze further the relationship between the STI and the C50, this section
compares the two metrics by means of simulated and measured RIRs. The RIR model
consists of a delta function expressing the direct sound immediately followed by the
reverberant part of the signal, which decays exponentially over time t as e

−13.8t
RT . The

calculation of the C50 from this RIR model leads to Eq. (3.4). As for the STI, the
first step is to calculate the modulation transfer function, which can be expressed as
(Houtgast, Steeneken, and Plomp, 1980):

m(F) =
(A2 + B2)1/2

C
(3.8)

where
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A = 1 +
r2

r2
c

[
1 +
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2πF · RT

13.8

)2]−1

B =
2πF · RT
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r2
c

[
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with r the source-receiver distance and rc the critical disance. Note that Eq. (3.8)
corresponds to Eq. (13) in Houtgast, Steeneken, and Plomp (1980) where the numer-
ator and denominator have been multiplied by r2 and where the directivity of both
source and receiver is assumed to be omnidirectional. In order to make Eq. (3.8)
independent of the distance r and the critical distance rc, the term r2

r2
c

is replaced by
the inverse of the DRR on a linear scale. As with the U50, the theoretical DRR is then
here replaced by the measured DRR. This way, no assumptions about the directivity
of the system need to be made. Once the modulation transfer function is obtained for
all the modulation frequencies, the STI can be easily obtained by following the steps
described in equations 3 to 5 (Houtgast, Steeneken, and Plomp, 1980).

In the calculation of the STI and the C50, the RIR is assumed to be frequency-
independent. For simplicity, the [0− 1] clipping involved in the STI calculation is
removed, thus allowing it to have values greater than one. The modulation frequency
F takes values from 0.63 Hz to 12.6 Hz in third octave bands. As can be seen in Eq.
(3.8) and Eq. (3.4), both the C50 and the STI depend on the RT and on the DRR. Hence,
the simulations are based on sampling these two parameters independently. As for
the actual RIRs, a total of 95 real RIRs obtained in a variety of rooms and distances
were included in the analysis. The DRR, the C50, the STI and the RT were all obtained
as the mean across octave bands. The calculation of the STI from measured RIRs
was reduced to its original version (Houtgast, Steeneken, and Plomp, 1980), where
auditory masking is not accounted for.

Figure (3.C.1) shows the results of obtained from both simulated and measured
RIRs where RT is used as a parameter and where, for clarity, the DRR dependence is
not explicitly shown. The results show a reasonable agreement between the calcula-
tions obtained from simulated and measured RIRs. With decreasing C50 values, the
STI plateaus from a C50 that depends on the RT. In particular, for lower RTs, the STI
plateaus at higher C50 values than for higher RTs. As the only parameter that varies
along a given line is the DRR, the results suggest that the STI is less sensitive than the
C50 to the contribution of the direct sound. The fact that different RTs may lead to
moderate C50 values (e.g. 0 to 5 dB) leads to a higher variance of the C50-STI depen-
dency at this range. The regression line shown in Fig. (3.C.1) has been obtained from
Nijs and Rychtáriková (2011) and indicates that, when it is not of interest to account
for the effects of DRR and RT, a simple regression line may be a good indicator of the
relationship between the two metrics.
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FIGURE 3.C.1: Relationship between the C50 and the STI obtained
from simulated RIRs (continuous lines) as well as measured RIRs
(solid circles) for different RTs. The reported RTs of measured RIRs
have been rounded to the nearest 0.5. The regression line depicts the
relationship commonly reported in the literature (in this case, Nijs and

Rychtáriková, 2011)
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Chapter 4

Effect of test realism on
speech-in-noise outcomes in
bilateral cochlear implant users

Abstract

Current speech intelligibility tests conducted in the laboratory employ target speech
and interfering noise signals that do not resemble what a person encounters in their
daily lives. The present study has two main goals. First, to evaluate the effect of
laboratory-based test realism on speech intelligibility outcomes of CI users. Speech
intelligibility scores of 15 bilateral cochlear implantees under three different test re-
alism levels were compared at two different SNRs. The levels included (1) standard
BKB-like sentences with spatially separated standard babble noise, (2) standard BKB-
like sentences with three-dimensional recordings of actual situations and (3) a vari-
ation of the second realism level where the sentences were obtained from natural
effortful conversations. Speech intelligibility was consistently easiest in the most ar-
tificial test and hardest in the most realistic test. A low correlation was found between
these two levels of realism at the lowest SNR (-2.2 dB), indicating a low consistency
of subjects’ performance attained between them. The second goal was to conduct an
exploratory investigation of speech intelligibility of bilateral cochlear implant users,
including bilateral benefit, under more realistic conditions. Speech intelligibility of
the more realistic speech material was measured in six different acoustic scenes with
SNRs ranging from -5.8 dB to 3.2 dB. Measured scores were in general low, with
mean scores around 60% at the highest SNR. Bilateral benefit provided on average
a 7% benefit over unilateral speech understanding in the better-performing ear. The
findings are discussed alongside potential implications and limitations.

4.1 Introduction

Communication and social connectedness are key to being an active member of the
community. However, both hearing impairment and listening in adverse acoustic
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environments can impede communication, often resulting in limited social partici-
pation and negatively affecting psychosocial outcomes, education, economic stability
and independence. However, as reported in a number of studies, speech intelligibil-
ity (SI) outcomes measured with typical laboratory tools often do not reflect what
people experience in their daily lives (e.g., Cord et al., 2004; Cord et al., 2007).

The mismatch between outcomes in the laboratory and those in the real world
is often attributed to the fact that relevant variables such as dynamic variations in
space and level, realistic reverberation, or intelligible competing conversations are
not included in current speech-in-noise tests (Best et al., 2015). For example, commu-
nicating with friends and family often takes place in unideal spaces such as parks,
community centres, cafés and restaurants, where a wide variety of dynamic noises
arrive from unpredictable directions at unpredictable times. More work is therefore
required to understand how these types of environments - spaces in which people
occupy and communicate in their everyday lives - affect SI of individuals who use
CIs.

Alternative methodologies aimed to obtain more ecologically valid SI outcomes
have previously been suggested in the literature. Some of these are based on the
binaural reproduction of real acoustic environments (e.g., Killion et al., 1998; Culling,
2016) while others are based on multi-channel loudspeaker systems (e.g., Gifford
and Revit, 2011; Compton-Conley et al., 2008; Favrot and Buchholz, 2010; Best et al.,
2015). While laboratory-based realistic testing based on multi-channel loudspeaker
systems has multiple benefits in terms of control and replicability, it remains unclear
whether it is worth the investment to set up such complicated testing facilities. Moti-
vated by this question, Best et al. (2015) measured speech reception thresholds (SRTs)
under two different levels of realism. One of the levels corresponded to a "standard"
anechoic babble noise while the other level corresponded to a more realistic environ-
ment where a similar noise source layout was simulated in a café. They found that
the SRTs in normal-hearing listeners were similar in the two environments but for
hearing-impaired listeners increased much faster with increasing hearing loss in the
realistic than in the standard environment. Although this demonstrated an impor-
tant effect of increasing test realism, the SRTs in the two environments were highly
correlated.

There are multiple dimensions in which clinical and laboratory assessments can
be improved to closer equate to listening in the real-world, including types of back-
ground noise, speech materials, signal-to-noise ratios (SNR) and the speech percep-
tion task itself. Improving ecological validity across one or all of these dimensions
may result in a performance measure that matches better what is observed in the real
world (Cord et al., 2007; Jerger, 2009) and may provide a greater understanding of
the communicative challenges faced by individuals with CIs.

One ecologically relevant aspect that could be improved in current SI tests is in re-
gards to the noise signals. The effect of background noise on SI is currently evaluated
using steady noise, temporally or spectrally modulated noise, or babble noise (Jerger,
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2009). Added to these highly unrealistic signals is the use of oversimplified experi-
mental setups in which a single loudspeaker is used to reproduce the target speech
while two (Rana et al., 2017) or three (Mauger et al., 2014) loudspeakers spatially
separated reproduce the noise signals. This gives rise to background noises where
real-world attributes like reverberation, frequency response or the spatial character-
istics nor the dynamic and unpredictable behaviour of the involved noise sources are
adequately reproduced.

Another aspect that could be incorporated into speech-in-noise tests concerns the
speech material. Speech materials typically used in both clinically and laboratory-
based testing diverge from the speech encountered in the real-world. For example,
sentence materials generally comprise short, well-formed and concise sentences that
are recorded by a trained speaker carefully reading them aloud in anechoic condi-
tions. While this approach permits greater experimental control, the materials lack
the complexity and variation that challenge listeners in the real-world. Moreover,
they do not capture the various strategies used by interlocutors to ease communi-
cation in background noise such as employing Lombard speech (Lombard, 1911)
to ”talk above the noise” in order to be understood. During such speech, acoustic
properties such as fundamental frequency, vowel duration and spectral information
change (Lu and Cooke, 2008) in addition to the overall level.

Speech-in-noise tests could be further improved by considering the SNRs that are
most commonly encountered in real life (Pearsons, Bennett, and Fidell, 1976; Smeds,
Wolters, and Rung, 2015; Wu et al., 2018; Weisser and Buchholz, 2019). In real-world
environments, the levels of target and noise signals are not independent. This occurs
because people tend to raise their voices (or move closer to each other) to effectively
improve the SNR. Hence, a given background noise with a certain sound pressure
level will entail a certain speech level. Current speech-in-noise tests do not include
this dependency between target and noise levels, and are usually based on the Speech
Reception Threshold (SRTs, e.g., Keidser et al., 2013). Even though the SRT is a tool to
effectively avoid ceiling and floor issues that may be encountered in tests with fixed
SNRs, they typically seek the SNR at which 50% SI is measured. This SNR does not
provide much information about real life experience, as the resulting SNRs are far
lower than observed in the real world (Smeds, Wolters, and Rung, 2015) and people
would rarely be willing to maintain conversation for long periods of time with such
a low level of speech understanding.

The present study incorporates three novel ecologically relevant variables into
speech-in-noise tests: more realistic noise signals, target speech signals and SNRs.
For the noise signals, a spherical array of microphones was employed to record real-
life acoustic scenes including an office, a living room, a small church, a dinner party,
a café and a food court (Weisser et al., 2019). The recorded scenes were processed
and reproduced by a spherical array of 41 loudspeakers. During the listening tests,
participants were seated in the centre of the loudspeaker array, located in an anechoic
chamber. A similar procedure was followed to ensure that the speech signals carried
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the reverberation of the same environment. For the target speech signals, a newly-
developed sentence material was employed, which was extracted from natural con-
versations recorded at three different vocal effort levels (soft, moderate and raised;
Kelly M. Miles et al., 2019, in preparation). As opposed to other "standard" speech
materials, the sentences in this case were not always self-contained (e.g., "that’s in-
teresting isn’t it"), were not carefully articulated and presented a higher variability
in speed, pronunciation and other linguistic and communication relevant character-
istics. For the SNRs, the present study relied on the findings of a recent study that
dealt specifically with the SNRs arising from Lombard speech under different levels
of background noise (Weisser and Buchholz, 2019). The SNRs were measured from
actual conversations between two people at two different distances while they were
presented with a range of noise scenes via highly open headphones. In their study,
the authors provide an estimate of realistic SNRs as a function of the noise level, the
talker-to-listener distance as well as the gender of the speaker.

The present study applies the above methods to address two main goals. First,
to evaluate the effect of test realism on SI outcomes and second, to evaluate SI of
bilateral CI users under realistic conditions. As detailed in the following sections,
the levels of realism included (1) standard BKB-like sentences (Bench, Kowal, and
Bamford, 1979) in spatially separated standard babble noise, (2) standard BKB-like
sentences in three-dimensional recordings of actual situations and (3) the more re-
alistic speech test (RST; Kelly M. Miles et al., 2019) material with the same three-
dimensional recordings of actual situations. The evaluation of SI under highly re-
alistic conditions included six different acoustic scenes and were conducted with
bilateral CI users tested unilaterally and bilaterally. The effect of test realism was
evaluated at 2 different SNRs that corresponded to the SNRs of two of the realistic
acoustic scenes. The results of this study will help to better understand the difficul-
ties faced by CI users when communicating in their everyday lives. Moreover, they
may provide a more holistic profile of the listening experience of CI users in the real-
world and thereby provide a benchmark for evaluating new digital signal processing
strategies.

4.2 Methods

As mentioned before, this study has two main goals. First, to evaluate the effect of
laboratory-based test realism on SI outcomes of CI users and second, to evaluate SI bi-
lateral CI users tested unilaterally and bilaterally using enhanced ecological validity.
This section provides information relevant to the paradigm designed to achieve those
two goals, including information about the participants who took part in the study,
speech processor considerations, acoustic scenes included, speech material consider-
ations, the criteria to determine their presentation levels, as well as an overview of
the main procedures involved in the paradigm.
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4.2.1 Subjects and speech processor

Sixteen post-lingually deafened bilateral CI users were initially recruited for the
study but only 15 could participate in it, as one of them withdrew due to personal
reasons. All participants were users of Cochlear devices, used Nucleus R©6 speech
processors or newer, and were users of the Advanced Combination Encoder (ACETM)
speech processing strategy (Table 4.1). They all had at least 12 months experience of
bilateral electrical hearing, with the exception of subject 12, who only had six months
experience.

TABLE 4.1: Biographic data of the participants. ID refers to the identi-
fier of each subject employed throughout this study. Gender is either
female (F) or male (M), age is the age of the participant at the time of
running the tests, processor is the speech processor model, implant is
the type of implant, age at implantation is the age of the participant
at the time of the surgery. For an extended version of this table see

Appendix 4.A

ID Gender Age Side Processor Implant Age at

implantation

1 F 29
L N6 CI512 20
R N6 CI24RE (CA) 21

2 M 62
L N7 CI422 (SRA) 56
R N7 CI522 59

3 F 52
L N7 CI24RE (ST) 56
R N7 CI24R (CS) 59

4 F 61
L N7 Ci24M 59
R N7 CI24RE (CA) 47

5 F 61
L N7 CI522 59
R N7 CI24RE (ST) 47

6 F 45
L N7 CI512 43
R N7 CI24RE (CA) 39

7 F 44
L N7 CI24RE (ST) 33
R N7 CI24R (CS) 26

8 F 61
L N7 CI24RE (CA) 51
R N7 CI512 39

9 M 65
L N7 CI512_II 63
R N7 CI512_II 63

10 M 66
L N7 CI24R (ST) 45
R N7 CI24RE (ST) 32

11 M 60
L N7 CI512 51
R N7 CI512 50

12 F 63
L N7 CI422 (SRA) 58
R N7 CI522 62

13 F 61
L N7 CI24RE (ST) 47
R N7 CI24RE (CA) 51

14 F 48
L N7 CI422 43
R N7 CI422 43

15 M 57
L N7 CI522 57
R N7 CI522 56

During the tests, all subjects wore the same two Nucleus R©6 speech processors,
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provided by CochlearTM. The speech processors were programmed individually by
loading the subject’s MAP files in Custom SoundTM, which were provided by their
audiological clinic. During this process, the following advanced speech processing
features were disabled: SCAN, ADRO, WNR and SNR-NR. Although this decision
may have moved the speech-in-noise performance obtained in the laboratory away
from that seen in the real world, disabling these adaptive features made it easier to
evaluate the hearing abilities of the participant, rather than a combination of subject-
specific abilities and advanced digital signal processing algorithms. Moreover, turn-
ing off the adaptive processing features made it possible to conduct a systematic in-
vestigation of the signals presented to the subject during testing. In line with this, the
best trade-off between realism, feasibility and control was found by enabling the non-
adaptive beamformer available in Cochlear speech processors termed Zoom, which
presents a supercardioid pattern (Mauger et al., 2014).

4.2.2 Stimuli

4.2.2.1 Acoustic scenes

The noise signals used in this study consist primarily of three-dimensional record-
ings of the following noisy situations: Office, Living Room, Church, Dinner party,
Cafe and Food court. As further detailed in Sec. 4.2.2.3, these recordings were carried
out with a spherical microphone array located in each noisy situation. Additionally,
for reference purposes, uncorrelated excerpts from a four-talker babble anechoic sig-
nal coming from three different directions (90, 180 and 270 degrees) was included in
the study, which was considered here to be a good representative of a relatively com-
plex noise signal that is commonly used in laboratories or clinics where SI is tested
with spatially distributed noise sources (Mauger et al., 2014). Table 4.2 provides a
summary of all the conditions used in the study. Noise levels varied from 63.3 to
79.4 dBSPL in steps of 3.2 dB and reflected those experienced in the real world. The
signal-to-noise ratios (SNRs) were determined by applying the following equation
(Eq. 9 in Weisser and Buchholz, 2019):

SNR = −16.54 · log(D)− 0.56 · L + 37.91 + ∆G (4.1)

where D denotes the talker-to-listener distance in meters, L corresponds to the
noise level in dBSPL and ∆G is a gender correction. In this case, the distance was
set to D = 0.8m and ∆G = −0.84 dB, as the target speaker was a female. The (fixed)
distance of 0.8m was chosen as a typical communication distance between two inter-
locutors whose movement is restricted by a small table in between them. Equation
4.1 was obtained after measuring speech levels of natural conversations under dif-
ferent background noise levels and two different interlocutor distances. Applying
Eq. (4.1) resulted in SNRs that are assumed to be realistic for the given acoustic en-
vironments (see Weisser and Buchholz, 2019). Keeping the distance fixed allowed
also to place a loudspeaker in front of the subject at that distance reproducing the
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direct sound of the target speech (see Sec. 4.2.2.3). Besides an improved acoustic
representation, this provided some useful visual cues for the listening tests (as the
loudspeaker was always located at the target position). As summarised in Table 4.2,
the resulting SNRs ranged from 3.2 to -5.8 dB, in steps of 1.8 dB. The resulting speech
levels (not shown) range from 66.5 dBSPL to 73.6 dBSPL in steps of 1.4 dB.

TABLE 4.2: Summary of all the tested conditions categorised accord-
ing to their six different SNRs. Six different realistic noises were
used as well as multi-talker speech babble, and two different types
of speech material: the more realistic speech test (RST) corpus and the
”standard” BKB-like corpus. The RST included three different vocal
effort levels: soft, moderate and raised. Conditions indicated by an
(R) denote that the speech material was convolved with the RIR of

each given room.

ID Speech Acoustic scene Noise Level (dBSPL) SNR (dB)

1 RST soft (R) Office 63.3 3.2

2
RST soft (R)

Living
66.5 1.4BKB-like (R)

BKB-like Babble

3 RST moderate (R) Church 69.7 -0.4

4
RST moderate (R)

Dinner
72.9 -2.2BKB-like (R)

BKB-like Babble

5 RST raised (R) Cafe 76.2 -4

6 RST raised (R) Food court 79.4 -5.8

The realistic noise environments were all obtained from the same recordings as
provided by the ARTE database (Weisser et al., 2019). However, because it was here
convenient to sample the presentation levels of the noise (and thus the SNRs) as
evenly as possible, the excerpts used here were not exactly the same as the ones
available in Buchholz and Weisser (2019). This, along with a subtle final adjustment
applied to the presentation levels of the acoustic scenes, resulted in slightly louder
environments than those available in Buchholz and Weisser (2019). The different
scenes shown in Table 4.2, from soft to loud, correspond to an office (open plan office
with keyboard sounds and employees talking), a living room (a scene with a TV
sound coming from one of the sides, as opposed to Buchholz and Weisser (2019), and
kitchen sounds coming primarily from behind), a small church (a social gathering
in a church with several people moving and talking), a dinner party (eight people
talking loudly with background music), a cafe (a busy cafe with people talking loudly
and loud kitchen sounds) and a food court (a crowded large food court with people
talking very loudly). The babble noise was designed as three uncorrelated excerpts
of the same four-talker babble coming from three different directions: 90, 180 and
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270 degrees (i.e., 12 talkers in total), which is a spatial layout of noise sources that has
been previously used in other studies (Mauger et al., 2014).

4.2.2.2 Speech material

Two different types of speech material were used in this study. First, “BKB-like
sentences”, which is a corpus developed by the Cooperative Research Centre for
Cochlear Implant and Hearing Aid Innovation (CRC HEAR) in a similar manner
as the Bamford–Kowal–Bench sentences (Bench, Kowal, and Bamford, 1979). The
corpus consists of 80 lists of 16 sentences recorded by an Australian female speaker
at a sampling frequency of 44.1 kHz. Sentences comprise up to six words or eight
syllables and contain vocabulary that is familiar to a five-year-old. Scoring for the
BKB-like sentences was done per morpheme, which to our best knowledge is the
most common method applied for this speech material.

Second, the newly developed and more realistic sentence test (RST) material
(Kelly M. Miles et al., 2019, in preparation). In brief, this speech material was ob-
tained from audiovisual recordings of fluent conversations between two actors. The
actors were presented with three different noise levels via open headphones while
talking to each other. In this way, conversations at three different vocal efforts levels
were recorded, which are referred to here as ”RST soft”, ”RST moderate” and ”RST
raised”. The level of the noise presented via the open headphones was 60 dBSPL
(soft), 71 dBSPL (moderate) and 80 dBSPL (raised). The conversations were cut into
short sentences with a length from three to 12 words and an average of 6 words.
The sentences were intelligibility normalised by measuring individual psychometric
functions for each sentence in young normal-hearing listeners, and then applying a
sentence specific gain that compensated for the differences in the shift of these psy-
chometric functions. As part of the same process, sentences were grouped into 12
equivalent lists of 16 sentences each, with 4 lists per vocal effort level.

In this study, the speech material of each of the vocal effort levels was used in
two acoustic scenes (Table 4.2) but slightly different sound pressure levels. "RST
soft” was used in the Office and in the Living Room, "RST moderate” was used in
the Church and in the Dinner party, and "RST raised” was used in the Cafe and in the
Food Court. In each acoustic scene, one list of 16 sentences was used for unilateral
and another one for bilateral testing. In contrast to the BKB-like sentences, the RST
sentences were scored per word and not per morpheme. This was necessary because
due to the fluent spontaneous speech the number of morphemes per sentence was
too large and per morpheme scoring therefore not feasible.

4.2.2.3 Sound reproduction

The stimuli were presented to the listeners via a spherical array of 41 loudspeakers
(Tannoy V8) placed on a sphere with a radius of 1.85 m and located inside the ane-
choic chamber of the Australian Hearing Hub, Macquarie University (Weisser et al.,
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2019). The noise signals described in Sec. 4.2.2.1 were recorded with a 62-channel
microphone array and decoded into 41 loudspeaker signals using the higher-oder
Ambisonics (HOA) method (see Weisser et al., 2019 for details). This resulted in a
highly authentic reproduction of the original acoustic scenes at their original sound
pressure levels.

In order to provide target speech with realistic scene-specific reverberation, HOA-
encoded Room Impulse Responses (RIR) for each of the acoustic environments were
obtained from the ARTE database and decoded into the 41 channels of the playback
loudspeaker array. As the intended talker-to-listener distance was 0.8m (see Sec.
4.2.2.1), the direct sound component of the multi-channel RIRs was extracted and
presented via an additional loudspeaker (Genelec 8020C) that was placed in front of
the subject at a distance of 0.8 m. Since the RIRs were recorded at a distance of 1.3 m,
the amplitude of the direct sound component was adjusted by a factor of 1.3/0.8. The
rest of the RIR was kept untouched and presented via the 41-channel loudspeaker
array. The justification for such an approximation stems from the assumption that
the reverberation field is distance independent and the pressure of the direct sound
component follows the one-over-distance rule for omni-directional sound sources.

The frequency response of all Tannoy V8 loudspeakers was equalized using
minimum-phase FIR filters, and differences in sensitivity and acoustic delay with
the nearby Genelec 8020C loudspeaker was compensated.

4.2.3 Procedures

Subjects were tested both unilaterally and bilaterally. Due to the limited number of
sentence lists provided by the RST speech material, most unilateral conditions were
only tested with the better-performing ear (BPE). This decision was made to avoid at-
tributing any potential bilateral benefit to the addition of a better performing ear. For
control purposes, two conditions were additionally tested with the worse perform-
ing ear (WPE) using the BKB-like sentences (Table 4.2). The BPE was determined
by evaluating the unilateral Speech Reception Threshold (SRT, Keidser et al., 2013)
separately for each ear at the very beginning of the experimental session. The SRTs
were measured with BKB-like sentences in the presence of collocated 12-talker bab-
ble noise. The babble-noise signal was the same as the one described in Sec. 4.2.2.1
except that in this case all three 4-talker babble noise signals came from the same
loudspeaker as the target speech. Two SRTs per ear were measured and the two val-
ues averaged. In case the difference between the scores of the left and right ears was
lower than 3 dB, the subject’s preferred ear was chosen as the BPE. Otherwise, the
ear with the lower SRT was chosen. The results, along with the tested ear (i.e., the
ear assumed to be the BPE) are shown in the appendix (Table 4.B.1).

Because the acoustic scene was not left-right symmetrical, and the BPE varied
across subjects, two different versions of each acoustic scenes were created, one being
the original and the other one being a left-right flipped (mirrored) version of it. In this
way, it was ensured that all subjects were presented with an identical scene relative
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to their BPE. However, the test paradigm did not control for the ear side with the
better SNR. Hence, as shown in the next sections, the BPE corresponded to the ear
with better SNR only in a subset of conditions.

During the test, once the SRTs were measured and the BPE was determined, a
practice trial comprising 16 sentences in the RST-VSE condition was administered
before the main experiment was started to enable participants to familiarise them-
selves with the new speech and noise materials. Thereafter, the main experiment
was started by testing subjects with their BPE (Table 4.2). As the whole test lasted
about two hours, all subjects were tested unilaterally first to avoid attributing poten-
tial fatigue effects to the bilateral benefit. After finishing all the ten conditions to be
tested with the BPE (see Table 4.2), subjects were asked to take a break of approxi-
mately ten minutes. The test was then resumed with the two WPE conditions. Right
after, subjects were asked to turn on their second device and the ten remaining con-
ditions were tested bilaterally. Within each of the blocks (i.e. BPE, WPE and bilateral)
conditions were randomized.

4.2.4 Instrumental signal evaluation using the U50

In order to have a better understanding of the degree to which the differences in SI
between conditions can be explained by background noise and reverberation at the
pre-processing stage of the speech processor, the U50 (Bradley, 1986) was evaluated
at the output of the speech processor’s (non-adaptive) beamformer. The U50 is a SNR
measure that is commonly used for reverberant speech, in which the early reflections
and the direct sound components of the target speech are assumed to contribute pos-
itively to speech understanding, whereas the late reflections add to the power of the
noise and limit the understanding of speech (see Chapter 4, page 104 in Kates, 2008).
The U50 is defined as:

U50 = 10 · log
(

DSER
LR + N

)
, (4.2)

with DSER the power of the direct sound and early reflections of the reverberant
target speech combined, LR the power of the late reflections, and N the power of the
noise.

The first step to calculate the U50 in each condition consisted of simulating the
speech and noise signals, separately, at the speech processor’s front and rear micro-
phones. This was done by measuring a set of impulse responses (IRs) from each
of the 41 loudspeakers in the playback array to each of the two microphones of a
speech processor placed on the left and right ear of a HATS located in the center
of the loudspeaker array. Thereby, a modified version of a commercially available
speech processor was used that enabled access to the signal at the output of the mi-
crophones. Once the four impulse responses were obtained for each loudspeaker,
calibrated simulations of the acoustic scenes and (reverberant) target speech signals
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were derived for each microphone individually by convolving these IRs with the tar-
get speech material and noise files used within the actual speech tests. For the target
signals, separate simulations were conducted for the early (plus direct sound compo-
nent) and the late reflections. Before applying the beamformer filter that combined
the front and rear microphone signals of each speech processor to generate the di-
rectional response of a supercardioid microphone (see Sec. 4.2.1), the signals were
downsampled to match the sampling frequency of a commercial speech processor
(around 16 kHz). After applying the beamformer filter, the signal corresponding to
the early reflections plus direct sound component was readily available for the calcu-
lation of the U50, and the signal corresponding to the effective noise was obtained by
adding the noise signal and the late reflections. As opposed to the presentation SNR
given in Table 4.2, which were calculated based on the broadband RMS of the signal,
the calculation of the U50 was based on their dB SPL value in third octave bands
from 125 Hz to 8 kHz. The final expression of the U50 consisted of the mean across
frequency bands of the difference in dB between the useful and the detrimental parts.

4.2.5 Statistical analysis

In the present study, several statistical models were applied to the data, which varied
from case to case as further described in the results section. In this section, only the
aspects that are common to the individual analyses are described. First, the SI data
was linearized by means of the following transformation (Warton and Hui, 2011):

SIlin = ln
( SIn + ε

1− SIn + ε

)
(4.3)

with SIlin the linearised SI data, SIn the raw SI data normalised to one and ε the
minimum non-zero value of (1− SIn) across all SI scores, as suggested in Warton and
Hui (2011). Second, a linear mixed effects model was fitted and the residuals were
checked for normality with a Shapiro-Wilk test. Third, outliers were identified and
removed. Data points were considered outliers if their standardised residual was
located beyond 2.5 standard deviations from 0. Fourth, if required, the statistical
model was fitted again to the data excluding outliers. Finally, an analysis of variance
(ANOVA) was conducted from the output of the model. The linear mixed-effects
models were realised with the R package lme4 (version 1.1-17), and their fitting was
conducted following the Bound Optimisation BY Quadratic Approximation (bobyqa)
algorithm. Outlier removal was conducted with the romr.fnc function available in
LMERConvenienceFunctions package (version 2.10). The ANOVA analyses were con-
ducted with the package lmerTest (version 2.0-36). T-tests were conducted with the
emmeans package and multiple comparisons were Tukey-corrected.
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4.3 Results

Figure 4.1 shows a summary of all the SI data obtained unilaterally with the BPE (top
panel) and bilaterally (bottom panel). The data shown includes SI scores obtained in
the six realistic RST-VSE conditions at six different SNRs, as well as in the BKB-VSE
and BKB-Babble conditions at two different SNRs. Speech intelligibility is consis-
tently higher in BKB-babble than in BKB-VSE, which in turn, is consistently higher
than in RST-VSE. Speech intelligibility in RST-VSE gradually increases with increas-
ing SNR from -5.8 dB to -0.4 dB, where it plateaus. Speech intelligibility scores are
slightly higher in the bilateral than in the unilateral conditions, although from the
results shown in Fig. 4.1 it is not clear how consistent this bilateral benefit is across
subjects.

FIGURE 4.1: Median SI scores, interquartile range and raw data ob-
tained at the BPE (top) and bilaterally (bottom) at six different SNRs
considering RST sentences in the six VSEs. Speech intelligibility scores
for BKB sentences in the dinner party (SNR = -2.2 dB), the living room
(SNR = 1.4 dB) and in babble noise are also shown (see text for details).

The following sections are divided into three main parts. The first part is con-
cerned with the effect of realism on speech intelligibility outcomes and the observed
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bilateral benefit. The second part presents the SI outcomes measured in the different
realistic conditions both unilaterally with the BPE and bilaterally. The third part of
this section conducts a further evaluation of the bilateral benefit seen in the previous
parts by additionally taking into account the WPE.

4.3.1 Effect of test realism on SI outcomes

As described before, one of the goals of the present study is to evaluate the effect of
the level of realism of both noise and speech stimuli on SI outcomes. Thereby, three
different levels of realism were considered: "standard" BKB-like sentences in "stan-
dard" babble noise (BKB-Babble), "standard" BKB-like sentences in realistic VSEs
(BKB-VSE) and more realistic RST sentences in the realistic VSEs (RST-VSE). Fifteen
participants were tested at these 3 levels of test realism at two different SNRs (1.4 dB
and -2.2 dB) in both unilateral (BPE only) and bilateral listening mode. Figure 4.2
shows the mean SI data and 95% confidence intervals for the unilateral (solid circles)
as well as for the bilateral mode (solid triangles) as a function of the level of test re-
alism at an SNR of 1.4 dB (upper panel) and -2.2 dB (bottom panel). As can be seen,
overall performance drops for increasing levels of realism (i.e., from left to right) and
decreasing SNR for both the unilateral (BPE) and the bilateral listening mode.

A linear mixed-effects model (with random intercept for subject with random
slope for level of realism) was applied to the linearised SI scores to infer any statisti-
cally significant effect of SNR, level of realism, listening mode (unilateral or bilateral),
as well as the interaction between SNR and level of realism (see Sec. 4.2.5 for more
details). F tests conducted from the model revealed a significant effect of level of re-
alism [F(2,15.4) = 61.1; p<0.001], SNR [F(1,142.4) = 328.9; p<0.001], their interaction
[F(2,142.4) = 11.1; p<0.001], and listening mode [F(1,142.4) = 17.7; p<0.001]. Hence,
although the bilateral SI scores were only slightly higher than the unilateral scores,
the bilateral benefit was significant overall.

The effect of the realism of the noise material can be derived by comparing the SI
scores in BKB-Babble and BKB-VSE shown in Fig. 4.2. This difference in SI is higher
for lower SNRs. However, the average SI scores of BKB-babble at 1.4 dB SNR are
located in a less sensitive (or shallower) region of the performance intensity function
than those obtained at -2.2 dB SNR. As a consequence, the actual value of these dif-
ferences is a by-product of the effect of SNR on SI along with the location on the per-
formance intensity function at that SNR. Hence, the effect of noise material is only
part of the reason why the drop in performance observed from the rather artificial
babble noise to the more realistic VSEs is higher at -2.2 dB SNR than at 1.4 dB SNR.
Similar observations can be made for the effect of the noise on the bilateral data (Fig.
4.2, solid triangles), except that the bilateral SI scores are consistently higher than for
the BPE.

The effect of the realism of the speech material (along with the potential effects
of different female speakers in each case) can be derived by comparing the SI scores
in BKB-VSE and RST-VSE shown in Fig. 4.2. In this case, the drop in performance
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FIGURE 4.2: Mean speech intelligibility scores with 95% confidence
intervals measured at 1.4 dB SNR (upper panel) and at -2.2 dB SNR
(bottom panel) in three different levels of realism: BKB-Babble, BKB-

VSE and RST-VSE (see text for more details).

from BKB sentences to the more realistic RST sentences is clearly higher at an SNR
of 1.4 dB than at -2.2 dB, even though the average data at 1.4 dB is in a slightly shal-
lower (or less sensitive) region of the performance intensity function which further
pronounces this difference. Speech intelligibility at 1.4 dB SNR drops by about 25%
(from 80% to 55%) whereas at -2.2 dB SNR, it drops by less than 15% (from 43% to
31%). This indicates that at higher (positive) SNRs, where the target speech dom-
inates, SI depends more strongly on the sentence material than at lower (negative)
SNRs, where the noise dominates. Similar observations can be made for the effect
of the speech material on the bilateral data (Fig. 4.2, solid triangles), except that the
bilateral SI scores are consistently higher than for the BPE.

Comparing the relative effects of the realism of the speech material and back-
ground noise on the SI scores shown in Fig. 4.2, it can be seen that the effect of the
noise is more pronounced at the lower (negative) SNR of -2.2 dB than in the higher
(positive) SNR of 1.4 dB, whereas the opposite can be observed for the effect of the
speech material, which is more pronounced at the higher (positive) SNR. However,
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these effects are also influenced by the absolute position of the SI scores on the per-
formance intensity function (see above), as well as by a potential interaction of the
inherent changes in speech material and noise condition, i.e., the effect of the noise
material is evaluated with the BKB sentences, but not the RST sentences, whereas the
effect of the sentence material is evaluated in the VSEs but not in the babble noise.

The effect of the three levels of realism on SI and their dependence on the SNR is
further analyzed in Fig. 4.3 with a particular focus on the behaviour of the individual
data. For simplicity, only the unilateral (BPE) data is shown here, but very similar
observations can be made for the bilateral data. The upper-left panel shows the three
possible combinations of the speech (RST or BKB) and noise material (Babble or VSE)
that is included in the analysis and make up the three levels of test realism. The other
three panels (panels A, B, and C) show the SI scores re-plotted from Fig. 4.1.

Panel A shows the effect of the noise using BKB-like sentences. In this case,
the only difference between the axes is the noise material and, as already described
above, the SI scores in the VSE are consistently worse than in the babble noise. More-
over the SNR has a small effect in the babble noise but a large effect in the VSE (where
the change in SNR is accompanied by a change in noise signal), which can be ob-
served from the slopes of the straight lines that connect the individual and mean SI
scores at the two SNRs, which are all much greater than one.

Panel B shows the effect of the speech material in the more realistic VSEs. In
this case, the only difference between the two axes is the speech material. The SI
scores are consistently lower for the RST than for the BKB material. As opposed to
panel A, the slope of the solid black line is only slightly lower than one, suggesting
that the effect of the SNR is slightly lower in RST-VSE than in BKB-VSE. As shown
in the last panel of Fig. 4.2, this is primarily due to the fact that at the high SNR
of 1.4 dB, the mean SI scores for the BKB-VSE condition were close to 80% whereas
those obtained in RST-VSE were close to 55%, and were thus at a shallower region
of the performance intensity function. This is in contrast to the lower SNR of -2.2 dB
SNR, for which SI scores of the BKB and RST material tend to converge, as they are
both highly dependent on the noise level. This explains why the effect of the SNR is
slightly lower in RST-VSE than in BKB-VSE (see also upper panel of Fig. 4.4, where
the effect of SNR is shown in each case).

Panel C shows the combined effects of speech and noise materials. The SI scores
for RST-VSE are plotted against those for the BKB-Babble. Speech intelligibility
scores are consistently lower in the RST-VSE than in the BKB-Babble condition. In
this case, the effect of the SNR on SI is larger in the RST-VSE (where it is accompa-
nied by a change in noise signal) than in the BKB-Babble, as the slopes of the straight
lines are generally higher than one.

Since the SNRs considered in the above analyses were calculated from the broad-
band levels of the speech and noise stimuli as picked up by an omni-directional mi-
crophone, it is unclear how far the differences observed between the three levels
of test realism can be explained already by the more detailed (in particular spectral)
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FIGURE 4.3: Effect of test realism on SI outcomes. The first panel
illustrates the connection between the three stimuli conditions to be
compared. The other three panels show SI data measured with each
subject in two different stimuli conditions, as indicated by their axes.
Each of the panels shows the SI obtained by each subject (lines) at two
different SNRs (markers). Panel A compares SI in BKB-Babble against
that of BKB-VSE. Panel B compares SI data of BKB-VSE against that of
RST-VSE. Panel C compares SI data of BKB-Babble against SI of RST-

VSE.

characteristics of the signals that arrive at the directional input of the subjects’ speech
processors during testing. Therefore, the SI data was further analyzed by evaluat-
ing the U50 for the target and noise stimuli used in the different test conditions at
the output of the (non-adaptive) beamformer of the subject’s speech processors, as
explained in Sec. 4.2.4. Figure 4.4 shows the mean SI scores with 95% confidence
intervals obtained in each of the three levels of realism for the two tested SNRs (con-
nected lines) as a function of the broadband SNR (upper panel) as well as of the U50
at the directional input of the subjects’ speech processors (bottom panel). Figure 4.4
suggests that the SI scores for the BKB-VSE and BKB-Babble are part of the same per-
formance intensity function when plotted as a function of the U50, which is not the
case when plotted as a function of SNR. In contrast, RST-VSE presents much lower
SI scores than any of the other levels of realism in both figure panels. This indicates
that the U50 can largely explain the differences in SI observed between noise types,
but it is not able to explain the differences in SI observed between speech materials.
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FIGURE 4.4: Mean SI scores with 95% confidence intervals obtained
in each of the speech-noise configurations (markers and connecting

lines) as a function of the U50 at the output of the beamformer.

To understand how far the U50 could explain the differences seen in the data, a
linear mixed-effects model was applied to the linearised data with level of test re-
alism and U50 as predictor variables and a random intercept for subjects. F tests
revealed a significant effect of the level of realism [F(2,69.07) = 20.68; p<0.001] and
U50 [F(1,69.05) = 94.6; p<0.001], but no significant interaction [F(2,69.03) = 2.36; p
= 0.1]. A t-test with Tukey correction showed that RST-VSE was significantly differ-
ent from both BKB-VSE [t(69) = -8.5; p<0.001] and from BKB-Babble [t(69.1) = -8.5;
p<0.001]. As expected from the results shown in Fig. 4.4, BKB-VSE and BKB-Babble
were not significantly different from each other [t(69.1) = -0.8; p=0.69].
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4.3.2 Speech intelligibility in realistic conditions

As shown in Fig. 4.1 (red symbols), SI scores in the six RST-VSE conditions with
the realistic speech material as well as noises (see Table 4.2) were on average quite
low. For the lowest SNR of -5.8 dB (the food court scene), the median SI score for the
unilateral (BPE) condition was 13%. The median SI performance increased slowly
with increasing SNR up to -0.4 dB SNR (the dinner party scene) and then plateaued
at an average performance of about 63%. Even though all subjects showed the same
trend, the individual performance varied substantially. Whereas the best perform-
ers reached SI scores of more than 90% at the highest SNR conditions, some never
exceeded SI scores of more than 20%. The bilateral data presented the same trends,
except that the overall SI scores were slightly higher.

A linear mixed-effects model was applied to the RST-VSE data with SNR and lis-
tening mode (unilateral or bilateral) as fixed effects and subjects as random intercepts
with random slopes for listening mode (to account for the subject-level effect of lis-
tening mode). F tests revealed a significant effect of SNR [F(5,150)=140.58; p<0.001],
a significant effect of listening mode [F(1,150)=35.96; p<0.001] and no significant in-
teraction [F(5,150)=0.52; p = 0.76]. A series of t-tests (Tukey-corrected for multiple
comparisons) revealed that SI at the highest three SNRs were not significantly differ-
ent from one another, neither for the unilateral nor the bilateral listening mode. In
particular, t-tests, averaged over listening mode, showed [t(140) = 1.9; p = 0.4] for 3.2
dB vs 1.4 dB, [t(141) = -0.7; p = 0.98] for 3.2 vs -0.4 dB and [t(140) = -2.6; p = 0.09] for
1.4 vs -0.4 dB.

In order to evaluate the potential bilateral benefit in each acoustic scene sepa-
rately, a series of t-tests were conducted conditioned on SNR. The results showed a
significant effect of listening mode in the office [t(113) = -2.1; p < 0.05], the living
room [t(111) = -2.4; p < 0.05], the café [t(116) = -2.4; p < 0.05] and in the food court
[t(111) = -3.5; p < 0.05]. In contrast, no significant effect of listening mode was found
in the church [t(113) = -1.9; p = 0.05] and in the dinner party [t(113) = -1.4; p = 0.16].

Even though the statistical model revealed a significant difference between the
unilateral and bilateral SI scores, this difference (i.e., the bilateral benefit) is hard to
see in Fig. 4.1 due to the large variance across subjects. To further evaluate the bilat-
eral benefit received by the individual subject, Fig. 4.5 (top panel) shows the subjects’
individual unilateral (BPE) SI scores versus their bilateral scores for all six SNRs in-
cluded in the RST-VSE condition. The regression line in Fig. 4.5 estimates a 7% SI
improvement on average of bilateral over unilateral scores throughout the linear re-
gion of the underlying sigmoidal performance intensity function (i.e. around 50%).
To better understand the effect of the SNR (or acoustic environment) on the bilateral
benefit, the middle panel in Fig. 4.5 shows the SI scores averaged across subjects in
each of the six SNRs. The average bilateral benefit is again around 7% and is rather
constant across SNRs. To better understand the subject-specific bilateral benefit, the
bottom panel in Fig. 4.5 shows the SI scores averaged across SNRs separately for
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each subject. In this case there is more variability than in the previous panel, which
may indicate that the bilateral benefit presents a higher variability across subjects
than across SNRs. This can be confirmed by calculating the standard deviation of
the bilateral benefit, which is 1.3% for the SNR effect and 4.9% for the subject effect.
The average bilateral advantage is in this case predicted to be slightly higher than
in the previous two cases, with an estimate of 8.3%, which is most likely due to the
performance intensity function underlying the SI scores that can only be assumed to
be linear around the 50% point. The regression lines presented in the three panels of
Fig. 4.5 have slopes very close to unity. This suggests that the bilateral benefit does
not depend on the SI performance attained with only one ear.

In order to better understand the results obtained in the RST-VSE conditions (both
unilaterally and bilaterally), in Fig. 4.6 the mean SI scores with 95% confidence in-
tervals for the six RST-VSE conditions are plotted as a function of the U50 at the
output of the speech processor’s beamformer (instead of the broadband SNR mea-
sured in free-field). For the bilateral case, the U50 corresponds to the side with the
more favourable U50.

Figure 4.6 partly explains the reason why the three acoustic scenes with the high-
est SNRs (i.e., the office, the living room and the church) had similar SI scores. As
opposed to their broadband SNRs measured in the free-field, which spans a range of
3.6 dB, their U50s at the output of the beamformer spanned a significantly narrower
range of about 2 dB.

With respect to the measured bilateral benefit, Fig. 4.6 confirms that, irrespective
of whether the unilateral test was conducted at the ear with most favourable U50 or
not, there was only a small bilateral benefit in terms of SI. However, the dinner party
(data points around 0 dB) stands out for having a more favourable U50 value at the
WPE than at the BPE.

A linear mixed-effects model with listening mode and U50 as predictor variables
and subjects as a random intercept followed by an F-test, showed a significant effect
of both listening mode [F(1,41.3) = 16.3; p<0.001] and U50 [F(1,159) = 537.6; p<0.001],
but no significant interaction [F(1,159) = 0.19; p=0.66].

4.3.3 Further analysis of bilateral SI advantage

Due to the limited number of RST sentence lists that were available (Sec. 4.2.2.2),
only the BPE could be tested in the six RST-VSE conditions in addition to the bilat-
eral listening mode. As a consequence, the bilateral benefit observed in Sec. 4.3.2 was
calculated by the bilateral minus the unilateral (BPE) SI scores. Therefore, it is unclear
if in some conditions the assumed BPE was actually the poorer performing ear, and
the assumed WPE could in fact have provided better SI outcomes. Therefore, the bi-
lateral benefit seen in at least some of the RST-VSE conditions given in Sec. 4.3.2 may
overestimate the true bilateral benefit. To address this potential issue, the WPE was
measured in addition to the BPE as well as bilaterally in the living room (1.4 dB SNR)
and in the dinner party (-2.2 dB SNR) environments using BKB-like sentences. As a
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FIGURE 4.5: Scatter plots and regression lines with 95% confidence
intervals of SI scores obtained bilaterally as a function of SI scores ob-
tained unilaterally. The first panel shows the raw data obtained by
all subjects in all SNRs. Second panel shows the mean scores across
subjects per condition. The third panel shows the mean scores across
conditions per subject. The percentages shown in each panel corre-

spond to a rough estimate of bilateral SI advantage.

reminder, when tested with the RST speech material, these acoustic scenes led to a
significant and a non-significant effect of listening mode in the living room and in the
dinner party respectively. The resulting data was analysed by a linear mixed-effects
model with the listening mode (WPE, BPE, and bilateral) and SNRs (or acoustic envi-
ronments) as fixed effects and a random subject specific intercept with random slope
for listening mode. F tests in this case showed that there was a significant effect of
both SNR [F(1,56) = 413.1; p <0.001] and listening mode [F(2,20.1) = 15.9; p <0.001]
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FIGURE 4.6: Mean of SI scores across subjects with 95% confidence in-
tervals of the RST-VSE conditions for the BPE (solid circles) and bilat-
eral (triangles) listening modes. The results are plotted as a function of
the U50. In the bilateral case, the U50 of the better-U50 ear was taken.

but no significant interaction [F(2,56) = 1.01; p = 0.37]. However, a series of t-tests
showed that in none of the SNRs there was a significant difference between the BPE
and the bilateral mode (t(34.3)=-1.24; p = 0.44 for 1.4 dB SNR and t(34.3)= -1.44; p
= 0.33 for -2.2 dB SNR). Hence, in regards to the bilateral benefit obtained with re-
spect to the BPE, the results obtained with the BKB-like sentences agree with those
obtained with the RST sentences in the dinner party and disagree in the living room.

In the BKB-VSE data, a subtle difference was observed between the two SNRs
(acoustic scenes). At -2.2 dB SNR (i.e., in the dinner party), a t-test between the WPE
and the BPE showed no significant difference (t(19.6) = -2.46; p = 0.06). However, at
1.4 dB SNR (i.e., in the living room), the BPE and WPE were significantly different
from each other (t(19.6) = -3.46; p <0.05).

In order to understand the results of the previous statistical analysis, Fig. 4.7
shows subject-averaged SI scores with 95% confidence intervals of the six conditions
as a function of the U50 at the output of the beamformer of the subjects’ correspond-
ing speech processors, or at the ear with most favourable U50 for the bilateral con-
dition. It can be observed that the reason why the WPE and BPE are significantly
different in the living room (i.e., at 1.4 dB SNR) is primarily due to the fact that the
WPE has a much lower U50 than the BPE. This was due to commercials that were
presented from a TV at the side of the WPE and thereby provided the WPE with a
less favourable U50. In contrast, although Fig. 4.7 suggests that the WPE can deal
with noise substantially worse than the BPE in the dinner party environment (-2.2
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FIGURE 4.7: Mean of SI scores across subjects with 95% confidence
intervals of the BKB-VSE conditions for the WPE, the BPE and bilateral
listening mode. The results are plotted as a function of the U50. In the

bilateral case, the U50 of the better-U50 ear was taken.

dB SNR), the WPE has a more favourable U50 than the BPE, which explains why the
scores between these two conditions are not significantly different. Figure 4.7 also
suggests that the SI performance with two ears is not significantly different from that
obtained with the BPE, which was already confirmed by means of t-tests. However,
it is not clear whether this is a consequence of the near-ceiling effects in the living
room or the fact that, in the dinner party, the BPE corresponded to the side with the
worse U50.

4.4 Discussion

The main goals of this study are to understand the effect of the level of test realism
on SI outcomes in bilateral CI users as well as to measure absolute SI performance
in more realistic laboratory conditions. The discussion section is organised around
these two goals.

4.4.1 Effect of test realism on SI

The levels of realism applied in the present study included BKB-Babble, BKB-VSE
and RST-VSE, which differed in their level of realism for the applied noise (Babble
versus VSEs) and speech material (BKB-like versus RST sentences). Speech intelligi-
bility was shown to decrease significantly with increasing level of realism for both
of the considered SNRs (i.e., -2.2 dB and 1.4 dB), which for the more realistic noise
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was realised by two different virtual sound environments (VSEs). Interestingly, at
the higher SNR of 1.4 dB, where the speech signal had a higher level than the noise,
the BKB-like sentences led to far higher SI scores than the RST sentences. In contrast,
at the lower SNR of -2.2 dB, where the noise had a higher level than the target speech,
this difference almost disappeared and both speech materials led to similar SI. The
opposite occurred with the effect of the noise material. In this case, SI scores mea-
sured with the rather artificial babble noise and the more realistic VSEs were rather
similar at higher (positive) SNR, whereas at the lower (negative) SNR, scores mea-
sured in the VSEs were much lower. Hence, the data analysis revealed a significant
interaction between the effect of the level of test realism and the SNR.

However, an instrumental analysis of the sound stimuli that were applied during
testing showed that the differences in SI between the babble noise and the VSEs that
was seen at both SNRs could be explained by the U50 measured at the output of the
(fixed) beamformer of the subjects’ speech processors. The U50 showed that bab-
ble noise led to much more favourable U50 values than the VSEs even though their
broadband SNRs measured in free-field were the same. Since the target speech mate-
rial was BKB-like sentences in both conditions and only differed by a small amount of
reverberation, this was likely the effect of the directional characteristics of the beam-
former, which was much more effective in reducing the level of the noise in the babble
noise than in the two VSEs. However, the U50 was not able to explain the substantial
differences in SI that were observed between the BKB and RST sentences inside the
VSEs. This may be expected, as the U50 only accounts for spectral (long-term) dif-
ferences and the overall level of the target speech, and omits other important factors
such as syllabic rate, context or articulation.

In order to provide information about the extent to which the SI outcomes mea-
sured in a given stimulus configuration may be generalised to other configurations,
the coefficient of determination (R2) was calculated across all the possible combi-
nations. The results are shown in Fig. 4.8 as a correlation diagram. In general, the
correlation coefficients between cases are moderate, indicating that subjects who per-
formed better than the rest in a given condition do not necessarily perform consis-
tently better in a different condition. However, this correlation is also affected by the
inherent test-retest variability, which will depend on the applied speech material as
well as the noise.

As shown in the diagram, BKB-Babble and BKB-VSE are better correlated at -2.2
dB SNR (R2 = 0.52) than at 1.4 dB SNR (R2 = 0.42). The same comparison applied
to the effect of speech material shows that BKB-VSE and RST-VSE present compara-
ble levels of correlation at -2.2 dB SNR (R2 = 0.58) and at 1.4 dB SNR (R2 = 0.54).
The diagram also shows that a given change in SNR may present different degrees of
subject consistency in terms of SI. For example, with BKB-Babble, there is a high cor-
relation between the SI measured at the two SNRs (R2 = 0.73). This high correlation
between the two SNRs was not observed in any of the other stimuli cases (R2 = 0.48
for a change in SNR in BKB-VSE and R2 = 0.57 for a change in SNR in RST-VSE). The
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increased correlation across SNRs that was only seen for the BKB-Babble when com-
pared to the other two cases can likely be explained by a combination of three factors.
First, SI scores were quite close to ceiling (i.e., lower variance) in the two SNRs for
BKB-Babble, but not for the other cases. Second, the noise material was the same for
the two SNRs. In contrast, the other two conditions had completely different noise
signals for the two SNRs, as they corresponded to two completely different acoustic
scenes. Hence, the lower correlation between SNRs in these cases may arise from the
effect that other features of the noise signals (e.g., the modulation of the noise) have
on SI, which may affect CI users differently. The reason why a slightly change in SNR
in RST-VSE led to higher correlation values than in BKB-VSE may be explained by
the fact that the SI scores for RST-VSE were in the linear (i.e., the steepest and most
sensitive) region of the underlying psychometric function, whereas the SI scores for
BKB-VSE at the high SNR were closer to ceiling (Fig. 4.4) and therefore compressed.
Third, BKB-Babble will have provided the lowest test-retest variability, due to the
very consistent structure and pronunciation of the BKB sentence as well as the very
steady behaviour of the Babble noise.

FIGURE 4.8: Diagram showing the different values of R2 obtained
between the different conditions included in the test: BKB-BABBLE
(BKB-BAB in the figure), BKB-VSE and RST-VSE. The six conditions
included in the test are divided in two regions according to their

broadband SNR (1.4 dB, upper region and -2.2 dB, bottom region).

As shown in Fig. 4.8, a particularly low correlation is observed at the low SNR of
-2.2 dBSNR between BKB-Babble and RST-VSE (R2 = 0.26). However, the RST-VSE
is also the condition where the highest test-retest variability is expected due to the
higher variability across sentences as well as over the duration of the noise signal.
Despite this potential data variability, it still seems reasonable to conclude that SI
measured in the laboratory at a given SNR may not provide much information about
what the person’s individual SI performance would be in the real world at that same
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SNR. This mismatch is probably most relevant in contexts where SI scores measured
in the laboratory are used as a proxy measure of the person’s SI in the real world.
Although the above correlation analysis is in agreement with the common conjec-
ture that laboratory tests may be poor predictors of real life performance and can be
improved by increasing the realism of laboratory-based tests, the small number of
15 test subjects provided a limited statistical power and further data is required to
confirm these results.

4.4.2 Speech intelligibility in realistic conditions

In general, the mean SI scores that were observed in all of the six more realistic (RST-
VSE) conditions were rather low. Even in the office, with an SNR of 3.2 dB and a U50
of 6 dB, mean SI scores were around 60% (see Fig. 4.7). Judging from the plateau
observed in the three acoustic scenes with highest SNRs (i.e., 3.2, 1.4 and -0.4 dB), it
seems reasonable to suggest that the SI of the RST speech material does not increase
any further, even for very positive SNRs. Measuring SI performance in quiet for the
entire RST speech material with CI users might shed some light on this. Even though
near 100% SI was observed for all RST sentences in quiet with young normal-hearing
listeners (Kelly M. Miles et al., 2019, in preparation), SI in quiet may be significantly
reduced in CI recipients. However, an alternative explanation could be that the ex-
pected increase of SI with increasing U50 values is counteracted by the increase of
noise modulation, since it is known that CI recipients struggle to understand speech
in modulated noise (Fu and Nogaki, 2005; Nelson et al., 2003; Qin and Oxenham,
2003). This is illustrated in Fig. 4.9, which shows the normalised modulation power
spectrum of the noise and target speech signals, which was derived from simulations
of an omnidirectional microphone located in the centre of the loudspeaker array by
(1) applying a spectral analysis using a complex Gammatone filterbank from 125 Hz
to 8 kHz (Hohmann, 2002), (2) calculating the Hilbert envelope in each frequency
channel, (3) applying a modulation spectrum analysis to each envelope using a one-
octave filterbank, (4) normalising the modulation spectrum in each frequency chan-
nel by the total power in each frequency channel, (5) averaging the derived modu-
lation spectra across frequency, and (6) normalising the modulation spectrum by the
maximum value observed across all considered stimuli. In Fig. 4.9, the modulation
spectra are shown for the babble noise as well as for each of the six VSEs included in
the study (Table 4.2). For the target speech, the average modulation spectrum of the
RST and BKB-like sentences are shown, with the shaded areas denoting the 5% and
95% percentiles across the different VSEs as introduced by the different reverberation
conditions.

In Fig. 4.9, the three VSEs with the highest SNRs that resulted in the same aver-
age SI scores can be compared in terms of their modulation spectra. Among them,
the office is the most modulated acoustic scene, followed by the living room and the
church. The office and the living room differ mostly at modulation frequencies above
3Hz but in general they present rather similar modulation spectra. In contrast, the
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FIGURE 4.9: Normalized modulation power spectrum of each acous-
tic scene and target speech signals, which, for simplicity, have been
grouped into BKB and RST sentences. The shaded areas denote the
5% and 95% percentiles across the different VSEs. The most prominent
modulation frequencies of BKB (2.3Hz) and RST (3.4Hz) are indicated

with the vertical dashed grey lines.

church presents much lower modulation values. Previous studies have shown that
CI users present lower SI scores in modulated than in steady noises (Fu and Nogaki,
2005; Nelson et al., 2003; Qin and Oxenham, 2003) and it has been shown that this
phenomenon can also be observed in more realistic acoustic conditions (see Chapter
3). Hence, it is reasonable to suggest that the flat modulation spectrum observed in
the church may at least partly compensate for the relatively low U50 in this case. The
same rationale can be applied to the living room and the office, where the U50 in-
creases (and SI should improve) while the modulation of the noise increases as well
(and SI should decrease). Hence, it is likely the case that the main reason why SI
plateaus in the RST-VSE conditions at the higher SNRs is due to the noise character-
istics rather than the speech material itself. However, future research should further
investigate this issue, and, in particular, should measure SI for the RST sentences in
CI users in quiet.

The differences between the modulation characteristics of the different VSEs may
also, at least partly, explain why SI drops so abruptly from the church to the dinner
party. In this case, not only does the level of the noise increase but also the modula-
tion spectrum. This observation is also consistent with the SI scores obtained in the
dinner party in relation to the ones obtained in the café. Even though the U50 in the
café was 4 dB higher than in the dinner party, SI scores were only 10% higher (t(141)
= 3.207; p < 0.05). Again, this may be explained by the fact that the modulation of
the noise in the dinner party was substantially higher than in the café.

One last observation regarding the different modulation spectra concerns the dif-
ferent speech materials. As can be seen in Fig. 4.9, BKB-like sentences are more
modulated than RST sentences, and they are spoken at a slower rate. As indicated
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by the vertical dashed lines, for the BKB-like sentences the dominant modulation fre-
quency is 2.3Hz, whereas for the RST sentences it is 3.4Hz. Motivated by the concept
of masking in the modulation domain (Jørgensen and Dau, 2011), where the differ-
ences between the modulation spectrum of the target speech and that of the noise
signals are used to predict SI, it is possible to make a rough prediction of the rela-
tive differences in expected masking for the two speech materials. For example, in
the living room, the modulation spectrum evaluated at 2.3Hz or 3.4Hz (i.e., at the
dominant modulation frequencies for the RST and BKB sentences respectively) are
virtually the same. However, the difference between the modulation spectra at the
dominant modulation frequency was 0.4 normalized units for the BKB-like sentences
and 0.28 for the RST sentences. Hence, this difference in the SNR in the modulation
domain may at least be one of the reasons why SI with BKB-like sentences was sig-
nificantly higher than with RST sentences. However, future research will need to
apply more sophisticated SI models, such as described in Jørgensen and Dau (2011),
to further investigate this hypothesis.

In regards to bilateral benefit, the finding that bilateral benefit was on average
7% better than with the BPE is in agreement with previous literature. Van Hoesel
(2011) reviewed 11 bilateral CI studies that measured speech performance in noise,
and found good agreement across studies when the bilateral condition is compared
against the better performing ear in a given listening condition (including diotic con-
ditions). The average benefit in that case corresponds to about 1dB improvement
in SNR, or equivalently 7% SI improvement assuming typical psychometric function
slopes for bilateral CI users. Approximately the same benefit was obtained regardless
of whether the stimuli were diotic or dichotic.

Despite the fact that bilateral benefit in the present study was shown to be quite
constant across acoustic environments and subjects, a series of t-tests for individual
environments showed that the benefit was not statistically significant in the church
and the dinner party. While the benefit in the church was close to significant (p =
0.051), the results in the dinner party were clearly non-significant, a fact that was
moreover consistent across the RST and the BKB speech materials (p = 0.16 and p =
0.33 respectively). In the dinner party, the U50 at the BPE was about 1dB lower than
in the WPE, which should if anything, have increased the likelihood of measuring a
bilateral benefit because the added ear had a better U50 (Van Hoesel, 2011, page 19).
However, the results indicate that the small U50 asymmetry was of little consequence
compared to the larger asymmetry of the performance of the two ears (Fig. 4.7). One
speculative explanation is that the performance asymmetry between ears becomes
more important at lower SNRs (such as in the dinner party), and the bilateral bene-
fit is reduced because the added ear offers little information. It is also possible that
the individual scene analyses were somewhat limited by statistical power consider-
ations.

In the BKB-VSE data set, the bilateral benefit over the BPE in the living room was
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also small and non-significant. However, in this relatively quiet scene with easy tar-
get materials, it seems likely that ceiling effects reduced the observed benefit because
BPE results were already high.

4.5 Limitations and outlook

This study measured SI in noise with bilateral CI recipients using more realistic
speech material, noises and SNRs. To the best knowledge of the authors, this was
the first time such high level of realism was applied to a speech-in-noise test. There-
fore, it was unclear how to best select the environments, what instrumental measures
to use for selecting the environments (and speech levels) such that the difficulty of
the different conditions varied gradually, and how difficult it would then be for the
CI users. In this regard, the results revealed that the U50 would have been the more
appropriate measure to select the acoustic environments (and speech levels) than the
broadband SNR that was applied here. Future research may consider even more ad-
vanced SI models, as the U50 does not account for some of the attributes that are
relevant to SI, such as the modulation characteristics of the noise signals.

The RST sentences used in this study have never been used before with CI recip-
ients and need to be further evaluated. Even though an extensive evaluation with
young normal-hearing listeners showed SI scores near 100% for all RST sentences in
quiet, this is not clear for CI users and may, at least partly, explain why the mean
SI scores plateaued at a performance level of 60%. Unfortunately, due to the major
effort involved, a validation of the RST sentences in quiet was out of the scope of the
present study and should be done in the future. This observation, in turn, highlights
the importance of designing test paradigms with a well-adjusted trade-off between
realism and control according to the question at hand. Here, the goal of the SI eval-
uation conducted in the RST-VSE conditions was not to disentangle the effect of the
speech material from that of the SNR or from that of the modulation of the noise, but
to conduct an exploratory evaluation of SI under realistic conditions. Future studies
may want to constrain some of these variables at the expense of realism so that the
data provides knowledge about their individual effects. With respect to test realism,
it should also be considered that, in favour of better control over the signal presented
to the CI speech processor and to focus on the evaluation of the involved auditory
processes, most of the adaptive speech processing features (except for ASC) were
turned off. Hence, future work aimed at obtaining even more ecologically-valid SI
outcomes will need to include these features. Moreover the word recall tasks, like the
one employed here, do not well reflect the actual tasks that are observed in the real
world, where people need to comprehend what other people say or actively partici-
pate in a conversation. Future studies should therefore use other more realistic tasks,
such as speech comprehension (Best et al., 2016) and communication task (Beechey,
Buchholz, and Keidser, 2019).
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It is often reported that limited information can be deduced from standard labo-
ratory tests of a subject specific/individual performance in the real world. The obser-
vation here that SI measured in the most realistic conditions at -2.2 dB SNR correlated
particularly poorly with the least realistic (standard) condition may suggest that this
more realistic condition better reflects real life performance. However, to support
these conclusions it is required that far more subjects are tested to improve the statis-
tical power and direct comparisons should be made with field-studies that measure
performance with the same subjects in the real world. Future research in this regard
should also consider the addition of visual cues in the laboratory.

As a final remark, it should be noted that the effect of realism on SI outcomes,
as it was explored in this study, only compared three very specific test conditions
(i.e., BKB-Babble, BKB-VSE, and RST-VSE) and therefore, it is unclear how far the
results and conclusions can be generalised to other test conditions. For instance, the
comparison did not include the RST-Babble combination, and the different sentence
materials did not only differ in their level of realism, but involved also two different
female talkers. These and other potential differences between conditions may have
not been solely attributed to their level of realism and may have therefore influenced
SI outcomes. However, it is difficult to draw a clear line between factors that are
strictly related to realism from those that are not. Hence, experiments need to be
designed in the future that can better control these factors while still providing a
high level of realism.

4.6 Conclusions

The study had two main goals. The first goal was to explore the effect of the real-
ism of the target speech and noise on the ability of bilateral cochlear implant users
to understand speech in noisy conditions. To achieve this goal, three different stim-
ulus conditions were compared at two different SNRs (i.e., at 1.4 dB and -2.2 dB):
(1) anechoic BKB-like sentences presented in babble noise, (2) reverberant BKB-like
sentences presented in three-dimensional recordings of actual noisy situations, and
(3) a variation of the second test where the sentences were taken from natural effort-
ful conversations. All the tests were conducted by means of a spherical loudspeaker
array located inside an anechoic chamber. Speech intelligibility results were consis-
tently highest in the first test (the least realistic) and lowest in the third test (the most
realistic). These results indicate that participants could more easily deal with babble
noise than with more realistic noisy situations, and that they could understand more
easily BKB-like sentences than more realistic speech. The effect of the more realis-
tic noise on SI was fully explained by the U50 of the acoustic signals that arrived at
the directional input of the speech processor. However, the U50 was not able to ex-
plain the effect of the more realistic speech material. A correlation analysis between
the different test conditions revealed a particularly low correlation between the most
realistic and the least realistic (or standard) test condition for the low SNR of -2.2
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dB. This pronounced intra-subject variability may suggest that the more realistic test
assessed different auditory functions than the standard test, and may therefore bet-
ter represent the individual SI ability observed in the real world. However, further
studies with far more subjects are required to substantiate this conclusion. The sec-
ond goal of this study was to evaluate the ability of CI users to understand speech
over a range of different realistic conditions. For this purpose, the more realistic
speech material was presented in six realistic acoustic scenes at realistic SNRs and
speech intelligibility was measured both unilaterally and bilaterally. Speech intelli-
gibility scores increased with increasing SNR, but plateaued over the three highest
SNRs with mean scores not exceeding 60%. Even though it could not be ruled out
that this plateau effect was caused by the speech material, evidence was provided
that an increased amount of noise modulation may have also counteracted the ex-
pected increase in SI within increasing SNR. Future work will need to further inves-
tigate these factors. Bilateral hearing provided a consistent 7% benefit over unilateral
speech understanding in the better-performing ear, which was significant in most of
the acoustic environments.
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Appendices

4.A Biographic data of participants

TABLE 4.A.1: Biographic data of the participants. ID refers to the
identifier of each subject employed throughout this study. Gender is
either female (F) or male (M), age is the age of the participant at the
time of running the tests, processor is the speech processor model, im-
plant is the type of implant, age at implantation is the age of the par-
ticipant at the time of the surgery, hearing loss is the aetiology of hear-
ing loss, and the last column provides information about the subjects’
aided SI scores (i.e. with hearing aids) obtained in quiet conditions

with CUNY sentences at 65 dB SPL right before implantation.

ID Gender Age Side Processor Implant Age at implantation Hearing loss SI with HA

1 F 29
L N6 CI512 20 Autoimmune disease NA
R N6 CI24RE (CA) 21 Autoimmune disease 24%

2 M 62
L N7 CI422 (SRA) 56 Meniere’s Disease NA
R N7 CI522 59 Meniere’s Disease 94%

3 F 52
L N7 CI24RE (ST) 56 Familial progressive 17%
R N7 CI24R (CS) 59 Familial progressive 20%

4 F 61
L N7 Ci24M 59 Progressive unknown NA
R N7 CI24RE (CA) 47 Progressive unknown 7%

5 F 61
L N7 CI522 59 Progressive unknown 2%
R N7 CI24RE (ST) 47 Progressive unknown 64%

6 F 45
L N7 CI512 43 unknown NA
R N7 CI24RE (CA) 39 unknown NA

7 F 44
L N7 CI24RE (ST) 33 Ototoxic medication NA
R N7 CI24R (CS) 26 Ototoxic medication NA

8 F 61
L N7 CI24RE (CA) 51 acquired progressive idiopathic NA
R N7 CI512 39 acquired progressive idiopathic NA

9 M 65
L N7 CI512_II 63 Meningitis NA
R N7 CI512_II 63 Meningitis NA

10 M 66
L N7 CI24R (ST) 45 meningococcal meningitis NA
R N7 CI24RE (ST) 32 meningococcal meningitis NA

11 M 60
L N7 CI512 51 Radiation for Nasopharyngeal cancer 0%
R N7 CI512 50 Radiation for Nasopharyngeal cancer 0%

12 F 63
L N7 CI422 (SRA) 58 Progressive unknown 98%
R N7 CI522 62 Progressive unknown 50%

13 F 61
L N7 CI24RE (ST) 47 Genetic, familial 32%
R N7 CI24RE (CA) 51 Genetic, familial 31%

14 F 48
L N7 CI422 43 Sudden idiopathic 0%
R N7 CI422 43 Sudden idiopathic 0%

15 M 57
L N7 CI522 57 Ushers syndrome 94%
R N7 CI522 56 Ushers syndrome 90%
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4.B Speech Reception Thresholds

TABLE 4.B.1: Averaged SRTs measured at each ear of the 15 partici-
pants with BKB-like sentences and collocated (3x) four talker babble

ID SRT left (dB) SRT right (dB) BPE (or preferred ear)

1 1.4 1.2 L

2 7 2.2 R

3 1.2 1.5 R

4 3.8 -0.6 R

5 3.4 3.7 R

6 3.3 0.3 R

7 1.2 0 R

8 0.7 2 L

9 3.6 3.4 L

10 6.3 12.4 L

11 0.3 2.8 L

12 0.9 3.3 L

13 4 4.3 R

14 0.4 0.7 L

15 0.8 -0.3 L
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Chapter 5

Final considerations

5.1 Discussion

This thesis investigated the effect of realistic noisy and reverberant conditions on
speech intelligibility (SI) outcomes in cochlear implant (CI) users. This was achieved
by reproducing, in the laboratory, the sound field of realistic acoustic scenes that CI
users may encounter in their daily lives. The setup and methods required to achieve
such a level of realism in the laboratory relied on the concept of Higher Order Am-
bisonics and multi-channel loudspeaker-based reproduction (Oreinos, 2015b). With
this framework in place, reasonably accurate reproductions of sound fields can be
achieved, which enables participants to use auditory cues in a comparable manner
as they would in real life.

Although one of main contributions of this thesis to ”realistic testing” lies in the
three-dimensional reproduction of sound fields, one aspect that was here incorpo-
rated and shown to be ecologically relevant was the realism of the scenes to be re-
produced. Although this may sound trivial, the results obtained here showed that
the main reason why most of the previous studies found such a detrimental effect of
reverberation on SI in CI users was due to the choice of the room employed during
the listening tests rather than the use of simple playback methods (Hu and Kokki-
nakis, 2014; Kokkinakis, Hazrati, and Loizou, 2011; Kokkinakis and Loizou, 2011).
The clearest example of such odd reverberation conditions consists of small room
volumes with long reverberation times (RTs), which are rarely encountered in real
life and very detrimental to SI. In contrast, the present study reproduced real phys-
ical rooms and made an effort to cover a wide range of distances and acoustically
distinct rooms in which everyday communication frequently occurs.

The use of very challenging reverberation conditions, as the ones employed in
previous studies, could be justified by the need to ensure that SI outcomes do not
suffer from ceiling effects, which would certainly impede any interesting observation
of reverberation effects. While this argument is valid, it raises a number of concerns.
First, the relevance of such experimental conditions in terms of real-life performance
is questionable. For example, signal processing techniques designed to mitigate the
effects of such reverberation conditions would be required as often as people en-
counter those situations. Second, if the variety of real-world reverberant spaces is
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not accounted for, the methods by which challenging reverberation conditions are
achieved may have an impact on the conclusions drawn. This is what has been ob-
served here in regards to previous studies, as the effect of reverberation on SI was
uniquely described by the RT (Desmond, Collins, and Throckmorton, 2014; Hazrati
and Loizou, 2012; Hu and Kokkinakis, 2014; Kokkinakis and Loizou, 2011; Kokki-
nakis, Hazrati, and Loizou, 2011). In contrast, the present study was able to show
that the RT cannot be considered to be a unique descriptor of SI, because this measure
does not provide any information about the contribution of the direct sound relative
to the pressure of the reverberant field (i.e., the DRR). As previously discussed, this
misconception likely arises from the use of simplistic methods where different rever-
berant conditions are obtained by altering the absorption material of a single room.
Because increasing RTs lead in these cases to decreasing DRRs, SI decreases mono-
tonically with increasing RTs. However, the drop in SI performance in these cases
cannot be attributed to the effect of the increasing RT alone, because other factors
such as the decrease in the DRR (or the frequency response as briefly discussed in
Sec. 3.4.1.2) have or may have an impact. Should the researcher be interested in the
effect of the RT alone, all the other potential factors should be kept constant by, for
example, testing at the critical distance and equalising the spectrum of the different
stimuli. 1 Another concern arising from such testing methods can be seen as a side-
effect of the wrong assumption that the RT is a unique descriptor of SI. The RT is a
measure that reflects reasonably well the perceived reverberation of a room. Hence,
the link between RT, SI and perceived reverberation may be misleading in situations
where for example a misinformed clinician advises a customer to avoid reverberant
spaces because (they have very long RTs and hence) they are very detrimental to SI.
The person may therefore be unnecessarily discouraged to go to certain places and
participate in social activities. Although the RT can be roughly associated with the
perceived reverberation, SI certainly cannot. Therefore, when talking in terms of SI,
it is necessary to acknowledge the other important dimension of reverberation, the
DRR, which is especially relevant in CI users.

Avoiding floor and ceiling effects is not new, and it is in fact the principle upon
which the use of the Speech Reception Threshold (SRT) is based. Without denying
the usefulness of such a measure, several concerns can also be raised in this case.
First, as mentioned several times in this document, paying attention to the acous-
tic conditions in which a given person understands half of what is being said is not
relevant in terms of real life performance, because people very rarely communicate
under such conditions. The second concern is related to the fact that the SRT corre-
sponds to the point in the performance intensity function at which the sensitivity is
highest. For example, assuming a maximum slope of 12%/dB, a speech processing
technique providing 1 dB SRT benefit over another processing technique implies that
the maximum benefit obtained is 12%. That benefit would be obtained in situations

1Ironically, such a test would probably lead to monotonically decreasing SI scores with increasing
RT values, as suggested by Eq. (3.4)
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where the person understands only half of what is being said. Because these situa-
tions rarely occur, the translation from the SRT to SI is misleading and overestimates
SI.

Regardless of how often a person may encounter the rooms employed in the lab-
oratory, the use of accurate descriptors of SI in reverberation with CI users makes it
easier to compare SI scores obtained across different research laboratories. Under-
standing the different reverberant conditions employed in previous studies was here
found to be particularly challenging given the fact that the RT reported did not pro-
vide an insight about SI. In contrast, the present study showed that the U50 is a far
more suitable measure to predict the effect of reverberation on SI, a fact that makes
it possible to compare the results of future studies against the ones obtained here
(irrespective of the talker-to-listener distance, the room volume and the RT). More-
over, the U50 was also be very useful to understand the individual effects of the RT
and the DRR, by means of which the effect of basic parameters such as the talker-to-
listener distance, the room volume or the RT itself could be well understood. This
not only provided a good insight of how these parameters may affect SI under real-
istic reverberant conditions, but also a general framework that enabled a qualitative
comparison across studies thereby explaining the apparent discrepancies observed
between them. In fact, the use of more complete metrics such as the U50 or the STI
(Whitmal and Poissant, 2009; Poissant, Whitmal, and Freyman, 2006), where differ-
ent experimental methods, conditions and setups can be jointly analysed, enables
different results to point in the same direction, rather than diverging from one an-
other.

In line with the overarching goal of gaining insight about the difficulties faced
by CI users in the real world, STI ratings between people with normal hearing (NH)
and CI users were compared. The comparison clearly showed that CI users struggle
in situations where NH listeners have no problem at all. For example, SI for NH lis-
teners in an environment rated as ”fair” ranges within approximately 70% and 98%.
According to the results obtained here, the same environment in CI users would lead
to average SI scores between 6% and 46%. Hence, although reverberation was not
here found to be as detrimental to SI as in other studies, reverberation is a problem
for CI users. As discussed here and in many other studies, the difficulties of CI users
in reverberation stem from SI with CIs relying heavily on the envelope of the speech
signal, which becomes more flat with the effect of reverberation. Apart from solu-
tions based on the pre-processing stage of the speech processor like beamformers or
compressors, future solutions may want to evaluate the mechanisms employed by
NH listeners for whom SI in reverberation is extremely robust (Nabelek and Pickett,
1974).

Due to the large differences observed between CI users and NH listeners, it was
here considered unlikely that SI criteria of acoustically treated venues will be based
on the necessities of people who rely on CIs. Rather, solutions based on FM or other
wireless systems should be more often adopted in the future to ease SI in acoustically
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treated venues. In any case, the observation that the U50 was a suitable predictor of
the effect of reverberation on SI with CI users can prove useful in the pre-evaluation
of any of the solutions adopted in terms of SI improvement. In line with this, the U50
could also be used in the improvement of speech enhancement methods of the per-
son’s speech processor like for example de-reverberation algorithms. However, SI in
reverberation was here assessed without any speech processor directivity (i.e. omni-
directional) and most adaptive speech processing features were turned off. Hence,
for a clearer statement of the problem, the needs and the subsequent proposed so-
lutions, future research should evaluate the effect of reverberation with all these ad-
vanced features, including the microphone beamformer, enabled.

The observation that modulated noises hinder SI more than steady noises is not
new. Several studies have observed this phenomenon in the laboratory by means
of gated noises presented at different rates (e.g. Nelson et al., 2003; Fu and Nogaki,
2005). The difference between those studies and the present one is that here it was
possible to confirm that the effect of the modulation of the noise is an ecologically-
relevant variable, as it had a systematic effect on SI when evaluated under realistic
conditions. Interestingly, the observations made here would not have been possible
without the knowledge provided by previous studies (e.g. Nelson et al., 2003; Fu and
Nogaki, 2005), which were conducted with highly controlled experimental methods.
This is a clear example showing that highly realistic tests and highly controlled tests
are not mutually exclusive but rather, attempt to answer different questions. While
the focus of highly controlled tests is to learn about the auditory processes involved,
in this case, in speech understanding, highly realistic tests are more directed towards
the real-life performance. While highly controlled tests are crucial to learn from the
data, highly realistic tests are crucial to determine how relevant is the data. Although
it may seem as if these two approaches cannot be combined, the approach adopted
in this thesis tried to find a good trade-off between control and realism whenever
they were in conflict. In the beginning of this thesis, the effect of reverberation on SI
in both quiet and noisy conditions was extremely unclear. Hence, the test paradigm
designed to learn what the actual effect of reverberation was had to trade off some
realism thereby making sure that the question at hand would be answered. Although
the original noise signals and the testing SNRs were deliberately kept constant across
conditions to ensure that they differed exclusively due to the time smearing effect of
reverberation (in favour of control), the realism was still maximised by reproducing
the sound field of actual and relevant rooms (in favour of realism). Hence, the studies
included in this thesis attempted to apply a high level of realism while making sure
that some categorical statements could be made from the data.

The analysis based on the U50 made it possible to show that the main ecologically
relevant factors affecting SI in rooms were the ratio between early and late reflections
of the target speech (i.e., the C50), the level of the noise and the modulation of the
noise. Establishing the U50 as a SI measure, along with the modulation of the noise,
was an important milestone in the present thesis, as it eased the analyses of the data
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obtained in the subsequent study, which corresponded to more realistic (less con-
trolled) conditions.

Three-dimensional reproduction of sound fields was not the only contribution of
this thesis to ”realistic testing”. As has been previously discussed here and elsewhere
(e.g. Cord et al., 2007) there are multiple dimensions over which laboratory-based
assessment of SI can become more ecologically relevant. As already mentioned and
described in previous sections, the last study included in this thesis incorporated the
concept of realistic SNR, realistic noise scenes and realistic speech test (RST) material.
In order to investigate the effect of test realism on SI scores, three different levels of
test realism were included in the design of the test. The analysis of the data revealed
that the most realistic conditions (RST-VSE) were consistently the most difficult in
terms of SI whereas the most artificial conditions (BKB-Babble) were the easiest. Al-
though it is here acknowledged that the conditions chosen here were just an example
among many possibilities, the results are in agreement with the commonly reported
mismatch between performance in the laboratory and the real world (e.g. Cord et al.,
2007). Participants were also quite grateful in regards to the relevance of the speech-
in-noise tests. In regards to the RST speech material, one of the participants said
”For the first time I feel like there is meaning behind a speech test”. This is not extremely
surprising considering how different speech of, for instance, BKB-like sentences is
from that encountered in the real world. And as it was observed here, the differences
between them had a great impact on SI scores. The disappointment of a CI user
finding out that their real-world SI performance is not anywhere close to what had
been suggested in the laboratory can probably be analogised to the disappointment
of a person learning a new language and finding out that they only understand the
overly articulated speech of their teacher.

The realism of the noise material was also praised by the subjects. One of them,
after being tested in a living room with kitchen noise from the back, said ”This was
so real I could even smell the bacon”. This indicates that the scenes employed here
better represented the listening experience observed in the real world. This, along
with the poor correlation values obtained between the SI scores of standard (i.e.,
BKB-Babble) and more realistic (RST-VSE) tests, may indicate that the latter assessed
different auditory functions than the former. Unfortunately, these are big claims that
would require far more subjects and factorial experimental designs.

5.2 Outlook and limitations

Although most of the limitations were already highlighted in the specific chapters,
this section provides a broader overview of them.

The first limitation of this thesis concerns the advanced pre-processing features
that were disabled during the listening tests: Automatic Dynamic Range Optimisa-
tion (ADRO), SNR-NR, Spatial-NR, SCAN, WhisperTM, WNR and, in the first two
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studies, the microphone directivity. While this decision enabled a systematic inves-
tigation of the signals reaching the BTE processors, it may have moved the perfor-
mance away from that obtained in real life. For example, in the study concerned with
the effect of reverberation, higher U50 values would have been obtained if the mi-
crophone directivity had been enabled. Future research aiming at measuring more
ecologically-valid speech intelligibility outcomes should conduct tests in which all
these features are enabled. Moreover, it is questionable whether the U50 could pro-
vide reliable information about the benefit provided by these adaptive features, as it
is a time-integrated measure.

The second limitation concerns the stimuli. Throughout the present study, the
limitations in relation to the stimuli employed have been highlighted several times.
For example, in the first study, target speech was always presented at 60 dB SPL re-
gardless of the talker-to-listener distance. Future studies concerned with the effect of
distance on audibility should consider more realistic stimuli whose sound pressure
levels decay with distance. If that is the case, ADRO would have been to be enabled,
as it would likely have a strong impact on speech intelligibility outcomes. Likewise,
the noise layout employed in Chapters 2 and 3 was arbitrarily designed as a good
representative of a typical noise environment but it is currently not clear whether a
different noise layout would have led to different results. Moreover, the tests were
conducted at a fixed but subject-dependent SNR. Future studies following up on the
validity of the U50 will likely benefit from testing speech intelligibility under differ-
ent SNRs and comparing subject performance at the same SNRs. Another limitation
in regards to the stimuli employed was found in the last study, where it was acknowl-
edged that the different levels of realism corresponded to specific examples and that
many other possibilities and testing SNRs could have been chosen instead.

The third limitation of this thesis is related to the novelty of the research. This was
the first time such a level of realism was applied to speech intelligibility tests with
CI users. Hence, it was hard to select the different environments and to estimate
how difficult speech understanding would be. Moreover, this was the first time the
RST speech material was used with CI users. It is unclear whether CI recipients
can actually reach 100% SI scores with this material when tested in quiet conditions.
Hence, it is hoped that in the future, new evidence and knowledge obtained from
different research institutions will progressively be added together in such a way
that future experimental tests will be less exploratory, easier to design and easier to
analyse.

The fourth limitation is related to the previous limitation and concerns the trade-
off between realism and control. Although it was here the intention to apply highly
realistic conditions while making sure the questions at hand would be answered,
the last study left one question open. In particular, the plateau of the RST-VSE SI
data observed at the three highest SNRs could not be categorically attributed to a
specific factor because it could be the consequence of two uncontrolled factors. One
possibility was that the RST speech material was so challenging for CI users that SI
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would not have been better even at more positive SNRs. The second possibility was
that the increasing noise modulation observed at increasing SNR prevented CI users
from exhibiting increasing SI scores. Hence, future research will have to clarify this
issue before the speech material is used in noisy conditions.

Another limitation concerns the accuracy of the sound field reproduction. As ex-
plained in Sec. A, an accurate reproduction of the real sound field (i.e., that of the
actual noisy acoustic scene) is only possible up to a certain frequency (and area) that
depends on the number of transducers (microphones and loudspeakers) of the sys-
tem. The current study applies two strategies to increase this frequency limit from
that obtained with the classic HOA formulation. The first strategy consists of apply-
ing the concept of Mixed Order Ambisonics (MOA) whereby the horizontal plane has
a higher density of loudspeakers thereby extending the usable frequency range in the
horizontal plane, where directional hearing is most acute. A thorough assessment of
the sound field reproduction errors conducted in the loudspeaker array employed
here revealed two important characteristics of the system. First, the reproduction
error is higher at the ear contralateral to the virtual source (Oreinos and Buchholz,
2016). Second, the reproduction of reverberant sound sources exhibits lower errors
than that of anechoic sources (Oreinos and Buchholz, 2016). Following up from these
observations, the second strategy applied in the current study aims at extending the
frequency range of the direct sound (that is, the anechoic part) of reverberant sound
sources. This strategy was here applied to all the sound sources based on RIRs by
enforcing the direct sound to be reproduced by a single loudspeaker. This strategy
enabled faithful reproduction of the direct sound up to the highest frequency of the
signal. However, the reproduction of recorded acoustic scenes (namely, those em-
ployed in Chapter 4) still suffered from the highlighted limitations and hence, future
research will have to provide new ideas to overcome them.

Moreover, future research is needed to implement realistic testing in audiological
clinics, as it is currently unrealistic to envision solutions based on spherical arrays
of multiple loudspeakers that, moreover, need to be installed in an anechoic cham-
ber. Binaural audio presented via headphones is currently the easiest solution, al-
though is not free of limitations. To name a few difficulties, individualised spatial
cues are difficult to convey and participants cannot use head movement to improve
localization (unless head tracking systems are incorporated). Although the future
of realistic hearing tests in the clinic is highly uncertain, potential future research
may want to consider the possibility of designing loudspeaker arrays with a small
radius comprising smaller loudspeakers located very close together thereby mini-
mizing spatial aliasing and allowing the reproduction of intended directivities up
to higher frequencies. Moreover, the employed loudspeakers could present dipole
directivity characteristics to minimize the sound energy radiated outwards thereby
reducing the effect of the room on the acoustic signal. However, solutions based on
this approach would likely not be based on HOA but rather, on numerical inverse
problems, as the assumptions of plane waves and free field would not be fulfilled.
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5.3 Conclusions

This thesis represents a step forward in the evaluation of speech intelligibility of
cochlear implant users considering realistic sound environments.

The first part of this thesis was concerned with the effect of realistic reverberation
on speech intelligibility in quiet and noisy conditions. The results in quiet indicated
that at conversational distances, speech intelligibility in most of the rooms consid-
ered was not compromised. The exception was found to be a small reflective room,
where speech intelligibility was exceptionally low. The U50 was seen to be a suitable
predictor of speech intelligibility, able to predict the individual’s performance in all
the 17 reverberant conditions considered. Moreover, the U50 was shown to be a quite
interpretable measure, which provided an insight about the basic room parameters
affecting speech intelligibility in reverberant conditions. This in turn helped explain
why other studies found such a strong effect of reverberation on speech intelligibility
and why the methods followed led the researchers to conclude that the reverberation
time of a room provides enough information to predict speech intelligibility. How-
ever, the U50 did not perform as well in noise, where the effect of the modulation
of the noise was seen to have an impact on speech intelligibility. In particular, the
smearing effect of reverberation was seen to flatten the envelope of the noise sig-
nals making them less effective maskers. This beneficial effect of reverberation on
the noise signal contrasted with its detrimental effect on the target signal in such
a way that the most favourable conditions in quiet did not correspond to the most
favourable conditions in noise. More specifically, when considering noise and quiet
conditions together, the best reverberant conditions were shown to be short talker-to-
listener distances and large volumes or smaller volumes with some reverberation. In
view of the strong dependence of speech intelligibility of CI users on the modulation
characteristics of noise and target speech signals, future speech intelligibility models
could benefit from predictions obtained in the modulation domain.

The second part of the thesis had two goals. The first goal was to evaluate the
effect of test realism on speech intelligibility outcomes. Among the three levels of
test realism compared, speech intelligibility was highest in the least realistic test con-
dition (i.e., standard BKB-like sentences with babble noise) and lowest in the most
realistic condition (realistic speech and noise materials). The effect of speech real-
ism was shown to be more noticeable at the higher tested SNR (1.4 dB) while the
effect of noise realism was shown to be more relevant at the lower tested SNR (-2.2
dB). However, while the effect of the more realistic noise could be fully explained by
the U50, the effect of the more realistic speech material was beyond what the U50
could explain. A correlation analysis revealed a low correlation between the scores
obtained in the most and the least realistic conditions at the lowest SNR under test
(-2.2 dB). Future research is required to determine whether this low correlation is due
to the fact that the more realistic test assessed different auditory functions from the
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standard test. The second goal was to measure speech intelligibility in highly realis-
tic conditions both unilaterally and bilaterally. Speech intelligibility increased with
increasing SNRs but plateaued over the three highest SNRs. As was the case with the
evaluation of test realism, the U50 could not entirely explain the results observed. In
this case, although one of the potential explanations of the plateau observed was the
speech material itself, evidence was provided to suggest that the noise modulation of
the different acoustic scenes may have been the main factor. With respect to bilateral
benefit, bilateral performance was on average 7% better than the one attained with
the better performing ear, a finding in agreement with previous studies.

In summary, the present thesis highlights the importance of conducting realistic
testing. The more ecologically-valid outcomes obtained in the present study con-
trasted with existing findings in two different ways. First, the impact of realistic
reverberation on speech intelligibility is not as detrimental as previously suggested.
Second, speech-in-noise outcomes obtained in standard conditions do not necessar-
ily correlate with those obtained in more realistic conditions. Hence, although chal-
lenges exist with bringing the real-world into the laboratory, it does help to shed light
on the challenges that CI users face in the real world and to set the way forward to
define strategies specifically devised to overcome them.
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Appendix A

Higher Order Ambisonics

Higher Order Ambisonics (HOA) is based on the spherical harmonic decomposition
of a source-free sound field, which arises from solving the wave equation in spherical
coordinates.

The notation adopted in this study uses real-valued spherical harmonic functions.
Likewise, the sign convention of the spherical coordinates are as follows: the azimuth
angle θ increases counter-clockwise as observed from the positive z half-space and
the elevation angle δ increases towards positive z values. The same sign convention
and notation has been widely used in the relevant literature (see e.g. Daniel, 2001
and Bertet, Daniel, and Moreau, 2006).

The pressure at a point r=(r,θ,φ) inside a source-free region can be expressed as

p(kr, θ, φ) =
+∞

∑
m=0

im jm(kr)
m

∑
n=0

∑
σ=±1

Bσ
mnYσ

mn(θ, φ) (A.1)

where k is the wavenumber, i is the imaginary unit, jm(kr) is the spherical Bessel
function of degree m, Bσ

mn are the HOA components and Yσ
mn(θ, φ) is the spherical

harmonic function of degree m and order n, defined as

Yσ
mn(θ, φ) =

√
(2m + 1)(2− δ0,n)

(m− n)!
(m + n)!

Pmn(sin φ)

×

cos(nφ), if σ = +1

sin(nφ), if σ = -1 (ignored if n = 0),

(A.2)

where δ0,n is the Kronecker delta and Pmn are the associated Legendre functions.

A.1 Sound field encoding

The process of finding the HOA components of a sound field is commonly referred
to as HOA encoding. Consider a set of Q infinitesimally small microphones located
on the surface of a rigid sphere of radius R. The sound pressure at the location of the
microphone q can be expressed as (Bertet, Daniel, and Moreau, 2006):
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pR(kR, θq, φq) =
+∞

∑
m=0

Wm(kR)
m

∑
n=0

∑
σ=±1

Bσ
mnYσ

mn(θq, φq). (A.3)

The term Wm(kR) is here referred to as the filter function and it is expressed as:

Wm(kR) = im
(

jm(kR)− j′m(kR)
h′m(kR)

hm(kR)
)

, (A.4)

where hm is the spherical Hankel function, and h′m and j′m are the derivatives
with respect to r of the spherical Hankel function and the spherical Bessel function
respectively.

In practice, the infinite series in Eq. (A.3) is truncated to an order M, which is
normally referred to as the order of the HOA system. Such a truncation leads to a
total number of HOA components Bσ

mn equal to (M + 1)2. The criterion to select a
value of M is related to the number of sensors Q comprising the microphone array.
Roughly speaking, a perfect estimate of the HOA components can be achieved only if
the number of microphones Q is higher or equal to the number of HOA components
to be estimated, i.e. Q ≥ (M+ 1)2. For instance, an array of 64 microphones is able to
estimate the HOA components of a sound field up to a 7th order. The maximum or-
der for an accurate estimation of the ambisonic components poses either a frequency
or a distance limit from which spatial aliasing errors occur. As a rule of thumb, the
order that keeps the reproduction errors within a certain range (normalised mean
square error lower than -14 dB) can be expressed as M =

⌈
kRr
⌉
, where Rr is the ra-

dius of reproduction and
⌈
·
⌉

denotes the higher nearest integer (Bertet, Daniel, and
Moreau, 2006). For instance, reproduction up to a 7th order over a spheric region
of 0.1m radius would lead to errors higher than -14 dB from 3.8 kHz onwards. If
for instance the reproduction is intended over a sphere of 0.2m, the frequency limit
becomes 1.9 kHz.

After truncation, Eq. (A.3) can be expressed in matrix notation as:

Ydiag
[
W(kR)

]
b = pR, (A.5)

where Y is a [Q × (M + 1)2] matrix that contains (M + 1)2 spherical har-
monic functions Yσ

mn(θ, φ) sampled at Q different microphone positions (r, θq, φq),
diag

[
W(kR)

]
is an [(M + 1)2 × (M + 1)2] diagonal matrix that contains the filter

functions, and b is an [(M + 1)2 × 1] vector comprising the HOA components to be
estimated. Note that all matrices are assumed to be full rank, unless otherwise stated.
Refer to Sec. A.4 for further details.

The least-norm solution of Eq.(A.5) b̂ is:

b̂ = diag
[
W(kR)

]−1pinv(Y)pR = EpR, (A.6)
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where pinv(Y) is the pseudoinverse of Y, which, if Q > (M + 1)2 (overdeter-
mined system of equations) is defined as (YTY)−1YT, where the superscript (·)T de-
notes the matrix transpose. The matrix E [(M+ 1)2×Q] denotes the encoding matrix,
which enables the conversion from the pressure at the microphone positions to the
HOA components of the sound field.

A.2 Shape matching

The pressure at a point r=(r,θ,φ) due to a plane wave arriving from a direction (θl , φl)

can be expressed as (Bertet, Daniel, and Moreau, 2006)

p(kr, θ, φ) =
+∞

∑
m=0

im jm(kr)
m

∑
n=0

∑
σ=±1

Yσ
mn(θl , φl)Yσ

mn(θ, φ), (A.7)

which, by comparison with Eq.(A.1), clearly shows that the ambisonic compo-
nents of a single plane wave with known direction can be expressed as

Bσ
mn = Yσ

mn(θl , φl). (A.8)

Eq. A.8 is useful only to encode a single plane wave arriving from a known di-
rection; for a more general case, where sounds arriving from arbitrary directions are
picked up by the microphone array, Eq. (A.6) must be used instead. However, Eq.
(A.6) is not very useful in practice because the frequency response, the actual po-
sitions and the potential diffraction effects of the flush-mounted microphones com-
prising the array are not accounted for. Besides, Eq. (A.6) relies on the assumption
that the hard-sphere model accurately expresses the pressure on the microphones
comprising the array (Chapter 2, Oreinos, 2015a).

Shape Matching (Bertet, Daniel, and Moreau, 2006, Equation 46) is a technique
that defines an encoding matrix E that can be applied to any arbitrary plane wave
field while accounting for the frequency response of the microphones as well as any
positioning errors. The technique uses the knowledge that for a plane wave of known
direction the true ambisonic components are known (Eq. A.8). It is then possible to
define a matrix of true ambisonic components C of size [(M + 1)2 × L], spatially
sampled according to a spherical grid of L directions under consideration.

Although C is referred to here as true ambisonic components, it is important to
highlight that they come from sampling the spherical harmonic functions at a finite
number of positions/directions. In our case, we use a spherical array of (previously
equalized) 41 loudspeakers, giving rise to a grid of L = 41 plane waves. Any linear
combination b of the sampled, true ambisonic components (i.e., spherical harmonics
sampled at the loudspeaker positions) can be expressed as:

b = Cs, (A.9)
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where s is the loudspeaker driving signals. The pressure at the microphone posi-
tions can be expressed as:

pR = Hs, (A.10)

where the matrix H ([Q× L]) contains all the complex transfer functions between
the pressure at the microphones and the loudspeaker input signal. The goal of Shape
Matching is to obtain an encoding matrix E such that

b = EpR. (A.11)

By inserting Eq. A.9 and Eq. A.10 into Eq. A.11, it can be seen that

EH = C. (A.12)

The encoding matrix will then be:

E = Cpinv(H). (A.13)

If Q > L, Eq. A.13 is an overdetermined system of equations, leading to the
expression:

E = CHH(HHH)−1, (A.14)

where the superscript (·)H denotes the Hermitian transpose.

A.3 Sound field decoding

HOA decoding normally refers to the process of finding the driving signals of a loud-
speaker array from the knowledge of a HOA-encoded sound field. Because HOA as-
sumes that both the true and the reproduced sound fields consist of a superposition
of plane waves, the decoding process can be formulated as finding the amplitudes of
a finite set of plane waves that better approximate the true plane wave field. Equating
the loudspeakers’ plane wave superposition to a true plane wave field represented
by a wave vector k yields:

L

∑
l=1

sl

M

∑
m=0

m

∑
n=0

∑
σ=±1

Yσ
mn(θl , φl) =

M

∑
m=0

m

∑
n=0

∑
σ=±1

Yσ
mn(θk, φk), (A.15)

where sl is the driving signal of the loudspeaker l. Note that Eq. A.15 can be
generalised to the case of an arbitrary field expressed as a linear combination of
Yσ

mn(θk, φk) obtained during the encoding process of the sound field (Eq. A.11). Note
also that Eq. A.9 (b = Cs) corresponds to the formulation of the decoding process
(the generalisation of Eq. A.15) expressed in matrix form. Because the goal in this
case is to obtain the driving signals of the loudspeakers, solving Eq. A.9 for s results
in
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ŝ = pinv(C)b. (A.16)

where pinv(C) is normally referred to as the decoding matrix D. If L ≥ (M + 1)2,
the least-squares solution to the underdetermined system of equations is expressed
as

ŝ = CT(CCT)−1b. (A.17)

A.4 Regularization

The HOA-encoded sound fields are obtained by means of Shape Matching (Eq. A.14).
The matrix (HHH) can be ill-conditioned, especially at low frequencies, where the
transfer functions between the microphones and loudspeakers can be virtually equiv-
alent, making the matrix to be inverted (HHH) rank defficient. Inverting such a ma-
trix results in large norm, highly unstable encoding matrices E. Regularization is a
tool intended to provide solutions which are reliable and stable. The most common
regularization method is called Tikhonov, which comes from controlling the norm of
the solution during the formulation of the optimization problem. Applying Tikhonov
to Eq. A.14 results in

E = CHH(HHH + λIQ)
−1, (A.18)

where λ is the regularization parameter and IQ is the identity matrix of size [Q
× Q]. The value of λ that we have used in this study to encode the sound fields is
λ = 0.4.
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