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Abstract

This study has two main purposes: (1) to investigate whether the sports betting mar-

kets of the Australian Football League, the National Rugby League and the A-League

are efficient. (2) To examine whether differences in incentives or competitive balance can

explain efficiency differences.

Efficiency is tested in three stages. Firstly, historical betting odds are analysed for ar-

bitrage opportunities. Secondly, betting simulations are backtested to determine whether

traditional biases such as the favourite-longshot bias exist. Thirdly, the extent of ineffi-

ciency is tested directly using a conditional logit model.

The data consist of historical odds and league statistics from 2010 to 2015. Between

eleven to fifty-five bookmakers are surveyed, depending on the match. The results provide

evidence of many arbitrage opportunities, lending support for inefficiency at a rudimen-

tary level. Statistical testing reveals that average bookmaker odds are weakly efficient.

The extent to which incentives and competitive balance can explain efficiency differences

is varied.
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1 Introduction

According to the Productivity Commission’s (2010) report on gambling, roughly 70% of

Australian adults participate in some form of gambling each year. It is an activity that

has existed for thousands of years and is seen in the remains of many ancient societies

(Preston et al., 1998). For example, an early version of the shell game is seen on the

wall of an Egyptian burial vault from 2500 B.C.1 In London, archaeological excavations

uncovered a dice game that was played circa 2000 B.C. (Schwartz, 2013).

Likewise, many examples of betting on sporting events exist throughout history. The

indigenous people of North America placed bets on ball games and foot races (Thompson,

2001). The ancient Romans had arenas scattered throughout the empire which were used

primarily for chariot racing. These arenas drew in massive crowds of up to 260 000 people

(Humphrey, 1986).

In modern society, with the advent of the Internet, people are able to place a bet

on essentially any professional sporting event occurring almost anywhere in the world.

The online betting markets where such bets are placed have developed into a thriving

industry that has grown rapidly in popularity in the last decade (Direr, 2013). This thesis

is concerned with the efficiency of these markets.

The concept of market efficiency was originally formulated for financial markets (Fama,

1970) but applies in a natural way to betting markets where asset prices are replaced

by betting odds. A special feature of betting markets which distinguishes them from

most other markets is that the payoff distribution of the assets (wagers) is observable

with significant accuracy. This is extremely useful when it comes to estimating bettor

preferences regarding odds pricing.

This thesis begins with a primer on gambling which is followed by a section on common

nomenclature used in betting circles. Chapter 2 provides an overview of the literature on

betting market efficiency and measuring competitive balance in sports. In Chapters 3 and 4

the analysis is presented. The efficiency of the betting markets of three Australian sporting

codes is tested. These include the Australian Football League (AFL), the National Rugby

League (NRL) and the A-League (the highest level of soccer2 in Australia). Chapter 5

concludes with a brief summary of the findings and suggestions for future research.

1A common variant of the shell game involves placing a ball under one of three identical containers so
that it can not be seen. These three containers are then shuffled and a player is invited to bet on which
container holds the ball.

2“Football” and “soccer” are often used interchangeably. To avoid confusion, the latter term will be
used throughout this thesis.
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1.1 Gambling as Irrational Behaviour

Gambling is an activity that at first glance seems to contradict rationality as conventionally

defined in economics. This is because individuals voluntarily use their own money to

engage in an activity which will almost certainly lose them money in the long run. The

observation that gambling has been a popular endeavour for millennia necessitates the

examination of the theory if one is to arrive at a general description of bettor behaviour.

Economics has long been concerned with the rational utility-maximising agent (see von

Neumann and Morgenstern, 1944). According to Stigler (1970), the three characteristics

of a rational consumer are that their tastes are consistent, their cost calculations are cor-

rect, and that they make decisions which maximise utility. Various empirical observations

provide evidence that refutes the utility maximisation hypothesis. Famous examples in-

clude the Allais paradox (Allais, 1953)3 and the Ellsberg paradox (Ellsberg, 1961)4, among

others.

Findings such as these have greatly influenced the development of choice theory in

economics. They have led to the creation of alternatives to the utility maximisation hy-

pothesis, such as prospect theory, regret theory and many others (Machina, 1987, provides

an overview of various alternatives). These theories have had a significant influence in ex-

plaining gambling behaviour.5

1.2 How do Betting Markets Compare to Other Financial Markets?

There are many similarities between betting markets and other financial markets, however,

important differences exist. Betting markets generally have a negative expected outcome

for bettors, whereas conventional markets have a positive expected outcome over time

for investors. Information and skill are diffused through conventional markets but are

concentrated on the supply side of betting markets. Regulation of conventional markets

is generally stronger than regulation of betting markets (Coleman, 2013).

3The Allais paradox refers to the empirical observation that the modal choice pattern in certain decision
games violates the independence axiom on preference ordering.

4The Ellsberg paradox refers to the empirical observation that people generally prefer to take on risk
in situations where they know specific odds rather than an alternative risk scenario in which the odds
are completely ambiguous. This holds even if the known probability of winning is low and the unknown
probability of winning could be a guarantee of winning.

5Nyman et al. (2008) provide a useful summary of how various theories can be used to explain gambling
behaviour before presenting their own model.
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In some cases, direct comparisons have been made between certain financial assets and

betting. For instance, Ruhm (2003) shows how certain positions in options trading are

essentially simple bets, while Vecer et al. (2006) compare betting contracts with credit

derivatives. Others have, however, suggested that the participants in betting markets may

differ from the participants in other markets for various reasons (Coleman, 2013). If this

is the case, then models of betting markets that assume concepts and behaviours identical

to those in conventional markets have the potential to be misspecified and reach erroneous

conclusions.

1.3 What Does Efficiency Refer to in Betting Markets?

Fama (1970) delineated three levels of information efficiency that vary in stringency. The

first level, weak-form efficiency, stipulates that current prices embody all information

contained in historical prices. In the context of betting markets, this implies that no

betting strategy should be possible based on historical odds that can yield a positive

expected return.

Ziemba (1995) further distinguishes between weak-form efficiency and strict weak-form

efficiency. Ziemba states that betting at particular odds, or ranges of odds, should not

yield different expected returns to betting at any other odds or range of odds. In betting

markets, the most empirically cited violation of strict weak-form efficiency is what is known

as the favourite-longshot bias (FLB), which is the empirical observation that the expected

return from betting on horses/players/teams with short odds is greater than that from

longshot bets, and expected return rises with the (implied) probability of a win.

In the betting literature, the FLB is often referred to as an inefficiency. A careful

distinction must be made to note that there is a difference between statistical inefficiency

and economic inefficiency. In betting markets, the latter is a sufficient condition for the

former, but the converse is not true. Existence of the FLB indicates statistical inefficiency.

It may or may not indicate economic inefficiency. This is discussed further when we review

the literature in Chapter 2.

The second level outlined by Fama is semi-strong form efficiency, which requires that

market prices reflect all publicly available information. In betting markets, this implies

that profitable betting strategies based on publicly available information should not be

possible. If market odds are known to over/underreact to news events then this information

10



could be used to construct a profitable betting strategy.

The third and strictest notion of information efficiency is strong-form efficiency, which

requires that market prices reflect all information whether publicly or privately held. Con-

sidering strong-form efficiency where private information is factored in, it should not be

possible for any participant trading on superior information to make abnormal returns.

Strong form efficiency in betting markets is problematic because of issues such as match

fixing. In Australia and many other countries, professional sports players and people

associated with the industry are barred from betting on their own sport.6

This thesis is concerned with weak-form efficiency. To reiterate, a distinction is made

between statistical efficiency and economic efficiency. Statistical inefficiency refers to ab-

normal patterns in returns, whereas economic inefficiency refers to monetarily profitable

opportunities.

6In Australia, match fixing is taken very seriously. For instance, the NRL has an Integrity Unit which
was formed in 2013 and investigates players believed to be involved in betting on matches.
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1.4 Terminology

This section provides a brief overview of some common terminology used in betting mar-

kets. Most of these terms are used by both scholars and regular bettors.

Odds7: The payout received from a bet. For example, a $1 winning bet placed with

odds of 2.5 returns $2.50. This results in a profit of $1.50.

Implied Probability: The probability derived from the odds. This is calculated us-

ing 1/Odds. For example, odds of 2.5 have an implied probability of 1/2.5 = 0.4.

Overround8: The amount charged by a bookmaker for their services. It is calculated by

summing the implied probabilities of all possible outcomes and subtracting 1. For exam-

ple, consider a soccer match between two teams, A and B. Assume team A has odds of

2.5 and team B also has odds of 2.5. Assume the odds on a draw are 3.5.

Overround = (1/2.5) + (1/2.5) + (1/3.5)− 1 = 1.0857− 1 = 0.0857.

Converted to a percentage = 8.57%.

Parimutuel markets: A form of wagering in which all bets are placed together in a

pool. The overround is removed and the payoff odds are calculated by sharing the pool

amongst all winning bets.

Fixed-odds markets: A form of wagering where the bettor knows the exact odds they

will receive when they place a bet. The odds are fixed once the wager has been placed.

This list comprises some of the most common terms used in betting markets. However, it

is not exhaustive and additional definitions are introduced as necessary. We now proceed

to review the literature.

7Throughout this thesis, decimal (also known as European, digital or continental) odds are used.
8Overround has many names including bookmaker margin, vigorish, take, juice and cut. Throughout

most of this thesis, overround is used.
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2 Literature Review

This review of the literature on betting markets is split into two broad sections. The first

section covers the bulk of the review and consists of the large volume of studies testing

betting market efficiency. For the most part, a chronological approach is taken, whereby

the literature covered begins with the early studies on horse-racing and is followed by

developments in other sports markets.

The sports betting literature itself is further categorised. The evidence on arbitrage

opportunities is discussed, followed by tests of efficiency on the two different market micro-

structures; handicap markets and fixed-odds win markets. This section concludes with an

examination of the evidence on Australian sports, which includes a mix of studies on both

of these market micro-structures.

The final part of this chapter consists of an overview of measuring competitive balance

in sports. It is not intended to be an exhaustive review of the literature on competitive

balance. Rather, its purpose is to outline a gap in the current literature and motivate one

of the research questions in this thesis.

13



2.1 Betting Market Efficiency: A Review of the Empirical Literature

2.1.1 The Early Studies

Historically, betting market research has focused on horse-racing. The vast majority of

the literature on horse-racing has found evidence of deviation away from strict weak-

form efficiency, in the form of the favourite-longshot bias (FLB). The FLB refers to the

phenomenon that returns to bets on favourites are generally found to be higher than

returns to bets on longshots.

Preston and Baratta (1948) were the first to find evidence of the existence of the FLB.

However, this finding was not in a naturalistic setting. They conducted an experiment

(with a card game specifically designed for the experiment) using undergraduate students

and staff members of their university that aimed to determine whether people’s perceived

(psychological) probabilities matched actual (objective) probabilities.

Preston and Baratta (1948) found that subjects overvalued the likelihood of low prob-

ability events occurring and undervalued the likelihood of higher probability events oc-

curring. The indifference point where their subjects’ psychological probabilities matched

mathematical probabilities was observed to be approximately 0.2.

The first naturalistic evidence of the FLB was from the psychologist Griffith (1949).

He was inspired by the laboratory evidence of Preston and Baratta (1948) but wanted to

test the results in a complex, non-laboratory environment. Analysing U.S. racetrack data,

Griffith found that horses with low probabilities of winning were systematically overvalued,

while horses with high probabilities of winning were systematically undervalued, a result

consistent with that of Preston and Baratta.

McGlothlin (1956) replicated Griffith’s (1949) study with a larger dataset. McGloth-

lin’s data also suggested the existence of the FLB. After the initial findings, scholars and

betting experts alike wondered if the FLB was a general phenomenon that applied to all

racetracks or a mere coincidence. In the decades that followed these original studies, a

significant body of evidence for the bias emerged in betting markets around the world.

In subsequent years, the FLB was tested for and uncovered in different parts of the

United States (Ali, 1977; Asch et al., 1982; Thaler and Ziemba, 1988), the United Kingdom

(Dowie, 1976; Williams and Paton, 1997), Australia (Tuckwell, 1983) and New Zealand

(Gandar et al., 2001). Comprehensive surveys on the FLB in horse-racing markets are

offered by Sauer (1998) and Williams (1999).

While the FLB was observed in most data sets on horse-racing, there were some excep-
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tions. These included markets in Hong Kong and Japan (Busche and Hall, 1988; Busche,

1994), the market at one U.S. racetrack (Swidler and Shaw, 1995) and some markets in

the UK (Smith et al., 2006).

Although the FLB was widely observed, questions of robustness were raised given

most studies examined relatively small samples of only a few thousand races. A large

comprehensive study was still lacking until Snowberg and Wolfers (2010). Snowberg and

Wolfers used a data set magnitudes larger than any previous study. It covered all 6.4

million horse-race starts in the U.S. between 1992 to 2001, as well as a further 2.7 million

starts in Australia between 1991 to 2004 and 380,000 starts in the UK between 1994 and

2004. They concluded that the FLB exists in all three data sets.

What is interesting to note from Snowberg and Wolfers (2010) is that the FLB was

found regardless of the structure of the betting market. In the U.S., almost all betting in

their sample occurred in a parimutuel market. In the UK, almost exclusively fixed-odds

bookmaker pricing is used. In Australia, it is a mixture of both; bookmakers competing

with a parimutuel system.

Figure 1 appears in Snowberg and Wolfers (2010) and shows the FLB in horse-racing.

It contains data from their own study as well as five previous studies. Returns to bets on

favourite horses are on the left of the graph, while returns to bets on longshots are towards

the right. There is a clear downwards trend in the rate of return as odds increase.9 If there

was no bias, then returns to bets would accurately reflect the odds implied probabilities

on those bets. Essentially, the line on the graph would be horizontal at 1 minus the track

take.

9Snowberg and Wolfers (2010) note that, in contrast with some findings such as Thaler and Ziemba
(1988), there was no systematic profit opportunity on heavy favourites (horses with probability greater
than 0.5).
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Figure 1: The Favourite-Longshot Bias in Horse-Racing. Source: Snowberg and Wolfers
(2010).

These results raise a number of questions. Why does the FLB exist? Why are returns

to favourites systematically higher than returns to longshots? And why are there some

exceptions to the rule? Answering these questions has proven very difficult. To this day,

the issues are not completely resolved. However, the number of competing explanations

has decreased over time. Some of the theoretical explanations for the existence of the FLB

will now be discussed.
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2.1.2 Explanations for the Existence of the Favourite-Longshot Bias

As the early studies by Preston and Baratta (1948) and Griffith (1949) were both con-

ducted by psychologists, there was no economic theory behind the phenomenon. They gave

vague explanations that attributed the FLB to the tendency of individuals to overestimate

(underestimate) the occurrence of small (large) probability events.

Since then, many attempts have been made to explain why the FLB exists. Ottaviani

and Sorenson (2007) provide an in-depth overview with mathematical derivations. Hur-

ley and McDonough (2007) assert that the existing theories can be split up according to

differences in one or more of the following three categories:

1. Bettor risk preferences.

2. Information (whether bettors have asymmetric or heterogeneous information).

3. Market micro-structure (whether the market is a parimutuel or bookmaker market).

The majority of the early literature concerning bettor risk preferences took the posi-

tion that bettors were risk-loving, with a convex utility of wealth curve. This line of

research would include the work of Weitzman (1965), Ali (1977), Quandt (1986) and Su-

vas (1992). The idea of risk preference has been referred to as an adrenaline factor from

the increased excitement derived from betting on longshots (Bruce and Johnson, 1992),

as well as bragging-rights for winning on longshots (Thaler and Ziemba, 1988). In either

case, a convex utility of wealth function is derived.

The rest of the important contributions turn on information and/or market micro-

structure. Ali (1977) studies a two-horse race where bettors have heterogeneous expecta-

tions and the betting mechanism is parimutuel. He shows that the FLB can arise under

these assumptions. Blough (1994) extends Ali’s model to the case of an n-horse race and

finds that the bias will emerge even under the condition of symmetric heterogeneous ex-

pectations. Hurley and McDonough (2005) extend Blough’s work to the case of sequential

parimutuel betting with heterogeneous expectations. They show that both the usual and

reverse biases are possible depending on the distributions of bettor beliefs.

Another set of models turns on asymmetric information. These models assume that

there is a class of bettor which is more informed about the outcome of the contest and

would include the work of Shin (1992), Hurley and McDonough (1995, 1996), Williams

and Paton (1998), and Cain, Law and Peel (2003). Hurley and McDonough (1995, 1996)

employ a parimutuel mechanism; the others study a bookmaker market. Hurley and
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McDonough (2007) consider the case where bettors have heterogeneous beliefs and the

bookmaker market is imperfectly competitive. They find that both the standard FLB as

well as a reverse-FLB is theoretically possible in this scenario. Makropoulou and Markellos

(2011) show how the FLB may occur due to information uncertainty alone.

The empirical observation that the FLB was not being found in every single market

meant that it was necessary for any theoretical explanation to take this into consideration.

Williams and Paton (1998) examine a model which has a demand side characterised by

the presence of money from both ‘uninformed’ bettors (or noise traders) who cannot dis-

tinguish good bets, and ‘informed’ bettors who know the ‘true’ probabilities of each horse

winning. They showed that a standard FLB, a reverse-FLB, or no bias was theoretically

possible depending on the value of transaction costs (overround).

More recently, Snowberg and Wolfers (2010) examine two alternative theories, risk-

preference and “probability misperception”. They describe probability misperception by

utilising prospect theory to explain the FLB. Snowberg and Wolfers proceed to compare a

bettor with a concave utility function against a bettor who has a subjective utility function.

This subjective utility function employs nonlinear probability weights that violate the

reduction of compound lotteries in the form of “exotic” bets in horse-racing.10 Snowberg

and Wolfers conclude that the probability misperception model is better at explaining

individual choices when evaluated using exotic bets.

It is interesting to see how economic theory has formalised what Preston and Baratta

(1948) and Griffith (1949) found. However, it must be noted that Snowberg and Wolfers

(2010) assume that bettors reduce the second choice in an exotic bet sequence in the same

way as they do a single choice. While this is a reasonable assumption, their conclusion

would not hold without it. As such, the debate on the theoretical reasons for the existence

of the FLB is still not completely resolved. We now proceed to examine the sports betting

literature, beginning with the evidence on arbitrage.

10The exotic bets Snowberg and Wolfers (2010) examine include exactas, quinellas and trifectas.
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2.1.3 Arbitrage: The Evidence

Many authors have examined whether arbitrage opportunities exist in a variety of markets.

In the context of sports betting, arbitrage would entail wagering on all possible outcomes

and ensuring a risk-free profit. Arbitrage opportunities may exist if odds vary enough

between different bookmakers such that a bettor could wager on different outcomes with

different bookmakers and create an “underround” book.

Vergin and Scriabin (1978) were among the first to examine potential arbitrage oppor-

tunities in sports betting markets. They examined the National Football League (NFL)

in the U.S. and found that bookmakers in different cities offered handicaps that differed

enough to make arbitraging possible. Vergin and Scriabin noted that even though it would

be difficult for an individual bettor to exploit, it would be possible for a syndicate to group

together and split the winnings.

Pope and Peel (1989) study fixed-odds soccer markets in the UK and compare the

odds between four different bookmakers. They find numerous examples where arbitrage

was possible pre-tax, but only one match in the entire season that would have generated

positive post-tax profit. Similarly, Dixon and Pope (2004) analyse the odds of three book-

makers over the three season period from 1993 to 1996 and find no arbitrage opportunities.

Overall, Dixon and Pope found that the differences in odds between bookmakers was lower

compared to those reported in Pope and Peel. They claimed that this is suggestive of more

efficient forecasts for that season, or possibly the result of collusion between bookmakers

(whether implicit or explicit).

Vlastakis et al. (2009) study five sets of bookmaker odds for 12,420 matches spanning

26 countries and events between 2002 to 2004. They find arbitrage opportunities in 63

matches, with an average return of 21.78%. Paton and Williams (2005) examine the

English soccer betting market for booking-points.11 They develop a “quasi-arbitrage”

system designed to exploit bookmakers whose pricing differs significantly from the average

spread. Paton and Williams use prices from five bookmakers and find that this quasi-

arbitrage strategy generated positive returns in both the ‘within’ and ‘reserved’ samples

of the 1999 to 2000 and 2000 to 2001 seasons.

These earlier studies examining arbitrage were conducted in a time where gambling

was less accessible than it is today. It would have been far more difficult for bettors

to uncover whether arbitrage opportunities exist, as they would have needed a physical

11Betting on booking points assigns point values to disciplinary actions. In soccer, a common structure
is to assign 10 points for a yellow card and 15 points for a red card.
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presence on site at the bookmaker’s location.

With the development of the Internet, the betting industry has undergone a significant

structural change (Smith and Williams, 2008). Due to the ease of comparing different

bookmaker odds, arbitrage opportunities are less likely to exist as bettors would be able

to easily take advantage of any differences in odds. Goddard (2011) examines whether this

is the case for the UK football market over the 2009 to 2011 period. Goddard provides

calculations of mean bookmaker overrounds from 10 prominent bookmakers. He notes that

the “best odds” (the highest odds across all bookmakers for each outcome) overround was

smaller than individual bookmaker overrounds, but that there was not a single match with

an overround that was zero or negative.

The odds examined in all of these studies were the final odds given by each bookmaker

immediately prior to the start of a match. The question remained as to whether arbitrage

opportunities were possible at any point prior to the start of a match. Marshall (2009) ex-

amined this question and found that whilst arbitrage opportunities did often arise between

different online bookmakers, they were removed within 15 minutes, on average, as book-

makers adjusted their odds. This provided evidence that betting markets were relatively

efficient and similar to other markets in the way they removed arbitrage opportunities.12

In more recent studies, this result has not held and many arbitrage opportunities have

been uncovered, even at final prices. Franck et al. (2013) examine arbitrage within the

sports betting markets for the top five European soccer leagues and find that arbitrage

opportunities existed for 19.2% of matches. They explain this apparent inefficiency by

stating that bookmakers are behaving strategically with regards to long term profit. They

claim that bookmakers are attempting to lure in new customers with favourable odds and

are therefore prepared to make a short term loss on them.

Grant et al. (2015) also examine arbitrage opportunities in different European soccer

leagues and find that arbitrage opportunities arise in 25.6% of matches (comparing 6

bookmakers). They conclude that mispricings are unlikely to be systematically exploitable

as bookmakers may impose restrictions on the accounts of skilled bettors.

The explanation by Franck et al. (2013) seems more likely as there is little reason

to suggest that individual bookmakers would not want arbitrageurs to use their service.

Bookmakers would still be offering the same risk-reward opportunity as they do to any

other customer and the fact that an individual bettor is hedging or arbitraging with

another bookmaker should not be of concern.

12For example, Chordia et al. (2005) find that it takes between 5 and 50 minutes for order imbalances
to be corrected by rational investors on the New York Stock Exchange.
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As Levitt (2004) states, bookmakers act as profit maximising organisations and com-

pete on price in the form of odds. Due to the extremely high level of competition, book-

makers may be willing to accept some losses (in the form of higher risk due to skewed

odds) if it leads to bettor loyalty in the future. This effect could be similar to forms

of below-cost pricing strategies that occur in other markets.13 The possible existence of

arbitrage opportunities in the markets under examination forms the initial analysis in this

thesis.

13For example, the loss-leader strategy found commonly in retail markets, whereby a firm realises losses
on one product in order to realise gains on other products (Hess and Gerstner, 1987).
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2.1.4 Sports Handicap Markets: The Evidence

The early literature on sports betting was dominated by U.S. studies of handicap betting

on the National Football League (NFL), the National Basketball Association (NBA), the

National Hockey League (NHL) and Major League Baseball (MLB). During these earlier

decades, betting markets in the U.S. generally offered handicap odds. Betting on an

outright winner with fixed odds was rarely offered.14

These studies consisted of assessing whether there were biases in the way handicaps

are set, for example, whether favourites were more or less likely to beat the handicap.15

Roughly three quarters of these studies found deviations from market efficiency (Sobel

and Ryan, 2008). Interestingly, in many of the cases, an opposite bias was found. That

is, the underdog beat the handicap more often than the favourite.

To assess whether handicaps are set in an unbiased manner, generally an ordinary least

squares (OLS) regression model is estimated. Gandar et al. (1988) and Sauer et al. (1988)

set the standard test that many studies have emulated. The regression takes the form

Yi = α0 + β1Xi + εi (1)

where Y is the score difference between the home and the away team for match i, X is

the betting handicap offered and ε is an error term. The joint hypothesis for efficiency is

that α = 0 and β = 1.

A reverse-FLB was found by Gandar et al. (1988) who showed that a simple strategy of

betting on NFL underdogs in the handicap market would have produced a greater return

than betting on favourites. Similarly, Kochman and Badarinathi (1992) found through a

simple analysis of role (underdog or favourite), location of the game (home or away), and

month in which the game was played, that a rate of success above break-even could be

achieved for betting on NFL games between 1986 and 1990. Zuber et al. (1985) found

an exploitable inefficiency in the NFL handicap betting market during the 1983 regular

season, while Lacey (1990) finds some profitable opportunities in certain betting rules in

NFL line markets from 1984 to 1986.

In the MLB, Woodland and Woodland (1994) find a reverse-FLB, which they confirm

14Fixed-odds win markets are referred to as “money-line” markets in U.S. nomenclature.
15Handicap markets require the bettor to pick whether Team A or Team B will beat its handicap, which

is negative or positive depending on whether the team is the favourite or underdog, respectively. For
example, Team A has a handicap of -10.5 and Team B a handicap of +10.5. If the bettor chooses Team B,
then even if Team B loses by 5 points, the bettor still wins their bet because they didn’t lose by more than
10.5. Payouts on handicap markets are generally slightly less than double the initial stake, for example, a
$10 wager will win $9 plus the initial $10 = $19.
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still exists after including 10 additional years of data in their updated study, Woodland

and Woodland (2003). In their study of NHL betting markets, Woodland and Woodland

(2001) find a strong opposite FLB, which is confirmed in an updated and revised version

of this study by Gandar et al. (2004).

What is worthy of consideration is that incentives between the team and the individual

bettor may be distorted when handicaps are considered. An individual bettor who wagers

on the favourite wants them to win by more than the handicap, whilst the team playing

may be content with simply winning.16

Examples of studies where efficiency was found include Sauer (1988), who tests the NFL

over/under market, while Johnson and Pawlukiewicz (1992) find efficiency in over/under

betting in the NBA.17 To assess whether these markets were efficient, a similar procedure

was employed as in Equation (1), where Y and X are replaced with total points and the

over/under point estimate, respectively. These over/under markets are interesting because

bettors are picking the total score rather than a winner. That a bias was not found in this

category offers the possibility that bettors wagering in this market are more experienced

and/or make more rational decisions.

A number of other studies also exist assessing whether simple strategies (analogous to

trading strategies in financial markets) could have been implemented to make a positive

rate of return. These include strategies such as the “hot-hand”, which is similar to mo-

mentum trading strategies, and involves betting on a team who is on a winning streak of

n games. There is also the alternative strategy, known as the “gambler’s fallacy”, which

involves betting on a team who is on a losing streak of n games.

Camerer (1989) hypothesised that betting against teams on winning streaks could

potentially be profitable. His hypothesis was that handicap lines set by bookmakers were

influenced by winning streaks, but that game outcomes were not. Brown and Sauer (1993)

tested Camerer’s hypothesis and showed that both the handicap and the outcome of the

game respond to streaks for teams in the NBA. Paul and Weinbach (2005) likewise tested

the hot-hand in the NBA and concluded that betting against teams on winning streaks

of two games or more to be profitable, but betting on teams on winning streaks of four

games or more to be unprofitable.

Paul and Weinbach (2005) also tested the opposite strategy (the gambler’s fallacy)

and concluded that betting on teams experiencing losing streaks was not profitable. This

16This is not necessarily always the case, as teams who are tied on points at the end of a season are
usually separated by a secondary measure such as goal difference. For that reason, teams may prefer to
win by as large a margin as possible.

17The over/under market refers to betting on the total number of points or goals and whether the match
will have more (over) or less (under) than the market predicts.
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lends some support for inefficiency. However, the determination of the number of games,

n, is quite arbitrary. It is possible that testing for the ‘hot hand’ or ‘gambler’s fallacy’ for

many different values of n will eventually come up with a profitable strategy for the data

set under examination.

This covers some key findings in sports handicap betting markets. It is evident that

while inefficiencies exist within these markets, the results are not as unanimous as they are

in horse-racing. We now proceed to examine the evidence on fixed-odds sports markets.
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2.1.5 Fixed-Odds Sports Markets: The Evidence

The literature in this section is the most relevant to this thesis, given fixed-odds on outright

wins are used in the methodology. As such, more detail is provided in this section.

The earliest paper on statistical efficiency within a fixed-odds sports betting market is

Pope and Peel (1989), who investigate a number of different approaches. Pope and Peel

proposed a standard linear probability model, which has since been utilised in numerous

studies of efficiency (for example, Schmanske, 2005 for golf; Schnytzer and Weinberg, 2007

for AFL; Lahvicka, 2014 for tennis). Pope and Peel begin with the assumption that a

bookmaker will set odds reflecting his subjective probability estimate of each particular

outcome and a margin on top.

To explain this, they assume that bookmakers are able to form unbiased and efficient

estimates of the probabilities of outcomes so that

pij = p∗ij + εij (2)

where p is the probability estimate, p∗ is the true unobservable probability, ε is the es-

timation error and j refers to the outcome of match i. The efficiency condition is then

E(εij) = 0 and E(εijpij) = 0.

Pope and Peel (1989) further assume that the posted odds φ are related to p in the

manner

φij = pij + zij + tij (3)

where t is transaction costs and z is the variable that reflects how new information affects

the odds. The gross margin λij is therefore equal to zij + tij . The probability estimates

are therefore

φij = (p∗ij + εij) + λij , (4)

which can be expressed as the linear probability model

p∗ij = φij − λij − εij . (5)

Here, both λij and εij are unobservable, however p∗ij can be estimated by retrieving the
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fitted values from

fij = αj + βjφij + vij (6)

where fij = 1 if outcome j of match i occurs and 0 if outcome k (k 6= j) of match i occurs,

α and β are regression coefficients, and v is a stochastic error term. The distribution of

fij can be written

Pr(fij = 1) = p∗ij (7)

Pr(fij = 0) = (1− p∗ij) (8)

Hence E(fij) = p∗ij and the model can be interpreted as generating estimates of the true

probability of outcome j of match i conditional on the betting odds provided by the

bookmaker. If β = 1 in Equation 6 then the bookmaker’s odds are weakly efficient.

Pope and Peel (1989) acknowledge there are limitations with using ordinary least

squares (OLS) in their work. Namely, that the estimated coefficient, β, would be unbiased

and consistent but inefficient due to heteroskedasticity in the error term.

For this reason, Pope and Peel (1989) additionally use weighted least squares (WLS)

and an approximation of the logistic regression. In their WLS model, the weights (1/s(vij))

are based on estimating the standard deviation of vij as s(vij) = f̂ij(1 − f̂ij) where f̂ij

is the fitted value obtained from the previous OLS estimate. Aitken (1936) showed that

when a weighted sum of squared residuals is minimised, and each weight is equal to the

reciprocal of the variance of the measurement, then the WLS estimator is the best linear

unbiased estimator.

This solves the problem of heteroskedasticity but not the second problem of potentially

implying probabilities which fall outside of the 0 to 1 range. To account for this, Pope and

Peel (1989) employ a logit estimation of their linear probability model with the following

conversions: αOLS ≈ 0.5 + 0.25αLOG and βOLS ≈ 0.25βLOG, which are the approximate

conversions between the logit and OLS models as given in Maddala (1983).

Pope and Peel (1989) examine the odds quoted by four national bookmakers for a total

of 1,291 matches during the 1981 to 1982 season. They can not reject the null hypothesis

of β = 1 and conclude that bookmakers set odds in a weakly efficient manner whereby

implied probabilities reflect observed probabilities.

According to Forrest (2007), a significant limitation of the study by Pope and Peel

(1989) is that their data only consisted of a single season. Forrest does note, however,
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that it is understandable given that it was a pioneering contribution, as they were the

first to examine a fixed-odds sports betting market. Examining a single season is an issue

because findings in sports may be unstable for various reasons. Testing over a longer

period of time helps to increase robustness of conclusions by reducing the likelihood that

the results occurred by pure chance.

A similar study was conducted by Kuypers (2000) who tested weak form efficiency in

the English soccer betting market over the seasons 1993 to 1995 using a single bookmaker

(Ladbrokes). Kuypers used a sample of 3,382 matches spanning four divisions and grouped

into 24 categories based on the odds implied probability. Once again, an OLS regression

was employed in the form of Yi = α0 + β1Xi + εi, where Y is the implied probability of

outcome i, X is the observed probability and ε is an error term. Kuypers was unable to

reject the null hypothesis that H0 : β = 1 at the 5% level and concluded that there was

no systematic bias between implied probabilities and observed probabilities.

Many other sports have been tested for efficiency since the early studies on soccer.

Cain et al. (2003) tested a range of different sports including baseball, boxing, cricket,

snooker and tennis. They concluded that the FLB was evident to some extent in most of

these sports, excluding baseball. However, they noted that it was unclear whether the bias

is expected only at the very high and low ends of the probability spectrum, or whether

returns from betting increase as a continuously monotonic function of winning probability.

The primary contribution of Cain et al. (2003) was to evaluate whether insider betting

was present in these different markets. By evaluating their results based on the insider

betting models by Shin (1991, 1992, 1993), Cain et al. concluded that there was probably

a very small percentage of insider betting occurring in these markets; in the range of two

to eight per cent.

A second wave of studies on betting market efficiency attempted to test whether fun-

damentals were appropriately taken into account when betting odds were priced. These

involved determining whether information about the match could be used to obtain pos-

itive rates of return (for example, information on player injuries). These studies are

essentially testing semi-strong form efficiency.

The potential for success in these types of studies depends on one of two things. Either

the statistical model developed is superior at forecasting the result of matches, or it is able

to exploit deliberate biases built into the odds. These biases may occur for strategic profit-

maximising reasons to exploit cognitive biases among the general population of bettors or

to account for preferences for betting on particular teams (Levitt, 2004). These studies

have generally shown to yield only a limited potential for positive rates of return (Forrest,
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2007).

The first attempts at ‘fundamental analysis’ modelled the scores of two teams in soccer

as independent Poisson distributions. Dixon and Coles (1997) implement this procedure

using means reflecting the goal-scoring record of the team and the goal-conceding record

of the team’s opponent. They generated ex-ante probabilities of match outcomes and

compared these to bookmaker odds.

Dixon and Coles (1997) test for efficiency by placing a bet on a match outcome when-

ever the difference between their model’s probability and the bookmaker odds implied

probability varies by an arbitrary amount. While they were successful in some cases, the

number of times that their model’s probabilities deviated from bookmaker probabilities

was very low and they conclude implementing the strategy on a practical level would prove

difficult.18

Rue and Salvesen (2000) employ a Poisson model to assess whether they could have

made positive returns from a strategy that placed bets such that expected profit was

maximised subject to a constraint on its level of variance. The data spanned the top

two English soccer leagues (the Premier League and the Football League Championship)

during the 1997 to 1998 period and used the first half of the season to determine bets on

the second half of the season. They showed this strategy to be very successful, yielding

returns in the two leagues of 39.6% and 54%, with a total of 112 bets placed.

More modern and rigorous methods of fundamental analyses came about in the form

of discrete choice, logit and probit models. These techniques model outcomes directly

according to the probability distributions of the scores by each team. For instance, ordered

logit and probit models are employed by Forrest and Simmons (2000) in a study of the

efficiency of tipsters and by Koning (2000) in a paper on competitive balance; while

Kuypers (2000), Dobson and Goddard (2001), Goddard and Asimakopolous (2004), and

Graham and Stott (2008) develop ordered probit models to assess their efficacy as a source

of profitable betting strategies.

Goddard (2005) demonstrates that the approach, of modelling results directly through

such models, yields very similar results when compared with the older tradition of deriv-

ing probabilistic forecasts of outcome from estimates of probability distributions of goals

scored by each team. Dobson and Goddard (2001) and Goddard and Asimakopoulos

(2004) present an ordered probit forecasting model estimated from over 50,000 matches

over a 10 year period. The variety of data captured by the regressors includes many vari-

ables such as league points won in the previous two seasons, the result of the most recent

18A similar issue was found in the horse-racing literature (Crafts, 1985).
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home match, among many others.

Goddard and Asimakopoulos offer both “regression” and “economic” tests of betting

market efficiency based on the results of their model estimated over 10 years and then

applied to games in seasons 1999 to 2000 and 2000 to 2001. They estimate a WLS model

similar to Pope and Peel (1989), adding a variable as follows:

P (homewin) = α0 + β0bookprobH + δ0(modelprobH − bookprobH) + εi (9)

P (draw) = α1 + β1bookprobD + δ1(modelprobD − bookprobD) + εi (10)

P (awaywin) = α2 + β2bookprobA+ δ2(modelprobA− bookprobA) + εi (11)

where bookprob refers to the bookmaker odds implied probabilities of a particular outcome

(H for a home win, D for a draw, or A for an away win), modelprob is the probability

according to the estimated forecasting model, and ε is an error term. Efficiency conditions

are then α0, α1, α2 = 0;β0, β1, β2 = 1; δ0, δ1, δ2 = 0. The coefficients δ0, δ1 and δ2 will be

zero if the bookmaker odds already take proper account of all the fundamental information

exploited in the statistical model.

Excluding the apparent potential for employing a statistical model to secure positive

returns late in the season, the literature reviewed so far has tended to find difficulty in

establishing potential for using statistical modelling to secure positive as opposed to merely

less negative returns. However, all these contributions relate to a period when transaction

costs were higher than they are today. Transaction costs have fallen considerably over

time with the rise of the Internet and increased competition (Flepp et al. 2014). This

opens up the possibility for advanced statistical models to obtain positive returns.

Forrest et al. (2005) investigate whether odds were in fact set more efficiently as

transaction costs fell. For the five seasons leading to 2003, they compare the forecasting

performance of a richer version of the model used by Goddard and Asimakopoulos (2004)

to that of a model where the only predictor variable is bookmaker odds. Results concluded

that the fundamentals model is superior early in the period but inferior later on. This

indicated that bookmakers responded to greater pressure to set efficient odds by adopting

approaches that enabled them to do so; for example, by employing statistical modelling

to supplement their intuition.

It has been found that parimutuel betting odds provide better forecasts of events than

experts or statistical models for both sports and non-sports events (Wolfers and Zitzewitz,

2004). This is usually explained by the fact that closing odds reflect diverse information

from large numbers of participants, induced by the prospect of financial gain to reveal
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their assessment of a future event (Forrest, 2007).

Fixed odds sports betting is different because odds do not change significantly as new

money arrives in the market. The accuracy of odds depends solely on the expertise of odds-

setters. Bookmakers have a sufficiently strong financial incentive to gather and process

information accurately into the odds they post. This incentive has increased over time as

transaction costs have fallen (Forrest, 2007).

Cain et al. (2000) consider just one season, 1991 to 1992, and point to superior (but

still negative) returns to bets on teams that are strong favourites. However, since strong

favourites are almost always playing at home, any bias they capture could in fact result

from how bookmakers choose to price home advantage into the odds. By contrast, Dixon

and Pope (1996) employ data from two bookmakers over 1992 to 1996 and find that backing

longer odds teams yielded better results; they also report that backing home teams (or

draws) yielded lower losses than betting on away teams.

Forrest (2007) argues that the FLB literature has benefited from authors using longer

runs of data in more recent contributions. He asserts that even with lower transaction

costs, there has been limited evidence of systematic bias that could be exploited to secure

positive returns. Forrest made this assertion prior to the development and rapid expansion

of online betting that has occurred in recent years. It may be the case that transaction costs

have decreased enough such that positive returns can be made from simple strategies. Direr

(2013) examines different European soccer leagues in the 2000 to 2011 period and finds

profitable wagering opportunities by using a simple strategy of betting on heavy favourites

with odds under 1.2. This suggests that either the FLB was extremely pronounced over

this sample, or that transaction costs were low enough to take advantage of a standard

FLB.

More recently, research efforts have attempted to explain why the FLB has been found

in some sports and some leagues but not others. There have also been attempts to explain

differences in the extent of the FLB. Lahvicka (2014) examined the FLB in tennis and

controls for player rank, later round matches, and high-profile matches. The hypothesis

was that the FLB would be greater in matches with higher importance, as better players

would increase effort levels. This was tested using the model

Yi = β0 + β1Xi + β2δ1 + β3δ1Xi + β4δ2 + β5δ2Xi + β6δ3 + β7δ3Xi + εi (12)

where Y refers to the result of match i, X refers to the odds implied probability of the

outcome, δ1 refers to whether a player was a lower rank, δ2 refers to whether a match took

30



place in a later round, δ3 refers to whether the tournament was high profile (grand slam

or similar), and ε is an error term.

A general critique of Lahvicka (2014) is that a linear probability model was used

instead of a discrete choice model. Whilst heteroskedasticity-consistent standard errors

were used, the problem of probabilities potentially lying outside of the [0, 1] interval was

not addressed.

Model issues notwithstanding, Lahvicka’s (2014) results indicated that the extent of

the FLB was stronger in later-round matches and in matches in high-profile tournaments

(matches that are likely to attract higher betting volumes). On the other hand, the FLB

was more pronounced in matches between lower-ranked players. Lahvicka asserts that

these results are somewhat contradictory and concludes that some of the explanation may

lie in the information asymmetry between bookmakers and bettors.

Lahvicka (2014) states that a possible direction for future research would be to examine

if the FLB is more pronounced in higher profile matches in team sports. The claim

being that the effect should be smaller in team sports because new information regarding

individual members of a team (for example, sickness) have a smaller effect on the outcome

of the match relative to tennis singles. This motivates one of the research questions

examined in this thesis.

Another study that aims to discover what affects differences in the extent of the FLB

within sports betting markets is Oikonomidis et al. (2015) who examine twenty-two soccer

leagues across eleven European countries between 1999 and 2008. They find that the extent

of the FLB varies greatly and they hypothesised that transaction costs and/or the extent

of competitive balance could explain the differences in the extent of the FLB.

Oikonomidis et al. (2015) employ a conditional logit model with the dependent variable

being binary and taking value 1 if the outcome occurs (for example, a home win) and 0

otherwise, and the lone independent variable being the (natural) logarithm of the odds

implied probability. The conditional logit model has been shown in the literature to be the

preferred way of detecting small deviation away from perfect calibration between implied

and observed probabilities (Bacon-Shone et al., 1992; Johnson and Bruce, 2001; Sung et

al., 2009). Its derivation in the context of betting markets appears in Johnson and Bruce

(2001, pp.284-286) who apply it to British horse-racing. A detailed explanation is given

in Section 3 when the methodology is discussed.

Oikonomidis et al. (2015) examine whether differences in the extent of the FLB can be

attributed to transaction costs and/or competitiveness. They compare different specifica-

tions of their model and reject the hypothesis that transaction costs explain the extent of
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FLB, as they find that it still exists when transaction costs are fully accounted for. They

also compare each league’s mean absolute goal difference (as a proxy for competitiveness)

to the extent of the FLB and find that it is correlated. They conclude that competitiveness

can explain the extent of the FLB.

Using mean-goal-difference is a relatively crude measure. It is difficult to translate

across to other sports as there are differences in the way by which goals (or more gen-

erally, points) are scored. By using a standard measure of competitive balance from the

sports economics literature, the conclusions of Oikonomidis et al. (2015) would hold more

robustly. This serves to motivate one of the research questions in this thesis and is dis-

cussed in more detail in Section 2.2.

2.1.6 Australian Evidence

There have been only a handful of studies on betting market efficiency in Australian sports.

Brailsford et al. (1995) were the first to examine the efficiency of betting in Australian

sport. They looked at a novel data set consisting of parimutuel point spreads in the

Australian Rugby League (ARL19), as well as parimutuel winning margins in the AFL.

They employ an ordered probit model to test efficiency and find evidence of home bias and

favourite-underdog bias in ARL. In AFL, they find profitability using a probit prediction

model and betting on games where the win probability is in excess of 70% according to the

model, but find no profitable simple strategies. Brailsford et al. are hesitant to conclude

inefficiency in either case.

Schnytzer and Weinberg (2007) also test betting efficiency in the AFL. They examine

the 2001 to 2004 period for both fixed-odds and handicap markets. They employ OLS but

also use the nonparametric bootstrap method for robustness. Schnytzer and Weinberg

conclude that there is no FLB in either of these markets once the possibility of a home

ground advantage has been removed. Ryall and Bedford (2010) tested whether certain

strategies could be used to make profit based on information at quarter-time, half-time or

three-quarter time. Ryall and Bedford conclude that the team that is ahead at any time

period is underbet to win, in the sense that greater returns can be made by betting on

the team currently winning than the team currently losing.

Most recently, Norton et al. (2015) examined whether ‘in-play’ trading strategies can

be profitable in One-Day International Cricket. This is arguably the strongest test of

efficiency that has yet been conducted in the Australian betting literature. Norton et

19The NRL’s inaugural season was in 1998. Prior to this it was known as the ARL.
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al. construct a complex dynamic programming model to forecast the total score of the

batting team during the first innings of the match as well as the probability that the

chasing team will win the match. They then compare the results from this model to

Betfair odds.20 They show that the market’s overreaction to the fall of early wickets

provides profit opportunities greater than 20% even after commissions.

While some of these Australian studies have examined efficiency in the betting markets

for AFL and NRL, there is no study that has yet used A-League data.21 This thesis

therefore provides insight into a previously untapped data source. It also updates the

findings for AFL and NRL in the era of online betting. Furthermore, the Australian

evidence has generally concentrated on determining whether profit opportunities in betting

markets exist, rather than assessing the extent or causes of the FLB. It may be the case that

certain aspects of the Australian sports being examined, such as the extent of competitive

balance, can provide insight into the FLB phenomenon. This forms the final empirical

analysis of this thesis. We now proceed to the final section of the literature review with

an overview of measuring competitive balance in sport.

20Betfair is an online exchange where individual bettors are able to back or lay bets. There is no
bookmaker that sets odds, however Betfair takes 5% commission from all winning bets.

21This is true to the best of the author’s knowledge.
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2.2 Measuring Competitive Balance in Sports: An Overview

This section is not directly related to the literature on betting market efficiency but offers a

potential explanation of observed outcomes relating to the FLB. For an individual match,

betting odds can be interpreted as a measure of match uncertainty ex-ante, as they assign

implied probabilities to each team for a particular match. The literature on competitive

balance within sports is often used to look at long term trends in competitiveness and

whether structural changes (for example, regulation or institutional changes) in the sport

have lead to changes in the level of balance (Fort and Maxcy, 2003).

According to Zimbalist (2002), “there are almost as many ways to measure competitive

balance as there are to quantify the money supply” (p.112). This quote appropriately

reflects the large number of ways competitiveness in sports can be measured. This section

does not aim to cover every single measure. Rather, emphasis is placed on the most

commonly used measures and some applications to the Australian sports being investigated

in this thesis.

Dobson and Goddard (2011) offer a succinct overview of the various measures of com-

petitive balance. These include the actual standard deviation (ASD); the relative standard

deviation (RSD), which is the ratio of the actual and idealised standard deviations (Noll,

1988; Scully, 1989; Quirk and Fort, 1992; Fort and Quirk, 1995); the Gini coefficient (Fort

and Quirk, 1995; Schmidt and Berri, 2001); the Herfindahl-Hirschman index (Depken,

1999); concentration ratios (Koning, 2000) and relative entropy (Horowitz, 1997). This

list is not exhaustive but rather includes some of the most commonly used measures.

These various measures have different calculations with their own advantages and

disadvantages. Fort and Lee (2007) assert that from these different measures, RSD is the

most commonly used measure of within-season competitive balance in the sports economics

literature. Its exact calculation will be presented in Section 3.4. Essentially, it takes a

value of 1 in cases of “perfect balance” and higher values imply greater imbalance. Fort

and Lee argue that it is the most useful because it controls for both season length and the

number of teams.

The RSD measure has, however, been criticised in the literature for various reasons.

Goossens (2006) criticises it because of the possibility that it can take values below 1.

While this is rare, it implies that the league is more balanced than a perfectly balanced

league; seemingly illogical. Owen and King (2015) examine the distributional properties

of RSD via simulation and find that if there is imbalance in team strengths, then its
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distribution is sensitive to changes in season length and is therefore less useful when

comparing between leagues that have different schedules.

Owen and King (2015) assert that cross-league comparisons are better suited to using

a slightly modified version of RSD, which involves constructing a hypothetical “least-

balanced” league. For this hypothetical league, RSD is calculated as RSDlb. RSD∗ is

then calculated by taking RSD from the actual league and dividing it by RSDlb. This

serves to bound RSD∗ between 0 and 1 with a value of 1 meaning that the league is as

unbalanced as possible. It turns out that this figure can also be obtained by taking ASD

and dividing it by ASDlb, where ASDlb is the ASD from the hypothetical “least-balanced”

league. This enables slightly better cross-league comparison (Owen and King, 2015).

A number of studies have considered competitive balance in the context of Australian

sports. Booth (2004) examines whether various labour market devices and revenue-sharing

rules used in the AFL since its inception in 1897 have increased competitive balance.

Booth (2005) examines the AFL, the NRL and the National Basketball League (NBL) to

assess whether the introduction of player drafts and team salary caps, as well as changes

in club location, have lead to an increase in competitive balance. Both of these studies

examine changes in regulation over a long period of time and both use RSD to measure

within-season competitive balance.22

Lenten (2011) examines the implications of an unbalanced schedule on various measures

of competitiveness. He uses four different measures of competitive balance including RSD,

the Herfindahl-Hirschman index, a concentration index of competitive balance and the Gini

coefficient. Lenten proceeds to use a model to determine how these various measures are

affected by changes in team scheduling.

All three of these Australian studies are assessing how the degree of competitive balance

is being affected by some institutional change (or potential change). There are not many

studies, Australian or otherwise, attempting to relate the level of competitive balance to

the literature on betting markets.

Excluding Oikonomidis et al. (2015), who use mean-goal-difference to measure the

extent of competitive balance, perhaps the closest link between these two different aspects

of the economics literature is a study by Koning (2000). Koning uses an ordered probit

model to forecast the probability of a team winning, using competitive balance as one of

the variables in the model. The measures of competitive balance used by Koning include

the standard deviation, the concentration ratio and a third measure that can be described

as the sum of deviation away from average team quality. Koning’s study, however, is more

22The distribution of premierships is used as a longer-term measure.
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related to forecasting match outcomes rather than betting market efficiency, per se.

For the case of European soccer, Oikonomidis et al. (2015) find a positive relationship

between the extent of the FLB and the degree of competitive balance within a league.

However, using mean-goal-difference is not only a relatively crude measure, it is also

difficult to translate across to other sports as there are differences in the way by which goals

(or more generally, points) are scored. By using a standard measure of competitive balance,

it may be possible to find evidence that supports or refutes the findings of Oikonomidis

et al. Consequently this thesis considers whether the extent of competitive balance, as

measured by RSD or RSD∗, can explain the extent of the FLB.
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3 Methodology

This chapter outlines the various techniques used to estimate betting market efficiency.

Firstly, historical bookmaker odds are compared and analysed for arbitrage opportunities.

Secondly, betting simulations are backtested to determine whether traditional biases such

as the favourite-longshot bias (FLB) exist. A selection of other common betting strategies

are likewise backtested to determine whether positive returns based on simple betting

rules would have been possible. Thirdly, the extent of inefficiency in each league is tested

using a conditional logit model.

Various measures of competitiveness are calculated to determine the level of com-

petitive balance within a league. The results from the conditional logit estimation are

then compared to these measures of competitiveness to determine if a relationship exists.

Each test of betting market efficiency is now outlined in detail along with corresponding

hypotheses.
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3.1 Arbitrage

The first and most obvious test for efficiency in betting markets is to determine whether

arbitrage opportunities exist. In the context of sports betting, arbitrage would entail

wagering on all possible outcomes and ensuring a risk-free profit. Arbitrage opportunities

may exist if odds vary enough between different bookmakers such that a bettor could

wager on different outcomes with different bookmakers and create an “underround” book.

In the modern era of the Internet, numerous websites exist that serve to compare odds

across a range of different online bookmakers.23 This means that an individual bettor

with multiple accounts across different bookmakers should be able to easily exploit such

arbitrage opportunities if they exist.

Marshall (2009) shows that for an arbitrage opportunity to exist in betting markets,

the inequality
∑n

i=1 1/Hi < 1 must hold, where H refers to the highest betting odds

available for outcome i and n refers to the total number of possible outcomes.

To profit from the existence of arbitrage, a bettor would wager proportion p on outcome

i as follows

pi =
1/Hi

1/H1 + 1/H2 + ...+ 1/Hn
.

This can be broken down for the three sports covered in this thesis. For A-League

football, where draws are not an uncommon occurrence, the necessary condition for arbi-

trage can be expressed as (1/Hh) + (1/Ha) + (1/Hd) < 1, where Hh refers to the highest

odds available for a home win, Ha refers to the highest odds available for an away win

and Hd refers to the highest odds available for a draw.

An arbitrageur wishing to profit the same amount regardless of match outcome would

therefore stake pi =
1/Hi

(1/Hh) + (1/Ha) + (1/Hd)
where i refers to the outcome and takes

the value h, a or d.

For AFL and NRL the necessary condition for arbitrage is the same without the draw

component. However, it does depend on whether bookmakers follow what is known as the

“dead-heat” rule. This rule states that in the rare event where a game ends in a draw

and a draw outcome is not offered in the ‘win’ market, then wagers are paid at the face

value of the ticket divided by the number of teams in the event.24 For example, a $1

wager placed at odds of $1.60 on a match that results in a draw would be calculated as

23The website www.oddsportal.com is one such example.
24This is up to the discretion of the bookmaker. Contact was made with ten of the bookmakers in the

data set and all confirmed this to be the case.
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$1× $1.60× 0.5 = $0.80. Schnytzer and Weinberg (2007) also describe this rule.25

Now, suppose the opposition in this match has odds of $2.80. For the hypothetical

arbitrageur betting $100, we can calculate the wager on each outcome necessary to obtain

a risk-free profit. We begin by calculating the bookmaker margin: (1/1.60) + (1/2.80) =

0.9821. By staking $63.64 on the favourite and $36.36 on the underdog the bettor gains

$63.64× $1.6 = $101.82 if the favourite wins and $36.36× $2.8 = $101.81 if the underdog

wins. This equates to $1.82 and $1.81 profit, respectively. In the event of a draw in this

case, assuming the dead-heat rule applies, the bettor receives (63.64×1.6×0.5)+(36.36×

2.8×0.5)−100 = $1.82. Regardless of the outcome, the bettor makes at least $1.81 profit.

Thus, assuming the dead-heat rule applies, for AFL and NRL the arbitrageur does

not need to wager on draws as well. As such, the necessary condition for arbitrage can

be simplified to (1/Hh) + (1/Ha) < 1 and the arbitrageur stakes pi = (1/Hi)/[(1/Hh) +

(1/Ha)].

As exploitable arbitrage opportunities would provide evidence of market inefficiency,

we examine the data to find out if this was ever the case. This gives rise to the following

hypothesis:

H1: No arbitrage opportunities exist.

Results related to this hypothesis are presented in Section 4.1.

25Footnote 18 of their paper.
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3.2 Betting Simulation

We once again make the distinction between weak-form and strict weak-form efficiency.

The former requires that no betting strategy is possible based on past price levels and

movements that can yield a positive expected return. The latter requires that betting at

particular odds, or ranges of odds, yields identical returns to betting at any other odds or

ranges of odds.

To test strict weak-form efficiency, we simulate equal staking on each odds range.

Firstly, the odds are categorised into two groups according to whether they corresponded

to the favourite or the underdog for that particular match.26 Then, each of these groups

are split into deciles according to a grouping algorithm that results in slightly uneven

groups but containing as much similarity as possible.27 For strict weak-form efficiency to

hold, every odds range must have the same return.

We also back-test simple strategies that have, at various times, been shown to yield

positive rates of return in the literature. These strategies include:

(1) Betting on home teams,

(2) Betting on away teams,

(3) Betting on favourites,

(4) Betting on underdogs,

(5) Betting on home underdogs,

(6) Betting on home favourites,

(7) Betting on away underdogs,

(8) Betting on away favourites and

(9) Betting on draws (in A-League only).

For strict weak-form efficiency to hold, all of these strategies should yield the same

return. For weak-form efficiency to hold, none of the strategies should yield a positive rate

of return.

It is important to note that only a small number of simple strategies have been con-

sidered here. The total number of possible strategies that could be simulated is vast and

dependent upon the information set used. These particular strategies are selected because

the information set required to implement them is small, and some of them have shown

26This is done because sometimes odds for favourites and underdogs can not be distinguished by value
alone. For example, there are matches where an underdog has odds of 1.87 and the corresponding favourite
has odds of 1.85, and other times when the favourite has 1.87 and the underdog has 1.89. This discrepancy
is caused by variance in bookmaker overround between matches.

27Using the quantile function from the stats package in R.
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to yield positive returns in the literature.

We have chosen not to test for the “hot-hand” or the “gambler’s fallacy” as the selection

of n (number of games on a winning or losing streak) is arbitrary and the number of

strategies rapidly rise. Furthermore, as the number of strategies increase, the probability

of one of them being profitable due to random chance also increase. This problem could

also arise in the strategies that are being tested and we must therefore be careful in the

interpretation of any strategy that does yield a positive return.

The final betting simulation involves isolating finals (playoff) matches to determine if

the results for betting on favourites or underdogs differs when there is a greater incentive

to win. Upsets may be less likely in a two-way contest if both teams are trying their best.

This would extend the findings of Lahvicka (2014) who found that the FLB was relatively

more pronounced in high-profile tennis matches.

Evidence that strategies could be implemented to obtain positive or non-constant returns

would provide support for inefficiency. This gives rise to the following hypotheses:

H2a: For strict weak-form efficiency, all strategies and odds ranges yield the same

return.

H2b: For weak-form efficiency, no strategy or odds range yields a positive rate

of return.

H2c: Returns to betting on favourites exceed returns to betting on underdogs by a

greater amount in finals matches relative to regular season matches.

Results related to these hypotheses are presented in Section 4.2.
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3.3 Statistical Test of Efficiency

3.3.1 Discussion of Potential Models

An alternate test of betting market efficiency is to employ a statistical model that examines

whether betting odds are unbiased estimators of observed probabilities. As discussed in

the literature review, there have been numerous approaches; some more appropriate than

others. A few alternatives are briefly discussed here and then the final model is presented.

Most recent studies of betting market efficiency have recognised the weakness of Pope

and Peel’s (1989) OLS and WLS models when dealing with data aimed at providing

probability estimates. As such, the literature has shifted towards the use of discrete

choice models.

A question that arises immediately is which of these is best suited for the task? In the

context of sports betting, one must look at the total number of possible outcomes. This

brings us to the general case of three; the result is either a home-win, an away-win or a

draw. One might assume that a multinomial model is the obvious choice. However, this

is not the best option.

Due to the nature of draws being random, unpredictable events, it is better to model

the outcomes individually (Forrest, 2005). The reason being is that one outcome might

be perfectly priced by bookmakers whilst another outcome could be greatly mispriced.

Deschamps and Gergaud (2007) test efficiency in the English Premier League and find

that there is virtually no relationship between the draw odds and the probability of a

draw outcome. They state that this anomaly is “unique to draw odds, since home and

away odds are strongly correlated with the probability of home and away win” (p.67). For

this reason, a binary model is preferred even when draw outcomes are relatively common,

as in the A-League.

For AFL and NRL, draws are so rare and unpredictable that the draw outcome in

a multinomial model would lack predictive power. Schnytzer and Weinberg (2007) test

betting market efficiency in the AFL and state that draws are extremely rare, occurring

less than 1% of the time and only available in the exotic bets section at very high odds.

The same applies for NRL markets and in both cases the dead-heat rule applies regardless.
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The question then becomes whether one should use logit or probit in the binary case.

Cameron and Trivedi (2005) provide an overview of which should be preferred and why,

which will be briefly summarised here.

The advantage of using a logit or probit model is that estimated probabilities are

guaranteed to be between 0 and 1. This may not be the case in a linear probability model,

especially for low and high probabilities. Furthermore, using maximum log-likelihood

estimation to estimate the model eliminates the problem of heteroskedasticity. If we

consider the dependent variable as binary, then

Yi =

 1 with probability p,

0 with probability 1− p.

As well as the lone independent variable, xi, which in our context is the (natural) log

of the betting-odds-implied-probability. The logit model in the form of the log odds ratio

can be written as

log
p

1− p
= β0 + β1xi.

Converted to probability, is expressed as

pi = Pr(Yi = 1|xi) =
e(β0+β1xi)

1 + e(β0+β1xi)
.

It thus ensures that the probability estimates lie between 0 and 1. The implied marginal

effect for the logit model is then

dpi
dxi

=
e(β0+β1xi)

1 + e(β0 + β1xi)
β1.

The probit model on the other hand specifies

pi = Pr(Yi = 1|xi) = Φ(β0 + β1xi)

where Φ(.) is the cumulative distribution function for the standard normal density. The

implied marginal effect is then

dpi
dxi

= φ(β0 + β1xi)β1
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where φ(.) is the density for the standard normal. In both the logit and the probit

dpi/dxi < 0, however the coefficients cannot be compared directly.

Cameron and Trivedi (2005) assert that the correct choice of logit or probit depends on

the underlying data generating process, but that empirically there is very little difference

in the predicted probabilities between them. They state that for slope parameters, if

0.1 ≤ p ≤ 0.9, then a good approximation is to use β̂Logit ≈ 1.6β̂Probit. At either end

of the probability range however, is where the departures are larger. They note that the

logit model is usually preferred because it corresponds to the use of the canonical link for

the binomial distribution (p.285). Furthermore, the interpretation of coefficients in terms

of the log-odds ratio is quite intuitive.

Bacon-Shone et al. (1992) assess a number of different calibrations of the logit model

and conclude that the conditional logit is the preferred method to determine the extent

of the FLB in horse-racing.28 It has been shown in the literature to be an ideal way

of detecting small deviation away from perfect calibration between implied and observed

probabilities (Bacon-Shone et al., 1992; Johnson and Bruce, 2001; Sung et al., 2009).29

The derivation of the conditional logit model in the context of betting markets appears

in Johnson and Bruce (2001, pp.284-286) who apply it to British horse-racing. A detailed

explanation of the model in the context of the three sports being examined is given next.

28Bacon-Shone et al. (1992) refer to this as the “constant-β model” and find it has the highest log-
likelihood ratio of the different calibrations of the logit model they consider (p.12).

29A few authors have utilised the standard binary logit model (for example, Koning, 2012 and Nyberg,
2014 for purposes of comparison only). However, it is less effective at detecting the extent of the FLB.
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3.3.2 The Favourite-Longshot Bias in the Conditional Logit Model

The dependent variable, Y, is the match outcome and takes the value 1 for the event that

occurred and 0 for the event(s) that did not occur. The probability that outcome j in

match i occurs can be written as

P (Yij = 1) =
epij∑n
j=1 e

pij
(13)

where p is the average-bookmaker-implied-probability (normalised for overround) and n

is the number of outcomes. Bruce and Johnson (2001) state that it can be shown via

McFadden (1974) that if the error terms obtained from estimating Equation 1330 are

assumed to be independent and identically distributed according to the double exponential

(Laplace)31 distribution, then the probability of outcome i occurring in match j is given

as

p∗ij = P (Yij = 1|pij) =
eβpij∑n
i=1 e

βpij
(14)

where p∗ refers to the observed probability of the outcome, n refers to the number of

outcomes and takes the value 2 in AFL and NRL, and 3 in A-League. Taking the (natural)

logarithm of pij enables us to rewrite the model as

p∗ij = P (Yij = 1|lnpij) =
pβij∑n

i=1(pij)
β
. (15)

The parameter β is determined by maximising the joint probability of observing the results

of all the matches in the sample. That is, we find β which maximises the likelihood function

L, such that

L =
m∏
j=1

p∗ij (16)

where m is the total number of matches. It can be interpreted as follows: if β = 1, then for

the match outcome under investigation, the log of the betting-odds-implied-probability is

the same as the log of the odds-ratio of success for that outcome.

If β < 1, then the results are indicating a reverse-FLB, meaning that implied-probabilities

30Notation for Equation 13 was obtained and modified from Grant et al. (2015).
31This assumption implies that if the estimate is taken from a large sample, then β is approximately

normally distributed with a mean of β and a standard deviation which can be consistently estimated by
the standard errors obtained from maximum likelihood estimation (Johnson and Bruce, 2001, p.286).
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on longshots are underestimated and/or implied-probabilities on favourites are overesti-

mated. If β > 1, then the results are indicating the standard FLB, meaning that implied

probabilities on longshots are overestimated and/or implied-probabilities on favourites are

underestimated.

This can be demonstrated with a simple example. Consider the case of a moderate

favourite with betting odds of 1.5. Assume for simplicity that overround = 0. The implied

probability of success = 1/1.5 = 0.67. In the case of β = 1 we have
0.671

0.671 + 0.331
= 0.67.

That is, the observed probability of success is the same as the implied probability of

success. If β = 0.8 we have
0.670.8

0.670.8 + 0.330.8
= 0.638. This means that the observed prob-

ability of success is lower than the implied probability of success. Likewise, if β = 1.2

we have
0.671.2

0.671.2 + 0.331.2
= 0.701. This means that the observed probability of success is

higher than the implied probability of success.

This example can be generalised as follows:

if β > 1 then
pβi

pβi + (1− pβi )
> p∗, (standard FLB)

if β = 1 then
pβi

pβi + (1− pβi )
= p∗ and (no FLB)

if β < 1 then
pβi

pβi + (1− pβi )
< p∗ (reverse-FLB)

where p refers to the bookmaker implied probability for the favourite of outcome i and

p∗ refers to the observed probability. Finding statistical evidence that bookmaker odds

do not reflect observed probabilities would provide strong evidence that the markets are

inefficient. Once again, we isolate finals (playoff) matches to determine if the results differ

when incentives are greater. This gives rise to the following hypotheses:

H3a: For efficiency, β = 1 for all sports and all outcomes. This implies no FLB.

H3b: The FLB is more pronounced in finals matches.

Results related to these hypotheses are presented in Section 4.3.
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3.4 Relative Standard Deviation

We now outline the measure of competitiveness and the calculations before providing a

hypothesis of the expected relationship between competitiveness and the extent of the

favourite-longshot bias (FLB).

The level of league competitiveness is measured for each season using the Relative

Standard Deviation (RSD) measure, which is calculated by dividing the Actual Standard

Deviation (ASD) over the Idealised Standard Deviation (ISD). ASD can be calculated

as

ASD =

√√√√ N∑
i=1

[pi − p̄]2/(N − 1)

where N is the number of teams in the league and pi = Pi/Ti which is defined as the

team’s points ratio. Pi and Ti are, respectively, the actual number of points accumulated

and the maximum possible points that could be obtained if the team won every match,

p̄ =
∑N

i=1 pi/N and refers to the league’s mean points ratio. If draws are not possible or

are worth half as much as a win (as in AFL and NRL), then p̄ = 0.5.

ISD depends on the structure of the league. Owen (2012) discusses the calculation of

ISD when draws are possible. Owen argues that the standard calculation32 is inappropriate

and offers alternative calculations that are based on the (historical) probability of a draw

and the structure of the points system (whether wins are 2 points or 3 points).33 The

modified calculations are used in this thesis.

For AFL and NRL, where draws are worth half a win, ISD =
√

(1− d)/4t, where d

is the implied probability of a draw based on historical outcomes and t is the number of

rounds.34 For A-League, where draws are worth a third of a win, ISD =
√

(1− d)(d+ 9)/4t.

A significant problem arises when trying to compare RSD values across different

leagues or different sports (Owen, 2010). This is due to the differences in league structure,

for instance, differences in number of teams or number of matches that teams play. As

such, Owen (2010) recommends the use of an alternative measure, RSD∗, which involves

calculating a hypothetical “least-balanced” league. For this hypothetical league, RSD is

calculated as RSDlb.

RSD∗ is then calculated by taking RSD from the actual league and dividing it by

32ISD =
√

1/4t where t is the number of rounds in the season.
33In AFL, wins are worth 4 points and ties are worth 2 points. Owen (2012) shows that the effect on

RSD is the same, as long as draws are worth half a win.
34When d is extremely low (as in AFL and NRL) then modified ISD and regular ISD are almost identical.
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RSDlb. This serves to bound RSD∗ between 0 and 1 with a value of 1 meaning that the

league is as unbalanced as possible.

To assess whether a relationship exists between competitiveness and the direction or

extent of the FLB, the results from the conditional logit model will be compared to the

results from the measures of competitiveness. This gives rise to the following hypothesis:

H4: Leagues with lower competitiveness are associated with a greater degree of

FLB.

Results related to this hypothesis are presented in Section 4.4.
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3.5 Summary of Methodology

To reiterate, first bookmaker odds are compared and assessed for arbitrage opportunities.

For efficiency, we expect no arbitrage opportunities to exist.

Secondly, betting simulation based on historical odds is undertaken to assess the per-

formance of various strategies. For weak-form efficiency, we expect no strategy or odds

range to yield a positive rate of return. For strict weak-form efficiency, we expect all

strategies and odds ranges to yield the same rate of return.

Thirdly, conditional logit estimation is employed to assess the degree of the favourite-

longshot bias (FLB) in each sport. For efficiency, we expect that there is no FLB, meaning

that bookmaker odds reflect actual observed probabilities.

Fourthly, the results for finals matches are isolated to determine if the apparent in-

centive difference changes the results. Betting simulation and conditional logit estimation

is undertaken on these matches. The hypothesis is that the FLB is more pronounced in

finals matches as upsets are less likely.

Finally, measures of league competitiveness are calculated for each sport. These are

then compared to the extent of the FLB from the conditional logit estimation. The

hypothesis is that leagues with lower competitiveness are associated with a higher degree

of FLB. All of the hypotheses being tested are listed in Table 1.

Table 1: Summary of Hypotheses

Section Hypothesis Expected Result

Arbitrage H1 No arbitrage opportunities.

Betting Simulation H2a
All strategies and odds ranges
yield the same return.

Betting Simulation H2b
No strategy or odds range
yields a positive return.

Betting Simulation H2c
Returns to bets on favourites
are greater in finals matches.

Statistical Testing H3a
β = 1 for all outcomes.
This implies no FLB.

Statistical Testing H3b
The FLB is more pronounced
in finals matches.

Competitive Balance H4
Lower competitiveness is
associated with higher FLB.
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3.6 A Description of the Data

The data being analysed can be categorised into two sections, betting odds and sport

statistics. Historical betting odds for all AFL, NRL and A-League matches between be-

tween 2010 to 2014 (2010/11 to 2014/15 for A-League) were gathered from the bookmaker

comparison website www.oddsportal.com. The full range of betting odds available from

the source is used (excluding the 2009 season as it was incomplete). Between 11 and 55

bookmakers are available, depending on the match. The website is free to use, however,

an account is required to obtain information from all bookmakers in the database. With-

out an account, the user is restricted in the number of bookmakers they can compare. A

partial screenshot of the website with the list of bookmakers and their respective odds is

provided in Appendix A.1.

League tables used to calculate the different measures of competitiveness were obtained

from various websites depending on the sport.35 Actual league tables were used to calculate

RSD. The hypothetical “least-balanced” league tables were constructed to calculate the

highest possible value for RSD, RSDlb. The construction of these hypothetical tables

varies depending on the match scheduling system. For four of the five A-League seasons,

there are ten teams and each team plays every other team three times. This results in

twenty-seven total games per team. Team 1 has twenty-seven wins, Team 2 has twenty-

four, Team 3 has twenty-one, and so forth. The fifth A-League season differs slightly as

there are eleven teams.

For AFL and NRL, the calculation differs due to unbalanced schedules. That is, some

teams play each other once and some teams play each other twice. For this reason, teams

around the middle of the hypothetical table may have their ordering changed based on

who they play and how many times. An example of one of the hypothetical league tables

used to construct RSDlb is provided in Appendix A.2. We now proceed to examine the

results of the analysis.

35http://afltables.com/afl/afl index.html for AFL;
http://afltables.com/rl/rl index.html for NRL;
http://www.ultimatealeague.com/standings.php for A-League.

50



4 Results

This chapter provides results for the different tests of betting market efficiency discussed

in Chapter 3. All data analysis and estimation was undertaken using R version 3.2.0.

4.1 Arbitrage

This section deals with arbitrage opportunities between bookmakers. All analysis is based

on the “best odds” available across all bookmakers. Many arbitrage opportunties were

uncovered for each sport. Arbitrage opportunities were evident in 30.67%, 59.90% and

59.94% of matches for AFL, NRL and A-League, respectively.

The extent of arbitrage can be visualised by plotting bookmaker overround for each

match. Figure 2 consists of scatter plots showing the extent of overround for each sport.

These are accompanied by descriptive statistics of the overround in Table 2.

Table 2: Bookmaker Overround — Descriptive Statistics

Sport Matches (No.) Mean Median Min Max

All Matches AFL 1001 0.005 0.008 -0.084 0.054
NRL 1005 -0.008 -0.005 -0.115 0.043

A-League 734 -0.009 -0.005 -0.138 0.071

Matches With AFL 307 -0.015 -0.010 -0.084 -0.000
Arbitrage NRL 602 -0.020 -0.015 -0.115 -0.000

A-League 440 -0.022 -0.016 -0.138 -0.000

By examining Table 2 and looking at ‘all matches’, we can see that the mean and median

overround is very close to zero for all three sports. For AFL, both the mean and median are

slightly positive, while for NRL and A-League they are both slightly negative. By looking

at matches where arbitrage opportunities were identified, the median values between one

and two per cent suggest frequent and large pricing differences between bookmakers.

The minimum values refer to matches which would have generated the highest rates

of return from arbitrage. We can see that these values are -0.084, -0.115 and -0.138 for

AFL, NRL and A-League, respectively, suggesting risk-free returns in excess of 10%.36

36In the initial data set there were a few (approximately 10) outliers where the overround took very low
values (between -20 and -40), suggesting extremely large arbitrage opportunities of up to 40%. This is
indicative of either a severe mispricing for that match or a problem with the data itself. An examination
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Figure 2: Scatter Plots of Potential Arbitrage Opportunities
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All points under the blue lines (fixed at 0) are matches with arbitrage opportunity.

The red lines are trend lines and show that overround for best odds has slightly decreased

over time. However, this apparent trend must be interpreted carefully. Whilst it may

appear that the market has become more inefficient over time, the number of bookmakers

available in the data set increased over time. The average number of bookmakers per

match in 2010 was just 13 whilst the average for 2014 was 35. This could instead mean

that a higher number of bookmakers results in more arbitrage opportunities.

The apparent existence of many arbitrage opportunities with a non-trivial rate of

return is intriguing. If markets are informationally efficient, then systematic mispricings

of this size should not occur. In the recent literature on arbitrage within betting markets,

two main reasons are given for this apparent mispricing.

Franck et al. (2013) examine arbitrage within the sports betting markets for the

top five European soccer leagues (the English Premier League, the French Ligue 1, the

German Bundesliga, the Italian Serie A and the Spanish Primera Division) and similarly

find that arbitrage opportunities existed for 19.2% of matches. They explain this apparent

inefficiency by stating that bookmakers are behaving strategically with regards to long

term profit. They claim that this is because they are attempting to bring in new customers

with favourable odds and are therefore prepared to make a short term loss on them.

Grant et al. (2015) likewise look into arbitrage opportunities in different European

soccer leagues and find that arbitrage opportunities arise in 25.6% of matches (comparing 6

bookmakers). They conclude that mispricings are unlikely to be systematically exploitable

as bookmakers may impose restrictions on the accounts of skilled bettors.

Whilst apparent arbitrage opportunities existed for AFL, NRL and A-League, it is

difficult to determine whether they would have been systematically exploitable. If they

were exploitable, it is likely that this is due to strategic bookmaker behaviour as Franck

et al. (2013) and Levitt (2004) suggest.

of the outliers suggested that in all of these cases it was almost certainly a data issue, whereby the odds
were reversed between teams for one bookmaker. These matches were removed from the analysis.
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4.2 Betting Simulation

Betting simulation was undertaken to determine whether systematic mispricings were

occurring that could have been exploited by a simple strategy. The simple strategies

considered are listed in Table 3.

Table 3: Returns for Various Betting Strategies

Sport Strategy
Bets
(No.)

Win
(%)

Return/Wager
(Best odds)

Return/Wager
(Avg odds)

AFL Home Team 1001 56.73 1.09 1.00
Away Team 1001 42.37 0.98 0.88
Favourite 1001 70.19 0.97 0.93
Underdog 1001 28.91 1.14 0.98
Home Favourite 588 73.30 0.98 0.95
Home Underdog 413 32.93 1.23 1.07
Away Favourite 413 67.07 0.95 0.90
Away Underdog 588 26.70 1.07 0.91

NRL Home Team 1005 57.91 1.06 0.99
Away Team 1005 41.69 1.03 0.93
Favourite 1005 63.08 0.98 0.94
Underdog 1005 36.52 1.13 1.01
Home Favourite 653 66.46 1.00 0.96
Home Underdog 349 42.12 1.19 1.07
Away Favourite 349 57.88 0.95 0.90
Away Underdog 653 33.54 1.09 0.97

A-League Home Team 734 46.73 1.06 0.98
Away Team 734 28.61 1.04 0.92
Favourite 734 50.41 1.07 0.97
Underdog 734 25.34 1.05 0.93
Home Favourite 566 51.06 1.07 0.97
Home Underdog 168 32.14 1.09 0.99
Away Favourite 168 44.64 1.10 0.98
Away Underdog 566 24.20 1.03 0.91
Draw 734 24.66 0.92 0.84

Strategies that would have yielded a positive return with average odds are shaded in

grey. These strategies would have yielded positive returns even without shopping around

for better odds. Betting on the home-underdog in AFL and NRL would have been the

most successful strategy yielding a return of 7.2%. Betting on every home team in AFL or

every underdog in NRL would have likewise resulted in a positive return, however these

are only slightly above 1.00 in both cases. This suggests that for AFL and NRL over

this time period, home underdogs were more successful than expected based on the odds

implied probability.

To examine whether systematic mispricings occurred based solely on the value of the
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odds, odds were divided into favourite and underdog categories and then further divided

into deciles based on the implied probability of success. These results are reported in

Tables 4, 5 and 6, and are depicted graphically in figures 3, 4 and 5.
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Table 4: Returns to Bets at Different Odds — AFL
Odds
Range

Bets
(No.)

Win
(%)

Return/Wager
(Best odds)

Return/Wager
(Avg odds)

1.01 - 1.04 109 92.66 0.97 0.95
1.04 - 1.11 95 88.42 0.98 0.96
1.11 - 1.18 113 79.65 0.95 0.92
1.18 - 1.25 92 76.09 0.96 0.92
1.25 - 1.32 102 64.71 0.87 0.83
1.32 - 1.40 92 63.04 0.90 0.86
1.40 - 1.48 102 66.67 1.01 0.96
1.48 - 1.60 102 62.75 1.01 0.97
1.60 - 1.72 95 55.79 0.97 0.92
1.72 - 1.88 101 56.44 1.07 1.01

1.87 - 2.07 103 48.54 1.01 0.95
2.07 - 2.28 108 43.52 1.03 0.95
2.28 - 2.55 91 36.26 0.97 0.87
2.55 - 2.85 100 36.00 1.08 0.99
2.85 - 3.26 100 34.00 1.13 1.03
3.26 - 3.90 103 33.98 1.36 1.22
3.90 - 4.68 98 21.43 1.02 0.89
4.68 - 6.01 101 17.82 1.07 0.92
6.01 - 9.69 101 12.87 1.17 0.94
9.69 - 24.7 98 8.16 1.52 1.03
5.61 - 10.4 70 15.71 1.46 1.18

Figure 3: Returns to Bets at Different Odds — AFL
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Table 5: Returns to Bets at Different Odds — NRL
Odds
Range

Bets
(No.)

Win
(%)

Return/Wager
(Best odds)

Return/Wager
(Avg odds)

1.02 - 1.22 101 78.22 0.93 0.90
1.22 - 1.32 101 68.32 0.91 0.87
1.32 - 1.39 124 67.74 0.96 0.92
1.39 - 1.44 95 68.42 1.02 0.98
1.44 - 1.48 92 63.04 0.97 0.93
1.48 - 1.55 106 58.49 0.93 0.89
1.55 - 1.61 95 57.89 0.97 0.92
1.61 - 1.68 91 54.95 0.96 0.91
1.68 - 1.77 100 64.00 1.17 1.10
1.77 - 1.91 100 52.00 1.02 0.95

1.90 - 2.06 123 49.59 1.05 0.99
2.06 - 2.18 78 44.87 1.02 0.96
2.18 - 2.31 121 39.67 0.97 0.90
2.31 - 2.45 80 37.50 0.97 0.90
2.45 - 2.63 103 41.75 1.15 1.06
2.63 - 2.76 108 36.11 1.06 0.98
2.76 - 2.99 93 37.63 1.21 1.08
2.99 - 3.36 98 27.55 0.99 0.87
3.36 - 4.13 101 29.70 1.25 1.09
4.13 - 14.4 100 23.00 1.61 1.26

Figure 4: Returns to Bets at Different Odds — NRL
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Table 6: Returns to Bets at Different Odds — A-League

Odds
Range

Bets
(No.)

Win
(%)

Return/Wager
(Best odds)

Return/Wager
(Avg odds)

1.23 - 1.55 76 68.42 1.06 1.00
1.55 - 1.70 73 61.64 1.07 1.00
1.70 - 1.83 76 55.26 1.05 0.98
1.83 - 1.93 83 48.19 0.98 0.92
1.93 - 2.04 67 46.27 1.01 0.93
2.04 - 2.13 69 46.38 1.05 0.96
2.13 - 2.22 71 46.48 1.10 1.01
2.22 - 2.33 76 47.37 1.18 1.09
2.33 - 2.45 73 38.36 1.01 0.92

2.45 - 2.62 70 44.29 1.25 1.12
2.57 - 2.72 85 30.59 0.89 0.82
2.72 - 2.86 70 32.86 1.03 0.93
2.86 - 3.03 66 39.39 1.31 1.17
3.03 - 3.20 78 29.49 1.04 0.91
3.20 - 3.41 76 30.26 1.14 1.01
3.41 - 3.67 71 18.31 0.75 0.65
3.67 - 4.06 68 23.53 1.05 0.92
4.06 - 4.60 73 16.44 0.83 0.72
4.60 - 5.61 73 17.81 1.07 0.88
5.61 - 10.4 70 15.71 1.46 1.18

Figure 5: Returns to Bets at Different Odds — A-League
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The data suggest that most odds categories had a negative return. For perfect effi-

ciency, we would expect an almost horizontal line equal to 1 minus the bookmaker over-

round.37 This would mean that all bets had a return of (1-overround) × 100%. Recall

from the literature review the figure sourced from Snowberg and Wolfers (2010). Their

graph indicated a monotonically decreasing rate of return as odds increased. The above

graphs do not appear as such. The variance of returns appears slightly larger as odds

increase, particularly in the A-league. It is, however, difficult to spot a clear pattern that

would indicate an odds bias, with the exception of perhaps very high odds having positive

returns, possibly indicative of a reverse-FLB.

This is in contrast to most of the previous literature on the FLB, which has generally

found that favourites have higher returns than longshots, however it is not the first evidence

of a reverse result. For example, Woodland and Woodland, 1994, find a reverse-FLB in

baseball. Testing the extent of this potential bias is undertaken statistically in the next

section.

All three sports under examination follow a relatively similar finals series system. At

the end of the regular season, a certain number of the top teams enter a playoff competition

to determine the overall winner. One hypothesis is that upsets are less likely to occur

because of the increased incentive to win. This is because both teams are expected to play

their absolute best as there is more to be gained from winning. Results for finals matches

are provided in Table 7.

In finals matches, for all three sports, returns to bets on favourites greatly exceeded

returns to bets on underdogs. For AFL, betting on the favourite yielded a positive return

with average odds, but a negative return for underdogs even with best odds. For NRL,

returns were negative for both favourites and underdogs even with best odds, but were

less negative for favourites.

For A-League finals matches, betting on favourites yielded a positive return only with

best odds, while betting on draw or underdog yielded the worst return of any strategy by a

large margin. For every dollar wagered on an underdog in the A-League for a finals match,

a bettor would have received $0.22 with average odds or $0.26 with best odds, resulting in

a loss of $0.77 (or $0.74 with best odds) per bet. This suggests that over this time period,

underdogs won finals matches in A-League less than the odds implied, however the sample

size is quite small and this result could potentially change over a longer time period.

37The line would not be perfectly horizontal because overround is not constant.
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Table 7: Betting Simulation — Finals Matches

Sport Strategy
Bets
(No.)

Win
(%)

Return/Wager
(Best odds)

Return/Wager
(Avg odds)

AFL Favourite 46 69.57 1.09 1.05
Underdog 46 30.43 0.85 0.81

NRL Favourite 54 72.22 0.96 0.91
Underdog 54 27.78 0.73 0.66

A-League Favourite 30 64.29 1.02 0.95
Underdog 30 11.90 0.26 0.22

Draw 30 23.81 0.53 0.49
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4.3 Estimation Results

Conditional logistic regressions were employed to test the direction and extent of the FLB.

The dependent (binary response) variable takes the value 1 if the outcome occurred and 0 if

it did not. The sole independent variable is the log of the betting-odds-implied probability.

Average bookmaker odds normalised for overround were used for all estimation. Each sport

was tested using the full sample of five seasons and then individually for each season. Both

home and away outcomes were tested for all three sports, with the additional draw outcome

tested for A-League. The results for each sport’s full sample is provided in Table 8.

To reiterate, β can be interpreted as follows: if β = 1, then for the match outcome

under investigation, the log of the betting-odds-implied-probability is the same as the log

of the odds-ratio of success for that outcome. If β < 1, then the results are indicating a

reverse-FLB, meaning that implied-probabilities on longshots are underestimated and/or

implied-probabilities on favourites are overestimated. If β > 1, then the results are indicat-

ing the standard FLB, meaning that implied probabilities on longshots are overestimated

and/or implied-probabilities on favourites are underestimated.

Table 8: Conditional Logit Estimation — Full Sample

β Coef. Std. Error z-score p-value

AFL Home 0.88 0.10 9.04 0.000
AFL Away 1.00 0.10 10.36 0.000
NRL Home 0.76 0.15 5.22 0.000
NRL Away 0.83 0.14 6.07 0.000
A-League Home 0.96 0.22 4.38 0.000
A-League Away 1.07 0.21 5.02 0.000
A-League Draw 1.72 1.01 1.70 0.089

The coefficient for the home outcome is less than 1 for all three sports, indicating a slight

reverse-FLB. This effect is greatest for NRL with the lowest coefficient at 0.76 and small-

est for A-League with a coefficient of 0.96. This implies that bookmaker odds are slightly

undervaluing the probability that home-longshots have of winning, and/or overvaluing the

probability of away-favourites winning. This is in concurrence with the betting simulation

results, which showed positive returns to bets on home-longshots even with average odds.

Whilst these results seem indicative of a weak reverse-FLB, we can not reject the null

hypothesis that β1 = 1 in any of the three sports for the home outcome. Confidence

intervals constructed at the 95% and even 90% levels all contain 1. This means that even
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though the coefficient is negative and a slight reverse-FLB is evident, conclusions of overall

inefficiency are unfounded.

The coefficient for the away outcome is negative only for NRL, slightly positive for

AFL and moderately positive for A-League. This is indicative of a reverse-FLB for NRL,

a standard-FLB for A-League, and almost no bias at all for AFL. Of all three sports,

the away outcome for AFL appears to be closest to 1, meaning that over the course of

the past five seasons, odds on this outcome are priced at a rate that almost perfectly

reflects the observed probability of the outcome. Once again, in all cases, confidence

intervals constructed at 90% all contain 1, meaning we do not reject the null hypothesis

that bookmaker odds implied probabilities accurately reflect observed probabilities.

In all cases except for the draw outcome for A-League, the coefficient, β, is statisti-

cally significant at the 0.1% level. The coefficient for the draw outcome in A-League is

only statistically significant at the 5% level. In the context of betting markets and over a

sample as large as the one used here, this is a reasonable discrepancy. It means that the

bookmaker implied-probabilities for draws in A-League have slightly less predictive power

than other outcomes. This is consistent with the findings of Deschamps and Gergaud

(2007) who also noted lower predictive power for draw outcomes. As we will see below,

this occurs for other outcomes when results are confined to a smaller sample, however only

in A-League draws when looking at results for the entire sample of five seasons.

Table 9 provides the conditional logit estimation results for each season. For AFL, for

both home and away outcomes, the coefficients are less than 1 for 2010, 2011 and 2014,

but greater than 1 for the other two seasons. For NRL, the coefficients are less than 1 in all

cases except the away outcome in 2012, indicating that a slight reverse-FLB existed almost

every season. For A-League, four of the five home outcome coefficients are less than 1, but

three of the five away outcomes are greater than 1. Only one of the five coefficients for

A-League draw outcomes is statistically significant which further suggests that the draw

odds are not reflecting the observed probabilities with which they occur. Furthermore,

coefficients on draw outcomes vary greatly. The 2012-13 season draw outcome coefficient

has a value of 2.04, while for the 2010-11 season it is 3.99.

What is important to note here is the discrepancy in the statistical significancy of

results between seasons. Forrest’s (2007) largest critique of Pope and Peel (1989) was that

they only used a single season in their data set. From the results reported above, it is

evident that the robustness of any conclusions made for individual seasons would be quite
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weak. By looking at the standard errors, it is clear that confidence intervals would be

extremely wide. This makes rejecting the null hypothesis that β = 1 not possible in any

case.

Table 10 reports the results of conditional logit estimation on finals matches. These

results are quite erratic and do not affirm what was found in the betting simulation. In all

cases standard errors are extremely large. It appears that the away outcome in A-League

was statistically significant, however the coefficient is 5.32 which makes this result seem

quite dubious and may have occurred due to random chance. The likely explanation for

this is the low sample of finals matches. Only 46, 54 and 30 finals matches are available

Table 9: Conditional Logit Estimation — Yearly

Sport Season β Coef. Std. Err. z-score p-value

AFL 2014 Home 0.92 0.22 4.27 0.000
2014 Away 0.98 0.22 4.53 0.000
2013 Home 1.04 0.22 4.69 0.000
2013 Away 1.17 0.21 5.49 0.000
2012 Home 1.01 0.21 4.78 0.000
2012 Away 1.14 0.21 5.48 0.000
2011 Home 0.78 0.21 3.69 0.000
2011 Away 0.82 0.20 4.08 0.000
2010 Home 0.53 0.24 2.22 0.027
2010 Away 0.78 0.26 3.01 0.003

NRL 2014 Home 0.72 0.31 2.34 0.019
2014 Away 0.80 0.28 2.87 0.004
2013 Home 0.94 0.29 3.23 0.001
2013 Away 0.96 0.26 3.65 0.000
2012 Home 0.88 0.34 2.56 0.011
2012 Away 1.13 0.34 3.37 0.000
2011 Home 0.75 0.35 2.17 0.030
2011 Away 0.74 0.35 2.12 0.034
2010 Home 0.38 0.39 0.99 0.322
2010 Away 0.42 0.34 1.22 0.222

A-League 2014-15 Home 0.95 0.51 1.85 0.065
2014-15 Away 0.97 0.42 2.29 0.022
2014-15 Draw 3.95 2.72 1.46 0.145
2013-14 Home 0.82 0.46 1.77 0.076
2013-14 Away 0.71 0.46 1.52 0.128
2013-14 Draw 2.29 2.26 1.01 0.312
2012-13 Home 0.84 0.47 1.79 0.073
2012-13 Away 1.02 0.49 2.07 0.039
2012-13 Draw 2.04 2.75 0.74 0.457
2011-12 Home 0.67 0.52 1.28 0.200
2011-12 Away 1.17 0.52 2.27 0.023
2011-12 Draw 3.32 1.71 -1.94 0.053
2010-11 Home 1.48 0.49 3.01 0.003
2010-11 Away 1.50 0.49 3.05 0.002
2010-11 Draw 3.99 2.47 1.62 0.106
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for AFL, NRL and A-League, respectively, making it difficult for the model to properly

converge. This problem could be solved by using a larger data set spanning a longer time

period.

Table 10: Conditional Logit Estimation — Finals Matches

Sport β Coef. Std. Err. z-score p-value

AFL Home 0.95 1.05 0.91 0.37
AFL Away 0.78 0.91 0.85 0.39
NRL Home 0.78 1.11 0.71 0.48
NRL Away 0.65 1.02 0.64 0.52
A-League Home 1.67 1.49 1.12 0.26
A-League Away 5.32 2.08 2.56 0.01
A-League Draw -0.96 7.14 0.14 0.89
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4.4 Competitive Balance and the Favourite-Longshot Bias

The extent of competitiveness for each sport and each season was calculated in a number

of different ways and is reported in Table 11. RSD is the measure of competitive balance

most commonly reported in the literature and is very useful when looking at the same

league over time. However, it is less effective when making comparisons across leagues

with different scheduling structures. As such, RSD∗ was calculated and serves as a better

measure when attempting to compare across different leagues/sports. RSD∗ is bounded

between 0 and 1, with higher values indicating a less balanced season. If RSD∗ = 1 then

RSD is the highest value it can possibly be, meaning that the season was as unbalanced

as possible.

Table 11: Competitive Balance Statistics

Season ASD ISD RSD RSDlb RSD∗

AFL 2014 0.198 0.106 1.867 3.048 0.612
2013 0.231 0.106 2.181 2.943 0.741
2012 0.230 0.106 2.167 2.934 0.738
2011 0.244 0.106 2.302 2.922 0.788
2010 0.180 0.106 1.696 3.004 0.565

NRL 2014 0.128 0.102 1.259 2.568 0.490
2013 0.159 0.102 1.560 2.568 0.608
2012 0.150 0.102 1.470 2.568 0.572
2011 0.182 0.102 1.786 2.568 0.695
2010 0.135 0.102 1.328 2.568 0.517

A-League 2014/15 0.171 0.083 2.051 4.037 0.508
2013/14 0.099 0.083 1.189 4.037 0.295
2012/13 0.132 0.083 1.588 4.037 0.393
2011/12 0.120 0.083 1.443 4.037 0.357
2010/11 0.152 0.079 1.922 4.195 0.458

For AFL, RSD∗ takes its lowest value in 2010 at 0.57, its highest value in 2011 at 0.79,

and a mean value of 0.69. For NRL, RSD∗ takes its lowest value in 2014 at 0.49, its

highest value in 2011 at 0.70, and a mean value of 0.58. For A-League, RSD∗ takes its

lowest value in 2013/14 at 0.30, its highest value in 2014/15 at 0.51, and a mean value of

0.40. From this, we can say that according to the RSD∗ measure, A-League has been the

most competitive of the three sports and AFL the least competitive.

The hypothesis was that greater competitiveness leads to a reduction in the extent of

the traditional FLB. This would extend the findings of Oikonomidis et al. (2015) who
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concluded that the extent of competitive balance within European soccer can explain the

extent of the FLB. This hypothesis was tested by examining whether a relationship exists

between RSD∗ values and coefficients from the conditional logit estimation.

Table 12: Competitive Balance and the Favourite-Longshot Bias

Sport Season RSD RSD∗ Home Coef. Away Coef. Avg Coef.

AFL 2014 1.87 0.61 0.92 0.98 0.95
2013 2.18 0.74 1.04 1.17 1.11
2012 2.17 0.74 1.04 1.17 1.11
2011 2.30 0.79 0.78 0.82 0.80
2010 1.70 0.57 0.53 0.78 0.66

NRL 2014 1.26 0.49 0.72 0.80 0.76
2013 1.56 0.61 0.94 0.96 0.95
2012 1.47 0.57 0.88 1.13 1.00
2011 1.79 0.70 0.75 0.74 0.75
2010 1.33 0.52 0.38 0.42 0.40

A-League 2014-15 2.05 0.51 0.95 0.97 0.96
2013-14 1.19 0.30 0.82 0.71 0.77
2012-13 1.59 0.39 0.84 1.02 0.71
2011-12 1.44 0.36 0.67 1.17 0.92
2010-11 1.92 0.46 1.48 1.50 1.49

From Table 12 and Figures 6 and 7, it is difficult to spot any evidence of a relation-

ship. Seasons which had the lowest level of competitiveness (highest RSD and RSD∗)

did not, in any sport, have the highest average β coefficient. In AFL, the season with the

lowest RSD (2010) had the lowest average coefficient, however, this is not true in NRL

nor A-League. These results do not support the findings of Oikonomidis et al. (2015)

that competitiveness can explain the extent of the FLB. However, they do not refute their

findings either. Oikonomidis et al.’s conclusion was that a greater (standard) FLB was

associated with greater imbalance. The results reported here are not showing the standard

FLB. It may be the case that the relationship is only clearly observable when β > 1. When

β < 1 or β = 1, the same conclusion may not hold.

Alternatively, it may be the case that a relationship does exist but there are not enough

data points to find evidence of it. Scatter plots for individual sports are provided in Ap-

pendix A.3. The issue with examining individual sports across time is that there are only

five seasons, making meaningful inference very difficult. The graphs are possibly upwards

trending, however, five data points is far too little to make any reasonable conclusion in

that regard. More seasons across a longer time period would increase the sample size and
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help to support or dispute these results.

This concludes the analysis. We now proceed to summarise the results and conclude,

with directions on potential avenues for future research.

Figure 6: Plot of RSD∗ Against β — All Sports: Home Outcome.

Figure 7: Plot of RSD∗ Against β — All Sports: Away Outcome.
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4.5 Summary and Discussion of Results

Arbitrage opportunities were uncovered in roughly half of all matches, which seems in-

dicative of extreme market inefficiency. However, these arbitrage opportunities can be

explained by two alternative reasons. Firstly, the arbitrage opportunities may arise due to

strategic bookmaker odds-setting in an attempt to attract new customers and gain their

loyalty, as Franck et al. (2013) suggest. Secondly, the ability to exploit these arbitrage

opportunities systematically could be severely limited as bookmakers may restrict the

accounts of so-called “informed bettors”, as Grant et al. (2015) suggest.

The former explanation seems more likely as there is little reason to suggest that book-

makers would lose revenue from arbitrageurs. Bookmakers would still be offering the same

risk-reward opportunity as they are to any other customer, and the fact that an individual

is hedging or arbitraging with another bookmaker should be of little concern. Either way,

a conclusion of inefficiency due to the mere existence of arbitrage opportunities is too

strong. Bookmakers act as profit maximising organisations (Levitt, 2004) and compete on

price in the form of odds. Due to the high level of firm competition, bookmakers appear

to be willing to accept some implied losses (in the form of higher risk due to skewed odds)

if it leads to customer loyalty in the future.

Betting simulation was conducted to discover whether simple strategies could have

been implemented in order to secure positive returns. The results here suggest that there

were some strategies that could have been implemented in both AFL and NRL that would

have resulted in positive returns using average odds. Weak evidence of the home-underdog

bias appeared in both AFL and NRL, with a return of 7.2% in both cases. For A-League,

betting on home underdogs would have yielded negative returns, however it is still the most

profitable strategy with a return of -0.006%, the next best A-League strategy yielding -

2.5%. This suggests that the home ground advantage for underdogs may be higher than

is priced into bookmaker odds.

From the betting simulation results it was evident that greater returns would have been

made from betting on favourites rather than underdogs in finals matches, which was not

true when looking at the full sample. This result held across all three sports, suggesting

that incentive or match importance may play some role in the direction or extent of the

FLB. It is necessary to note that these simulation results are only indicative of returns

that would have been achieved in the sample period under examination and have not been

held to statistical robustness checks. The same results may not necessarily hold in the
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future or over a longer historical sample period.

The direction and extent of the FLB was examined using a conditional logit model. The

results indicate that bookmaker odds in these markets are weakly efficient. β coefficients

were in most cases statistically significant at 0.05% or lower and no coefficient had a 90%

confidence interval that did not contain 1. This result holds across all sample sizes and all

outcomes for all three sports. Therefore, the hypothesis that bookmaker odds accurately

reflect observed probabilities is not rejected. Controlling for finals matches to determine

if the extent of the FLB was greater when incentive was higher was unsuccessful. The

sample size was too small for the model to properly converge which resulted in erratic

estimation results.

The observed relationship between RSD∗ and the extent of the FLB is weak to non-

existent. Nevertheless, some interesting observations can be made. AFL, which has

the most imbalance according to the RSD∗ measure, exhibits the lowest variation be-

tween bookmaker-implied probability and observed probability. A-League, which is the

most balanced according to the RSD∗ measure, exhibits the greatest variation between

bookmaker-implied probability and observed probability. This latter result however, can

mostly be attributed to the mispricing of draw outcomes as the other two outcomes for

A-League (home and away) are priced reasonably close to their observed-probabilities.

It is difficult to make a meaningful conclusion in this regard given that the data set

spans over only five seasons. By using RSD∗ instead of RSD, an attempt was made to

merge the sports together, but even this creates a sample of only 15 seasons. As such,

a relationship between competitiveness and the extent of FLB can not be ruled out. It

could be the case that the results are affected more by league or sport-specific variables,

not included in the analysis. Evaluating this relationship in individual sports over a longer

time period could provide more insight into this phenomenon.
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5 Conclusion

This thesis had a number of aims. First and foremost, the research question being asked

was whether the sports betting markets of the AFL, the NRL, and the A-League are

efficient. In this regard, the answer is “for the most part”.

Arbitrage opportunities appear to exist in these markets. The extent to which they

were or are exploitable in real time remains a question for future research. Betting simu-

lation showed that implementing some simple strategies in the AFL and the NRL betting

markets would have yielded positive rates of return. No simple strategies were found to be

profitable in the A-League betting market. This result may be coincidental over this time

period and robustness checks are necessary. Statistical testing of efficiency showed that

bookmaker odds approximately reflect observed probabilities of match outcomes. While

small differences in the extent of deviation away from perfect calibration between implied

and observed probabilities exist, these differences are not robust enough to conclude that

a clear bias exists.

The evidence on the relationship between incentive and the extent of the favourite-

longshot bias is mixed. Betting simulation showed that differences in returns to betting

on favourites compared to betting on underdogs was greater in finals matches for all three

sports. Statistical testing did not support nor reject this finding, as the sample size for

finals matches was too small for the model to properly converge. In this regard, the author

posits two avenues for potential future research.

Firstly, increasing the time period under consideration, which would serve to increase

the robustness of any conclusions. Secondly, a better measure of match incentive could be

used. Rather than simply controlling for finals matches, using a measure of incentive that

assigns a value of importance to each team for a particular match could be incorporated.

The sports economics literature consists of various ways to measure match importance

which have not been discussed in this thesis. Perhaps one of these measures could be

applied to better identify how incentive affects the extent of the favourite-longshot bias.

The evidence on the relationship between competitive balance and the extent of the

favourite-longshot bias is weak. In this regard, we recommend increasing the sample period

and examining individual sports independently over time. A sample period of 20 years,

possibly more, may be enough to make a more robust conclusion than possible with the

current data.
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A Appendix

A.1 Example of Bookmaker Odds

Figure 8: Partial Screenshot of the Oddsportal Website
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A.2 Example of a Hypothetical League Table Used to Construct RSDlb

Table 13: Hypothetical Least-Balanced League Table — NRL 2014

Pos. Team Name Played Win Draw Lose Points

1 Sydney Roosters 24 24 0 0 48
2 Manly-Warringah Sea Eagles 24 22 0 2 44
3 South Sydney Rabbitohs 24 20 0 4 40
4 Penrith Panthers 24 21 0 3 42
5 North Queensland Cowboys 24 18 0 6 36
6 Melbourne Storm 24 16 0 8 32
7 Canterbury-Bankstown Bulldogs 24 13 0 11 26
8 Brisbane Broncos 24 12 0 12 24
9 New Zealand Warriors 24 13 0 11 26
10 Parramatta Eels 24 9 0 15 18
11 St. George Illawarra Dragons 24 8 0 16 16
12 Newcastle Knights 24 6 0 18 12
13 Wests Tigers 24 6 0 18 12
14 Gold Coast Titans 24 3 0 21 6
15 Canberra Raiders 24 1 0 23 2
16 Cronulla-Sutherland Sharks 24 0 0 24 0

In Table 13, teams shaded grey would have had their ordering swapped based on their

points. Points awarded for byes were not included in hypothetical nor actual league tables.
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A.3 Plots of RSD∗ Against β for Individual Sports

Figure 9: Plot of RSD∗ Against β — AFL Home Outcome

Figure 10: Plot of RSD∗ Against β — AFL Away Outcome
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Figure 11: Plot of RSD∗ Against β — NRL Home Outcome

Figure 12: Plot of RSD∗ Against β — NRL Away Outcome
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Figure 13: Plot of RSD∗ Against β — A-League Home Outcome

Figure 14: Plot of RSD∗ Against β — A-League Away Outcome
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