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Summary

China has consistently achieved high and stable rates of economic growth since 1970s.

China is now the second biggest economy in the world, and its goods and services are

highly competitive in international markets. These renewed academic interest in under-

standing the country’s macroeconomic policy-making. Macroeconomic forecasting and

monitoring are established practices that are vitally important for real-world macroeco-

nomic policy-making. Having this in mind, the literature on macroeconomic forecasting

and monitoring in China is limited compared to the research in Western economies. As

such, this thesis consists of three individual chapters that are aimed towards contributing

to the empirical investigation of macroeconomic forecasting in China.

Chapter 2 aims to evaluate the quality of China’s official macroeconomic statistics by

examining three factors. The first is how political interference may affect the statistical

reporting system. At local government level, the career incentives and the Chinese cadre

evaluation system, alongside the geography-based governing logic, have motivated local

officials to compete to influence the reported growth rate. At central government, the

notion of independence of the National Bureau of Statistics of China is criticised because

it has limited authority over the statistical divisions of other government institutions and

provincial bureau of statistics. Second, it reviews the ongoing challenges of gathering,

measuring and presenting economics, with focuses on incomplete survey data, issues with

direct reporting systems and revisions of economic data. Third, it investigates the internal

inconsistency by using quantitative methods to explain where discrepancies come from.

Chapter 3 studies forecasting Chinese macroeconomic variables using large-scale fac-

tor models with mixed-frequency data and missing observations component. The factor

models are particular compatible with potential data contamination, rapid institutional
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and structural change, which are prevalent in China. Using 251 monthly variables and 34

quarterly variables over the December 2001 to June 2018 period, we find statistical evi-

dence that mixed-frequency factor models, especially mixed-frequency factor-augmented

vector autoregressive models, generated superior forecasts to the univariate and multi-

variate models for price series, nominal investment and nominal consumption, except for

the CPI inflation rate and nominal consumption at one month ahead. Therefore, the

results of this chapter provide clear guidance and important implications for academics,

practitioners and the public who are interested in macroeconomic forecasting in China.

Chapter 4 undertakes the task of nowcasting GDP for mainland China using machine

learning algorithms. Using a large set of quarterly macroeconomic indicators and monthly

indicators, we train eight popular machine learning algorithms and nowcast GDP growth

for each quarter over the 1993Q1-2018Q2 period. We compare the predictive accuracy

of these nowcasts with those of AR model and dynamic factor model in the state-space

representation. We use the model confidence set to obtain a set of best model(s) with

10% level of confidence. Our results show that shrinkage methods are covered by the

model confidence set and therefore are in the set of best models. As such, ML algorithms

proved useful for improving the accuracy of nowcasting the Chinese GDP growth rate.

Overall, this thesis enriches our understanding of the quality of Chinese official macroe-

conomic data and guides practitioners toward selecting the appropriate forecasting and

nowcasting models for China’s economy in a data-rich environment and provides consid-

erable scope for future research.
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Chapter 1

Introduction

China has consistently achieved high and stable rates of economic growth since the country

reformed its economy and accepted foreign trade in the late 1970s. China has attained an

annual gross domestic product (GDP) growth rate of approximately 10% in real terms,

positioning the economy as the second largest in the world. Moreover, the country raised

more than 850 million people out of poverty.1 Other countries are becoming more exposed

to China’s economy. International investors flock to Chinese markets to invest in stocks,

bonds and real estate. China is a large importer of foreign goods and services, and its

goods and services are highly competitive in international markets. During the aftermath

of the 2008 Global Financial Crisis, China’s GDP growth slowed to below double-digits

and the country’s focus moved to countercyclical government policy. The government

injected four trillion Chinese yuan into investment to combat the decrease in output

growth. Even if growth does stabilise, China is likely to become the world’s largest

economy by 2030. However, the country’s per capita income would still be a fraction of

the average in advanced economies.

China’s incredible economic performance renewed academic interest in understanding

the country’s macroeconomic policy-making. Macroeconomic forecasting and monitoring

are established practices that are vitally important for real-world macroeconomic policy-

making. Policy-makers, central banks, the public and academics are interested in produc-

ing accurate forecasts for various reasons. For example, forecasting inflation is fundamen-

1Sources: Development Research Center of the State Council & The World Bank. (2013). China
2030: Building a Modern, Harmonious, and Creative Society. World Bank Publications.
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tal in monetary policy because inflation expectations affect the central banks’ decisions

regarding future monetary policy and, consequently, the private sector’s consumption

and investment decisions.2 Considering this, the literature on macroeconomic forecasting

and monitoring in China is limited compared to the research in Western economies. As

such, this thesis devotes three chapters to the empirical investigation of macroeconomic

forecasting in China.

Macroeconomic forecasting in emerging countries must manage problems regarding

the quality of official economic data. There is a longstanding debate among academics

over the reliability of China’s official GDP figures. Rawski (2001), Holz (2014, 2008,

2004, 2003), Hsien & Song (2019), Xiong (2019), Ma et al. (2014), Koch-Weser (2013)

believed that the official GDP data are not reliable, whereas Fernald et al. (2015), Kerola

(2019), Fernald et al. (2013) asserted that the official GDP data can approximately reflect

actual economic growth. This debate has revealed a range of alternative indicators for

assessing the quality of GDP data, including the Li Keqiang index, Fernald et al. (2015)’s

trade partner index, Barclay’s index, Bloomberg economic indices and Capital Economic

indices. Based on these indicators, Chinese GDP annual growth from 2012 to 2017 is

estimated to be between 3% and just over 10%. These large data discrepancies can

distort assessments of the economic situation, prompting inappropriate economic policies

and business decisions. Moreover, understanding the nature of data quality is vital for

producing accurate macroeconomic forecasts. If data contamination is a severe problem,

forecasting models may be misspecified, and forecasting results may be biased.

In response to this issue, Chapter 2 aims to evaluate the quality of China’s official

macroeconomic statistics by examining three factors. The first is how political interfer-

ence may affect the statistical reporting system. At the central government level, the

2By informing the public about the likely inflation trends, forecasters can influence expectations,
therefore serving as a nominal anchor (e.g., in the wage bargaining process or for other nominally fixed
contracts like housing rents or interest rates).
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independence of the National Bureau of Statistics of China (NBSC) is criticised because

commissioners and broad members are appointed by the State Council. At the local

government level, the evaluations and promotions of officials are strongly linked to local

economic performance, which incites the officials to manipulate output data. Second,

the ongoing challenges of gathering, measuring and presenting economic data are re-

viewed, focusing on incomplete survey data, issues with direct reporting systems (DRS)

and revisions of economic data. Third, several internal inconsistencies are examined. The

difference between results calculated using the value-added (VA) approach and those that

used the aggregate expenditure (AE) approach became severe in recent years. Provincial

governments tend to over-report output level, especially industrial production and gross

capital formation, and the NBSC can influence the real GDP growth rate through its

choice of implicit deflator for each sector and through revising the nominal values of pre-

vious years. This chapter contributes to literature by providing a comprehensive review

for scholars, analysts and politicians who are interested in the quality of China’s official

economic data and using quantitative methods to find the origin of these discrepancies.

Recent advances in information technology have allowed economic datasets to reach a

tremendous size in terms of the number of variables and the number of observations. How-

ever, the performance of standard forecasting models such as vector autoregressive (VAR)

models tends to deteriorate as the number of time observations and the number of vari-

ables increases, which is the well-known curse of dimensionality. Another issue associated

with forecasting in a data-rich environment is incomplete statistical information. Several

key economic variables are released at different frequencies with considerable lags. There-

fore, macroeconomic forecasters must design computationally efficient forecasting models

that can transform large datasets into concise information without needing to discard pre-

dictors with missing observations and different sampling frequencies. In the past twenty

years, the literature proposed two main methods for overcoming the curse of dimension-
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ality. In the Bayesian domain, Bańbura et al. (2010), Koop (2013), Carriero et al. (2015),

Giannone et al. (2015) have contributed to theoretical developments in large Bayesian

VAR models that handle larger number of predictors than usual VAR models. In the fre-

quentist domain, factor models by Stock & Watson (2002b) have been used to include an

arbitrary amount of series in the forecasting system, which led to extensive improvements

in macroeconomics forecasting for Western economies (e.g., Gupta & Kabundi (2011) for

forecasting macroeconomic variables in South Africa, Artis et al. (2005) for inflation fore-

casting in the United Kingdom, Schumacher (2007), Schumacher (2007) for forecasting

German GDP and Stock & Watson (2002b) for macroeconomic forecasting in the United

States).

Compared to Western countries, there is little research on the challenge of macroeco-

nomic forecasting in China in a data-rich environment. Chapter 3 considers forecasting

Chinese macroeconomic variables using large-scale factor models with mixed-frequency

data and missing observations. Stock & Watson (2011) showed that the factor models

are compatible with potential data contamination and rapid institutional and structural

change, which are prevalent in China. To investigate whether the factor models for fore-

casting Western macroeconomics could be reliable for China, the speed of the large set of

traditional models is compared, as is the speed of the large dimensional approximate fac-

tor models. The set of factor models includes the diffusion index (DI) of Stock & Watson

(2002b), factor-augmented autoregression (FA-AR) models and factor-augmented vector

autoregression (FA-VAR) models. In contrast, the set of univariate and multivariate mod-

els contains the mean model, autoregression (AR) model, autoregression moving average

(ARMA) model, vector autoregression (VAR) model and multivariate leading indicator

(MLD). The principal component analysis for the balanced panel data and the expectation

maximisation (EM) algorithm for the mixed-frequency data with missing observations are

used to estimate the factors. We forecast two measures of price inflation and three mea-
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sures of real economic activity. The measures for price inflation are consumer price index

(CPI) inflation rate and retail price index (RPI) inflation rate, while the measures of real

economic activity are nominal investment, nominal consumption and railway cargo, with

the forecast horizons ranging from one to twelve months from December 2001 to June

2018. Forecasts are produced for one-month-, three-months-, six-months-, nine-months-

and twelve-months-ahead and the forecasting performances are compared by the relative

mean squared forecasting errors, with the benchmark model being the AR(p) model.3

We find evidence that mixed-frequency factor models, especially mixed-frequency FA-

VAR models, provide more accurate forecasts than the benchmark model for inflation

price series, nominal investment and nominal consumption, but not for railway cargo. The

forecasting results for the global financial crisis period are markedly different. In most

cases, the AR(p) model provides the most accurate forecasts for real economic activity.

For inflation, only the mixed-frequency FA-VAR(p) model provides accurate forecasts for

the CPI at one-month-ahead and for the RPI at one-month, three-months and six-months

ahead. The main contributions to the literature are twofold. First, we include the factor

models based on a very large number of predictors with mixed frequency and missing

observation components, as well as factor models based on preselected targeted variables.

The number of predictors used in other studies for China is smaller-usually around 40

variables or less. Second, we run a sufficiently large number of training sets and validation

sets, whereas other studies normally have 5 to 60 observations for the validation set.

Chapter 4 considers macroeconomic monitoring in China. Due to the economic tur-

moil affecting the world economy in 2008 financial crisis, there has been an urgent need

for the early and accurate assessment of the economic activity in real time for the ben-

efit of academics and practitioners. Macroeconomic monitoring models have been used

3The AR(p) model is the autoregression model with lag order that is selected according to Akaike
information criteria.
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to mitigate uncertainties by assessing the current or most recent aggregate state of an

economy using a range of partial indicators before the official economic statistics are

released. Macroeconomic monitoring, or ‘nowcasting’, plays a crucial role in economic

policy-making because the availability of crucial statistics concerning the current state

of the economy is significantly delayed. In the past decades, economists used indices

of economic indicators and regression models for updating expectations of new data re-

leases, combined with professional judgement to monitor the economy in real-time. This

method is not scientific in the sense of being replicable, using well-understood methods,

quantifying uncertainty, and being amenable to later evaluation. Moreover, this method

runs risk of assigning incorrect weights for each new data release, which causes internal

inconsistencies because each series is handled separately (Bańbura et al. 2013).

These weaknesses have prompted central banks and academics to apply considerable

effort to improving the foundations and reliability of real-time nowcasting. The famous

paper of Giannone et al. (2008) showed that the dynamic factor model in the state-

space representations can incorporate real-time data releases to provide an internally

consistent framework for estimating current economic conditions. Their framework has

three important features: the model can be automatically updated when new data are

released in a nonsynchronous manner because the Kalman filter generates projections for

all variables, the model bridges monthly indicators with quarterly GDP to manage the

issue of mixed frequencies, and the model is economically dynamic because it accounts

for the dynamics of the indicators used in the analysis. The dynamic factor model is now

a standard macroeconomic monitoring model used by several international institutions

and central banks for current GDP nowcasting, including the Federal Reserve Bank of

Atlanta (Higgins 2014), Federal Reserve Bank of New York (Aarons et al. 2016), the

European Central Bank (Bańbura et al. 2013) and the International Monetary Fund

(Matheson 2011). However, the literature shows a growing trend that the dynamic factor

7



model can discard potentially important information because of parametric restrictions

(Stock & Watson 2017, Athey 2018). Alternatively, machine learning (ML) algorithms

can improve macroeconomic forecasting and nowcasting by exploring the nonlinear and

non-parametric structure in the macroeconomic dataset. Therefore, ML algorithms can

solve the the curse of dimensionality in standard regression analysis without transforming

variables into latent and unobservable factors (Athey 2018).

Despite the importance of macroeconomic nowcasting, only Yiu & Chow (2010), Bar-

nett & Tang (2016), and Zhang et al. (2018) addressed the problem of nowcasting China’s

GDP. These studies are inadequately designed because the chosen benchmark models are

not appropriate and the researchers only consider one model at a time. Chapter 4 ad-

dresses the issue of nowcasting China’s GDP in a data-rich environment by exploring the

use of ML algorithms. Using a large set of quarterly macroeconomic indicators, we train

eight machine learning algorithms and nowcast GDP growth for each quarter from the

first quarter in 1993 to the second quarter in 2018. We compare the predictive accuracy

of these nowcasts with those of AR model and dynamic factor model in the state-space

representation. The model confidence set of Hansen et al. (2011) is used to obtain a set

of best models with the 10% level of significance. The results indicated that shrinkage

methods are covered by the model confidence set, positioning them in the set of best

models. As such, ML algorithms proved useful for improving the accuracy of nowcasting

the Chinese GDP growth rate. Overall, this chapter joins the growing literature that ex-

amines the usefulness of ML learning for nowcasting GDP and guides practitioners toward

selecting the appropriate nowcasting models for China’s economy.
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Chapter 2

How Trustworthy are Chinese Official Statistics

2.1 Introduction

China is the world’s second-largest economy and is a prime destination for international

investors, as the country has sustained strong growth rates for an extended period. Despite

China’s great economic achievements in recent decades, economists and data analysts

have questioned the accuracy and reliability of official statistics, especially considering

the rapid changes in China’s economic structure (Rawski 2001, Holz 2014, 2008, 2004,

2003, Hsien & Song 2019, Xiong 2019, Ma et al. 2014, Koch-Weser 2013). The rapid

development of China’s economy requires official statistics to reflect economic activities

accurately. Accurate and timely economic data assists the policy-making process, not

only for economic researchers, financial analysts and policy-makers, but also for other

scientific fields, such as geography and medicine. Economists and other stakeholders need

to consider whether the Chinese government is willing to and capable of providing accurate

and timely economic data. The answer is vitally important for empirical research and the

analysis of Chinese macroeconomics.

Several examples indicated that Chinese data may be unreliable and may cause conflict

with other parties’ data. Over 60,000 cases of illegal practice were found in the national

inspection of statistics in 1997 (Wang & Meng 2001, Wang 1998)1. In October 2011,

1Volume 194 of the China Statistics Journal reported two severe cases of illegal practice. In the first
case, Rongzhi Liu, the head of government of the Xichong county in the Sichuan province, abused his
authority by falsifying local statistics and exaggerating the county’s gross output by 61.75%. This led
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the Chinese reading of the air quality in Beijing was ‘slightly polluted’, whereas the

US Embassy in Beijing reported ‘crazy bad’ air quality. The Chinese Foreign Ministry

complained that the conflict between the US air quality data and the China data caused

‘confusion’ and undesirable social consequences. In 2007, the now Chinese Premier, Li

Keqiang, described the Chinese GDP figure as ‘man-made’ and unreliable.2 Rather than

examining GDP figures, Keqiang used electricity consumption, rail cargo volume and bank

lending to evaluate the speed of economic growth in Liaoning province, where he was the

head of the Communist Party. All other figures, especially GDP, were for ‘reference

only’. During the local congress, the current Head Governor of Liaoning Province, Qiufa

Chen, publicly admitted falsifying economic data in the past five years.3 Similarly, Binhai

District in Tianjin city revised their GDP from above 1000 billion Chinese Yuan to 665.4

billion Chinese Yuan, indicating that approximately a third of GDP was ‘water content’.

The suspicion of China’s economic data is a recent phenomenon. Most researchers

held a positive view of China’s economic data until the late 1980s. Rawski (2001) con-

cluded that most foreign specialists agree the official statistics were generally accurate

and reliable until the 1980s. Chow (1986) wrote: ‘by and large Chinese statistics are

honest although measuring errors or statistical discrepancies do exist’. In the late 1990s,

concerns regarding the quality of China’s official GDP data were common, as the Asian

financial crisis and natural disasters were expected to significantly weaken the economy.

However, the Chinese government was still able to ‘guarantee’ a double-digit real GDP

growth rate (Rawski 2001, Holz 2004). Since this implausible guarantee, many economists

have expressed concerns and doubts about the accuracy and the quality the official Chi-

to the dismissal of the county head. In the second case, Xicheng Li, the first secretary of the ruling
party of the Chixiang county in the Jiangsu province, was dismissed from his position due to severe data
manipulation Holz (2014).

2see New York Times (22 June 2012) and the Wall Street Journal (6 December 2010) and Reuters (28
January 2010). The source is an American diplomatic cable released by WikiLeaks.

3See Financial Times, China fake data mask economic rebound 16 January 2018.
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nese GDP growth rate, especially the possible government manipulation of the growth

rate (Holz 2004, 2008, 2014, Koch-Weser 2013, Kerola 2019, Xiong 2019, 2018, Hsien &

Song 2019, Bailliu et al. 2019). Economists keyed the phrase ‘wind of falsification and

embellishment’ to describe their suspicion that the NBSC engaged in intentional data

falsification and manipulation, which may have been ordered by the Communist Party

of China (CPC) and the State Council. Additionally, the defective statistical system has

contributed to the scepticism surrounding official data (Holz 2014, 2008).

This paper investigates the quality of Chinese official economic statistics and offers

several contributions to the existing literature. First, it provides a comprehensive re-

view of the existing literature for scholars, financial analysts and politicians interested

in the quality of China’s official statistics. Second, it uses eight different price indices

to evaluate the quality of implicit GDP deflators. Third, it resolves the discrepancies

of GDP using multiple methods and the discrepancies for individual sectors, producing

constructive solutions based on quantitative methods. Fourth, it presents an examination

of the institutional framework as it relates to statistical work in China, which is useful

for explaining the discrepancies within the country.

The rest of the paper is organised in sections. Section 2.2 discusses the impact of po-

litical interference. Section 2.3 reviews and examines the quality of the statistical frame-

works. Section 2.4 examines internal inconsistency and Section 2.5 concludes. Regarding

sources, academic articles from Chinese journals proved to be useful in the preparation

of this paper and the data used were collected from China Statistical Yearbook 2017.
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2.2 Political Interference

The political economic literature raised concerns about the possible effects of politics on

the quality of China’s official economic data. A popular opinion is that the publication of

economic data acts is a crude political farce; the head of the CPC and the State Council

intervene arbitrarily to direct the level of some macroeconomic indicators. This view is

not wholly accurate, but it is not far from reality (Holz 2014, Koch-Weser 2013, Xu et al.

2000, Xianchun 2002, Maddison 2007, Rawski 2001, Cai 2000, Xiong 2019). Political

interference plays a crucial role in the statistical reporting system; it is widely believed

to be one of the most influential causes of inaccuracy in China’s official statistics (Holz

2014, Cai 2000, Ma et al. 2014, Xiong 2019). Political interference exists in various forms,

including new policies, new growth targets and new orders. This applies the pressure of

superlative economic performance along the reporting hierarchy, from the State Council

to the provincial level and then to the municipal and county levels. This section discusses

the effect of political interference on the central government level, as well as the local

government level.

2.2.1 The Central Government and the NBSC

The NBSC is under the direct leadership of the State Council of the People’s Republic of

China. The State Council appoints major personnel and provides funding to the NBSC.

The Statistics Law of 1996 and its revision in 2009 assigned rights and responsibilities

to the NBSC to organise, direct and coordinate statistical work throughout the country.4

The NBSC largely collects data through the DRS, surveys and censuses. The NBSC,

approved by the Statistics Law and National People’s Congress, also received data from

4National People’s Congress 1996 Art. 4 and National People’s Congress 2009 Art. 27.
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approximately one hundred other state-owned institutions (Holz 2014, Ma et al. 2014).5

However, the NBSC has limited authority over the statistical divisions of other government

institutions – the bureau only has direct control over its own survey teams. Therefore, data

collection at the NBSC is hindered by other government departments because the quality

and coverage of the collected data are determined by each government departments’ needs

and reach (Holz 2014). Moreover, the NBSC has little control over the statistical bureaus

in provincial, municipal and county areas. Key data, such as that of the GDP, compiled

by local statistical bureaus must be approved by local government leaders before it reaches

the next highest statistics department (Holz 2014, Koch-Weser 2013, Landry 2008, Jia

et al. 2015).

The notion that the NBSC is independent has been criticised (Koch-Weser 2013, Holz

2014, Mei & Wang 2017, Landry 2008, Jia et al. 2015). The commissioner, the deputy

commissioners and the CPC’s cell members of the NBSC are appointed by the State

Council. The current NBSC commissioner, Jizhe Ning, is also the CPC’s first secretary

of the NBSC. Similarly, the members of the CPC cells are also deputy commissioners.

Consequently, the NBSC primarily serves the interests of the State Council and the CPC,

rather than the interests of the public.6 The work regulations described in Act 13 of

the NBSC explicitly state that the NBSC implements the ‘important decisions and in-

structions of the CPC and the State Council’. The former NBSC commissioner and first

secretary of the CPC from 1984 to 1997, Sai Zhang, clarified the tasks and the responsi-

bilities of the statistics system: ‘the NBSC and relevant statistical organisation primarily

serve the needs of macroeconomic decision-making of Party and government leaders at

5including other subordinate State Council departments, such as financial sector data from the People’
Bank of China, trade data from China Customs and fiscal data from the Chinese State Administration
of Taxation and Finance Ministry.

6Jizhe Ning had a PhD in economics from Renming University in Beijing, China. Before he became
the commissioner and the CPC’s first secretary of the NBSC in 2016, Ning served in various positions
within the State Council, including the CPC’s secretary of the policy analysis centre.
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each administrative level and is responsible to the Party and government leaders at each

administrative level’. (Sai, 2001, p.319). The commissioners and the CPC cell members

do not seem to prioritise serving the interest of the general public—they give priority to

the CPC leaders rather than to the congress and the parliament of China. Additionally,

the Statistic Law states that the National Development and Reform Commission can

access the NBSC data before they are published.7

The Statistics Law implements articles against data falsification and fabrication, but

only in an ethical and professional manner (daode) (Article 29 in The Statistics Law

2009) (Holz 2014, Jia et al. 2015, Shih et al. 2012). Article 6 warns that neither the

leaders, the CPC secretaries at local government level, the statistical institutions nor

the relevant departments of the people’s government will, without authorisation from the

senior government level, revise, fabricate or tamper with statistical data. Moreover, the

CPC will not retaliate against statisticians who perform their duties following the law or

who refuse to violate the Statistics Law. However, the Statistics Law does not specify

how information would be reported to a higher level of government if a violation of the

Statistics Law occurs or if the supervisory government is the originator of the violation.

2.2.2 Manipulation along the Hierarchy: Local Government

Clarifying data manipulation and falsification throughout the reporting hierarchy and

among different reporting units in the statistical chain assists understanding of the under-

lying mechanisms that regularly cause manipulation. Substantial inconsistencies between

China’s national and provincial GDP were observed in recent years, mainly in the reported

industrial output. The origin of these inconsistencies may be deeply rooted—local cadres

7The Statistics Law 1996 Article 2: ‘the fundamental task of statistical work is to conduct statistical
examination of the implementation of the national economic and social development plan, to analyse the
statistics, to provide statistical advice and suggestions, and to supervise through the use of statistics’.
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are incentivised to over-report regional output levels and the provincial governments have

strong influence over the provincial bureaus of statistics, which report the provincial eco-

nomic statistics (Koch-Weser 2013, Jia et al. 2015, Chen & Kung 2016, Ma et al. 2014).

The cases of Huanzhong Wang and Tianjin illustrate the reported data manipulation by

local governments. The former deputy governor of the Anhui Province, Huaizhong Wang,

led the corruption and data manipulation by over-reporting township enterprises’ revenue

as approximately five times the actual amount when he was the CPC secretary of an

Anhui county. Wang ‘ordered’ the local statistical bureau to fake the GDP growth target

rate, increasing the rate from 4.8% to 22% per annum during the 9th Five-Year plan

period when Wang was the CPC’s first secretary of Fuyang. In 2016, the Binhai district

in Tianjin revised down 334.8 billion Chinese Yuan which is about one-third of its annual

GDP.8

A large portion of the political economy literature emphasises that the career incentives

and the Chinese cadre evaluation system, alongside the geography-based governing logic,

have motivated local officials to compete to generate high growth (Mei & Wang 2017,

Landry 2008, Li & Zhou 2005, Holz 2014, Koch-Weser 2013, Holz 2008, 2004, Xiong

2019, 2018, Xiaolu & Lian 2001, Xi et al. 2018). The Chinese government has been

known to identify and credibly reward officials who can nurture economic growth and

to sideline those who cannot. Although China has embraced the marketisation of its

economy since the 1970s, it remains a politically centralised state and local officials are

appointed by the central government that is tightly controlled by the Central Committee

Party (Landry et al. 2017, Naughton & Yang 2004, Holz 2008). The centralised personnel

appointment system is a critical feature that allows members of the Central Committee

Party to set rules at all levels.9 When political selection is centralised and economic growth

8Source: Tianjin has revised the 2016 GDP for the Binhai district, Financial Times Chinese January
12, 2018.

9It is commonly argued that falsification and manipulation occur more often at the local government
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is prioritised, local Chinese officials engage in a promotion tournament in which they

compete against peers to survive politically and gain promotion to a higher government

level. Local officials know that they are very unlikely to be promoted should they fail to

ensure adequate economic performance and fiscal income. Xi et al. (2018), Xiong (2018)

and Xu (2011) showed that local politicians’ competence clarifies much of the variation

in economic growth rate since 1978.

State-owned enterprises (SOEs) are likely to inflate output and revenue figures (Holz

2014, Ma et al. 2014). Under the leadership of the CPC, the first secretary and deputy

secretaries of SOEs cannot jeopardise their careers by disappointing the interest of the

general public or the shareholders. Instead, the SOE personnel are appointed by the

provincial government and the State Council, and promotions are primarily given based

on competence, and possibly on sales and profitability figures (Holz 2004, Koch-Weser

2013, Maddison 2007). SOE personnel may even be promoted to leaders of the provincial

government or of a ministry, which enhances the incentive to fake output figures. Local

government leaders can also pressure SOEs, such as utility and electricity companies, to

force them to report false output figures that match the inflated GDP growth.

Overall, data manipulation can occur at the central government level and the local

government level. The Political Bureau of the CPC appoints the personnel of the NBSC,

forcing the NBSC to report output figures that consider the expectations of the cen-

tral level of government and the CPC leaders. Moreover, leaders in Beijing encourage

competition between the local governors to generate better economic performance. The

NBSC is more likely to report false figures and revise them in later years, than not to

publish at all (Koch-Weser 2013, Holz 2004, 2008). In fact, the NBSC has recognised

level than at the central government level. At the central level, the promotion of cadres is arguably
related more to the factional recruitment strategies or work college of the Central Committee members
(Shih et al. 2012, Meyer et al. 2016, Landry et al. 2017, Landry 2008, Naughton & Yang 2004, Bulman
2016).
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over-reporting behaviour by local governments and has adjusted nationwide GDP figures

for several years (Sinclair 2019). Xiong (2018) developed the Mandarin model to system-

atically examine the agency problems between central and local governments in affecting

the Chinese economy and Hsien & Song (2019) provided a study that routinely corrects

China’s GDP statistics.

2.3 Quality of Statistical Framework

After the economic reforms and opening to foreign trade in the late 1970s, the Chinese

government implemented a series of statistical reforms to improve the quality of the

statistical work. These changes focused on introducing new statistical methods that suit

the market-oriented economy (see Appendix A) (Koch-Weser 2013, Holz 2014). These

steps were necessary during the rapid transformation of the economic structure. This

section reviews the ongoing challenges of gathering, measuring and presenting economic

data.

2.3.1 Questions Related to Sample Surveys

With GDP measured by the VA approach, the NBSC classifies the industry structure ac-

cording to the historical sequence of development. The primary sector of the economy in-

cludes any industry involved in the extraction and collection of natural resources—farming,

forestry, mining and fishing. The secondary sector of the economy includes industries that

produce a finished, physical product or are involved in construction. The tertiary sector

of the economy involves the production of services. The NBSC uses four major surveys

to calculate GDP using the VA approach. Each survey covers one sector—the large in-

dustrial sector firms, large service sector firms, qualified construction firms and smaller
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industrial firms.10 Data manipulation can occur when official data are based on published

and unpublished data. For the industrial sector, output data from the SOEs and listed

firms are publicly available while output data from small and non–state owned enterprises

are not.11 This pattern is very similar in the construction and service sectors. The NBSC

can easily manipulate unpublished data, including sample survey data and the dataset of

units that do not report directly to the statistics system. From 2008, it is possible the

published nominal VA data was also manipulated because the NBSC limited publication

to the aggregate number for each industry.

Economic units outside of the traditional reporting hierarchy are more likely to be

manipulated, such as the ‘shadow’ or ‘underground’ economy. The shadow economy

comprises economic activities that are illegal, unrecorded or that are not captured in

the statistics system (e.g., because they are too small or dispersed). Moreover, it is

difficult to estimate the rate of unpaid home production, including household cleaning,

childcare, house repair and maintenance. The proportion of unpaid home production

may be large compared to Western economies; however, unpaid home production, is

not included when calculating the Chinese GDP. The NBSC uses benchmark revision to

revise the underground economic activities and unpaid home production. The effects of

benchmark revisions can be significant. For example, tertiary census 12 in 1993 revised

the tertiary VA upward by 32% and the GDP by 10%. Following the 2004 economic

census, the 2004 tertiary sector VA was revised upward by 48.71% and the GDP was

revised upward by 16.81%. However, the Chinese macroeconomic data revisions are not

well-behaved, which leads to a biased estimate of the tertiary sector VA (Sinclair 2019).

The issue of incomplete sample surveys extends to the enterprise sector and the bank-

10As previously mentioned, the NBSC also works with administrative data from other government
departments.

11Direct-reporting industrial enterprises are required to regularly report variables (e.g., output, em-
ployment, balance sheet and income statement) to the statistics system.

12Tertiary census refers to national economics census for the tertiary sector.
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ing sector. The NBSC uses the DRS and sample survey to measure and gather enterprises’

output and revenue data. Firms with revenue greater than the threshold amount are el-

igible to be included in the DRS; firms with revenue less than the threshold amount are

covered by sample surveys. Private firms are tempted to avoid tax by under-reporting

output and over-reporting production costs, regardless of whether the firms are covered

by the DRS or the sample survey. Privates businesses often keep three sets of books:

one for tax officials, one for investors and employees and one for themselves. Detecting

tax dodging in these businesses is complicated and the punishment is often less expensive

than the money saved through dodging tax (Koch-Weser 2013). Several corporate entities,

such as fund management and real estate management, are often not included in the DRS

or the sample survey. Banks heavily favour lending to SOEs, forcing small businesses to

approach the underground banking network to access credit. This underground system is

hard to track and capture using surveys. Additionally, there are unaccounted economic

activities in the service sector, in which cash transactions that are difficult to measure by

sample surveys are widespread (Koch-Weser 2013).

2.3.2 Data Measurement Issues for Consumption and Invest-

ment

On the aggregate expenditure side, local statistical authorities supply estimates of local

consumption, investment, government spending and net exports. The two main sources

are the survey of household income and expenditures, which provides an estimate of local

consumption, and the survey of investment projects, which provides an estimate of local

investment. The main issue with the measurement of Chinese household consumption is

that it primarily relies on retail sales data. Other sources (e.g., household surveys) are

not sufficiently used by the NBSC to measure household consumption. Some economists
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argued that local statistical authorities measure retail sales by measuring the goods that

are shipped to the warehouses, rather than when the goods are sold (Koch-Weser 2013,

Holz 2004, Rawski 2001). As such, the retail sales figures can be over-estimated when the

goods are taken to the warehouse but not sold to the public. Consequently, local household

consumption and GDP can be inflated by local statistical authorities. Addressing this

issue is difficult because of the limited inventory data available to confirm the accuracy of

the retail sales data. Although the NBSC sets the strict statistical requirement that goods

and services must be counted based on the sales made by wholesalers and retailers, there is

little evidence of whether this requirement is met. Additionally, surveys by the NBSC did

not capture household income and personal tax accurately. Personal income tax accounts

for approximately 40% of tax revenue in the US, while it only accounts for 6% of tax

revenue in China. As the high-income earners in China are only taxed directly on their

salary, they often refuse to disclose other income, such as gains in real estate, stocks, fixed

income security and gifts, in the sample surveys. This phenomenon is partially caused

by the Chinese custom in which households are unwilling to disclose information on their

financial conditions. Many households either significantly under-report their income or

refuse to take sample surveys to avoid the personal income tax (Koch-Weser 2013).

The relationship between household income, household savings and retail sales reveals

several contradictions. Theoretically, an increase in retail sales should entail a propor-

tionate increase in household income or a decrease in household saving. Rawski (2001),

Koch-Weser (2013), and Holz (2014) suggested that the Chinese retail sales figures con-

tinue to outpace household income, while household saving has not decreased commen-

surately. As such, retail sales seem exaggerated and consumption data are inaccurate.13

13Collecting household income data is not merely about asking survey respondents how much they earn
but is a very complicated process. Working closely with the National Bureau of Statistics of Canada, the
National Bureau of Statistics of China (NBSC) has been instituting a series of reforms since 2008 to ensure
that the collection of household income data meets international standards. The NBSC scientifically
selects 160,000 households from 1650 counties, districts and cities. Then, sampling teams (directly led by
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Additionally, the housing sector can affect the measurement of household consumption.

Housing is a durable good that generates a stream of welfare to owners. In the Chinese

national account setting, house owners pretended they were tenants and paid ‘inputted

rents’ (artificial rent) based on the operational costs of household consumption. Con-

versely, house owners in Western countries use the market rental price to calculate prices.

Chinese economists Zhang Jun and Zhu Tian argued that household consumption was

over-estimated by approximately 2% p.a. over the past two decades because of the use

of operational costs when calculating ‘inputted rents’.14 NBSC researchers conducted a

study in 2012 to understand how much housing rent affects consumption by surveying

housing rent in China’s four largest cities and found similar results.15

There are similar issues with fixed asset investment—over-estimation of fixed asset

investment occurs when funds are disbursed rather than using the working capital (Koch-

Weser 2013). This is a bias towards the supply measurement of China’s GDP—the VA

approach. Using the VA approach, fixed investment could be inflated by releasing the

funds into the market but not using them as working capital to stimulate the economy.

To overcome this bias, the NBSC set regulations that only investments using working

capital should be counted; however, the execution of such regulations is difficult to ob-

serve because there is no adequate public data on how investment funds are utilised.

A prominent issue of over-reported fixed asset investment originates from infrastructure

projects—a core component of investment statistics. Property developers benefit signif-

the NBSC) survey and record the salary, government subsidy, financial income, business activity, rental
income, superannuation, tax and insurance expenses of these households. At every survey collection spot,
there are professional surveyors to advise on and supervise the data recording process. Using standard
guidelines set by the NBSC, local bureaus of statistics check, review and report household income data
to the NBSC. At the end of each quarter, the NBSC randomly calls 6000 survey respondents to verify the
validity of the recorded data. Finally, the NBSC reviews and releases household income data. Therefore,
the act of households under-reporting their true income is unlikely to lead to such discrepancies.

14Sources: Yao Yang, ‘Quality of GDP statistics improving’, China Daily.
15Xu Xianchun et al, ‘Jumin Zhufang Zuping Hesuan Ji Dui Xiaofulu de Yingxiang [On Residents House

Rents and Its Impact on the Consumption Rate],’ Kaida Daobao [China Opening Journal] 2 (April 2012):
12–15.
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icantly from rising land values, giving them an incentive to keep undeveloped land and

resell it in the future. By law, property developers must build on the land within two

years or it will be confiscated. They may tell the government that a project is ‘under

construction’ and make minor investments to avoid land confiscation. This phenomenon

is likely to cause an overstatement of fixed asset investment.

2.3.3 Revision and Publication Lag

China is always one of the first countries to announce GDP statistics, usually two to

three weeks after the end of each quarter. Comparatively, most Western economies, which

generally collect a smaller amount of data more efficiently, typically take over six weeks

to publish their quarterly GDP figures. The quick release and premature publication of

Chinese GDP statistics are essential reasons to criticise the reliability of output data (Holz

2014, Koch-Weser 2013). Conversely, statistics for the other components of GDP, such

as international trade and investment, are released infrequently and with a significant

publication lag.

In addition to the publication lag and release timing issue, the NBSC has conducted

revisions of the published GDP data to capture the unaccounted economic activities

in previous years. Revisions of GDP statistics are common across Western countries.

For GDP data to be published in a timely manner, statistical authorities often release

a portion of the data and later revise it if necessary. However, for China, benchmark

revisions are frequent, large and not always clearly justified (Koch-Weser 2013). In the

Chinese Statistical Yearbook, the NBSC revises the previously published nominal GDP

and sectoral VA output data for the last several years. However, the real GDP growth rates

are typically not revised as often as the nominal GDP growth rates and the GDP deflators

generally are not disclosed. For some data series (e.g., fixed asset investment and industrial
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production), the sum of monthly data differs from the annual data, indicating a substantial

revision of the monthly figures. Sinclair (2019) found the Chinese macroeconomic data

revisions were not well-behaved and generally failed Aruoba (2008)’s test, which indicates

that further research is needed to improve China’s data gathering processes.16

Revising the GDP growth rate is a serious matter, especially after the national eco-

nomic census. The NBSC partnered with Japan’s Hitotsubashi University to conduct

the earliest revision in 1997. Together, they re-estimated and revised China’s historical

GDP growth rate from 1952 to 1997 (Koch-Weser 2013, Holz 2014). Maddison (2007) and

Koch-Weser (2013) suggested that this revision over-estimated the real growth rate by

an average of 3% to 4% because of the miscalculation of the price level and productivity.

Their revised rate was well below the revised official annual growth rate of 7.49%. The

issue became severe after the state government passed a law in 2003 that allowed the

NBSC to revise long-run GDP data based on findings from the national economic census.

A common criticism is that it is unclear which price indices are used by the NBSC to

calculate the GDP deflator, as the NBSC does not disclose how the GDP deflators are

calculated and adjusted (Holz 2014). Moreover, sample surveys conducted by the NBSC

do not cover many self-employed workers and labour migrants in urban areas, which dis-

torts the results of the census. The financing ability of the local governments can also

affect the results of the census because local governments cover a large portion of costs

and their fiscal capacity varies between different provinces and cities. Further, the quality

of the census work is not consistent across the different regions.

The benchmark revisions following the 1995 industrial census and the 2004 national

economic census showed anomalies. In the benchmark revisions that followed the 1995

16From a statistical point of view, Aruoba (2008) proposed three properties to satisfy a ‘well behaved’
revision. First, the revision is expected to have mean zero, indicating that the initial announcement of
the statistical agency is an unbiased estimate of the final value. Second, the expected variance of the final
revision is small compared to the variance of the final value. Third, the final revision is unpredictable,
given the information available at the time of the initial announcement.
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industrial census, the gross output value of the industrial sector showed a decrease be-

tween 1991 and 1994, which should have triggered corresponding revisions to the sectoral

VA. However, the industrial VA was not revised, implying that intermediate inputs were

revised by an equal amount, which is not plausible (Koch-Weser 2013, Holz 2014). The

NBSC did not explain why industrial VA data were unchanged following the industrial

census. Holz (2014) argued that intentional falsification of industrial VA and problematic

gross output value data from enterprises outside the DRS are two possible explanations.

During the 2006 benchmark revision that followed the 2004 national economic census, the

nominal VA of all sectors between 1993 and 2004 and the real growth rates of tertiary

sector VA were revised. However, the real growth rates of the primary and secondary

sectors were not revised. A possible implication is that the NBSC raised the implicit

deflator for the industrial sector and lowered the implicit deflator for the construction

sector. However, the 2004 economic census collected no price data and the NBSC offered

no explanation of why and how it revised the implicit sectoral deflators. Moreover, the

secondary sector’s real growth rate is based on a weighted average of the real growth

rate of the industrial and construction sectors. Retention of the real growth rate for the

secondary sector implies that the NBSC did not change the weights of industry and con-

struction in the calculation of the secondary sector’s real growth rates. This is inconsistent

as the VA of the industry was revised upward by 3.8%, whereas the VA of construction

was revised downwards by 9.2% between 1993 and 2004.

2.4 Internal Inconsistencies

The reliability and credibility of China’s national output statistics can also be accessed and

tested by examining the internal inconsistencies within the country’s data. Inconsistencies

within the data imply a lack of accuracy. In this section, four types of inconsistencies are
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examined: 1) internal discrepancies between the GDP calculated using the AE approach

and the GDP calculated using the VA approach;17 2) internal inconsistency between

nationwide GDP data and the sum of provincial output data; 3) sectoral discrepancies to

identify the sector accounts with the largest discrepancies; and 4) discrepancies between

implicit GDP deflators and various price indexes.

2.4.1 Discrepancies between the VA Approach and the AE Ap-

proach

Let Yt,V A denote the nominal GDP by the VA approach in year t and denote Yt,AE to be

the nominal GDP by the AE in year t. The percentage difference between GDP by the

VA approach and the AE approach Dt in year t is then:

Dt =
Yt,V A − Yt,AE

Yt,AE

. (2.1)

Let gt,V A and gt,AE denote the growth rates of nominal GDP by the VA approach and

the AE approach in year t, respectively. The absolute difference between the growth rate

of nominal GDP by the two approaches in year t is

dt = |gt,V A − gt,AE|. (2.2)

Table 2.1 presents the percentage differences between the nominal GDP by the VA and

the AE methods (Dt in (2.1)) and the absolute difference between the nominal growth rate

of the two approaches from 1979 to 2017 (dt in (2.2)). Overall, the reported percentage

17Theoretically, different approaches of calculating GDP should produce the same figure if they are
compiled independently and accurately. Analysis of the gap between the two approaches can provide an
insight into the quality of the GDP figure.
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differences by which the nominal GDP calculated using the VA approach exceeded the

GDP calculated using the AE approach were between –1.44% and 1.86%, with an average

of –0.43% during the sample period. Most years, the percentages were generally negative;

therefore, GDP measured by the VA approach was usually smaller than GDP measured

by the AE approach. The reported absolute difference between the growth rates of the

nominal GDP using the two approaches ranged from 0.01% to 2.33%, with an average of

0.34% during the sample periods.

There are two noticeable results and interpretations in Table 2.1. First, the percent-

age differences for the nominal GDP of the two approaches are significant in some years

when compared to the US. For example, in the years 1989, 1990, 2015 and 2017, the

percentage differences in China exceeded 1%. These percentages appear to be small but

the discrepancies are significant because of the size of the Chinese economy.18 Second,

reported absolute discrepancies of the growth rates became large after 2007, averaging

0.75% between 2008 and 2017. Absolute discrepancies were larger at the end of the sample

period—the reported numbers exceed 1% in 2015 and 2016 and 2% in 2017. Compara-

tively, the average difference in the annual growth rate between the two approaches was

smaller from 1979 to 2007—only 0.2%. The unusual range in the size of the discrepancies

indicates that the NBSC has not had a consistent standard for nominal GDP calculations

during the past four decades. In contrast, the discrepancies between two approaches for

United States and United Kingdom were negligible from 1979 to 2017 as shown in Figure

2.1, with maximum percentage differences being -0.17% for United States in 2017.19

The difference between using the VA approach and using the AE approach to calculate

the Chinese GDP has become particularly pronounced in recent years. The mirror image

18For example, the reported difference between the two approaches was 1.86% in 2017, which is about
1.5 trillion Chinese Yuan.

19Chinese GDP data from the Federal Reserve Economic Data (FRED) are sourced from the World
Bank. They are identical to the NBSC data.
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comes from growing discrepancies between aggregate net export and gross capital forma-

tion. The calculation of local net exports by provincial bureaus of statistics is not based

on actual trade data; instead, the provincial governments report local net exports as a

residual to balance local production and GDP expenditure. The gross capital formation

figure is primarily based on reports of fixed asset investment by local governments. There

is no audit for the gross capital formation and local net exports data, nor are there any

consequences for misreporting behaviour. Conversely, household consumption and gov-

ernment expenditure data by provincial governments are relatively consistent with the

NBSC figures, provided that the NBSC directly sends survey teams to collect household

consumption data through the Household Survey.

Figure 2.1: Discrepancies Between GDP by the VA Approach and the AE Approach for
Three Countries
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Source: China Statistical Yearbook 2017 and OECD Statistics
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Table 2.1: Discrepancies Between GDP by the VA Approach and the AE Approach

Nominal Value (in Billion Yuan) Annual Growth

GDP GDP Percentage GDP GDP Absolute

Value-added Expenditure Difference Value-added Expenditure Difference

1979 410.0 407.8 0.55% 11.5% 12.2% 0.75%

1980 458.8 457.5 0.27% 11.9% 12.2% 0.31%

1981 493.6 495.7 -0.43% 7.6% 8.3% 0.76%

1982 537.3 542.6 -0.98% 8.9% 9.5% 0.60%

1983 602.1 607.9 -0.95% 12.1% 12.0% 0.03%

1984 727.9 734.6 -0.92% 20.9% 20.8% 0.04%

1985 909.9 918.0 -0.89% 25.0% 25.0% 0.04%

1986 1037.6 1047.4 -0.93% 14.0% 14.1% 0.05%

1987 1217.5 1229.4 -0.97% 17.3% 17.4% 0.05%

1988 1518.0 1533.2 -0.99% 24.7% 24.7% 0.02%

1989 1718.0 1736.0 -1.04% 13.2% 13.2% 0.05%

1990 1887.3 1906.7 -1.02% 9.9% 9.8% 0.02%

1991 2200.6 2212.4 -0.54% 16.6% 16.0% 0.57%

1992 2719.5 2733.4 -0.51% 23.6% 23.5% 0.03%

1993 3567.3 3590.0 -0.63% 31.2% 31.3% 0.16%

1994 4863.7 4882.3 -0.38% 36.3% 36.0% 0.35%

1995 6134.0 6153.9 -0.32% 26.1% 26.0% 0.07%

1996 7181.4 7210.2 -0.40% 17.1% 17.2% 0.09%

1997 7971.5 8002.5 -0.39% 11.0% 11.0% 0.02%

1998 8519.6 8548.6 -0.34% 6.9% 6.8% 0.05%

1999 9056.4 9082.4 -0.29% 6.3% 6.2% 0.06%

28



Table 2.1: Discrepancies between GDP VA method and AE method (continued)

Nominal Value (in Billion Yuan) Annual Growth

GDP GDP Percentage GDP GDP Absolute

Value-added Expenditure Difference Value-added Expenditure Difference

2000 10028.0 10057.7 -0.29% 10.7% 10.7% 0.01%

2001 11086.3 11125.0 -0.35% 10.6% 10.6% 0.06%

2002 12171.7 12229.2 -0.47% 9.8% 9.9% 0.13%

2003 13742.2 13831.5 -0.65% 12.9% 13.1% 0.20%

2004 16184.0 16274.2 -0.55% 17.8% 17.7% 0.11%

2005 18731.9 18919.0 -0.99% 15.7% 16.3% 0.51%

2006 21943.8 22120.7 -0.80% 17.1% 16.9% 0.22%

2007 27023.2 27169.9 -0.54% 23.1% 22.8% 0.32%

2008 31951.6 31993.6 -0.13% 18.2% 17.8% 0.48%

2009 34908.1 34988.3 -0.23% 9.3% 9.4% 0.11%

2010 41303.0 41070.8 0.57% 18.3% 17.4% 0.93%

2011 48930.1 48603.8 0.67% 18.5% 18.3% 0.12%

2012 54036.7 54098.9 -0.11% 10.4% 11.3% 0.87%

2013 59524.4 59696.3 -0.29% 10.2% 10.3% 0.19%

2014 64397.4 64718.2 -0.50% 8.2% 8.4% 0.23%

2015 68905.2 69910.9 -1.44% 7.0% 8.0% 1.02%

2016 74358.6 74563.2 -0.27% 7.9% 6.7% 1.26%

2017 82712.2 81203.8 1.86% 11.2% 8.9% 2.33%

Source: China Statistical Yearbook 2017. Nominal GDP is in current prices and is not seasonally

adjusted.
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2.4.2 Sum of Provincial Data Versus Nationwide Data

A key institutional feature of the Chinese National Accounts is that the underlying data

are compiled by the statistical bureaus of local governments. Local statistical bureaus

supply estimates of local GDP, including the production and expenditure components, to

the higher levels of government. For the VA approach, provincial statistical departments

combine the four major surveys’ data and the administrative data from other government

departments to calculate local GDP.20 For the expenditure approach, provincial statistical

bureaus estimate the local consumption, investment, government spending and net ex-

ports using surveys of household income and expenditures and local investment projects.

There have been longstanding inconsistencies between the nationwide GDP statistics and

the sum of the corresponding provincial outputs in the past decades. These inconsistencies

have become a well-known issue in academia and in the mass media, which undermines

the public’s trust in China’s statistical work (e.g., Ma et al. (2014), Hsien & Song (2019),

Koch-Weser (2013) and Xiong (2019)).

Figure 2.2 demonstrates the time series plot of percentage differences between the sum

of provincial output numbers and the nominal GDP calculated using the VA approach

from 1978 to 2016 and using the AE approach from 1993 to 2016. For both approaches, the

percentage differences were relatively small until 2001. From 2002 onwards, the percent-

age differences increased sharply, peaking around 2011 at 6.2%-approximately 4 trillion

Chinese Yuan.

In addition to simply discussing and criticising the inconsistencies between the national

GDP and the sum of provincial numbers, this section considers using index decomposition

to identify the sectoral discrepancies in the VA approach and the AE approach. This

20The four surveys cover the large industrial sector firms, large service sector firms, qualified construc-
tion firms and smaller industrial firms.
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Figure 2.2: Percentage Differences Between the Sum of Provincial Output and Nominal
GDP by the VA Approach and the AE Approach
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Source: China Statistical Yearbook 2017. Nominal GDP is in current prices and is not seasonally

adjusted.

would identify the sectors or sub-sectors that produce the largest contributions to the

discrepancies between the national GDP and the sum of the provincial output.

Given that the sum of provincial output typically exceeds the national GDP number,

sectoral discrepancies are defined here as the percentage difference between the sum of

provincial output and the national GDP in a given year. The following expression was

derived:

Dy,t =

∑m
i=1 yi,t − Yt

Yt

=
n∑

j=1

Yj,t

Yt

·
∑m

i=1 yi,j,t − Yj,t

Yj,t

=
n∑

j=1

wj,t · dj,t, (2.3)

where in (2.3) Dy,t represents discrepancies in year t, Yt denotes the nationwide GDP

sourced from the NBSC and yi,t refers to the provincial output sources from the provincial

bureaus of statistics. The subscripts i,j and t represent provinces, economic sectors and
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years, respectively. Based on the sectoral classification of China’s National Account, the

total discrepancy can be decomposed into sectoral discrepancies, which are denoted by

dj,t in (2.3) (where wj,t is sectoral weight in year t). According to Ma et al. (2014), the

contribution rate for sector j at time t is defined as

cj,t =
wj,t · dj,t
Dy,t

. (2.4)

Table 2.2 and Figure C.1.1 present total discrepancies (Dy,t) and sectoral discrepancies

(dj,t) using the VA method from 1978 to 2016. Overall, provincial governments under-

reported output statistics between 0.3% and 6.7% from 1978 to 2002, with an average

discrepancy of -3.5% during that period. From 2003 onwards, provincial governments col-

lectively over-reported the local output level by between 1.5% and 6.7%, with an average

discrepancy of 5.1%. A number of reasons have been advanced to explain under-reporting

of provincial GDP before 2002. First, China’s sectoral classification system has changed

over time. The national sectoral classification criterion was updated for the second time

in 2002, which led to a wide range of re-classifications. Most of China’s provinces did not

begin to restructure the sectoral GDP until 2005. Second, the NBSC tended to perform

downward revisions to reconcile over-reporting behaviour by provincial governments. For

instance, the NBSC performed large downward adjustments to provincial production in its

approach to calculating GDP in 1993 (because the 1993 provincial-level data, published a

year late, already incorporated the retrospective upward revisions to GDP following the

1993 tertiary sector census, but the nationwide data did not). Third, the NBSC explana-

tions of how provincial output and national GDP are calculated are not consistent across

different NBSC sources. The NBSC tended to publish incomplete statistics first and ad-

just them later through the National Economics Census rather than not publish them

at all. Holz (2014) found that local governments over-reported provincial GDP based on
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first published values from 1993–2003 and the NBSC used the census to adjust provincial

output data downwards.

Regarding the sectoral discrepancy produced by the VA approach, one notable irregu-

larity is that local governments tended to significantly under-report tertiary sector output

from 1978 to 2002, with an average discrepancy of –10.2% during this period. After 2003,

the percentage of discrepancies dropped to a relatively low level. This trend in the in-

accuracy of the statistics could be traced back to the 1993 tertiary sector census when

tertiary sector value-added output for the years 1978–1993 was largely revised upward.

Tertiary sector value-added output for 1993 was revised upward by 32.04% to reconcile

the figures for over-reporting by provincial governments.

The sectoral discrepancies in the construction sub-sector were significant from 1978

to 1985 and from 2002 to 2005, exceeding 20% in 1978, 1979, 1982 and 1984. The

percentage differences for the industrial sub-sector were relatively small until 2004. From

this time onwards, the differences increased significantly from 1.5% in 2003 to 15% in 2016.

The discrepancies in the primary sector figures, averaging –0.4%, were relatively small

compared to the tertiary sector and the secondary sector. The increased discrepancies

in the secondary sector since 2004 can be rooted in the career incentives of local leaders.

Compared to the tertiary sector, the secondary value-added output is relatively easy to

manipulate. Provinces often double-count cross-provincial economic activities and still

use (presumably questionable) report forms for industrial enterprises with annual sales

revenues below 5 million yuan.

The sectoral contribution rates to the overall discrepancies when using the VA ap-

proach are presented in Table 2.3 and Figure C.1.2. The primary sector has contributed

very little to the overall discrepancies, except for during 1982 and 1983. The tertiary

sector was the greatest contributor to nationwide discrepancies in the years leading to
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1994, with an average contribution rate of 140.7% from 1978 to 1994. With the excep-

tion of 2003, from 1995 to 2007, the tertiary sector contributed positively to the overall

discrepancies and the level of contribution was smaller than that of the secondary sector.

From 2007 onwards, the tertiary sector contributed negatively, indicating that provin-

cial governments collaboratively under-reported output statistics in the tertiary sector.

The secondary sector was the first to contribute negatively to the overall discrepancies

between 1978 and 1985, with an average contribution rate of 57.6%. Contribution rates

dramatically increased from 18.3% in 1986 to 102% in 2016, averaging 69% during the

same period. The contribution rates of the industrial sub-sectors have historically fol-

lowed similar patterns to the contribution rates of the secondary sector, especially after

1986. Contribution rates for the construction sub-sector are relatively low compared to

the industry sub-sector during the sample period. Notably, from 1978 to 1985 and 1999

to 2002, the construction sub-sector contributed an average of –70.5% and –37.3% to the

nationwide discrepancies, respectively.

Similarly, discrepancies can also be found in the AE method. Table 2.4 and Figure

C.1.3 present the discrepancies as the percentage difference by which the sum of provincial

data exceeds the national GDP data for total GDP, final consumption expenditure and

its two sub-sectors (household and government), and gross capital formation from 1993

to 2016.21 Overall, the nationwide discrepancies by the AE were significant, fluctuating

between –1.3% and –6.8% from 1993 to 2002, with an average of –3.9%. The percentage

differences became positive in 2003 and were particularly large after 2005, reaching more

than 5% most years. The largest over-reporting of provincial output data was found in

the gross capital formation component. The discrepancies increased sharply from only

–2.5% in 1993 to 29.7% in 2016, averaging 20.4% during this period. The discrepancies are

21Only percentages from 1993 were reported because of the availability of provincial data. Data from
some provinces (e.g., Tibet) were not available until 1993. The export and the import sector were not
reported, as proportions of the net export were small over the sample period—often less than 3%.
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particularly large after 2005, with the percentage differences reaching more than 22.7%

in all years.

Overall, provincial governments tended to under-report their output figure in the fi-

nal consumption expenditure component. The discrepancies for total final consumption

expenditure exhibited an upward trend, rising from –15.7% in 2000 to –0.7% in 2016.

The household expenditure sub-component followed similar patterns to the discrepancies

of total final consumption expenditure. The percentage differences first decreased from

–5.6% in 1993 to –13.1% in 2002, then increased to 0.3% at the end of the study pe-

riod. Provincial governments heavily under-reported government expenditure from 1993

to 2002. On average, they reported 20.7% less than the nationwide GDP figure. Since

2003, provincial governments began over-reporting the provincial output number. Still,

the level of over-reporting was not nearly as substantial as the level of under-reporting

from 1993 to 2002.

The sectoral contribution rates calculated using the AE approach are presented in

Table 2.5 and Figure C.1.4. The greatest contributor to the discrepancies between na-

tionwide GDP and the sum of the provincial outputs was in the gross capital formation

component, with discrepancy percentages ranging from –2.3% to 609% in the considered

period. The gross capital formation first contributed negatively to the overall discrep-

ancies, decreasing from –3% in 1994 to –378.9% in 2002. However, from 2003, the gross

capital formation contributed positively, with an average of 253.8%. The contribution

rate for total final consumption expenditure first increased from 133.4% in 1993 to its

peak of 522.8% in 2002 and then sharply decreased to –41.1% in 2007. The contribution

rate for total final consumption expenditure became relatively small after 2008, with the

figures often approximately 10%. This trend is followed by the significant drop of dis-

crepancies for final consumption expenditure, as well as increased discrepancies for gross

capital formation. The household and government consumption expenditure presented
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very similar patterns to the total consumption expenditure, increasing from 54.8% and

83.1% in 1993 to 182.7% in 2000 and 463% in 2002 and then decreasing to 2.4% and –11%

in 2016 respectively.

Internal inconsistency between the VA method and the AE method and discrepancies

between the sum of provincial output and nationwide data reveal abnormalities. Ma

et al. (2014) indicated that the data-generating process cannot explain the discrepancy.

Instead, the problem of over-reporting in provincial governments may be rooted in the

career incentives of provincial officials. Provincial governments play vital roles in China’s

economic development, carrying out more than 70% of fiscal spending to develop economic

institutions and infrastructure. The provincial government leaders are appointed by the

central government rather than being elected by the local electorate. Moreover, the

central government has established competition among officials across the regions by using

economic performance to determine their career advancement. Consequently, provincial

governments pressure the provincial bureaus of statistics to inflate output levels to please

the highest ranking leaders in Beijing (Xiong 2019, Hsien & Song 2019).

The NBSC may be aware of the incentives of provincial leaders to over-report output

level; however, how the bureau can respond to over-reporting behaviour is unclear (Xiong

2019, Holz 2014, Ma et al. 2014). The NBSC does not indicate its awareness of the over-

reporting by provincial governments, possibly because the leaders in Beijing do not want

to publicly embarrass the provincial leaders, some of whom are already members of the

Politburo.
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Table 2.2: Sectoral Discrepancies by the VA Approach

Nationwide

GDP

Primary

Sector

Secondary Sector Tertiary

SectorTotal Industry Construction

1978 -5.5% -0.6% 2.9% 0.4% 28.3% -27.2%

1979 -3.9% -1.2% 2.4% -0.9% 39.6% -20.7%

1980 -4.1% -2.4% 0.4% -1.5% 16.9% -16.3%

1981 -2.6% -0.1% 0.6% -1.3% 15.9% -12.6%

1982 -0.5% 1.3% 1.5% -1.0% 22.7% -7.3%

1983 -0.3% 2.2% 1.1% -0.8% 14.6% -6.4%

1984 -1.8% 0.6% 3.3% 1.0% 20.6% -13.3%

1985 -5.2% 0.7% 2.8% 0.6% 18.2% -22.4%

1986 -6.7% 1.3% -2.8% -4.0% 3.6% -19.5%

1987 -5.6% 0.4% -1.2% -1.3% -2.3% -17.2%

1988 -4.3% 1.8% -1.7% -2.0% -1.8% -12.9%

1989 -3.9% 1.3% 0.2% -0.4% 2.5% -12.9%

1990 -2.0% 1.0% 0.5% 0.0% 1.9% -7.6%

1991 -3.4% 0.1% -1.2% -1.8% 1.0% -9.3%

1992 -4.3% -0.3% -1.5% -2.2% 1.5% -10.9%

1993 -3.8% -0.9% -1.7% -1.0% -8.2% -8.3%

1994 -6.3% -2.7% -4.7% -4.1% -10.8% -10.4%

1995 -6.0% -1.8% -8.2% -8.0% -11.5% -5.6%

1996 -5.1% -1.4% -8.2% -7.8% -13.2% -2.9%

1997 -3.7% 1.4% -6.8% -7.2% -6.3% -2.0%

1998 -2.6% 1.3% -4.0% -4.9% 0.0% -2.7%

1999 -2.2% 0.2% -3.1% -4.4% 3.8% -2.2%
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Table 2.2: Sectoral discrepancies by the VA method (continued)

Nationwide

GDP

Primary

sector

Secondary Sector Tertiary

IndustryTotal Industry Construction

2000 -1.6% 0.7% -2.7% -4.2% 6.2% -1.3%

2001 -1.9% 0.0% -2.2% -4.1% 9.5% -2.3%

2002 -0.7% 0.0% -0.2% -2.3% 12.6% -1.7%

2003 1.5% 1.0% 3.5% 1.5% 15.7% -0.6%

2004 3.8% -0.7% 7.8% 6.2% 17.6% 0.5%

2005 6.4% 4.1% 10.6% 9.9% 12.5% 2.2%

2006 6.1% 3.5% 11.0% 11.2% 6.9% 1.2%

2007 3.5% 2.9% 9.7% 10.6% 0.4% -3.1%

2008 4.3% 2.2% 11.5% 12.7% -0.3% -3.1%

2009 4.6% 3.1% 12.3% 14.0% -1.2% -3.0%

2010 5.8% 3.0% 14.8% 17.1% -1.9% -3.1%

2011 6.6% 2.8% 16.2% 18.8% -3.0% -2.7%

2012 6.7% 2.9% 16.8% 19.6% -3.3% -2.6%

2013 6.6% 2.8% 16.8% 20.3% -4.0% -3.6%

2014 6.3% 0.0% 15.5% 18.6% -1.2% -0.8%

2015 4.9% 0.0% 13.7% 16.3% 0.5% -1.5%

2016 4.9% 0.0% 12.6% 15.0% 0.0% -0.2%

Source: China Statistical Yearbook 2017.
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Table 2.3: Sectoral Contribution Rate by the VA Approach

Primary

Sector

Secondary Sector Tertiary

SectorTotal Industry Construction

1978 3.3% -24.9% -3.2% -19.4% 121.6%

1979 9.9% -29.1% 10.8% -36.0% 119.1%

1980 17.1% -4.8% 16.8% -17.5% 87.7%

1981 1.6% -10.1% 20.8% -25.3% 108.6%

1982 -78.9% -124.0% 71.6% -171.7% 302.2%

1983 -246.4% -168.4% 105.2% -228.4% 514.3%

1984 -9.9% -76.6% -20.8% -49.4% 186.4%

1985 -3.6% -23.1% -4.9% -16.1% 126.7%

1986 -5.0% 18.3% 24.5% -2.7% 86.7%

1987 -1.7% 8.9% 9.3% 2.2% 92.8%

1988 -10.7% 17.3% 18.8% 2.2% 93.4%

1989 -8.2% -2.1% 4.2% -3.0% 110.3%

1990 -13.8% -10.7% -0.4% -4.4% 124.5%

1991 -0.5% 14.6% 20.3% -1.4% 95.3%

1992 1.7% 14.7% 20.3% -1.9% 90.4%

1993 4.6% 20.9% 11.1% 13.6% 74.5%

1994 8.4% 34.5% 27.8% 10.5% 57.1%

1995 5.7% 63.3% 57.3% 11.6% 31.0%

1996 5.3% 75.6% 65.8% 15.8% 19.0%

1997 -6.7% 88.0% 84.8% 9.9% 18.7%

1998 -8.5% 70.1% 77.0% 0.1% 38.4%

1999 -1.8% 63.3% 80.8% -9.9% 38.4%
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Table 2.3: Sectoral contribution rate by the VA method (continued)

Primary

Sector

Secondary Sector Tertiary

SectorTotal Industry Construction

2000 -6.9% 77.2% 108.8% -21.7% 32.0%

2001 0.0% 52.0% 88.4% -26.9% 50.3%

2002 -0.2% 9.4% 120.6% -90.6% 97.2%

2003 8.3% 104.8% 39.0% 55.6% -16.3%

2004 -2.5% 95.8% 64.7% 25.2% 5.3%

2005 7.5% 78.3% 61.2% 10.9% 14.2%

2006 6.2% 85.9% 72.6% 6.4% 7.9%

2007 8.6% 129.0% 119.9% 0.6% -37.6%

2008 5.3% 125.3% 116.4% -0.3% -30.6%

2009 6.6% 121.6% 114.3% -1.7% -28.2%

2010 4.9% 118.4% 111.0% -2.1% -23.3%

2011 4.0% 114.4% 107.2% -3.1% -18.4%

2012 4.1% 113.3% 106.3% -3.3% -17.4%

2013 4.0% 112.4% 108.2% -4.2% -25.5%

2014 0.0% 106.4% 101.3% -1.3% -6.3%

2015 0.0% 114.9% 109.2% 0.6% -14.9%

2016 0.0% 102.0% 97.5% -0.1% -2.0%

The NBSC classify the secondary sector into industry, construction and other. Therefore, the sum

of sectional contribution rate by industry and construction does not necessarily equal 100%. We

source our GDP data from the China Statistical Yearbook 2017. GDP is in in current price and not

seasonally adjusted.
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Table 2.4: Sectoral Discrepancies by the AE Approach

GDP
Final Consumption Expenditure Gross Capital

FormationTotal Household Government

1993 -4.4% -10.2% -5.6% -25.9% -2.5%

1994 -6.8% -11.9% -7.4% -27.2% 0.4%

1995 -6.0% -12.5% -9.6% -23.5% 4.4%

1996 -5.7% -12.5% -10.7% -20.7% 7.2%

1997 -4.3% -11.9% -9.4% -20.3% 13.5%

1998 -3.2% -13.3% -10.5% -22.8% 19.7%

1999 -2.6% -14.9% -12.1% -24.1% 19.5%

2000 -2.0% -15.7% -14.1% -22.2% 20.1%

2001 -2.4% -13.7% -14.0% -13.3% 13.5%

2002 -1.3% -11.0% -13.1% -6.6% 13.1%

2003 0.7% -7.0% -9.5% 0.6% 11.0%

2004 2.9% -4.2% -7.5% 3.3% 13.1%

2005 5.1% -2.6% -4.0% 1.7% 22.7%

2006 5.6% -1.3% -2.6% 1.9% 25.7%

2007 3.0% -2.4% -4.3% 2.7% 22.8%

2008 4.8% -1.0% -3.3% 4.8% 22.8%

2009 4.8% -0.2% -2.7% 5.8% 23.0%

2010 6.6% 1.6% -1.2% 8.5% 23.8%

2011 7.6% -0.6% -2.5% 4.5% 25.5%

2012 6.8% -0.6% -2.4% 4.3% 29.2%

2013 5.8% -0.3% -1.4% 2.7% 29.8%

2014 5.9% -0.2% -0.8% 1.5% 29.9%
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Table 2.4: Sectoral Discrepancies by the AE approach (continued)

GDP
Final Consumption Expenditure Gross Capital

FormationTotal Household Government

2015 3.8% -0.7% -0.6% -0.9% 29.3%

2016 4.6% -0.7% 0.3% -3.6% 29.7%

Source: China Statistical Yearbook 2017. Nominal GDP is in current prices and is not seasonally

adjusted.
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Table 2.5: Sectoral Contribution Rate by the AE Approach

Final Consumption Expenditure Gross Capital

FormationTotal Household Government

1993 133.4% 54.8% 83.1% 25.2%

1994 101.3% 47.8% 55.7% -2.3%

1995 122.1% 72.3% 51.6% -28.9%

1996 131.1% 87.4% 47.5% -48.0%

1997 164.0% 100.5% 64.2% -113.5%

1998 249.5% 148.7% 105.5% -218.5%

1999 353.1% 212.1% 148.1% -257.6%

2000 493.5% 328.4% 182.7% -342.7%

2001 356.6% 270.6% 90.5% -207.1%

2002 522.8% 463.2% 80.6% -378.9%

2003 -552.1% -557.1% 11.6% 609.0%

2004 -78.6% -106.0% 15.6% 191.7%

2005 -27.3% -31.3% 4.7% 182.1%

2006 -12.2% -17.7% 4.6% 185.5%

2007 -41.1% -53.6% 12.3% 316.4%

2008 -9.8% -24.8% 13.2% 204.1%

2009 -1.9% -20.2% 16.1% 223.8%

2010 11.5% -6.3% 16.5% 172.1%

2011 -4.0% -11.8% 7.8% 160.9%

2012 -4.6% -13.2% 8.6% 202.8%

2013 -2.7% -8.9% 6.2% 241.9%

2014 -1.6% -4.9% 3.4% 236.3%
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Table 2.5: Sectoral Contribution Rate by the AE approach (continued)

Final Consumption Expenditure Gross Capital

FormationTotal Household Government

2015 -9.7% -6.3% -3.4% 341.7%

2016 -8.6% 2.4% -11.0% 284.1%

The NBSC classifies the AE approach GDP in three components: final consumption expenditure,

gross capital formation and net export. The contribution rate for net exports is not reported because

local net exports are calculated as a residual by the provincial bureaus of statistics and are not based

on trade data. We source our GDP data from the China Statistical Yearbook 2017. GDP is in in

current price and not seasonally adjusted.

2.4.3 Issues with the GDP Deflator and the Real GDP Growth

Rate

While the statistical authorities of most Western countries estimate the real GDP by

deflating the nominal GDP with a separate, independently constructed price index, this

is not the case in China. Compared to Western countries, the GDP deflator in China

is inconsistently calculated22, and it is unclear which price indices are used to calculate

it (Holz 2014, Koch-Weser 2013, Kerola 2019).23 Another anomaly is associated with

the benchmark revision and economic census of the nominal GDP. The NBSC tends to

perform major revisions of the nominal VA output data while leaving the real VA output

22Prior to 2004, the NBSC was heavily dependent on enterprise-provided, output-based implicit de-
flators to deflate the GDP. Since 2004, the NBSC has adopted predominantly relevant price indices to
deflate its nominal VA series. The NBSC changes its real GDP deflator calculation method over time
without a clear explanation of which method is used during each period.

23In an interview with the press in 2015, the NBSC cell member of the Community Party and the chief
economist, LaiYun Shen, explained there would be different price indices for the primary, secondary and
tertiary sectors and for the intermediate input and final output. For example, when considering industrial
VA, final outputs were deflated using the producer price index and intermediate input was deflated using
the purchase price index.
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unchanged, therefore, letting the implicit deflator bear the burden. Since the NBSC has

not attempted to revise price indices in the past.24, this implies that, if the benchmark

revision of the nominal output data is correct, the real GDP growth rate is systematically

incorrect. Several studies claimed that China’s GDP deflator is underestimated compared

to the true price level. Therefore, the real GDP growth rate is exaggerated (Movshuk

2002, Young 2003, Holz 2014).25

This section compares the implicit GDP deflator with various price indices, affording

some insight on how often the NBSC incorrectly estimates the real growth rate. Figures

2.3 to 2.6 show comparisons between a selection of alternative price indices and the GDP

deflators for the primary, secondary and tertiary sectors. The selection of alternative price

indices is based on how the NBSC obtains sectoral VA and justified by the availability

of data.26 The official GDP deflators for the three sectors were calculated by dividing

the nominal GDP growth rate of each sector by the real GDP growth rate. The agri-

cultural producer price index (APP), producer price index: food (PPI: food), rural retail

price index (rural RPI) and rural consumer price index (rural CPI) were selected as the

measures for the primary sector GDP deflator, producer price index: industrial product

(PPI:industrial product) and purchasing price index were selected as the measures for the

secondary sector, and self-constructed Tornqvist index and weighted average index were

selected as the measure for the tertiary sector. The weighted average index for each year

is defined as:

It =
n∑

j=1

wj,t · ij,t, (2.5)

24The NBSC has only made changes to how price indices are calculated (i.e., which goods are included
in the CPI).

25Using proxies of sectoral price indices, Movshuk (2002) found that the official implicit deflator is
underestimated. Therefore, the real GDP growth rate was exaggerated by approximately 2% from 1991
to 1999. Young (2003) found an approximately 1.7% downward adjustment in the real growth rate by
replacing implicit sectoral deflators with proxies of sectoral price indices from 1978 to 1998.

26Holz (2014)’s appendix provides a detailed explanation for how the NBSC calculates real GDP
deflators.
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where It stands for the weighted average index in year t, wj,t is a weight of sector j and

ij,t is the implicit deflator of sector j in year t. The Tornqvist index is defined as:

pt
pt−1

=
n∏

j=1

pj,t
pj,t−1

1
2
[
valuej,t−1
valuet−1

+
valuej,t
valuet

]

, (2.6)

where pt is the Tornqvist index for the tertiary sector, pj,t is the price index for the sub-

sector j in year t and valuet and valuej,t refer to the nominal value of the tertiary sector

and its sub-sectors in year t. The construction of the Tornqvist index was based on five

sub-sectors in the tertiary sector, using (CPI: renting) for the real estate sub-sector, (CPI:

service) for the financial intermediation sub-sector, (CPI: service) for the accommodation

and catering trade sub-sector, RPI for the wholesale and retail trade sub-sector, and (CPI:

transport) for the transport, storage and post sub-sector.

As in Figures 2.3 and 2.4, alternative price indices for the primary sector diverged

significantly during several years, especially 1990, 1995, 2008 and 2012. The (PPI: food)

index was generally smaller than the implicit deflator for the primary sector, whereas the

APP index showed similar historical movements to the primary sector deflator, except

between 1988 and 1990, and 1994 and 1999. The rural RPI and rural CPI were mostly

smaller than the primary sector deflator in all years except 1989. Both price indices were

considerably smaller than the primary sector deflator from 2003 onward. Based on the

analysis above, the real growth rates of the primary sector, especially after the year 2003,

are not exaggerated.

Figures 2.5 and 2.6 show the time series plots of alternative price indices for the

secondary and tertiary sectors. For the secondary sector (see Figure 2.5), both price

indices were higher than the official implicit deflator, especially in the years 1985, 1989,

1993, 1994 and 2004. The gap between the secondary sector deflator and the alternative

price indices decreased after 2003, indicating that the exaggeration of the real growth rate
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Figure 2.3: Primary Sector Deflator vs. Agriculture Product Price and PPI: food
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Source: China Statistical Yearbook 2017.

Figure 2.4: Primary Sector Deflator vs. RPI: rural and CPI: rural
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in the secondary sector had become less severe. For the tertiary sector (see Figure 2.6),

the weighted average index showed a close movement with the tertiary sector deflator,

except in years 1984, 1985, 1989 and 1993. Conversely, the Tronqvist index was generally

smaller than the official implicit deflator, especially after 2000.

Figure 2.5: Secondary Sector Deflator vs. Producer Price Index: industrial products and
Purchasing Price Index: industrial products
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Source: China Statistical Yearbook 2017.

Table 2.6 presents the average annual real GDP growth rate from 1979 to 2015 in three

different scenarios: 1) actual scenario, which is calculated from the Statistical Year Book

2017; 2) high real growth scenario, in which each sector’s nominal VA is deflated using

one of the lowest alternative price indexes; and 3) low real growth scenario, in which each

sector’s nominal VA is deflated using one of the highest alternative price indexes. While

the official annual real growth rate is 9.7%, it could reasonably be anywhere between 8.4%

and 10.6% (see Table 2.6). Based on the above analysis, it was concluded that the NBSC

can obtain a relatively wide range for the real GDP growth rate by selecting different
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Figure 2.6: Tertiary Sector vs. Weight Average Index and Tornqvist Index: 6 sub-sectors
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Source: China Statistical Yearbook 2017.

price indices in the calculation process, which allows the NBSC to vary its final reported

figure and meet the pre-announced target.

Table 2.6: Average Annual Real GDP Growth Rates for the Period 1979 to 2015 in three
Different Scenarios

Official Rate from
Statistical Year Book 2017

Reasonable deflator scenario for

High real growth Low real growth

Primary Sector Rural RPI Agricultural Product Index
Secondary Sector Secondary Sector Deflator Purchasing PI: Industrial goods
Tertiary Sector Tornqvist Index Weight Average Index
Average Annual real GDP
growth rate 1979-2015

9.7% 10.6% 8.4%

Source: China Statistical Yearbook 2017.

2.5 Concluding Remarks

Understanding the reliability of China’s economic statistics is a crucial challenge to over-

come for the world economy. China remains open to international trade and it is the
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primary destination for foreign investment. Countless investors, firm managers, finan-

cial analysts and economic policy-makers depend heavily on accurate statistics to make

beneficial decisions. The recent complaints followed an extended period of questioning

whether China has the institutional capacity to publish accurate statistics—critics argued

that official statistics overstated the economy’s growth and understated trend inflation.

The broad argument is that the collection of economic data behind the national accounts

is under the control of local government. In Tables 2.2 and 2.4, evidence shows that local

governments chose to use their power to over-report local statistics on GDP, particularly

by overstating industrial output and investment since 2003. This over-reporting problem

may be rooted in the career incentives of provincial officials. Also, the NBSC can obtain

a relatively wide range of the GDP growth rates by selecting different price indices to

calculate GDP deflators.

This paper evaluates the quality of China’s official economic data and contributes to

several aspects of the existing literature. First, a comprehensive review of the existing

literature has been provided, focusing on the effects of political interference on the sta-

tistical reporting system and the statistical framework and data compilation methods in

China. Second, a number of different price indices for evaluating the implicit GDP de-

flators have been constructed. Third, the discrepancies of GDP by different methods, as

well as for individual sectors have been decomposed, thus making constructive solutions

based on quantitative methods.

There is a considerable scope for future research. Further investigation into the issue

of the quality of China’s GDP statistics might proceed by studying the agency problems

between China’s central and local governments in affecting the economy. Using alter-

native indicators, such as the VA tax revenue of the local government and industrial

energy consumption, to estimate the extent of over-reporting could be another future

research topic. Less prone indicators, such as labour market indicators and trade data
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from developed countries, can be fruitful to call attention to the manipulation of official

macroeconomic statistics. These alternative indicators are useful to correct ex-post GDP

measures. The difference between the Chinese GDP calculated using the VA approach

and the AE approach has become more pronounced in recent years; therefore, reconciling

different measures of the Chinese GDP is vitally important for Chinese macroeconomics.

There could also be a link between Chinese monetary policy and the quality of official

statistics. The OECD suggests several tests to examine whether macroeconomic data re-

visions are well behaved or not. These tests consider examinations of the mean revision,

median revision, adjusted t-statistic (for the significance of mean and median revisions),

standard deviation of revision, root mean square revision, quartile deviation and skewness.

These tests could be applied to Chinese macroeconomic data in future research.
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Chapter 3

Forecasting the Chinese Macroeconomy Based on a

Large Factor Model with Monthly and Quarterly Data

3.1 Introduction

As China has become the world’s second-largest economy, rigorous and systematic re-

search in the evaluation of out-of-sample forecasts of China’s macroeconomy is urgently

required. In this paper, we undertake the task of forecasting Chinese macroeconomic vari-

ables in a data-rich environment using a large-scale factor model with mixed frequency and

missing observations components. Macroeconomic policymaking often faces the problem

of forecasting the state of an economy with incomplete statistical information. Important

economic variables are released at different frequencies with considerable time lags. In

addition, due to the significant effect of Chinese New Year on the seasonal pattern of the

data, the NBSC does not release some variables (such as industrial production) for both

January and February. This break in the data dissemination pattern also affects other

variables and, therefore, complicates the task of producing an accurate forecast due to

the scarcity of information available over that specific time window. Another challenging

issue is the quality of Chinese official economic data. The degree of data contamination

has made traditional forecasting models less feasible; a high level of care must be taken re-

garding the selection of inputs of a specific model (Fernald et al. 2014, Higgins et al. 2016,

Holz 2014). Scepticism regarding the contamination of China’s official data stems from
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several factors, among which technical difficulties, outdated reporting systems, incom-

plete sample surveys and political interference are common concerns (Holz 2008, 2014,

Koch-Weser 2013).1 As suggested by Fernald et al. (2014), Stock & Watson (2002b),

Bernanke & Boivin (2003) and Bernanke et al. (2005), the large-dimensional approxi-

mate factor model can overcome the concerns regarding such potential contamination of

Chinese official economic data and the issue of mixed-frequency sampling with missing

observations during Chinese New Year.2 Moreover, as the number of time observations is

small relatively to the number of economic indicators in China, pooling information from

a large set of predictors can provide substantial benefits compared to standard time series

forecasting models.

Factor models are a sensible way to exploit the information from a very large number

of predictors. The underlying assumption is that a small number of unobservable and

latent factors are the driving forces behind the state of an economy. The use of a few

common factors driving all economic variables is in line with the real business cycle

and dynamic stochastic general equilibrium models. This is an appealing feature for

forecasting purposes since it allows researchers to concentrate on a few common factors

instead of overfitting models with a potentially large number of explanatory variables. In

addition, factor models ameliorate omitted variable bias, require minimal conditions on

the idiosyncratic disturbances, deal with measurement errors and are relatively easy to

1Political economy literature often argues that data manipulation can occur at both the central gov-
ernment and local government levels. At the central government level, it is likely that only the cell
members of Community Party of the NBSC know the choices leading to the final economic data that are
presented, possibly with influences from the leaders of the state council and the Community Party (Holz
2014, Koch-Weser 2013, Xiong 2019). At the local government level, officials compete with each other for
career advancement. Since economic performance is an important measure in cadres’ evaluation, local
officials have strong incentive to over-report key output statistics (Holz 2008, Xiong 2019).

2The large dimensional approximate factor model provides robustness in the presence of structural
breaks and a small amount of data contamination, see Stock & Watson (2002a,b, 2016), Bai & Ng (2008b)
for references. Not all Chinese official statistics are unreliable—only a few important variables such as
GDP and industrial production are considered unreliable. Therefore, the large dimensional approximate
factor model is particularly suitable in the context of macroeconomic forecasting for China.
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implement.

The initial works on factor models were presented by Sargent et al. (1977) and Geweke

(1977). Sargent et al. (1977) examined a large-scale macroeconometric model and con-

cluded that two dynamic factors could explain 80% or more of the variance of major

economic variables, including unemployment rate, industrial production growth, employ-

ment growth and wholesale price inflation. Geweke (1977) applied dynamic factor models

to macroeconomic data and analysed these models in the frequency domain for a small

number of variables. However, they imposed orthogonality on the idiosyncratic compo-

nents, and such assumptions were too restrictive for the economic data.

Factor models have been improved through advances in estimation techniques pro-

posed by Reichlin (2002), Forni et al. (2000), Kapetanios & Marcellino (2009), Stock &

Watson (2002b), Stock & Watson (2002a) and Bai & Ng (2006).3 To select the number of

common factors, Bai & Ng (2002) and Hallin & Lǐska (2007) developed information crite-

ria for the static factor model and the generalised dynamic factor model. Following these

statistical advances, factor models have become popular in the economic literature under

the name of the large-dimensional approximate factor model. In this case, ‘large’ means

that the sample size in both dimensions T and N tends to infinity in the asymptotic the-

ory. ‘Approximate’ means that the idiosyncratic errors are allowed to be weakly correlated

across i and t. The estimated factors are useful to perform a structural analysis. They

can be modelled as a dynamic structural factor model to identify the structural shocks

and their dynamic impact on a large set of economic and financial indicators (Lütkepohl

2014, Van Nieuwenhuyze 2005, Bernanke et al. 2005, Bernanke & Boivin 2003, He et al.

2013). They can also be used to improve nowcasting and forecasting accuracy, possibly

3Stock & Watson (2002a) proved consistency of the principal component estimator of the static factors
under the condition which the estimated factors can be treated as observed in subsequent forecasting
regressions. Bai & Ng (2006) further provided improved rates for consistency of the estimator for which
the factor estimated by principal component can be treated as data (that is, the error in estimation of
the factors can be ignored when they are used as regressors).
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in combination with autoregressive (AR) terms and/or other selected variables (Gian-

none et al. 2008, Stock & Watson 2002b, Schumacher 2007, Schumacher & Breitung 2008,

Moser et al. 2007, Artis et al. 2005, Forni et al. 2003, Graff et al. 2004, Gupta & Kabundi

2011, Cristadoro et al. 2005, Giannone & Matheson 2007, Banerjee et al. 2005).

To motivate this paper, we consider the following two questions: (1) do large-dimensional

factor models that are well established for forecasting Western macroeconomies also work

well for China? and (2) do factor models based on mixed-frequency data with missing

observations provide more accurate forecasts than factor models based on targeted pre-

dictors?4 While evaluation of new forecasting models that have recently been proposed

by other research is of considerable interest for governments, academic research, business

and many other parties, the large-dimensional factor model with monthly and quarterly

data is equally important for a broad program of research on Chinese macroeconomic

forecasting. This is particularly relevant in light of the limited range of existing academic

literature in the field.

Scholarly journals have published a small number of papers on forecasting Chinese

macroeconomic variables, among which mixed-frequency datasets with missing observa-

tions are infrequently used. Several studies have used traditional models such as univariate

time series and multivariate vector autoregression (VAR) models to forecast the Chinese

real economic activity and inflation and have found that the growth rate of industrial

value-added goods, the term structure of credit spread and the money supply are useful

indicators for predicting China’s macroeconomy (Zhou et al. 2013, Higgins et al. 2016,

He & Fan 2015, Kamal 2013). However, these studies typically only consider a handful

of predictors. Zhou et al. (2013) only incorporated the term structure of credit spreads

into VAR models. Higgins et al. (2016) used only M2, inter-bank repurchase rate and

4We preselect variables from our mixed-frequency dataset according to Bai & Ng (2008a) and name
them targeted predictors.
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deposit rate. Kamal (2013) considered only money supply and output indicators, and

He & Fan (2015) selected 14 money and credit indicators to forecast China’s inflation.

The literature has extended to areas of big data, but the lack of economic theory and the

quality of data are two major concerns. Li et al. (2015) used the mixed-data sampling

(MIDAS) method with Google search data to forecast China’s inflation. They found that

Google search data are strongly correlated with CPI and that the MIDAS model can out-

perform the benchmark autoregressive integrated moving average (ARIMA) model, with

an average reduction of root mean square error of 32.9%. However, there is currently un-

derutilisation of economic theory when using data from internet companies to predict the

macroeconomy, and the quality and accessibility of Google data are questionable. Jiang

et al. (2017) extracted dynamic factors from 44 monthly variables and 54 daily variables

and used them in a mixed-frequency data sampling framework to predict China’s GDP

growth rate. However, they only covered a forecast horizon of one quarter ahead. In this

case, forecasting the real GDP growth rate at one quarter ahead makes limited economic

sense, as China is the only major economy that sets a rigid target for annual GDP growth.

This paper also considers a large number of forecasts than other existing studies fore-

casting China’s macroeconomy. Mehrotra & Sánchez-Fung (2008), Lin & Wang (2013),

Kamal (2013), Zhou et al. (2013) and He & Fan (2015) all performed comparisons of

alternative forecasting models for China’s economic indicators, but these studies only

considered a small number of forecasts. Mehrotra & Sánchez-Fung (2008) and Lin &

Wang (2013) only conducted forecasts up to 12 months ahead. Kamal (2013) produced

nine annual out-of-sample forecasts, whereas Zhou et al. (2013) only considered six out-

of-sample forecasts. He & Fan (2015) produced forecasts for five quarters. In comparison,

our paper constructs at least 88 forecasts.

This study conducts a horse race among a large set of traditional forecasting mod-

els and the large-dimensional approximate factor models. We predict two measures of
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inflation and three measures of real economic activity. The measures of inflation are

the consumer price index (CPI) and the retail price index (RPI), and the measures of

real economic activity are nominal investment, nominal consumption and railway freight

traffic. We use seven different forecasting models, each of which has proved useful for

forecasting macroeconomic variables in Western economies. The forecasting results are

presented in an out-of-sample forecasting simulation framework. In addition, we assess

the performance of comparable models during the Global Financial Crisis period.

The set of univariate models covers the mean forecast, the AR(p) forecast, the AR(2)

forecast, the ARMA(p,q) forecast and the ARMA(2,2) forecast, while the set of mul-

tivariate forecasts consists of specifications of the VAR model and multivariate lead-

ing indicators. Our set of factor models includes the diffusion index (DI) by Stock &

Watson (2002b), factor-augmented autoregressive(FA-AR) models and factor-augmented

vector autoregressive (FA-VAR) models. We collect our data over the December 2001

to June 2018 period and construct a 50:50 per cent split between in-sample and out-of-

sample periods. To estimate factors, we use the principal component analysis for balanced

panel data and the expectation–maximisation (EM) algorithm for the mixed-frequency

data with missing observations. The parameter estimation for each forecasting model is

based on a rolling window of 110 observations to minimise the effect of changing sample

size. Then we construct one-month, three-months, six-months, nine-months and twelve-

months-ahead forecasts and compare the forecasting performances by the relative mean

squared forecasting errors.

The rest of this paper is organised as follows. Section 3.2 presents the forecasting

methodologies of each model. Section 3.3 describes the data. Section 3.4 discusses em-

pirical results and Section 3.4 makes concluding comments.
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3.2 Factor Estimation and Forecasting Methodology

This section first outlines the estimation procedure for the common factor. The estimation

procedure is presented for two cases: the case without data irregularities (in Section 3.2.1)

and the case with mixed-frequency data and missing observations (in Section 3.2.2). The

methodology of the forecasting models is presented in Section 3.2.3.

3.2.1 The Large-Dimensional Approximate Factor Model and

Its Estimation

To motivate the representation of factor models, we can assume that the state of an econ-

omy can be represented as the sum of two mutually orthogonal components: the common

component and the idiosyncratic component. The common component of each variable

is a linear combination of a small number of common factors. The idiosyncratic compo-

nents ei,t are variable specific. Theoretically, the premise of factor models is that there

exist a small number of latent and unobservable factors driving the co-movements of the

high-dimensional vector of macroeconomic variables.5 We now address the representation

of factor models.

Factor Models Representation

The classical factor model has been widely used in psychology and other disciplines of

social science but less so in economics and finance, perhaps because the assumption that

factors and idiosyncratic errors are serially and cross-sectionally independent does not

align with economic data. The dynamic factor model explicitly recognises serial depen-

dence across T and N , where N is the number of variables and T is the number of time

5This is also affected by a vector of zero mean uncorrelated idiosyncratic disturbances.
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series observations. Let yt+1 denote the scalar series to be forecast and let xit be a pre-

dictor variable observed for t = 1, ..., T and i = 1, ...N . Following the work of Stock &

Watson (2011), we suppose that (xit, yt+1) admits a dynamic factor model representation

with r̄ common dynamic factors ft:

yt+1 = β(L)ft + γ(L)yt + εt+1, (3.1a)

xit = λi(L)ft + eit, (3.1b)

where in (3.1a) and (3.1b), λi(L), γ(L) and β(L) are lag polynomials in non-negative

powers of L.6 Although knowledge of the dynamic factor model is useful in structural

identification of the number of primitive shocks in the economy, the estimation of factors

and factor loading requires the use of tools of frequency domain analysis and the proper

choice of the auxiliary parameters is relatively difficult. For the purpose of multi-step

forecasts, Stock & Watson (2002b) imposed two important modifications to (3.1a) and

(3.1b). First, the lag polynomials λi(L), γ(L) and β(L) are restricted to have finite

orders of maximum q so that λi(L)=
∑q

j=0 λijL
j and β(L) =

∑q
j=0 βjL

j. The finite lag

assumption allows the dynamic factor model (3.1a) and (3.1b) to be written as a static

factor model:

yt+1 = β′Ft + γ(L)yt + εt+1, (3.2a)

Xt = ΛFt + et, (3.2b)

where in (3.2a) and (3.2b), Xt = (x1t, ..., xNt)
′ is the N × 1 vector of stationary variables,

Ft = (f1t, ..., frt) is the r × 1 vector of unobservable factors (with r ≤ (q + 1)r̄), Λ =

(λ′
1, ..., λ

′
N)

′ is known as N × r matrix of factor loadings and et = (e1t, ..., eNt)
′ is the

6It is assumed that E(εt+1|ft, yt, Xt, ft−1, Xt−1, ...) = 0. Therefore, in the case that ft, β(L) and γ(L)
were known, the minimum mean squared error forecast of yt+1 would be β(L)ft + γ(L)yt.
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N × 1 vector of idiosyncratic disturbances.7 Second, instead of developing a vector time

series model for Ft and rolling the forecasts yt|Ft forward, which entails estimating a large

number of parameters that could erode forecasting results, the construction of the h-step-

ahead forecast can be achieved by linear combination of Ft and yt (with or without its lags)

(Marcellino et al. 2006). The resulting adopted multi-step-ahead forecasting equation is:

yht+h = αh + βh(L)Ft + γh(L)yt, (3.3)

where in (3.3), yht+h is the h-step-ahead variable to be forecast, the constant term is

introduced explicitly and the subscripts reflect the dependence of the projection on the

horizon.

Rewriting the dynamic factor as static format yields two advantages. First, the properties

of the estimated static factors are easier to understand from a theoretical standpoint.

Second, the static factor model can be easily estimated using time domain methods such

as principal component analysis and involves fewer and easier choices regarding auxiliary

parameters.

Restrictions and Identification

Imposing normalisation conditions on factors and factor loadings is important to pin

down the rotational indeterminacy. When the number of time observations T and the

number of variables N is large, we can treat Λ and F as parameters and estimate Λ and

F simultaneously.8 Considering estimating a compact formulation of (3.2b):

X = FΛ′ + e, (3.4)

7In factor model literature, r is known as the true number of factors whereas k refers to the estimated
number of factors. Typically, r is much smaller than N and r does not necessarily equal k.

8After obtaining F and Λ, the residual matrix can be obtained from e = X − FΛ′.
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where X is the T ×N matrix of stationary variables, F = (F1, ...FT )
′ is the T × r matrix

of unobservable factors, Λ is the N × r matrix of the factor loadings and e is T × N

matrix of the idiosyncratic error. For an arbitrary non-singular r × r matrix A, we have

FΛ′ = FAA−1Λ′ = F ∗Λ∗′, where F ∗ = FA and Λ∗ = ΛA−1′. (3.4) is observationally

equivalent to X = F ∗Λ∗′ + e, and F and Λ are not separately identifiable; therefore,

restrictions are required to uniquely determine F and Λ. Since the arbitrary matrix A

has r2 degree of freedom, at least r2 restriction is required to remove the indeterminacy.

Bai & Ng (2008b) suggested normalisation of T−1FF ′ = Ir and ΛΛ′ being diagonal or,

alternatively, N−1ΛΛ′ = Ir and FF ′ being diagonal. Since the method of principal com-

ponents estimates space spanned by latent factors instead of factors themselves, further

restrictions are required for F and Λ. Following the methods of Bai & Ng (2013), ΛΛ′ is

restricted being a diagonal matrix whose diagonal elements are distinct entries, positive,

and arranged in decreasing order. Such a restriction is referred to as a PC1 restric-

tion by Bai & Ng (2013). Under PC1 conditions, the normalisation of factors provides

r × (r + 1)/2 restrictions, whereas the diagonal matrix Λ′ gives r × (r − 1)/2. Together,

the two normalisations lead to exactly r2 restrictions.

Uniqueness (or identification) can be ensured by obtaining PC1 restrictions. The require-

ments that the factor variance must be distinct, positive and arranged in descending order

ensure that columns of factor loadings cannot be simply reordered. The first factor has

the largest variance, explaining the largest part of the variance of Xit, and the second

factor has the second-largest variance, and so on. If factor loadings (or factors) were

known and normalised according to the work of Bai & Ng (2013), a natural estimator

for factors (or factor loadings) could be obtained by left-multiplying with Λ′ (or F ′) and

dropping out the idiosyncratic term, as below:

Ft = Λ′Xt. (3.5)
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In reality, both factors and factor loadings are often unknown. Following the work of

Stock & Watson (2002b), Bai & Ng (2002), Bai & Ng (2008b) and Schumacher & Breitung

(2008), we use the method of asymptotic principal components analysis to estimate the

factors and factor loadings simultaneously.

Asymptotic Principal Components Analysis

Asymptotic principal components analysis is one of nonparametric methods that estimate

the static factors in (3.2b) without specifying a model for the factors or assuming spe-

cific distributions for the disturbances. These approaches use weighted cross-sectional

averaging to remove the influence of the idiosyncratic disturbances. Such weights are the

resulting factor estimators explaining as much data variance as possible. The estimator

of the asymptotic principal component analysis for F and Λ can be treated as a direct

outcome of the least squares problem under normalisation conditions of PC1.

For any given k not necessarily equal to the true number of factors r, the method of

principal component analysis constructs a T × k matrix of estimated factors and a cor-

responding N × k matrix of estimated loadings by solving the following minimisation

problem:

min
λk′Fk

S(k), where S(k) = (NT )−1

N∑
i=1

T∑
t=1

(xit − λk′
i F

k
t )

2, (3.6)

subject to either the normalisation that Λk′Λk/N = Ik and F k′F k is diagonal, or the

normalisation that F k′F k/T = Ik and Λk′Λk is diagonal. The estimates can be obtained

by concentrating out F k (Stock & Watson 2002a, Bai & Ng 2008b). Minimising (3.6) is

equivalent to maximising:

V (Λk) = tr(Λk′X ′XΛk), (3.7)

subject to normalisation that Λk′Λk/N = Ik, where tr(·) denotes the matrix trace. This

is similar to solving the classical principal component problem, where λk is equal to
√
N
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times the eigenvectors corresponding to the k largest eigenvalues of the matrix X ′X.

Using a normalisation condition of Λk′Λk/N = Ik yields F k = XΛ/N9.

Determining the Number of Factors in Approximate Factor Models

A critical issue to the validity of the large-dimensional approximate factor model is the

correct specification of the number of static factors k. Traditional information criteria

such as the Akaike Information Criterion (AIC) and the Bayesian Information Criterion

(BIC), which are functions ofN or T alone, provide inconsistent estimations of the number

of static factors when both N and T diverge.10 Bai & Ng (2002) argued that the penalty

function for overfitting must include both N and T . They pioneered the literature by

proposing information criteria to take into account both dimensions of the dataset as

arguments of the function penalising over-parametrisation. Their information criteria

can consistently estimate the true number of statics factors; hence, they should be given

priority over the AIC or BIC (Stock & Watson 2016).

Let g(N,T) be a penalty function. Bai & Ng (2002) defined the information criteria as:

PCP (k) = S(k) + kσ2g(N, T ), (3.8)

IC(k) = ln(S(k)) + kg(N, T ), (3.9)

where S(k) is the sum of squared residuals (divided by N × T ) in (3.6) when k factors

are estimated. σ2 is equal to S(kmax) for a pre-specified value kmax, then the estimator

9Another solution to obtain F k and Λk is to concentrate out Λk and use the normalisation condition
of F k′

F k/N = Ik. This approach is less intensive when T < N , which is useful for the targeted factor
models when T=199 and N=41.

10Stock & Watson (2002b) used a modified version of the BIC to select the optimal number of factors
for forecasting a single series, but this requires N >> T . Additionally, the selected factors can have no
predictive ability for an individual data series.
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for the number of factors is defined as:

k̂PCP = argmin
0≤k≤kmax

PCP (k),

k̂IC = argmin
0≤k≤kmax

IC(k).

(3.10)

The condition C2
NTg(N, T ) → 0 as N, T → 0 would require divergence of g(N, T ). That

is, the convergence of estimated factor space requires that min
N,T

g(N, T ) must diverge. In

a practical panel setting, examples of g(N, T ) that satisfy the required conditions are:

g1(N, T ) =
N + T

NT
ln(

NT

N + T
),

g2(N, T ) =
N + T

NT
lnC2

NT ,

g3(N, T ) =
lnC2

NT

C2
NT

,

g4(N, T ) =
(N + T − k)ln(NT )

NT
,

(3.11)

where CNT = min
{√

N,
√
T
}
. The literature has frequently used g2(N, T ) in empirical

work as it tends to be more stable in practice (Bai & Ng 2002, 2008b, Stock & Watson

2011, 2006). According to Bai & Ng (2002)’s work, g4(N, T ) possesses good properties,

especially when errors are cross-sectionally correlated. From a statistical standpoint,

g4(N, T ) fails when T = exp(N) or N = exp(T ), but these configurations of N and T do

not seem empirically relevant. Therefore, g4(N, T ) should not be ruled out in practice,

particularly when the errors are cross-sectionally correlated. We use g2(N, T ) to determine

the number of factors in our factor models.
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3.2.2 The Expectation–Maximisation Algorithm for Unbalanced

Data

Macroeconomic forecasting often encounters a situation in which a dataset may be highly

unbalanced, possibly due to missing observations and different sampling frequencies. In

practice, policymakers and economic forecasters often want to consider the most recent

economic information for forecasting; however, as economic information is released with

different sampling frequencies and publication lags, the standard principal component

estimator cannot be applied in such circumstances. The EM algorithm is an iterative

method for efficient estimation and can consistently estimate Λk and F k when data irreg-

ularities are present.11

When data are unbalanced, minimisation of (3.6) through standard eigenvector de-

composition does not apply; instead, the least squares estimators of Ft and Λ are achieved

by solving the following minimisation problem:

V (k) = (NT )−1

N∑
i=1

T∑
t=1

Iit(xit − λk′
i F

k
t )

2, (3.12)

where Iit = 1 if Xit is observed and Iit = 0 if Xit is unobserved. Minimising (3.12)

requires use of iterations and sometimes may be difficult to solve analytically (Stock &

Watson 2002a). Stock & Watson (2002b) proposed a simple EM algorithm to estimate the

space spanned by factors when a dataset is unbalanced. Let F̂ (j−1) and Λ̂(j−1) denote the

estimated factors and factor loadings at (j−1)th iteration of the EM algorithm. Then, the

estimates of factors and factor loadings at jth iteration solve the following minimisation

11The EM algorithm is also used by McCracken & Ng (2016) to build the balanced FRED-MD dataset.
The FRED-MD is a large macroeconomic database designed for the empirical analysis of ‘big data’ and
has been widely used by macroeconomists.
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problem:

Q(Xobs, Λ̂(j−1), F̂ (j−1), F,Λ) =
N∑
i=1

T∑
t=1

{
E

̂F (j−1),̂Λ(j−1)(x
2
it|Xobs) + (λk′

i F
k
t )

2 − 2x̂it(λ
k′
i F

k
t )
}
,

(3.13)

where Xobs is the full set of observed data and x̂it = E
̂F ,̂Λ(xit|Xobs). The first term on

the right side of (3.13) does not depend on either factors or factor loadings. This implies

that, for the minimiser of (3.13) is proportional to the minimiser of:

V̂ (F,Λ) =
N∑
i=1

T∑
t=1

(x̂it − λ′
iFt)

2. (3.14)

At the jth step of convergence, this reduces to the usual principal component analysis

wherein the missing data are replaced by their expectation, conditional on the observed

data and using the parameter values from the previous iteration. Following the work of

Stock & Watson (2002b), we proceed with the EM algorithm as follows:

1. Initial step: provide an initial estimate of missing observations. In our application,

observations that are missing are initialised to the unconditional mean based on the

non-missing values (which is zero, since the data are demeaned and standardised).

Then, we use standard principal component analysis to estimate factors and factor

loadings.

2. E-step: For jth iteration, given the estimated factors and loadings from the previ-

ous (j − 1)th iteration, compute the updated estimate of missing monthly series and

monthly estimate of quarterly series by the expectation of Xi (T × 1 vector), condi-

tional on the observed data Xobs
i and the previous iteration factors and loadings for
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variable i according to:

X̂j
i = E(Xi|Xobs

i , F̂ (j−1), λ̂
(j−1)
i ) (3.15)

= F̂ (j−1)Λ̂
(j−1)
i + A′

i(AiA
′
i)
−1(Xobs

i − AiF̂
(j−1)Λ̂(j−1)),

where F̂ (j−1) is the T × r matrix of factors estimated from the previous (j − 1)th

iteration, λ̂
(j−1)
i is the ith row of Λ̂(j−1) and Ai is a time aggregation matrix. In (3.15),

part F̂ (j−1)Λ̂
(j−1)
i is the common component from the previous iteration and the term

(Xobs
i − AiF̂

(j−1)λ̂(j−1)) is the low-frequency idiosyncratic component, distributed

by the projection coefficient A′
i(AiA

′
i)
−1. If Xi contains no missing values, Ai is

the identity matrix and (3.15) simply becomes X̂i = F̂ Λ̂i + (Xobs
i − F̂ Λ̂i) = Xobs

i .

Therefore, for time series without data irregularities, no EM iteration is required.

3. M-step: Repeat the E-step for each variable i. The estimated monthly observations

for quarterly series, the estimated monthly missing observations and the monthly

series without data irregularities are combined into a new T × N dataset. Re-

estimate factors and factor loadings by principal component analysis. Go back to

the E-step until convergence. In our application, we stop the algorithm if the change

in the objective function (3.13) is smaller than 10−5.

Time Aggregation Matrices

Correctly specifying Ai in (3.15) is key to the EM algorithm. When dealing with mixed-

frequency datasets, transformation of quarterly observations into monthly estimates must

be performed properly. If missing observations occur (e.g., at the end of the sample pe-

riod), further transformation is required. This transformation procedure is called mapping

by Schumacher & Breitung (2008). We distinguish Xobs to be the T obx×1 vector of avail-

able observations and Xi to be the T × 1 vector of all observations (including available

and missing) for the variables ith. Then, the function of mapping can be written as a
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linear relationship as below:

Xobs
i = AiXi, (3.16)

where Ai is a T obs×T matrix that tackles missing values or different sampling frequencies.

Next, we provide three examples to demonstrate specifications of Ai for different variables.

Example 1: Missing Observations at the End of the Sample

If missing observations occur, rows of the identify matrix corresponding to the missing

values of Xi should be removed. For instance, if the last observation in Xi is not available,

the last row of the identity matrix Ai corresponding to the missing value of Xi should be

removed and the mapping matrix Ai becomes:

Ai =

⎛
⎜⎜⎜⎜⎝
1 · · · 0 0

...
. . .

...
...

0 · · · 1 0

⎞
⎟⎟⎟⎟⎠ (3.17)

Example 2: Gross Domestic Product as a Monthly Flow Variable

The key output indicator GDP is usually a quarterly flow variable, and we let the natural

log of GDP be denoted as yqt . If we assume that the observable quarterly data are averages

of unobservable monthly series, the underlying relationship between the observed natural

log of quarterly GDP yqt and the unobserved monthly GDP in the natural log can be

written as:

yqt = (1/3)(ymt + ymt−1 + ymt−2), (3.18)

where t is the monthly time index and (3.18) holds for t = 3,6,9,...T, assuming that

quarterly observations are available in the last month of the quarter. If time index T is

not a multiple of three, then the last row (or last two rows) is missing observations. The
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theory outlined in the section ‘Factor Models Representation’ requires stationary time

series; therefore, it may be useful to convert quarterly GDP in the natural log to the

growth rate of GDP and rewrite (3.18) as:

Δqyqt = (1/3)(ymt + ymt−1 + ymt−2)− (1/3)(ymt−3 + ymt−4 + ymt−5) (3.19)

= (1/3)(Δymt + 2Δymt−1 + 3Δymt−2 + 2Δymt−3 +Δymt−4), (3.20)

Rewriting (3.18) to (3.19) is a standard approach and is often referred to as GDP inter-

polation in the literature (see, for example, Marcellino et al. (2003) and Schumacher &

Breitung (2008)). This yields the relationship between the quarterly GDP growth rate

and the monthly GDP growth rate of ΔqY q = AyΔY m and implicitly defines the rows of

Ay as

Ay =
1

3

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

. . .
...

...
...

...
...

...
...

...
...

· · · 3 2 1 0 0 0 0 0 0

· · · 0 1 2 3 2 1 0 0 0

· · · 0 0 0 0 1 2 3 2 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, (3.21)

where ΔqY q = (· · · ,ΔqyqT−6,Δ
qyqT−3,Δ

qyqT )
′ and the corresponding monthly GDP growth

rates ΔY m = (· · · ,ΔymT−2,ΔymT−1,ΔymT )
′. If more timely monthly observations are avail-

able at the end of the sample than quarterly GDP series, the rows of mapping matrix

Ay corresponding to missing values of the quarterly GDP must be removed, and the final

three columns of Ay will become zero vectors.

Example 3: Business Survey Index as Quarterly I(0) Stock Variable

The quarterly business survey index is a stock variable as it is a point-in-time figure

at the end of each quarter, measuring how confident business managers are given cur-

rent economic conditions. The range of the quarterly business survey index is relatively

small—usually between 45 and 55 in our study. It is an I(0) process as verified by unit
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root tests.12 If the quarterly series is a stock variable in the I(0) process, it can be treated

as a monthly series with missing observations occurring in the first and second months of

each quarter. The corresponding mapping matrix Ai is then:

Ai =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 0 1 0 0 0 · · ·
0 0 0 0 0 1 · · ·
...

. . . . . . . . . . . .
...

...

0 · · · · · · · · · 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(3.22)

.

3.2.3 Forecasting Models

Our choice of forecasting models was guided by two considerations. First, our interest is

to assess whether large-dimensional factor models with ragged-edge and mixed-frequency

datasets that work well for Western countries can also improve forecasting of China’s

macroeconomy. Second, we aim to investigate whether univariate and multivariate models

can perform as well as factor models. We settled on the following set of models.

Mean: In a mean forecast approach, h-month-ahead predictions are equal to the arith-

metic mean of all available observations up to and including the period in which the

forecast is made.

AR: The second univariate model is the AR model.13 The number of AR lags can be

determined using the sequential downward t test or information criteria such as the

12The unit root test is performed using the adf.test function in R.
13Detailed discussion of the AR model can be found in many textbooks (e.g., Stock et al. (2003)).
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AIC and the BIC. The h-month-ahead AR forecasting model is:

ŷt+h = α̂h +

p∑
j=1

γ̂jhyt−j+h. (3.23)

We propose two variants of the AR model. For the first, (AR(p)), we use the AICc

to determine the number of lags with maximum allowed orders of 12.14 For the

second, (AR(2)), the lag order of the AR term is (arbitrarily) set equal to 2.15

The distribution of the lag length chosen by AICc is presented in Figure C.3.1 of

Appendix C.

Autoregressive moving average (ARMA): Extending the AR model to an ARMA

model that considers the autocorrelation in error terms is relatively straightforward.

The h-step-ahead ARMA forecast is:

ŷt+h = α̂h +

p∑
j=1

γ̂jyt−j+h +

q∑
i=1

δ̂jεt−i+h (3.24)

We fit two types of ARMA models. For the first type, we select the order of p

and q based on the AICc with maximum allowed orders of 12, denoting this as

ARMA(p,q). For the second type, we arbitrarily set the value of p and q equal to 2

and denote it as ARMA(2,2).

VAR: The VAR model is one of the most successful, flexible, and easy-to-use models for

the analysis of multivariate time series. It has proved especially useful for describing

14AIC is commonly known to over-parameterised the model and choose long lags, which would, in
general, lead to inferior forecasting performance (Findley & Wei 2002, Konishi & Kitagawa 2008). This
is particularly problematic when the sample size is small. AICc can be used to correct the bias lag
selection of small sample sizes. Robustness checks using AIC, AICc, BIC, the Hannan-Quin criterion and
the Schwarz information criterion show similar forecasting results.

15AR(p) model is the most commonly used univariate model for macroeconomic forecasting, see for
example Stock & Watson (2002a, 1998), Gupta & Kabundi (2011), Artis et al. (2005), Schumacher (2007)
A specific lag (i.e. lag=2) is often used for robustness check.
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the dynamic behaviour of economic time series and for undertaking macroeconomic

forecasting (Lütkepohl 2014, Stock & Watson 2017). We follow the recommenda-

tions of Stock & Watson (2002b) by specifying the vector to contain an indicator

for inflation, an indicator for real economic activity and an indicator for monetary

policy instruments. We use the growth rate of money supply M2, rather than the

interest rate, in our VAR model. Such a choice regarding the monetary policy in-

strument is based on findings by Higgins et al. (2016), He et al. (2013) and Chen

et al. (2016). Chen et al. (2016) and Higgins et al. (2016) found that the Chinese

government is effective at controlling bank credit via M2 growth to influence in-

vestment and, therefore, GDP growth. He et al. (2013) found that the repurchase

rate, the benchmark lending rate and a market-based monetary stance have little

effect on the Chinese economy, but that non–market based measures such as growth

rates of total loans and money supply are effective in adjusting the real economy

and price level. Therefore, to forecast an inflation variable, the vector Yt consists

of the variable to be forecast, the industrial production index and the growth rate

of M2. To forecast a real economic variable, the vector Yt includes the variable to

be predicted, CPI and the growth rate of M2. Multi-step forecasts are computed

by iterating the VAR forwards. The general formula for the h-month-ahead point

forecast is:

ẑt+h = φ̂0 + Φ̂1zt...+ Φ̂pzt−p (3.25)

where ẑt+h is the vector of k variables (in our study k=3) for h-step-ahead forecasts,

p is the lag order of the VAR, φ̂0 is a (k × 1) vector of constants, Φ̂ are (k × k)

coefficient matrices. We consider two implementations of the VAR model. For the

first implementation, the order of the VAR model is set equal to 2. For the second
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implementation, the order is chosen by an AICc with a maximum allowed order of

4.16

Multivariate Leading Indicator: Leading indicators are useful for predicting future

economic conditions and have been used widely to predict output and inflation in

the economic forecasting literature (e.g., Stock & Watson (1989, 2002b), Granger

et al. (2006), Stock & Watson (2008)). The multivariate leading indicator forecasts

have the form:

ŷhT+h|T = δ̂h0 +
m∑
j=1

δ̂′hiWT−j+1 +

p∑
j=1

γ̂hjyT−j+h, (3.26)

where Wt is a vector of leading indicators that have been featured in our forecast-

ing applications and δ̂hj,j = 0, ...,m are ordinary least squares (OLS) coefficient

estimates.

For the real activity forecasts, the vector of leading indicators Wt consists of the Or-

ganisation for Economic Co-operation and Development (OECD) composite leading

indicator, the change of railway freight turnover, the growth rate of fixed asset in-

vestment and the growth rate of imports. For the inflation forecasts, the Wt includes

the change in the outstanding loans, the OECD composite leading indicators, the

change in retail sales of consumer goods and the one-year benchmark deposit rate set

by the People’s Bank of China. In all cases, the leading indicators are transformed

such that Wt is I(0) and screened for potential outliers. We propose two variants

of multivariate leading indicator forecasts. For the first variant, MLD(2), the lag

orders are arbitrarily set to 2. For the second variant, MLD(p), the lag orders in

each variable to be forecast are determined by a recursive AICc with maximum

16We use AICc rather than AIC to avoid the issue of over-fitting the VAR model. A robustness analysis
is done using AIC, AICc, BIC, the Hannan-Quin criterion and the Schwarz information criterion. These
information criteria show similar forecasting results.
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allowed orders of 6.

FA-AR: The factor models we use are based on the diffusion index developed by Stock

& Watson (2002b, 1998). The distinctive feature of this index is that it adds latent

factors to a standard AR model. The general formula for the h-month-ahead point

forecast model is:

ŷt+h|t = α̂h +
m∑
j=1

β̂′
hjF̂T−j+1 +

p∑
j=1

γ̂hjyt−j+h, (3.27)

where ŷt+h|t is the h-step-ahead variable to be forecast, the constant term is intro-

duced explicitly, F̂t are factors, yt−j+1 is a lag of yt, γ̂ and β̂ are the coefficients

associated with the lags and the subscript t reflects the time horizon of the variable.

The number of factors is determined using information criteria developed by Bai

& Ng (2002), with the maximum allowed number of factors set to 6. We consider

three variants of (3.27). The first and the second, denoted as models FA-AR(p) and

FA-AR(2), include contemporaneous F̂t and a lag of ŷt (i.e., m = 1). The lag order

p in the first variant FA-AR(p) is chosen by the AICc with the maximum order of

6, whereas in the second variant FA-AR(2), it is arbitrarily set to be 2. The third,

denoted as DI, includes only contemporaneous F̂t (so m = 1 and p = 0).17

FA-VAR: Our study proposes a stochastic process to capture linear interdependencies

among variables to be predicted and latent factors. Bernanke et al. (2005) suggested

a VAR framework for factors and factor loadings wherein the vector contains only

a single observable variable plus unobservable and latent factors. Let r denote the

number of static factors and q denote the number of dynamic factors, we represent

the FA-VAR model as in Stock & Watson (2016) so that the factors and factor

loadings can be estimated by least squares and all the restrictions can been seen

17Bai & Ng (2002) estimate the number of factor to be 1.

74



clearly as follows:

Xt = Λ

⎛
⎜⎝Yt

Ft

⎞
⎟⎠+ ut,

F+
t = Φ(L)F+

t−1 +Gηt, where F+
t =

⎛
⎜⎝Yt

Ft

⎞
⎟⎠ ,

ηt = Hεt.

(3.28)

where Φ(L) is the lag operator,
r×q

G and
r×r

H are restriction matrices,
q×1
εt is the vector

of structural shock,
q×1
ηt is the vector of innovations to factors. The h-months-ahead

FA-VAR forecasting models is then:

ẑt+h = φ̂0 + Φ̂1zt...+ Φ̂pzt−p (3.29)

where ẑt is the vector of variables to be forecasted and latent factors, p is the lag

order of the FA-VAR, φ̂0 is a vector of constants, Φ̂i are coefficient matrices. We

fit the FA-VAR model with only one factor for two reasons. First, the information

criteria developed by Bai & Ng (2002) suggests that k = 1 (one factor) minimises

the penalty function.18 Second, we tend to avoid the problem of overfitting the VAR

model. Since most VAR models are estimated using symmetric lags (i.e., the same

lag length is used for all variables in all equations of the model), a large number of

variables would result in a significantly large number of parameters to be estimated.

Jolliffe (1993) indicated that overfitting the VAR model causes an increase in the

mean squared forecasting error. Therefore, we use only one factor and also restrict

18Selection of the number of factors for FAVAR models could be problematic, especially in the pres-
ence of structural instability. Mao Takongmo & Stevanovic (2015) documented that, in the presence of
structural instability, many selection methods typically overestimate the number of factors.
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the maximum number of p and q to 4. Two variants of the FA-VAR are considered:

FA(1)-VAR(2), wherein the lag orders p and q are arbitrarily set equal to 2, and

FA(1)-VAR(p), wherein the lag orders p and q are selected using an AICc with a

maximum allowable lag of 4.

We generate FA-VAR forecasts directly rather than forecasts of the common and

idiosyncratic components separately. As Boivin & Ng (2005) suggested, when data-

generating processes and their dynamic structures are known, no single method

stands out to be systematically superior. However, when they are unknown, di-

rect and unrestricted factor forecasts that impose fewer constraints and estimate a

smaller number of auxiliary parameters appear to be less vulnerable to misspeci-

fication compared to indirect and restricted factor forecasts—leading to improved

forecasts.

Targeted FA-AR and FA-VAR: A critique of factor models is that not all series in

Xt are relevant for predicting yt+h. Instead of estimating factor space based on

hundreds of predictors, Bai & Ng (2008a) suggested that a preselected subset of Xt

that are relevant for forecasting yt+h yield a better forecasting performance. Bai &

Ng (2008a) proposed two ways to construct the subset X∗
t :

• Hard threshold (OLS):

yt = α +
m∑
j=0

pjyt−j + βiXi,t + εt, (3.30)

X∗
t = {Xi ∈ Xt|tXi > tc} . (3.31)
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• Soft threshold (LASSO):

βLASSO = argminβ[RSS + λ

N∑
i=1

|βi|], (3.32)

X∗
t = Xi ∈ Xt|βLASSO

i �= 0. (3.33)

where in (3.33) the RSS refers to the sum of squared residual from a regression of

yt on all available regressors Xt. In hard thresholding, a regression is conducted for

each predictor Xt. Then, the subset X
∗
t is obtained by gathering those series whose

coefficients have t-statistic larger than critical value. In soft thresholding, the least

absolute shrinkage and selection operator (LASSO) technique is used to select X∗
t

by regressing yt on all elements of Xt and discarding uninformative predictors (this

process is also known as variable selection).

We follow the precedent of Bai & Ng (2008a) to pre-screen and select (judgemen-

tally) our targeted predictors. First, we remove variables with missing observations

from our full-panel dataset, reducing the number of variables from 285 to 140. Then,

we combine hard and soft thresholds, and judgements to obtain 41 monthly time

series from December 2001 to June 2018. These series represent 12 main categories

of macroeconomic time series: industrial output and manufacturing production,

retail and private consumption, international trade, investment, financial market,

exchange rates, interest rates, money supply and loan, price indexes, government

expenditure and revenue, business and consumer confidence index, and transporta-

tion sector. The description of data for targeted predictors are presented in Table

B.0.2 of Appendix B. Finally, we denote forecasts of factor models from selected

predictors as targeted DI, targeted FA-AR and targeted FA-VAR.

In Appendix C, we present the stability of predictors selection for the targeted FA-
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AR and the FA-VAR in Figure C.4.1. It shows the type of series that was selected

(or not) selected by hard thresholding with the critical value being 1.67 over the

whole out-of-sample period. We found that hard thresholding can consistently select

predictors over the whole out-of-sample period for price series, whereas the selection

for investment and consumption varies over time.

3.3 China’s Data

Having discussed the factor estimation, performance evaluation and forecasting method-

ology in the previous section, we now provide an empirical application using China’s

dataset.

3.3.1 Composition of China’s Data

Chinese official economic data is characterised by two critical features. First, the available

data from the NBSC in a particular period may differ substantially from the data released

in the previous month due to regular benchmark revisions. The size of revisions tends to

be relatively large compared to that in Western economies and the reasons for revisions

are not always clear (Holz 2014, Koch-Weser 2013). Second, some particular data are

not available in January and February due to Chinese New Year. One typical example is

that of industrial production. The NBSC used to publish the industrial production series

for January and February; however, due to the significant effect of Chinese New on the

seasonal pattern of the data, the NBSC discontinued the release of industrial production

data for both January and February in 2007. Therefore, every year, the firsthand infor-

mation on Chinese industrial production becomes available to the public in mid-March

in the form of a growth rate of production measuring accumulated production in January
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and February compared with the previous year. This break in the data dissemination

pattern can greatly affect the accuracy of forecasts due to the scarcity of information

available over that specific time window. Thus, we do not consider forecasting industrial

production as a measure of real economic activity.

The full dataset used to estimate the factors includes 251 important monthly macroe-

conomic variables and 34 quarterly variables for China, spanning from December 2001

to June 2018.19 Due to the rapid institutional and structural change in China’s econ-

omy, data from the 1990s might (arguably) be of limited informative value regarding the

current state of the Chinese economy (He et al. 2013, Fernald et al. 2014, Lin & Wang

2013). Our sample period covers the sharp downturn during the Global Financial Crisis

as well as China’s rapid subsequent recovery, which reflects the most important informa-

tion about China’s macroeconomy to date. The data include the following categories of

macroeconomic variables: taxes and government expenditure, industrial sales and indus-

trial production, energy production and consumption, exchange rates and stock indexes,

interest rates and money supply, commodity price index and agricultural price index, ex-

ports and imports, business and consumer confidence indexes, and various survey data.

We source our Chinese data from Thomson Reuters Datastream. All data are also freely

available to download at the NBSC website. We report the description of data for the

full-panel dataset in Table B.0.1 of Appendix B.

The theory outlined in Section 3.2 states that stationarity of Xit is a moment condition

for factor models (Bai & Ng 2008b, Stock & Watson 2002a). As such, all monthly and

quarterly variables are subjected to four preliminary steps: possible deseasonalisation,

possible transformation by taking either the difference or the percentage change, screening

for possible outliers, and standardisation. The deseasonalisation process removes the

19Studies using mixed-frequency methods to estimate factors for forecasting the Chinese macroeconomy
are limited compared to studies into the macroeconomy of Western countries. Quarterly variables provide
additional information over monthly variables and may lead to improved forecasts.
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seasonal patterns of China’s macroeconomic data, especially the effect of Chinese New

Year on many industrial sector–related series. We use X-13ARIMA-SEATS in R to

perform the deseasonalisation. Developed by the United States Census Bureau, the X-

13 supports user-defined holiday variables such as Chinese New Year or Indian Diwali.

It returns deseasonalised series if seasonality is detected and returns original series if

seasonality is not detected. The decision to take the difference or the percentage change

is made judgementally, mainly based on inspection of time series plots and unit root

tests. Generally, the difference is taken for those series that are already in the index

or percentage terms, and the percentage change is implemented to series with actual

quantities. We then clean the data by removing outliers for which the first difference

deviates from the median of the first difference by more than five times the interquartile

range and replacing them with missing data. Finally, all series are standardised to mean

zero and unit variance according to Stock & Watson (2002a,b).

3.3.2 The Five Variables of Interest

We consider two categories of monthly economic indicators: the measures of inflation

and the measures of real economic activity. The measures of inflation that we forecast

are the CPI and the RPI, while the measures of real economic activity are nominal

investment, nominal consumption and the railway traffic freight. The CPI and the RPI are

two common indicators for measuring inflation and are standard in economic forecasting

literature. Nominal investment and consumption account for more than 80% of total

GDP according to the aggregated expenditure approach. Using the railway traffic freight

as a real economic indicator has two benefits. First, it is not on the government target

list; that is, the statistical authorities do not have incentives to purposefully falsify the

railway cargo data to meet certain growth rate targets or to please the media and public

80



(Koch-Weser 2013, Holz 2014). Second, the information about the actual cargo volume is

relatively easier to collect than the GDP. This means that the margin of collection error

is relatively small.

CPI and RPI:

The data for the two price indexes are available from January 2002 to June 2018. Since the

CPI and the RPI variables are collected in index terms with the index value of the same

month in the previous year being 100, subtracting 100 provides a proxy of the inflation

rate. The CPI and the RPI are annualised year-on-year rate. After deseasonalisation and

screening for outliers, the transformation equations for the CPI and the RPI are:

yt|CPI = CPIt − 100,

yt|RPI = RPIt − 100.

(3.34)

Investment, Consumption and Railway Traffic Freight:

Nominal investment, nominal consumption and railway traffic freight are expressed in

nominal terms in billions of yuan and billions of tonnes and are available from December

2001 to June 2018. Similarly to the CPI and the RPI, we seasonally adjust them and

screen for outliers. Since there exists a unit root for all three real variables, as shown in

Table 3.1, we model these as first difference of logarithms. Since we treat all three real

variables identically, consider investment, which we transform as:

yt = 1200 ∗ ln(Investmentt/Investmentt−1). (3.35)

Time series plots of the five variables are displayed in the first four images of Figure

3.1, and time series plots of transformed variables are presented the last four images of
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Figure 3.1. Note that plots for raw series are of the data after outliers have been removed

and seasonal adjustment has been applied.

The results of augmented Dickey–Fuller tests for unit roots are presented for each

variable in Table 3.1. In each case, we set the maximum lag order to 6. For untrans-

formed variables in Panel 1, we find evidence against a unit root existing for the CPI and

the RPI, but not for nominal investment, consumption and railway cargo freight. Once

transformed, the unit root hypothesis is rejected for all variables, as shown in Panel 2 of

Table 3.1.

Table 3.1: Augmented Dickey–Fuller Test Statistics with Trend and Drift

Panel 1: Untransformed Variables

CPI RPI Investment Consumption Railway Cargo

Lag Order 6.00 6.00 6.00 6.00 6.00

Test Statistics –4.09 –3.81 –2.40 –2.40 –1.56

p-value 0.01 0.02 0.41 0.41 0.76

Panel 2: Transformed Variables

CPI RPI Investment Consumption Railway Cargo

Lag Order 6.00 6.00 6.00 6.00 6.00

Test Statistics –4.07 –3.73 –3.61 –5.37 –5.38

p-value 0.01 0.02 0.03 0.01 0.01
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3.3.3 Forecasting Design

Our study forecasts five Chinese monthly economic indicators h months ahead, and we

set h equal to 1, 3, 6, 9, and 12 months. All forecasts are performed in a simulated

out-of-sample framework wherein all statistical calculations are conducted using a fully

recursive methodology. To ensure a sufficient number of within-sample and out-of-sample

forecasting periods, we consider the total sample size in a 50:50 per cent split between in-

sample and out-of-sample periods.20 We apply the fixed rolling window method, in which

we use a fixed number of observations to estimate model parameters in every within-

sample period. The first h-month-ahead forecast was made for May 2010. To construct

this forecast, we take the first 100 observations from the raw dataset—that is, observations

from January 2002 to April 2010—and remove outliers, seasonally adjust, standardise,

estimate factors, select the model orders and run forecasting models using only the data

in this subsample. After constructing forecasts from all models at each horizon, we drop

the first observation from the previous subsample and add an extra observation of raw

data to the end of the previous subsample. Then, we repeat the same steps for the second

subsample—that is, take observations from February 2002 to May 2010 and construct

the second h-month-ahead forecast for June 2010. We continue this process, dropping

the first observation, adding an extra observation to the end of subsample, screening

for outliers, standardising data, adjusting seasonality, estimating factors and running

forecasting models using the data in the subsample, computing forecasts until the final

forecast is made for June 2018.

In total, we produce a sequence of 99 1-month-ahead forecasts from April 2010 to

June 2018, a sequence of 97 3-month-ahead forecasts from June 2010 to June 2018, a

20When the number of time observations is large, the literature tends to split the estimation sample
and forecast sample evenly to ensure a sufficient number of within-sample and out-of-sample periods, see
for example Stock & Watson (2002b), Kotchoni et al. (2019), Goulet et al. (2019), Faust & Wright (2013).
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sequence of 94 6-month-ahead forecasts from September 2010 to June 2018, a sequence

of 91 9-month-ahead forecasts from December 2010 to June 2018, and a sequence of 88

12-month-ahead forecasts from March 2011 to June 2018.

3.4 Assessing Forecast Results

In this section, we assess the forecasting performance of competing models. We evaluate

the forecasts’ performance using the relative mean squared error (MSE). Evaluation of

the relative MSE in out-of-sample forecasting exercises is commonly used in economic

forecasting literature. Let yt be the variable to be forecast at time t. Let ŷt+h|m denote

the h-step-ahead forecasts for variable by model m and define yt+h as the actual value of

the variable at time t+h. The forecasting error at time t+h for model m is computed as

Δhyt+h|m = ŷt+h|m − yt+h. The MSE by model m for each variable is then calculated as:

∑T−P
1 (Δhyt+h|m)2

T − P
. (3.36)

where in (3.36) T refers to the total number of time observations, and P refers to the

number of within-sample periods. The relative MSE is computed by setting the MSE

of the benchmark AR(p) model to be 1.21 For example, to calculate the relative MSE

for the FA-VAR model, we divide the MSE of the FA-VAR model by the MSE of the

AR(p) model. A relative MSE greater than 1 means the model performs worse than the

benchmark model and vice versa. The choice of the benchmark model is guided by two

21Dufour & Stevanović (2013) advised caution when choosing either the AR model or the ARMA model
as a benchmark. As the AR model uses a finite order and only approximates to the process of Xit, a
long AR model is needed if the MA polynomial has roots close to the non-invertibility region. This could
cause over-fitting of the AR model. However, the AR model has been widely used as the benchmark in
the context of large datasets and factor models, see for example Stock & Watson (1998, 2002b), Bai &
Ng (2008a), Gupta & Kabundi (2011), Artis et al. (2005), Schumacher (2007), Schumacher & Breitung
(2008). Even Dufour & Stevanović (2013) set AR(p) as the benchmark model.
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considerations: (1) a well-defined AR model is commonly used as the benchmark model

in economic forecasting literature (e.g., Stock & Watson (2002b), Schumacher & Breitung

(2008), Schumacher (2007), Li et al. (2015), Gupta & Kabundi (2011), Artis et al. (2005))

and (2) Lin & Wang (2013), Higgins et al. (2016), He & Fan (2015), Mehrotra & Sánchez-

Fung (2008) found that AR models perform relatively well compared to ARMA models,

diffusion index models, Bayesian VAR models and Phillips curves for forecasting China’s

inflation and GDP. If factor models based on mixed-frequency datasets with missing

observations can outperform the AR(p), this means strong predictability.

In addition to the relative MSE, we employ the conditional predictive test described

by Giacomini & White (2006) to test null hypotheses of MSE equality between mixed-

frequency factor models and corresponding targeted factor models. Giacomini & White

(2006)’s test had a null of equal expected loss evaluated at the current parameter estimates

as in (3.37) and, therefore, is conditional on the information set available at time t.

Giacomini & White (2006) also claimed that the conditional test can capture the effect

of estimation uncertainty on relative forecast performance when forecasting models may

be mis-specified.

H0 : E[L(f1t+1|t(β̂1t), yt+1)] = E[L(f2t+1|t(β̂2t, yt+1)]. (3.37)

Estimates of the relative mean squared forecasting errors for inflation are presented

in Table 3.2, while forecasting results for real variables are shown in Table 3.3. Pairwise

conditional predictive test results for inflation are presented in Table 3.4 and for real

variables in Table 3.5.
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3.4.1 Out-of-Sample Forecasting Results

We now address the results for inflation in Table 3.2. For the CPI inflation rate, the

benchmark AR(p) model produces the best one-month-ahead forecasts out of sample. For

all other forecast horizons, VAR models, targeted FA-AR(2) models and mixed-frequency

FA-AR(2) models generate superior forecasts to the benchmark AR(p) model and other

competing models. The relative improvements are more modest at horizons of three

months ahead and six month ahead compared to nine months ahead and twelve months

ahead. In some cases, the improvements over the benchmark forecasts are substantial; for

example, the FA-AR(2) model with factors estimated using mixed-frequency data with

missing observations has a forecast error variance that is 61% that of the AR(p) model.

Other factor models perform poorly at horizons of three and six months, but perform well

at horizons of nine and twelve months.

The results for the RPI inflation rate are similar to those for the CPI inflation rate.

The VAR forecasts, multivariate leading indicator forecasts, FA-VAR forecasts and FA-

AR forecasts generally outperform the benchmark AR(p) forecasts at any horizon, re-

gardless of whether lag is predetermined at 2 or is selected by AICc and whether factors

are estimated using mixed-frequency datasets or targeted predictors. The relative perfor-

mance improves substantially as the forecast horizon grows. Among all competing models,

VAR(2) and mixed-frequency FA-AR(2) are the two best performing models for horizons

of three, six, nine and twelve months. Therefore, judged solely on point forecasts, there

appears to be gain in using factors estimated from mixed-frequency datasets and the M2

growth rate to forecast Chinese CPI and RPI inflation at horizons longer than one month.

When the differences between targeted and full-panel factor forecasts are considered,

the use of mixed-frequency datasets with missing observations yields substantial improve-

ments for FA-VAR(p) forecasts and FA-VAR(2) forecasts while yielding marginal or no
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improvements for DI forecasts, FA-AR(p) forecasts and FA-AR(2) forecasts for the CPI

inflation rate at all horizons. In some cases, improvements are noticeable. For example,

the mixed-frequency FA-VAR(p) model produces 49% less forecast error variance than

the targeted FA-VAR(p) model. For the RPI inflation rate, the use of mixed-frequency

datasets can only improve DI forecasts at horizons of one, three, six and nine months and

FA-VAR(p) forecasts at horizons of one, three and six months. For sampling variability,

the results of pairwise conditional predictive tests between mixed-frequency factor models

and targeted factor models are presented in Table 3.4. Only p-values of the DI model for

the RPI inflation rate are smaller than 5% at h = 1, h = 3, h = 6 and h = 9, indicat-

ing that DI models based on mixed-frequency datasets generally have better predictive

performance than corresponding DI models based on targeted predictors at 5% levels of

significance. For other factor models, mixed-frequency datasets with missing observations

could not yield better predictive performance at any horizons.

One observed oddity from Table 3.2 is sharp declines in relative MSEs of the mean

forecast, the targeted DI forecast, and the mixed-frequency DI forecast for price series

as forecast horizons increase. As it stands, the benchmark AR(p) model may perform

extremely poorly at longer horizons, so do other models since the performance of compet-

ing models are assessed using relative terms. Figure C.2.1 plots the AR(p) forecast, the

mean forecast, the targeted DI forecast, and the mixed-frequency DI forecast for the CPI

and the RPI at h=1, 3, 6, 9, and 12. At h=1, 3, and 6, the AR(p) forecast are superior

to DI forecast, regardless of whether the factors are estimated using preselected targeted

predictors or full-panel dataset. At the longer horizon, the performance of DI forecast

improved, especially after the year 2013.

The forecasting results for the real variables are presented in Table 3.3. For nominal

investment, the performance of mixed-frequency FA-VAR(p) modes, targeted FA-VAR(p)

models and ARMA(p,q) models is usually better than that of the benchmark model across
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all horizons, except for targeted FA-VAR(p) models at one month ahead. The relative

improvements are more modest at h = 6, h = 9 and h = 12 than at h = 1 and h = 3. In

contrast, VAR models, mean models, targeted DI models and mixed-frequency DI models

perform poorly compared to the benchmark AR(p) model.

For nominal consumption at a forecasting horizon of one month, all models considered

are inferior to the benchmark AR(p) model. For a forecasting horizon of three-months-

ahead, only mixed-frequency FA-VAR(p) models provide smaller mean squared forecast-

ing error than the benchmark model. At longer horizons, the relative performance of

the FA-VAR(p) model improves, regardless of whether factors are estimated based on

mixed-frequency datasets or preselected targeted predictors. The multivariate models

and FA-VAR(2) model perform significantly worse than the benchmark model, whereas

the univariate models, DI models and FA-AR model produce forecasts that are similar or

slightly worse than benchmark model.

As with the railway freight, the results are less clear. Overall, competing models can

barely outperform the benchmark model at any horizon. The level of relative improvement

is marginal, with maximum error reduction being 11% for targeted DI models at h = 1

and minimum error reduction being 1% for the mixed-frequency FA-VAR(2) model at h

= 6. Of all competing models, FA-VAR models and VAR models perform relatively well,

regardless whether lag orders are predetermined at p = 2 or selected by AICc and whether

factors are estimated on mixed-frequency datasets or targeted predictors. Multivariate

leading indicators perform poorly at all horizons, with these forecasts resulting in, on

average, 51.8% more forecasting error than the benchmark forecasts.

For the real variables, forecasting performance is usually not improved when the em-

pirical factors from the mixed-frequency dataset are used compared to those from the

targeted predictors. We report results of pairwise conditional predictive tests between
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mixed-frequency factor forecasts and targeted factor forecasts in Table 3.5. Overall, we

find no strong evidence that the use of the mixed-frequency dataset yields statistical im-

provements over the targeted predictors when a 5% level of significance is considered.

Occasionally, the conditional test finds evidence in favour of mixed-frequency factor mod-

els. For example, the p-values of the FA-AR(2) model for investment yield less than a 5%

level of significance at h = 1, h = 3 and h = 6. Therefore, we do not consider that us-

ing mixed-frequency datasets with missing observations can provide evidence of superior

forecasting power for real variables as the relative improvements are very small.
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3.4.2 The Effects of the Global Financial Crisis

In response to the Global Financial Crisis, the Chinese government injected an unprece-

dented four trillion yuan to stimulate the economy in 2009. These investments aimed to

promote households consumption, increase job opportunity, and stabilise economic growth

until the end of 2011. This undoubtedly helped stabilise the double-digit real GDP growth

in the aftermath of the financial crisis. Fears of the Global Financial Crisis and follow-up

investments by the Chinese government have had persistent effects on inflation and out-

put expectations. Several existing studies have argued that AR models and random walk,

which are gold-standard models for forecasting United States inflation and output, might

be less effective during economic recessions with unstable financial conditions (Alessandri

& Mumtaz 2017, Pain et al. 2014, Faust & Wright 2013, Gilchrist & Zakraǰsek 2012, Liu

& Moench 2016, Berge 2015). Contrastingly, Kotchoni et al. (2019) and Goulet et al.

(2019) found that factor structure–based models perform well in National Bureau of Eco-

nomic Research recession periods; this may be explained by the fact that these models

are flexible enough to accommodate the faster-than-usual changes in economic variables

during recessions. In this regard, this paper also considers assessing the performance of

the factor models during the Global Financial Crisis.

In our study, the Global Financial Crisis is defined as the period from November

2008 to December 2011.22 The process of forecast construction is the same as in the

out-of-sample period. All forecasts are made based on a simulated framework whereby

all calculations are conducted using a fully recursive methodology. The first h-month-

22The National Bureau of Economic Research defines the GFC recession period as lasting from Decem-
ber 2007 to June 2009, but this definition was for the United States. We define the recession period for
China based on how the State Council responded to the GFC. In the end of 2008, the Chinese govern-
ment announced a series of investment plans (about 4 trillion CNY) to promote consumption, increase
job opportunities and stabilise economic growth until the end of 2011. Therefore, our definition of the
GFC period is from November 2008 to December 2011.
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ahead forecast in the Global Financial Crisis period is made for November 2008 using the

raw dataset from January 2002 to October 2008. To compute this forecast, we remove

outliers; seasonally adjust, standardise and estimate factors; select the model orders; and

run forecasting models using only the data in the January 2002 to October 2008 sub-

sample period. To compute next h-month-ahead forecast for December 2008, we delete

the first observation from the previous sample, add an extra observation to the end of

the previous sample and repeat the same steps for the second subsample period. We

continue this process—at each subsample period, we screen for outliers, perform seasonal

adjustments, estimate factors and run forecasting models—until the final forecast is made

for December 2011.

The relative MSEs for inflation are reported in Table 3.6. For the CPI inflation

rate, competing models generally perform less well than the benchmark AR(p) model

at horizons of one, six, nine and twelve months. At a horizon of three months, mixed-

frequency FA-VAR and ARMA models outperform the benchmark model. The relative

improvements are substantial, reaching approximately 40% for mixed-frequency FA-VAR

models and 30% for ARMA models. For the RPI inflation rate, the mixed-frequency

FA-VAR(p) model generates superior one-, three-, six- and nine-months-ahead forecasts

to other competing models. At 12 months ahead, the ARMA(2,2) model generates the

lowest relative MSE.

For real variables in Table 3.7, results are less clear out. For nominal investment

and consumption at horizons of one month, three months, six months and nine months,

competing models can barely outperform the benchmark AR(p) model. In some cases,

such as those of VAR models at all horizons, they even generate considerably worse relative

MSEs than the benchmark. At horizons of 12 months, most competing models perform

better than the benchmark, but the relative improvements are very small. For the railway

freight at one month ahead, the mixed-frequency DI model and the mean model provide
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the lowest MSE of all competing models. At three months ahead, six months ahead, nine

months ahead and twelve months ahead, competing models can hardly generate forecasts

that are better than the benchmark forecast.

For sampling variability between mixed-frequency factor models and targeted fac-

tor models, we report p-values of conditional predictive tests for inflation in Table 3.8

and for real variables in Table 3.9. Overall, we find no strong evidence that the use of

mixed-frequency datasets with missing observations yields statistical improvements over

the targeted predictors when a 5% level of significance is considered for both inflation

and real variables. Occasionally, the conditional test finds evidence in favour of the

mixed-frequency factor models. For example, the p-values of the FA-VAR(2) model for

investment and the p-values of the FA-AR models for RPI have less than a 5% level of

significance at h = 6. Therefore, we do not consider that using mixed-frequency datasets

with missing observations can provide evidence of superior forecasting power to prese-

lected targeted predictors during the Global Financial Crisis period.
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3.5 Concluding Remarks

Our paper considers forecasting five important Chinese monthly macroeconomic vari-

ables under a data-rich environment in a simulated out-of-sample forecasting exercise. To

exploit the information contained in the big data era, we use the large-dimensional ap-

proximate factor model framework developed by Stock & Watson (2002b) and Bai & Ng

(2008b). We also employ several univariate and multivariate forecasting models that are

widely used for Western economies as competing models to assess whether simple fore-

casting models can perform better or worse than complicated large-dimensional factor

models. We consider two types of dataset:(i) the full-panel dataset, which is a mixed-

frequency dataset with missing observations, and (ii) the targeted dataset, which is single

frequency (monthly) without missing observations and we preselect variables according to

the work of Bai & Ng (2008b). Our dataset covers 16 main sectors of the Chinese macroe-

conomy, spanning from December 2001 to June 2018. We estimate factors and factor

loadings simultaneously using the asymptotic principal components analysis. When data

are unbalanced, we apply the EM algorithm of Stock & Watson (2002b). We assess the

performance evaluation of forecasting results through the relative MSE by setting the MSE

of AR(p) forecasts to 1. We also test sampling variability between mixed-frequency factor

models and targeted factor models using the conditional predictive test of Giacomini &

White (2006).

The main results are presented in Section 3.4. They provide clear guidance for analysts

who are interested in forecasting Chinese macroeconomic variables. For the CPI inflation

rate at one-month-ahead, the AR(p) models generate the lowest MSE. At three-, six-,

nine- and twelve-months-ahead horizons, the mixed-frequency FA-VAR(2) model is the

best performing of all competing models. For RPI inflation rate at any horizon, mixed-
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frequency FA-VAR(p) forecasts are the best forecasts. For nominal investment at all

horizons, the FA-VAR(p) model generates superior forecasts to the benchmark model,

regardless of whether factors are estimated from mixed-frequency datasets or targeted

predictors. For nominal consumption at horizons longer than one month, mixed-frequency

and targeted FA-VAR(p) models can improve forecasting performance, but the levels of

relative improvements are more modest compared to those for nominal investment. For

railway freight, competing models can barely outperform the benchmark AR(p) model.

The forecasting results for the Global Financial Crisis period are markedly different. In

most cases, the AR(p) model is hard to beat for real variables. For inflation, only the

mixed-frequency FA-VAR(p) model provides superior forecasts for CPI at one month

ahead and for RPI at one month ahead, three months ahead and six months ahead.

An important contribution of our paper is that, to the best of our knowledge, it is one

of the first papers using a large dataset with mixed frequency and missing observations

to forecast the Chinese macroeconomy. Our dataset contains 251 monthly variables and

34 quarterly variables, covering all important sectors of the Chinese macroeconomy. The

number of predictors that has been used in the previously published literature for China

is relatively smaller than that for the United States, which usually covers 40 variables or

less. Also, we run a large number of training sets and validation sets. The range of size of

the out-of-sample period in our paper is from 88 (for 12-month-ahead forecasts) to 99 (for

one-month-ahead forecasts), compared with a range from five to 60 observations in the

existing literature. Our paper finds evidence that large-dimensional factor models that

are well established for forecasting Western macroeconomies also work well for China,

especially the mixed-frequency FA-VAR model. Our paper also finds no strong evidence

that the use of mixed-frequency datasets can provide statistical improvement over targeted

predictors at a 5% level of significance for both inflation and real variables during our

entire sample period, as well as during the Global Financial Crisis period.
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Arguably, there may exist superior models or methods not considered in this paper.

Such an argument is inevitable as there is a wide range of econometric models that could

deal with a large number of variables. Our work finds evidence that large-dimensional

factor models could substantially improve forecasting performance for the CPI, RPI, nom-

inal investment and nominal consumption but not for railway freight. However, this does

not imply that other big data-compatible econometric models could not further improve

the forecasting performance. Compared to major Western countries, Chinese macroeco-

nomic data are of a short duration with a period of significant structural change, have too

many missing values and are of questionable quality. Considering this, researchers might

consider econometric forecasting that is more capable of dealing with these stylised facts.

Techniques that allow for time variation in the factor loadings might be useful to deal with

model instability. Mixed-frequency and state-space VAR models might also be a valu-

able approach for mixed-frequency and ragged-edge datasets. Recently proposed machine

learning algorithms that are compatible with non-stationary and non-parametric features

might be useful. Bayesian approaches that allow sample information to be combined with

structurally relevant prior information could be an alternative to the frequentist domain.

Model combinations across a set of candidate forecasting models could be useful to im-

prove forecasting performance over a single model. Thus, this paper provides considerable

scope remains for future research.
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Chapter 4

Nowcasting Chinese GDP Using Machine Learning Al-

gorithms

4.1 Introduction

In this paper, we undertake the task of nowcasting gross domestic product (GDP) for

mainland China using machine learning (ML) algorithms. Macroeconomic policy-making

in real time often faces the problem of needing to monitor the current economic conditions

with incomplete information, as some important macroeconomic variables are released

with significant delays and are subject to frequent revisions. For example, a key indicator

of real economic activity, GDP, is published only at a quarterly frequency with up to six-

week delay. Nowcasting models have been widely used by many central banks and other

institutions to mitigate some of these uncertainties (Hendry et al. 2016, Bańbura et al.

2013). Nowcasting refers to forecasting the current or most recent aggregate state of an

economy based on a range of partially available indicators before the official economic fig-

ures are released. It can be undertaken at the stage of initial estimation of macroeconomic

variables with incomplete data to better understand the current economic conditions and

can be used to update estimates as more information becomes available (Bańbura et al.

2013, Daiane Marcolino de Mattos 2019). Nowcasting also can assist with early identifi-

cation of turning points or significant shifts in an economy’s momentum (Giannone et al.

2008, Zhang et al. 2018). There are a range of different approaches that can be taken
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to produce nowcasts of the current GDP, from judgement-based professional nowcasts to

statistical models that link high-frequency predictors to low-frequency variables, such as

the in-filling approach, the bridge equation, the mixed-data sampling (MIDAS) model and

the multivariate dynamic models in the state-space representation. For complete survey

papers of nowcasting techniques see, for example, Hendry et al. (2016) and Bańbura et al.

(2013).

Developments in time series econometrics (mainly dynamic factor models and large

Bayesian VAR models) over the past 20 years have made it possible to include arbitrarily

many series in nowcasting and forecasting systems and to incorporate data release in real

time. The current literature has shown large improvements in this regard (see, e.g., Stock

& Watson (2002b) for forecasting based on a large number of predictors and Giannone

et al. (2008) for improved nowcasting performance using high-dimensional time series).

However, there is some evidence that the parametric restrictions (or priors) that make

these models work discard potentially important information (Carrasco & Rossi 2016,

Stock & Watson 2012). Instead, there is an exploitable nonlinear and non-parametric

structure that could be revealed by modern ML algorithms (Stock & Watson 2017).

ML algorithms have recently been proposed as new tools by which empirical economists

could solve the prediction problem rather than the parameters estimation problem (Mul-

lainathan & Spiess 2017, Athey 2018). They offer a solution for the curse of dimensionality

and regularisation to standard regression analysis without having the need to transform

variables to latent and unobservable factors (Athey 2018, Athey & Imbens 2019).

ML algorithms have been applied to macroeconomic forecasting and have been found

effective in improving forecasting accuracy. For instance, Ahmed et al. (2010) conducted

a large-scale comparison study of the major ML models for time series forecasting using

the M3 competition dataset.1 They found the best two methods to be the multilayer per-

1The competition was organised by the International Journal of Forecasting (Makridakis and Hibon,
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ceptron and the Gaussian process regression. Chakraborty & Joseph (2017) introduced

ML algorithms to the context of central banking and policy analysis and concluded that

ML algorithms generally outperform traditional modelling approaches in the prediction

task. Gogas et al. (2015) found that an ML framework is useful for improving the ac-

curacy of forecasts of the inflation and the output gap. Additionally, Plakandaras et al.

(2015) proposed several ML algorithms and found that they can reduce by half the mean

squared error of the random walk model. Lin et al. (2012) used least square support

vector regression to forecast foreign exchange rate and found that it can outperform the

autoregressive integrated moving average (ARIMA) model. Further, Buchen & Wohlrabe

(2011) found that boosting is a serious competitor for dynamic factor models in terms of

forecasting United States industrial production. Zeng (2017) found that using the boost-

ing technique to select disaggregated variables is a feasible and competitive approach in

forecasting Euro macroeconomic key variables. The most comprehensive study to date

was conducted by Goulet et al. (2019). They moved beyond the question of, ‘Is machine

learning useful for macroeconomic forecasting?’ by adding the question, ‘how’ and they

found that machine learning is useful for macroeconomic forecasting because it mostly

captures important nonlinearities that arise in the context of uncertainty and financial

frictions.

In the existing literature, limited studies address the problem of nowcasting China’s

GDP. Yiu & Chow (2010) used the dynamic factor model to nowcast the current quarter

GDP growth rate and found that the dynamic factor model can outperform the benchmark

random walk model. Barnett & Tang (2016) also found that monetary aggregate variables

are more informative than other variables and thereby help the dynamic factor model

produce the best available nowcasting results. Zhang et al. (2018) found that the Bayesian

approach may be a viable option for nowcasting China’s GDP. However, these studies are

2000) and attracted much attention.
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insufficiently designed because the chosen benchmark models are not appropriate and the

researchers only consider one model at a time. This creates an urgent need for evaluating

a wide range of nowcasting models for China in a ‘benchmark free’ environment.

In response to this issue, we investigate the performance of different ML algorithms in

obtaining accurate nowcasts of the Chinese GDP growth rate. We compare the predictive

accuracy of ML algorithms with those of the dynamic factor model by Giannone et al.

(2008) and the autoregressive (AR) model. Naturally constrained by data availability

and relatively short samples for many series, we implement nowcasting algorithms with

a relatively small-scale dataset (compared to Western economics) of monthly and quar-

terly indicators, which are manually selected to best represent the Chinese economy. Our

dataset contains 17 quarterly series and 24 monthly series over the 1993Q1 to 2018Q2

period. To examine which type of data is more informative, we divide our dataset into

two subsets: the soft dataset and the hard dataset. The soft dataset contains survey data,

financial market variables and various price indexes, whereas the hard dataset contains

variables used for GDP calculations, such as the industrial production index and inter-

national trade data.2 We pay particular attention to soft data as they are released with

a shorter delay than official GDP statistics and are not subject to benchmark revision.

All data are released before the announcement of official GDP figures. We evaluate the

nowcasting performance of each model using the model confidence set (MCS) developed

by Hansen et al. (2011) and we report p-values of the MCS based on three datasets: the

total dataset, the soft dataset and the hard dataset.3

2Sources: Federal Reserve Bank of St.Louis
3Model selection, and its impact on macroeconomic forecasting, has been a long-standing topic in

applied macroeconometrics. The reason for this was that the most parsimonious model containing the
data-generating process is generally unknown in empirical work. Hansen et al. (2011) developed the MCS
that estimates a set of superior models from an initially chosen set, where superiority is defined by a user-
specified loss function. It is constructed by first finding the best forecasting model, and then selecting
the subset of models that are not significantly different from the best model at a desired confidence level.
The MCS has been widely used in selecting the set of best forecasting models in the literature, see for
example Kotchoni et al. (2019), Goulet et al. (2019).
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This empirical paper joins the growing body of empirical application evaluating the

relative success of ML models in macroeconomic forecasting literature. To the best of our

knowledge, ours is the first empirical paper to consider nowcasting China’s GDP growth

rate using ML algorithms. This paper empirically contributes to the existing literature

in two ways. First, we compare a large number of nowcasting algorithms that have been

widely used by Western economies, including traditional time series, the dynamic factor

model, ML algorithms and deep learning specifications. Second, our set of ML algorithms

and deep learning specifications have the ability to capture nonlinear and non-parametric

relationships. Contrastingly, existing studies such as those by Yiu & Chow (2010) and

Zhang et al. (2018) typically consider one model at a time and only consider linear and

parametric models.

The remainder of the paper is organised as follows. Section 4.2 presents nowcast

evaluation methodology and describes the data used. Section 4.3 explains nowcasting

algorithms. The empirical results are discussed in Section 4.4, and Section 4.5 provides

concluding remarks.

4.2 Nowcast Evaluation and Data

4.2.1 Nowcast Evaluation Methodology

We evaluate the nowcasting performance using the MCS by Hansen et al. (2011). The

MCS a set of models that contains the best model(s) from a collection of models with a

given level of confidence, wherein the definition of ‘best model(s)’ can be user specified.

The MCS is constructed from sample information about the relative performances of all

competing models; therefore, it is a random data-dependent set of models that contains

the best forecasting model(s), just like a standard confidence interval for the population
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parameter. Compared to the tests for superior predictive ability, there are two attractive

features of the MCS approach. First, it acknowledges the limitations of the data. More

informative data will result in a MCS that contains only the best model, whereas less

informative data will yield a MCS that contains many (possibly all) models.4 Second,

the MCS is benchmark free and allows for more than one ‘best’ performing model to be

selected. This is particularly useful in our empirical study since there are limited studies

concerning superior nowcasting models for China’s GDP in the current literature. In con-

trast, superior predictive ability tests such as those by Francis & Roberto (1995), Hansen

(2005), Giacomini & White (2006) are designed to test whether a particular forecasting

model can significantly outperform the benchmark model. The use of superior predictive

ability tests could be less effective if there are no suggested appropriate benchmark mod-

els in the literature. When the superior predictive ability test is rejected, there is little

guidance about which set of models is the best. It is possible that almost all models could

be significantly better than the benchmark model. Similarly, when the superior predictive

ability test is not rejected, it is possible that the benchmark model is the best model, but

this may also apply to several other models.

We evaluate the performance of the nowcasting algorithms using an out-of-sample

simulation. We adopt a fixed estimation window method in which we use the first R

observations to estimate parameters of each model where R refers the number of within-

sample periods and T − R refers to the number of out-of-sample periods. Then, we

generate the nowcast for the time period R + 1. To compute the nowcast for the period

R+2, we drop the first observation from the previous estimation sample and add an extra

observation to the end of the previous estimation sample. Parameters of each model

4For example, Hansen et al. (2011) replicated Stock & Watson (1999)’s study by computing a MCS
across all the Stock and Watson inflation forecasting models. They found that the MCS of subsample
period 1970–1983 contains only five forecasting models, while the MCS of subsample period 1984–1996
contains 14 models. This indicates that the earlier sample possessed useful information to differentiate
the forecast, whereas the later sample was less informative.

108



are re-estimated, and the nowcast is computed based on estimated parameters. This

process—updating the estimation sample, re-estimating model parameters and computing

a nowcast for the next time period—will be continued until T − R time period out-of-

sample nowcasts have been computed. We consider the total sample size in a 70:30 per

cent split between in-sample and out-of-sample periods to ensure a sufficient number of

the in-sample period for model selection and evaluation.5 Therefore, the within-sample

period covers the period from 1993Q1 to 2018Q2. The first out-of-sample nowcast of

China’s nominal GDP is made for 2010Q4. To compute this nowcast, we deseasonalise all

series, screen for potential outliers, standardise all series and estimate models using data

only available from 1993Q1 to 2010Q3. To compute the next nowcast, we re-determine

the value of hyperparameters and re-estimate models using data from 1993Q2 to 2010Q4.

This process repeats until the final simulated out-of-sample nowcast is made for 2018Q2.

The MCS is implemented using the MCSprocedure function from the MCS package by

Catania & Bernardi (2019), and we use the MSE as the loss function in the MCS.

4.2.2 Data

We collect a panel of 17 quarterly series and 29 monthly series that we believe best

represent China’s macroeconomy, spanning from 1993:01 to 2018:06. Our sample period

covers the initial transition of the Chinese economy since the reform and opening up,

the Asian financial crisis, the sharp downturn during the Global Financial Crisis and

China’s rapid subsequent recovery. Our panel covers all important sectors of China’s

macroeconomy, including the government sector, international trade, the industrial sector,

the service sector, the money and credit sector, and the financial sector. It is important to

note that, naturally constrained by data availability, our dataset covers a smaller number

5We perform the robustness analysis using a 50:50 split and find similar nowcasting results.
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of variables than other studies. For example, Yiu & Chow (2010) used 189 macroeconomic

and financial series and Zhang et al. (2018) constructed a panel of 159 monthly variables

spanning from 1999 to 2009. The trade-off in our circumstance is a large number of

predictors but a small number of time observations or a large number of time observations

but a small number of predictors. To ensure a sufficient number of within-sample periods

and out-of-sample periods, we opt for the latter. The selection criteria for indicators is

based on economic theory and judgement. Generally, we tend to select key indicators

for certain sectors rather than import all available series. All series were released before

the announcement of the official GDP figure. We source our Chinese data from Thomson

Reuters Datastream and the Federal Reserve Bank of Atlanta - China’s Macroeconomy:

Time Series Data. The variables used to compute the machine learning and the dynamic

factor model nowcasts are shown in Table B.0.3.

The stationarity of Xt is a moment condition for ML algorithms, the dynamic factor

model and the AR model (Stock & Watson 2016, Athey 2018), so all series were subjected

to four preliminary steps: possible deseasonalisation, possible transformation by taking

either the difference or the percentage change, standardisation, and screening for possible

outliers. Seasonal patterns are common in China’s macroeconomic data and we use X-

13ARIMA-SEATS in R platform to address them.6 The decision to take the difference or

the percentage change was made judgementally, mainly based on inspection of the time

series plots and unit root tests. Generally, the difference is taken for those series that are

already in the index or percentage terms, and the percentage change is implemented to

series with actual quantities. We also clean the dataset by removing outliers for which

the first difference deviates from the median of the first difference by more than five times

the interquartile range and replacing them with missing data. Next, all monthly series

6Developed by the United States Census Bureau, the X-13 supports user-defined holiday variables
such as Chinese New Year or Indian Diwali. It returns deseasonalised series if seasonality is detected and
returns original series if seasonality is not detected.
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for the construction of the dynamic factor model are further standardised to mean zero

and unit variance.

4.3 Nowcasting Algorithm

We consider algorithms that form predictions about the current growth rate of Chinese

nominal GDP on the basis of the available historical and contemporaneous information.

In total, there are 10 nowcasts computed from a range of different models. In the fol-

lowing, Ωt = σ(rt, rt−1, ...) denotes the information set wherein rt is a vector containing

all independent variables in time period t. In this study, we train each algorithm over a

fixed window procedure. This method implies that all models are estimated based on the

within-sample (training) information set Ωtrain = t|t = 1, 2, 3, ...., (T − 1). Next, trained

algorithms are employed to construct a nowcast of the GDP growth rate at time period

T . To obtain the nowcast at the next quarter (T + 1), the training information set is

moved to Ωtrain = t|t = 2, 3, ...., T and the parameters of each model are re-estimated to

make the nowcast. This procedure is repeated until the final nowcast is computed.

Model selection is performed using information criteria for the AR model forecasts

and the dynamic factor model forecasts. Cross-validation is used for ML and deep learn-

ing algorithms.7 More precisely, we use K-fold cross-validation by splitting the training

dataset into 10 consecutive folds (i.e., K = 10). For K = 1, 2, ...., 10, each fold is used to

evaluate the performance of the ML algorithm fitted on the remaining K-1 folds. This

produces 10 estimations of the performance measure (in this case, the mean squared error

[MSE]). Hyperparameters are then determined by the smallest average of the MSEs, and

7As Bergmeir et al. (2018) pointed out, the use of K-fold cross-validation for time series forecasting is
appropriate only if model errors are not serially correlated. We performed a robustness analysis to check
whether models have correlated errors. Based on the results of ADF tests, we found that nowcasting
models have uncorrelated errors in most sample periods.
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the final model is re-estimated on the training dataset.8

For each ML algorithm considered, there are myriad variations proposed in the liter-

ature, so it would be a challenge to employ all possible varieties. For example, common

variations of artificial neural networks include feed-forward neural networks, radial basis

function neural networks, multilayer perceptrons, convolutional neural networks, recur-

rent neural networks, modular neural networks and sequence-to-sequence models. Our

strategy is to consider the basic version of each algorithm. The rationale is that most

users are most likely to employ the basic form of ML algorithms, at least initially. In

total, we consider eight ML algorithms, the dynamic factor model in the state-space rep-

resentation, and the AR model. These algorithms are some of the most commonly used

models in macroeconomic forecasting literature. We implement the computation of our

ML algorithm in the R platform. Below are descriptions of the algorithms considered.

4.3.1 Machine Learning Algorithms

LASSO, Ridge and Elastic Net To introduce background information relevant to the

discussion of the curse of dimensionality, we establish some concepts first. Let T be the

number of time observations and N to be the number of predictors. We have:

Y = Xβ + U, (4.1)

where Y is the T × 1 vector of observed response, X is the T × N matrix of observed

predictors, U is an unobserved zero mean error or nuisance term and β is the vector of the

regression coefficients. The most straightforward solution to (4.1) is the ordinary least

squares (OLS) of β̂OLS = (X ′X)−1X ′Y , provided that rank (X)=N and T ≥ N . In high-

8Hyperparameters refer to the parameters in the penalty function. Examples of hyperparameters are
λ in a LASSO regression or the number of lags in an AR model.
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dimensional situations in which the number of predictors is larger than the number of time

observations, the matrix X ′X is not full rank and is not invertible; hence β̂OLS does not

exists. An additional difficulty arises when the matrix X ′X has eigenvalues that are close

to zero. This situation could prevent a stable determination of the minimum-norm least-

squares because small fluctuations in the response vector Y will be amplified by the effect

of the small eigenvalues, which will cause uncontrolled fluctuations in the estimation of β

(Reichlin et al. 2017). In time series forecasting, this implies that a good fit of the observed

data can easily be obtained, but a good predictive power for responses corresponding to

new observations cannot (good in-sample fit, poor out-of-sample forecasts) (Athey 2018,

Mullainathan & Spiess 2017).

LASSO, ridge and elastic net are similar methods by which to avoid overfitting the re-

gression model by incorporating different types of constraints or penalties on the vector of

the regression coefficients β. Penalties that allow for variable selection by enforcing some

of the regression coefficients as zero have been popularised in the ML and econometric

literature under the name of LASSO regression. Such penalties yield a penalty term

proportional to the L1-norm of β by incorporating penalties on the absolute value of the

magnitude of the coefficients and shrinking some of them to zero (the variable selection).

Estimation of β̂LASSO can be achieved by minimising the following objective function:

β̂LASSO = argminβ[‖ Y −Xβ ‖22 +λ1 ‖ β ‖1], (4.2)

where ‖ β ‖1=
∑N

j=1 |βj|. The LASSO penalty provides a nonlinear shrinkage of the

component β̂OLS. In contrast to β̂ridge, there is no closed-form expression of β̂LASSO in

terms of the general matrix of X, except for one special case of orthonormal regressors
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(X ′X = I) where β̂LASSO is given by:

β̂LASSO = Sλ1([X
′Y ]j), Sλ1 =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

x+ λ1/2 if x ≤ −λ1/2

0 if |x| ≤ λ1/2

x− λ1/2 if x ≥ λ1/2

, (4.3)

where Sλ1 is the ‘soft thresholder’. In all other cases, the estimation of β̂LASSO must be

solved numerically as a convex optimisation problem. We use the glmnet function from

the glmnet package by Friedman et al. (2010) to estimate the LASSO regression (by

setting α = 1 so that we have 100% L1-norms and no L2-norm types of penalty).

The ridge regression estimator consists of adding a penalty to the least square objective

function in proportion to the size of β, measured by its squared L2-norm. Therefore,

elements of the coefficient vector β estimated by the ridge estimator are shrunk uniformly

towards zero. The ridge regression estimator is given by:

β̂ridge = argminβ[‖ Y −Xβ ‖22 +λ2 ‖ β ‖22] (4.4)

= (X ′X + λ2I)
−1X ′Y, (4.5)

where ‖ β ‖22=
∑p

j=1 β
2
j and I is the identity matrix. The ridge regression is implemented

with the glmnet function (by setting α = 0) from the glmnet package by Friedman

et al. (2010).

The elastic net regression incorporates a mixture of the L1-norm and L2-norm penalties

so it can be interpreted as a hybrid version of the ridge and LASSO regressions. It can

either shrink the coefficients close to zero or completely remove them. The elastic net
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regression estimator β̂en is given by:

β̂en = argminβ[‖ Y −Xβ ‖22 +λ1 ‖ β ‖1 +λ2 ‖ β ‖22]. (4.6)

The elastic net regression is fitted using the glmnet function from the glmnet package

by Friedman et al. (2010) (setting α = 0.5 allows one to achieve an equal weighting of L1-

norm and L2-norm penalties). In the ridge, LASSO and elastic net regressions, the values

of hyperparameters λ1 and λ2 control the strength of the penalty. A larger value leads

to a greater penalty and a stronger effect of shrinkage and regularisation of regression

coefficients. We select the value of hyperparameters by the K-Fold cross-validation of the

training dataset.

Support Vector Regression The objective of the support vector machine (SVM) is to

find a hyperplane in an N-dimensional space that distinctly classifies data points. For

our nowcast modelling, we use the epsilon-insensitive SVM with a polynomial kernel trick

(ε-SVM regression hereafter). More specifically, we train both the predictors and the

response variable to fit a linear function that deviates from the response variable to an

extent no greater than ε for each training point. The ε-SVM regression estimator can be

achieved by minimising the following function:

β̂SV R = argminβ[‖ V (Y −Xβ) ‖22 +
λ

2
‖ β ‖22], (4.7)

where

Vε(u) =

⎧⎪⎨
⎪⎩

0 if |u| < ε

|u| − ε otherwise,

⎫⎪⎬
⎪⎭ (4.8)

and ‖ β ‖22=
∑p

j=1 β
2
j . Based on the above equations, the support vector regression
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ignores nowcast errors with a size smaller than ε while still implementing penalties on

the coefficients via the L2-norm. The ε-SVM is implemented through the ksvm function

from the kernlab package by Karatzoglou et al. (2004). Two hyperparameters, ε and

λ, are chosen by K-fold cross-validation of each training dataset for every within-sample

period.9

Feed-Forward Neural Network Inspired by how the human brain works, the neural

network is an information processing algorithm that resembles biological nervous systems.

While there are several variations of the neural network, we consider the feed-forward

neural network, which is perhaps the simplest type of artificial neural network.10 One

distinct feature of this network is that connections between nodes do not form a cycle. The

model works forward only, by feeding datasets into the network through input neurons,

which trigger the layers of hidden neurons and finally turn into output neurons. More

precisely, each input is weighted and passed through an activation function to determine

the value of nodes in the first layer of perceptrons.11 Then, nodes from the first layer

become new inputs (re-weighted) for the second layer and are passed through a new

activation function to determine the value of nodes for the third layers. This process is

repeated until the Nth layer is created. Finally, nodes in the last layer are re-weighted

and passed through the final activation function to generate the output value. The key

hyperparameters of the feed-forward neural network are the number of nodes and the

number of hidden layers. We use a single hidden layer because the universal approximation

theorem states that the feed-forward neural network with a single hidden layer and a finite

number of neurons can approximate any continuous function for inputs within a specific

9The root mean squared error is used as a performance metric in the cross-validation process. Hyper-
parameters are tuned to optimise the out-of-sample mean squared error.

10The identity function is used as the activation function. The robustness check was performed using
two and three hidden layers and a different number of neurons. The results indicate that the single hidden
feed-forward neural network is the best nowcasting model among various feed-forward neural nets.

11A perceptron is an algorithm used for supervised learning of binary classifiers.
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range (Hornik et al. 1989). The number of nodes is selected via K-fold cross-validation. We

use the nnet function from the nnet package by Venables & Ripley (2002) to implement

the feed-forward neural network.

K-Nearest Neighbour Regression K-nearest neighbour (KNN) regression is a non-

parametric method that works by predicting the outcome of new data based on K most

similar observations (neighbours) in the training dataset. Specifically, given a data point

(in this case, the nominal GDP growth rate), we compute the Euclidean distance between

that point and all points in the training dataset. Then, the nowcast of China’s GDP

growth rate is the average of the target output value by the closet K training data points.

Let φ(x) be the set of KNNs. The nowcast is given by:

ŷ =
1

K

∑
m∈φ(x)

ym, (4.9)

where ym is the target output for training data point xm. The KNN regression is fitted

using the knnreg function from the caret package by Kuhn (2008). The hyperparameter

is the value of K and is determined by K-fold cross-validation.

Decision Tree and Random Forest for Regression Generally, the decision tree for

regression is based on a hierarchical tree-like partition of the input space wherein data

are partitioned into smaller and smaller subsets that contain similar values. The tree

consists of internal decision nodes and terminal leaves. For any given data point, the flow

starts with the root node and then moves to the path along the tree until it reaches a leaf

node by a sequence of tests and decision nodes. A prediction can be made according to

the local model of the leaf node. In the regression algorithm, the tree uses within-node

variance to split data according to paths that result in the highest variance reduction. The

splitting of the data is performed recursively until the termination criterion is reached.

The final prediction is typically the within-node sample mean of each leaf node. The
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hyperparameters are the maximum depth of the tree, the minimum number of samples

required to split an internal node and the number of features to consider when searching

for the best split. The decision tree is fitted using he rpart function from the rpart

package by Therneau & Atkinson (2019).

The random forest for regression is an ensemble ML algorithm12 that constructs a number

of decision trees on subsamples of the dataset and makes a prediction based on the average

of the leaf nodes to reduce model variance. Each tree is built on d features randomly

selected from n elements of the vector of conditioning variables. The hyperparameters

for the random forest include d, n, the number of trees built and the hyperparameters

for the decision tree. More trees built leads to better performance but also requires more

computational power. We select the value of the hyperparameters via cross-validation.

The random forest is fitted using the randomForest function from the randomForest

package by Liaw & Wiener (2002).

4.3.2 The Dynamic Factor Model

The dynamic factor model in the state-space representation is a formalised nowcasting

method within a coherent statistical framework that started garnering attention in the

academic literature after the works of Giannone et al. (2008) and Evans (2005). An im-

portant feature of Giannone et al. (2008)’s framework is that the model allows researchers

to interpret and comment on various data released at different frequencies with different

publication lags in terms of the signals they provide on current economic conditions. This

is possible because the Kalman filter generates projections of missing observations for all

variables and updates the nowcast as new data are released. Subsequent research has

extended to using the dynamic factor model to nowcast current GDP for many countries

12An ensemble algorithm combines the predictions from multiple ML algorithms to make more accurate
predictions than any individual model.
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(see Lahiri & Monokroussos (2013) for the United States; Angelini et al. (2008), Bańbura

& Rünstler (2011) and Camacho & Perez-Quiros (2010) for the aggregate Euro area;

Barhoumi et al. (2010) for France; Matheson (2010) for New Zealand; and Siliverstovs &

Kholodilin (2012) for Switzerland). The dynamic factor model has been widely used by a

number of international institutions and central banks as a standard tool for up-to-date

GDP nowcasting, some example users being the Federal Reserve Bank of Atlanta (Hig-

gins 2014),13 the Federal Reserve Bank of New York (Aarons et al. 2016),14 the Bank of

England (Hendry et al. 2016),15 the Reserve Bank of Australia (Dungey et al. 2018),16

the European Central Bank (Bańbura et al. 2013)17 and the International Monetary Fund

(Matheson 2011).

To motivate the dynamic factor model, we assume that a joint model for observed

variables is specified and that it has a state-space representation as below:

Xt = μ+ ζ(θ)Zt +Gt, Gt ∼ i.i.d.N(0,
∑
G

(θ)), (4.10)

Zt = ϕ(θ)Zt−1 +Ht, Ht ∼ i.i.d.N(0,
∑
H

(θ)), (4.11)

where (4.10) is the measurement equation that links the vector of observed variables Xt to

a vector of state variables (possibly unobserved) Zt, and (4.11) is the transition equation

13The Quantitative Economic Research Department in the Federal Reserve Bank of Atlanta frequently
produces nowcasts of United States GDP before United States Bureau official releases. It nowcasts 13
separate expenditure components of the GDP to mimic the expenditure approach to calculating GDP
using dynamic factor modelling.

14The Federal Reserve Bank of New York uses a dynamic factor approach to provide a model-based
nowcast of GDP. However, it does not mimic a particular approach to calculating GDP.

15The Bank of England’s Monetary Policy Committee uses a compilation of nowcasts from three differ-
ent models (the MIDAS model, the dynamic factor model and judgements based on different industries)
to form its initial view on the current state of the economy.

16The Reserve Bank of Australia uses the dynamic factor model to nowcast components of GDP using
the aggregate expenditure approach.

17The European Central Bank also uses dynamic factor-based nowcasting models to inform its policy
decisions. Its staff have released a number of working papers, which are cornerstones of the nowcasting
literature.
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that specifies the dynamics of the vector of state variables (see, e.g., Harvey (1990) for a

comprehensive treatment of state-space models). It is important to note that a state-space

model with representation (4.10)–(4.11) and the parameter θ can efficiently deal with any

missing observations using the Kalman filter and Kalman smoother, which provide the

conditional expectation of the state vector based on the information set Ωv and associated

precision:

Zt|Ω = E[Zt|Ων ] Pt|Ων = Eθ[(Zt − Eθ[Zt|Ων ])(Zt − Eθ[Zt|Ων ])
′]. (4.12)

In practice, the issues of mixed-frequency data and publication delays can be con-

sidered the missing data problem, which can be easily solved by the Kalman filter and

Kalman smoother apparatus (Lahiri & Monokroussos 2013, Giannone et al. 2008). When

new information is released, it can be linked to nowcast revision. Different versions of the

general model (4.10)–(4.11) have been considered in the current literature; the dynamic

factor model proposed by Giannone et al. (2008) is the most commonly used.

The dynamic factor model is well suited to a context in which parameter proliferation

of a parsimonious model should be avoided but, at the same time, the salient features of

high-dimensional economic data should be captured. In the dynamic factor model frame-

work, each economic variable can be divided by the sum of two orthogonal components:

(1) a handful of latent and unobserved factors that capture the joint dynamics and (2) an

idiosyncratic residual. Similarly to Giannone et al. (2008)’s framework, we specify that

the high-frequency variable (in this case, monthly time series), Xt, has a factor structure

following a VAR process:

Xt = μ+ ΛFt + Et, Et ∼ i.i.d.N(0,ΣE), (4.13)

Ft = AFt−1 +But, ut ∼ WN(0, Iq), (4.14)
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where r is the number of common factors, q is the number of macroeconomic shocks, Xt

is N × 1 vector of monthly series, Λ is N × r of the factor loading, Ft is r × 1 vector of

factors and Et is an N × 1 residual vector. B is a r× q matrix of full rank q, A is a r× r

matrix, all roots of det(Ir−AZ) lie outside the unit circle and ut is a q dimensional vector

of the macroeconomic stochastic shocks to the common factors. Giannone et al. (2008)

further assumed that
∑

E is diagonal.

Giannone et al. (2008) estimated the dynamic factor model (4.13)-(4.14) using a two-

step procedure. In the first step, the factors and factor loadings are estimated using

principal component analysis applied to a balanced panel of Xt by considering only the

series for which all observations are observed. In the second step, factors are re-estimated

by applying the Kalman smoother to the entire information set. Unlike in the work of

Giannone et al. (2008), which used United States time series, we raise particular concerns

about issues related to the availability of relevant Chinese macroeconomic variables, most

of which started being published only recently and encounter issues related to missing

observations during Chinese New Year.18 These two issues could potentially eliminate the

majority of variables in the first estimation procedure step. We adopt the first step used

by Giannone et al. (2008), using an expectation–maximisation (EM) algorithm to estimate

the factors and the factor loadings. Stock & Watson (2002b) demonstrated that the EM

algorithm is an iterative algorithm for efficient estimation and can consistently estimate

the factors and factor loadings when data irregularities are present. Then, we update the

estimated factors and factor loadings using the Kalman smoother. The Kalman smoother

exploits the dynamics of the common factors and the cross-sectional heteroscedasticity

of the idiosyncratic components, thereby providing efficiency improvements over simple

principal component analysis. The nowcasts are then obtained through a regression of

18In the replication file of the research by Giannone et al. (2008), the data only contain few missing
observations at the end of the sample period.
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GDP on temporally aggregated factors:

yk1t,1 = α̂ + β̂F k1
t|Ωv

+ ek1t , t = k1, 2k1, ..... (4.15)

The key hyperparameters in the dynamic factor model are the number of common factors

(r) and the number of shocks (q) in equation (4.13)–(4.14). We assume that the macroe-

conomic dynamics are affected by the real shock and monetary shock (i.e., q = 2), and

we select the number of common factors (r) using Bai & Ng (2002)’s information criteria.

The dynamic factor model is fitted using the nowcast function from the nowcasting

package by Daiane Marcolino de Mattos (2019).19

4.3.3 Autoregressive Model

The AR model is a commonly used univariate model in the literature of nowcasting the

Chinese GDP growth rate (Zhang et al. 2018, Zeng 2017, Yiu & Chow 2010). The key

hyperparameter in the AR model is the lag order p. It can be determined by the sequential

downward t test or information criteria such as the Akaike information criterion (AIC)

and the Bayesian information criterion. In our application, we choose the lag order by

the minimum AIC of the training dataset. We have:

ŷt = α̂0 +

p∑
j=1

α̂jyt−j + ut, (4.16)

where α̂0 is a constant term,
∑p

j=1 α̂j is the lag operator of coefficients and ut is white

noise.20

19The ‘nowcasting’ package in R provides the tools to make forecasts of monthly or quarterly economic
variables using dynamic factor models. It is published in the R journal (a peer-reviewed journal).

20Compared to Western countries, data on GDP growth rate is released relatively faster by China. The
National Bureau of Statistics of China usually releases GDP figures with a four- to six-week delay, so the
direct AR approach that forecasts yt+1 using yt−1 is not necessary. In contrast, most Western countries
release GDP figures with a three- to four-month delay, which causes a timing issue; hence, the direct AR
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4.4 Empirical Results

In this section, we describe the main results of our analysis. We compute the MCS across

all the competing models and set the level of significance to 10%. Thus, models with

p-values greater than 10% are covered by the MCS, while models with p-values less than

10% are not covered by the MCS. We also calculate the relative MSE of each model.

Table 4.1 documents the relative MSE and MCS p-value of each nowcasting algorithm for

the simulated out-of-sample period 2010Q4 to 2018Q2.

Table 4.1: Relative MSE and MCS P-Value Results

Total Dataset Soft Dataset Hard Dataset
Models rMSE p-value rMSE p-value rMSE p-value
AR 1.00 0.01 1.00 0.05 1.00 0.05
Ridge 0.40 0.12* 2.78 0.03 0.45 1.00*
LASSO 0.32 1.00* 2.62 0.02 0.51 0.85*
Elastic Net 0.46 0.84* 2.87 0.01 0.49 0.80*
Support Vector Machine 0.45 0.79* 2.70 0.05 0.58 0.60*
K-Nearest Neighbour 1.96 0.00 2.35 0.00 0.71 0.58*
Feed-Forward Neural Network 2.87 0.00 3.15 0.03 2.92 0.00
Random Forest 1.16 0.02 3.05 0.02 0.82 0.71*
Decision Tree 0.47 0.55* 0.57 1.00* 0.46 0.93*
Dynamic Factor Model 4.58 0.00 4.38 0.03 4.20 0.00

Table 4.1 reveals that the MCS of the total dataset, the MCS of the soft dataset and

the MCS of the hard dataset are strikingly different.21 The MCS of the soft data contains

only the regression tree model at the 90% level of confidence, M̂∗
90%, whereas only the

AR model, feed-forward neural network and dynamic factor model fail to enter into M̂∗
90%

based on the hard dataset. Therefore, the soft dataset possesses useful information to

differentiate the nowcast, whereas the hard dataset is less informative. Further, ridge,

approach must be considered.
21According to Federal Reserve Bank of St. Louis, the soft dataset contains survey data, financial

market variables and various price indexes, whereas the hard dataset contains variables used for GDP
calculations, such as the industrial production index and international trade data.
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LASSO, elastic net and SVM are covered by the MCS at the 10% level of significance in

the total dataset. This indicates that the linear shrinkage technique, regardless of whether

it is L1-norm of penalty, L2-norm of penalty or a mixture of both, is the best model for

the total dataset. The decision tree, which splits data into paths that result in the highest

variance reduction and makes predictions from the sample mean of each leaf node, is also

included in the M̂∗
90%.

Finally, Table 4.1 supports a rejection of the dynamic factor model as it fails to enter

into M̂∗
90% or even M̂∗

95% of the three datasets. The MCS p-values for the dynamic factor

model are all very small: 0 for the total dataset, 0.03 for the soft dataset and 0 for the

hard dataset. This is surprising, because our results are contrary to the actions of most

central banks and International Monetary Fund policies, which use dynamic factor-based

nowcasting models to inform their policy decisions. We find conclusive evidence that

dynamic factor models are inferior to some ML algorithms for nowcasting China’s GDP,

such as LASSO and elastic net.

It is also important to analyse whether a nowcasting model can predict the direction

of changes in a modelled time series and in which cases the direction of changes given

by the nowcast agrees with the actual changes in the Chinese GDP. The success ratio,

measured by the proportion of correctly predicted signs to the number of total predictions,

provides the fraction of times the signs of the actual values are correctly predicted. Figure

4.1 reports the success ratio for ten nowcasting models. The results of the success ratio

generally agree with those of the MCS. The ridge, LASSO, elastic net and support vector

machine perform well, whereas the AR, the dynamic factor model, feed-forward neural

network and K-Nearest neighbour perform relatively poorly in terms of the fractions of

correctly predicting the direction of changes in the Chinese GDP growth rate.

Figures 4.2 plots the quarterly GDP growth rate and its nowcasts obtained from each
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algorithm over the out-of-sample period using the total dataset. Panel (g) illustrates that

ridge, LASSO, elastic net and SVM successfully predict the sharp downturn in activity

from 2010Q4 to 2011Q4, as well as most fluctuations in the rest of the sample period.

Sometimes, these shrinkage techniques fail to capture nowcasting accuracy. For example,

they overestimate the growth rate in 2011Q4, 2012Q1 and 2014 while underestimating

the growth rate in 2017. Presented in Panel (a), (b), (c), and (d), the nowcasts made

with KNN, feed-forward neural network, random forest and decision tree are greater than

the actual growth rate of Chinese GDP, even through these four ML algorithms can

successfully predict the overall trend for the sample period. The level of overprediction of

the current GDP growth rate is more substantial for the KNN and neural network than for

the random forest and decision tree. The AR nowcasts in Panel (f) demonstrate a similar

historical movement to the actual rate, with a slight overprediction of the GDP rate from

2012Q2 to 2015Q4. As shown in Panel (e), the dynamic factor model in the state-space

representation produces nowcasting trends that are opposite to actual numbers between

2012Q1 and 2015Q2. From 2016Q1 onward, the dynamic factor model predicts GDP

growth rates that are larger than the actual rate.
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Figure 4.1: The Success Ratio of Ten Nowcasting Models
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Figure 4.2: Nowcasts of GDP vs. Actual GDP
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Note: Nominal GDP in percentage change, quarter-on-quarter rate.
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4.5 Concluding Remarks

Nowcasting models have become an increasingly popular tool for mitigating uncertainties

regarding the current state of the economy and have been widely used by policymakers

at many central banks to nowcast the current GDP growth rate. However, the literature

discussing nowcasting China’s GDP is relatively limited compared to that of Western

economies and the performance of various nowcasting models is not well examined. ML

algorithms have been recently proposed as an alternative to time series regression models

to forecast key macroeconomic variables. In this paper, we evaluate the performance of

popular ML algorithms in obtaining accurate nowcasts of the nominal GDP growth rate

for China. The ML algorithms used consist of shrinkage methods such as LASSO, ridge,

elastic net and SVM regression with Kernel loss function; non-parametric methods such

as KNN, feed-forward neural network and decision tree; and ensemble ML algorithms

such as the random forest. We then compare the nowcasts obtained from these ML

algorithms with the nowcasts generated by the AR model and the dynamic factor model.

We collect data over the 1993Q1 to 2018Q2 period, covering all important sectors of

China’s macroeconomy. We train each ML algorithm based on a fixed estimation window

method. The first nowcast of the current nominal GDP growth rate is made for 2010Q4

and the final nowcast is made for 2018Q2. We evaluate the performance of each nowcasting

algorithm through the MCS presented by Hansen et al. (2011). We find two notable

results. First, based on the total dataset, the ridge, LASSO, elastic net, SVM regression

and decision tree are covered by the MCS at the 10% level of significance, indicating that

they are the set of ‘best models’. Second, compared to the hard dataset, the soft dataset

contains more useful information and is more informative for nowcasting the Chinese

GDP.
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Our paper joins the growing body of literature that addresses the relative success of

ML algorithms in the field of macroeconomic nowcasting and forecasting. To the best of

our knowledge, our study is one of the first few papers to consider using ML algorithms

to nowcast the current state of economic growth for China. Arguably, there may exist

other variants of ML algorithms that are not included in this paper. This is unavoidable,

as there is a wide range of ML algorithms that could be useful to improve nowcasting

accuracy. Our choice of ML algorithms is based on the rationale that most economic

forecasters who are not familiar with ML algorithms will be more likely to consider basic

forms and select the value of hyperparameters via K-fold cross-validation. Our results

show that regularisation techniques yield the set of ‘best’ models according to the MCS.

This is an interesting result, as it provides a direction for future research investigating

whether other types of penalties can generate better nowcasts than ridge and LASSO.

A serious competitor in nowcasting GDP is the mixed-data sampling (MIDAS). The

MIDAS model has received a good deal of attention in macroeconomic nowcasting lit-

erature in recent years. It links the quarterly GDP growth rate with monthly variables

and is a serious competitor to the dynamic factor model. The effectiveness of MIDAS in

the context of nowcasting Chinese GDP is a promising avenue for future research. The

non-parametric factor models require less restrictive assumptions than the parametric

factor models and do not impose a prior structure on the underlying data-generating pro-

cess. Therefore, non-parametric factor models that allow for data-driven flexibility are

robust alternatives to parametric factor models and could be useful to improve forecast-

ing performance when the structure of the data-generating process is unknown (Stock &

Watson 2016). Overall, we believe that our study not only guides practitioners in select-

ing appropriate nowcasting models for China’s economy, but also provides the research

community with more feasible directions for ML algorithms in macroeconomic nowcasting

and forecasting.
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Chapter 5

Conclusion

In the past several decades, China has experienced tremendous economic progress—the

country became the world’s second-largest economy in 2010 and the living standards of

approximately 400 million people have significantly improved. The connection between

China and the rest of the world has grown increasingly closer and the country has entered

a new era with the goal of turning into a great modern socialist country in all respects.

China’s growth and cyclical fluctuations have largely depended on China’s macroeconomic

policies. For example, Chinese governments have been promoting investment in heavy

industries, such as real estate and infrastructure, which constitutes a driving force behind

the double-digital growth rate and cyclical fluctuations. Considering this, there has been

a lack of rigorous and systematic research in the evaluation of out-of-sample model-based

forecasts of China’s inflation and real economic variables. This paper aims to fill the gap

in the research on macroeconomic forecasting in China.

Households, firms and policy-makers rely on macroeconomic data as inputs for fore-

casting models to make timely predictions and decisions. If contamination of the official

macroeconomic data is a severe problem, forecasting models can be misspecified, possibly

causing forecasting results to be biased. As such, Chapter 2 evaluates the reliability of

China’s official macroeconomic data through two aspects. First, the existing literature

is analysed to explain the suspicion of China’s economic data. During this search, we

find evidence that NBSC may engage in intentional data falsification and manipulation.

The Chinese government can intervene arbitrarily to influence the level of multiple key
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macroeconomic indicators. At the local government level, leaders in Beijing provide a set

of incentives to reward local governors who achieve strong economic growth and to sideline

those who did not. Thus, there are clear incentives for local officials to inflate output and

tax revenue. Additionally, the NBSC faces several technical difficulties and weaknesses in

the Chinese statistical system: the data collected by the NBSC through sample surveys

are incomplete, the direct-reporting system only covers firms with revenues greater than

20 million yuan and the revisions are frequent, large and not always clearly justified. The

second aspect analysed is the evidence for internal inconsistency and data contamination.

The differences between GDP measured by the VA method and GDP measured the AE

method increased since 2005 and the sum of the provincial output exceeded the national

output figure for the VA and the AE approaches. Moreover, the sectoral discrepancies

are severe for the industrial sector and for gross capital formation. As the NBSC has not

disclosed how it calculates the implicit GDP deflators for each sector, alternative GDP

deflators are constructed using various price indices. Based on this analysis, the estimated

official real growth rate could be between 8.4% and 10.6%. This implies that the NBSC

has a wide range of implicit deflators that can direct the level of real GDP to meet the

pre-announced target.

This paper makes several contributions to the current literature. First, it provides a

comprehensive review of the current literature for researchers and policy-makers who are

interested in assessing the reliability of Chinese official statistics. Second, eight different

price indices are used to construct the implicit GDP deflator for three economic sectors

and to provide a range of estimated annual real GDP growth rate between 1979 and 2015.

Third, the internal inconsistency within China is investigated using quantitative methods.

Forecasting Chinese macroeconomic variables using large-scale factor models with

mixed-frequency data and missing observations is explored in Chapter 3. Developments

in information technology provide access to thousands of economic variables in real-time
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at a reasonable computational cost. This raises the prospect of a new frontier in macroe-

conomic forecasting, in which a large number of predictors are used to forecast a few key

macroeconomic variables, including measures of inflation and real output. Although the

literature has shown the factor models by Stock & Watson (2002b) are useful to improve

forecasting accuracy for Western countries, macroeconomic forecasting in a data-rich en-

vironment of China is under-researched. To fill gap in the research, factor forecasts of the

CPI, RPI, nominal investment, nominal consumption and railway cargo are constructed

using 251 monthly variables and 34 quarterly variables and compared to the forecasts

produced by univariate and multivariate models. The forecasting performance for both

the out-of-sample period and the global financial crisis period are assessed using relative

MSE and Giacomini & White (2006)’s conditional predictability tests. Statistical evi-

dence indicates that mixed-frequency factor models, especially mixed-frequency FA-VAR

models, generate superior forecasts to the univariate and multivariate models for price se-

ries, nominal investment and nominal consumption, except for the CPI inflation rate and

nominal consumption at one month ahead. Therefore, the results of this study provide

clear guidance and important implications for academics, practitioners and the public

who are interested in macroeconomic forecasting in China.

Chapter 3 is likely one of the first papers detailing the use of a large dataset with

mixed-frequency and missing observations to forecast the Chinese macroeconomy. Two

approaches differentiate the chapter from the existing literature. The first considers the

factor models based on 251 monthly variables and 34 quarterly variables with missing ob-

servation components, as well as factor models based on 39 preselected targeted variables.

The number of predictors used in most of the previous studies for forecasting China’s

monthly macroeconomic variables is relatively small—usually 40 variables or fewer. The

second approach involves running a sufficiently large validation set, ranging from 88 (for

forecasts 12 months ahead) to 99 (for forecasts 1 month ahead); other studies generally
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have 5 to 60 observations for the validation set. The major contribution is the identifi-

cation of statistical evidence that confirms the large dimensional factor models that are

suitable for forecasting in Western countries are also suitable for China.

Knowing the current state of the economy in real-time is an ongoing, arguably in-

creasingly important responsibility for policy-makers. However, there are few studies

considering macroeconomic monitoring in China. Chapter 4 considers the evaluation of

out-of-sample model-based nowcasts of China’s GDP growth. The most common method

of the past decade was the dynamic factor model by Giannone et al. (2008), which allows

for the inclusion of a large number of predictors in nowcasting models and the incor-

poration of economic data releases in real-time. A more ambitious question is whether

there are exploitable nonlinear and non-parametric structures in macroeconomic datasets

that could be reveal by modern ML methods. To assess whether ML algorithms are

useful for improving macroeconomic monitoring in China, the nowcasts obtained from

eight ML algorithms are compared with the nowcasts generated by the AR model and the

dynamic factor model. We find evidence that shrinkage methods perform well and the

dynamic factor models perform poorly, based on the results of the model confidence set

by Hansen et al. (2011). Conversely, the current literature states that the central banks in

several Western countries regard the dynamic factor model as the most effective method

for macroeconomic monitoring. Importantly, this paper contributes to the growing liter-

ature on using ML algorithms for macroeconomic forecasting and monitoring. Further, it

may be one of the first papers to consider using ML algorithms to nowcast China’s GDP,

which guides practitioners when selecting the appropriate nowcasting models for China’s

economy and provides considerable scope for future research.

Finally, a few of the limitations and research challenges for future macroeconomic

forecasting in China must be considered. First, as the official economic data may not

be reliable, a database for macroeconomic research in China should be constructed with
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the goal of establishing a convenient starting point for empirical analysis that requires

big data. Higgins & Zha (2015) provide time series data for China’s macroeconomy

that covers annual, quarterly and monthly frequencies. However, as the dataset is only

updated semi-annually, more timely updated data are urgently needed for macroeconomic

forecasting. In recognising the over-reporting behaviour of local officials, future research

could examine the agency problems between China’s central and local governments when

affecting the economy. As local governments must consider the trade between tax transfer

to the central government and local economic growth, using the value-added tax revenue

of the local government to estimate the size of over-reporting could be another future

research topic. Studying the use of alternative indicators to test the reliability of official

economic data and trade data from developed countries (which are more reliable) could

also be fruitful.

Second, the underlying data-generating process for China’s GDP and the predictors

often undergo changes that are difficult to track accurately through time. Therefore, it

is difficult to determine whether a single “best” forecasting (or nowcasting) model could

always dominate competing models. As such, a viable alternative is to use forecast com-

binations or model combinations. Forecast combinations across a set of candidate fore-

casting models could be useful to improve forecasting performance over a single model1.

Similarly, Bayesian techniques are useful for managing model instability over time. For

instance, large Bayesian VAR models that allow sample information to be combined with

structurally relevant prior information could serve as an alternative to the frequentist do-

main. Compressed VAR methods that use Bayesian model averaging with time variation

1Several studies have shown that forecasts based on model combinations perform superiorly to single
model forecasts in Western countries. For example, the complete subset regression by Elliott et al. (2013)
that constructs forecasts as a weight average from all possible linear regression models can outperform the
factor models. Frequentist model averaging criteria that combine forecasts from many factor-augmented
regressions is also useful to improve forecasting performance that is based on single factor-augmented
regression. Ensemble ML algorithms that combine the predictions from multiple ML algorithms can
produce more accurate predictions than any individual model.
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parameters outperformed the factor models in the US, which might also be the case in

China.

Although this thesis focuses on point forecasts, there are several opportunities for

the future study of density forecasts. Density forecasts provide a confidence interval—an

interval that should contain the future value with a pre-specified probability. Moreover,

density forecasts are not tied to a particular loss function. As such, they are particularly

useful when the loss function for a monetary policy-maker is heterogeneous and asym-

metric (i.e., it could involve not only the magnitude of the forecast error but also the level

of the outcome itself). Over-predictions of economic growth in states with low growth

can be costly because the central banks would fail to apply an appropriately aggressive

monetary policy. Thus, research projects that consider asymmetric loss function for Chi-

nese monetary policy-makers can be fruitful. Unlike point forecasts, density forecasts also

provide a summary of risk forecasts, which is invaluable when the economic outlook is

uncertain. Several central banks and international organisations are providing density

forecasts to the public. For example, the Bank of England and IMF report “fan chart”

forecasts for inflation, which use different shades of colour to illustrate the range of quan-

tiles, beginning with the median forecast and fanning out to cover an increasing level of

confidence interval. The Chinese version of “fan chart” forecasts can be constructed to

account for risks in macroeconomic forecasting and nowcasting.
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Appendix A

History of Statistical Reform

Introduced in 1952, the Soviet Material Product System (SMPS) – an adopted method

prevalent throughout the Soviet Union – was the primary statistical system used in China

before the reform and opening up of the economy in the late 1970s. Many economists

generally agreed that the SMPS was effective for China as a planned economy (Holz

2004, 2014, 2003, Rawski 1976, Xiaolu & Lian 2001, Chow 1986). However, as China

implemented the reform and opening up, the SMPS left several weaknesses for statistical

work under a market-oriented economy:

• The system was designed to measure physical inputs and outputs of a planned econ-

omy. Demand-side indicators for investment and consumption were not properly

measured.

• The statistics for non-state sectors were either discounted or inaccurately measured.

For example, the SMPS system created one category called non-material service

that contains several types of services, including retail sales, the housing market,

transport service and welfare benefits. However, transactions in rural regions and

defence industry section were not accounted for.

• The data collection process was highly decentralized. State government relied heav-

ily on local statistical bureaus to collect and report data up to the administrative

hierarchy. At the central government level, each ministry collected and published

their own data.
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• The system also relied on direct reporting of output by state-owned and large enter-

prises. Output data from private and small size enterprises were low in quality and

often came with a considerable amount of guesswork. Surveys and census, which are

sophisticated forms of data gathering process in private sectors, were hardly used.

The fast-growing economic activity outside the formal sector was not sufficiently

monitored.

• There was a sufficiently large room for data manipulation and falsification. Local

cadres and government officials were more preoccupied with pleasing their superiors

than informing the general public while they had a fear of punishment for under-

reporting grain output from the Maoist period. With a lack of independent surveys

and census, such manipulation and falsification were hard to diagnose, especially in

the early years.

To overcome these weaknesses, the NBSC and the State Council have implemented

a series of reforms jointly since the 1980s. The NBSC has moved from a “complicated

and comprehensive” reporting system to a two-streams data compilation system. In

the first stream, the direct reporting system adopted a minimum threshold in 1998 to

ensure that only state-owned firms and private firms with a sufficiently large amount of

revenue would be included. The minimum thresholds were further increased in 2007 and

2011 accordingly. In the second stream, the NBSC has put more weight on census and

sample survey to gather data for the rest of economy1 (Koch-Weser 2013, Holz 2014). In

order to perform economic census and sample survey effectively and correctly, the NBSC

sent teams to conduct several types of surveys nationwide. These include weekly price

data collection at markets, annual household surveys including income and expenditure

in urban and rural areas, and revenues of those from non-state-owned and small size

1Before the 1990s, China had minimal experience using census and surveys
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firms that are not included in the direct reporting system. Generally speaking, sample

survey and census allowed the NBSC gathering and collecting data at broader internals.

Examples of such survey and census include the census of the industrial sector in 1985 and

1995, census of the service sector in 1993, census of agriculture sector in 1996, national

economic censuses in 2004, 2009, and 2014.

There were several data-manipulation related problems found in the early 1980s. This

lead to a series of reforms in the National Statistics Law, aiming to reduce the level of

data manipulation and falsification or even eliminate them. The first National Statistics

Law was introduced in 1983 with the purpose of reducing the effect of data manipula-

tion. In 1995, the NBSC found several problems in the rural industrial sector during the

first industrial census; as a result, gross industrial output was revised downwards. Na-

tionwide inspection of data falsification and manipulation were conducted by the NBSC

along with the Ministry of Supervision and the Bureau of Legislative Affairs of the State

Council in 1987, 1989, 1994 and 2001. 60,000 cases of violations of the Statistics Law

were found in 2001 inspection, with almost 60% of cases were misreporting output fig-

ures by enterprises (Wang & Meng 2001, Wang 1998). Other types of violations include

refusal of reporting and late reporting output data, and misbehaviour of statisticians and

government departments were hardly seen with only very few officials were punished by

their superiors. Even though inspection teams were sent out to local bureaus of statistics

to investigate violations and unprofessional manners, the information about the result of

internal inspection of the National Statistics System is unavailable to the general public

(Cai 2000). By 2001, Zhongguo Tongji (Chinese Statistics), a journal managed by the

NBSC and issued by Peking University Press, ceased a series of sensational reports on

data falsification. These reports provided concrete evidence on data manipulation and

falsification as well as reasons why data falsification occurs.

The State Council and the NBSC have been gradually improving the measurement and
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presentation of macroeconomic data. In 1995, the NBSC fully adopted the International

System of National Accounting, which is a better method for the market-oriented economy

and has been used by many Western economics (Holz 2004). Also the NBSC has codified

the method of calculating GDP and presenting it to the general public. The NBSC has also

developed a better technique to impute output statistics based on limited sample data (Xu

2009). Overall, the reform era has improved Chinese statistical framework and the quality

of data in two ways: (1) the NBSC was able to better collect and gather data outside of

the formal sectors through a series of national surveys and censuses, and (2) transiting

from Soviet Material Product System to the International System of National Accounting,

which allows the NBSC to capture activities outside of direct reporting system effectively.

Table A.0.1 summaries the timeline of the statistical reform in China.

157



Table A.0.1: Brief Summary of Chinese Statistical Reforms

Year Event
1983 National Statistics Law was introduced in order to reduce the effects of data manipulation.
1984 Offices were set up at the provincial and municipal level to collect data for CPI.
1985 The NBSC began to compel the tertiary sector and aggregate production statistics.
1989 The first time experimented with expenditure approach GDP statistics.
1991 First tertiary sector census (lasts from 1991 to 1995).
1992 Began to calculate GDP independently rather than obtain it from

Net Material Product System.
1993 The NBSC ceased Net Material Product System and officially

switched to System of National Accounts.
1995 Problems of rural industrial data found in the first industrial sector census.

Downward revision for gross output value as a result.
1996 First revision of National Statistics Law reduces the role of the

industrial enterprise reporting system and favour census and sample surveys.

1997
The NBSC publish national accounts for every province for the period 1952 to 1995.

Issue of data manipulation at the local government level was investigated by State Council.
1998 Only large industrial enterprises are included in the direct reporting system.

Definition of state-owned enterprises has been reformed.
1999 The NBSC increase monitoring of provincial-level statistical work.
2004 First national economic census with national GDP being revised up by 16 per cent.
2007 Adjustment to direct reporting system to include fewer firms.

2009
Second national economic census with GDP being revised up by 4 per cent.

Second revision of statistical law to increase punishments for manipulation of statistics.

2011
Direct reporting system was adjusted again to include fewer firms.
Seasonally adjusted quarter-by-quarter growth rate was introduced.

2014 Third national economic census concluded that GDP in 2013 had been revised up by 3.4%.
Sources: National Bureau of Statistics of China Yearbooks and Koch-Weser (2013).

158



Appendix B

Data Description

This appendix includes the data description used throughout this thesis. In Table B.0.1,

we present the full-panel dataset that we use to construct h-steps-ahead forecast in Chap-

ter 3. The format is as follows: series number, series name, transformation technique

used, frequency, and the number of missing observations. Next, we report the series

name, frequency and transformation technique for our preselected targeted predictors in

Table B.0.2, with selection criteria based on hard and soft thresholding and judgements.

The time series used to compute the machine learning and the dynamic factor model

nowcasts discussed in Chapter 4 are shown in Table B.0.3. The format is as follows: se-

ries number, series name, transformation technique used, and frequency. We downloaded

these data sets from CEIC Data Manager.

159



T
ab

le
B
.0
.1
:
D
at
a
D
es
cr
ip
ti
on

:
F
u
ll
-p
an

el
D
at
as
et

N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

1
G
ov
t
E
x
p
en

d
it
u
re

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

2
G
ov
t
R
ev
en
u
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

3
In
d
u
st
ri
a
l
P
ro
d
u
ct
io
n
:
C
ru
d
e
O
il

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

4
In
d
u
st
ri
a
l
P
ro
d
u
ct
io
n
:
N
a
tu
ra
l
G
a
s

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

5
In
d
u
st
ri
a
l
P
ro
d
u
ct
io
n
:
S
a
lt

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

6
In
d
u
st
ri
a
l
P
ro
d
u
ct
io
n
:
C
em

en
t

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

7
In
d
u
st
ri
a
l
P
ro
d
u
ct
io
n
:
C
ru
d
e
S
te
el

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

8
B
o
n
d
D
ep

o
si
to
ry
:
B
o
n
d
in

R
M
B

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

9
B
o
n
d
D
ep

o
si
to
ry
:
G
ov
t
B
o
n
d

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
0

B
o
n
d
D
ep

o
si
to
ry
:
F
in
a
n
ci
a
l
B
o
n
d

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
1

F
ix
ed

A
ss
et

In
ve
st
m
en
t

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
2

F
X

R
a
te
:
P
B
O
C
:
M
o
n
th

E
n
d
:
R
M
B

to
U
S
D

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
3

E
ff
ec
ti
ve

E
x
ch
a
n
g
e
R
a
te

In
d
ex
:
B
IS
:
R
ea
l

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
4

E
ff
ec
ti
ve

E
x
ch
a
n
g
e
R
a
te

In
d
ex
:
B
IS
:
N
o
m
in
a
l

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
5

M
o
n
ey

S
u
p
p
ly

M
0
:
sa

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
6

M
o
n
ey

S
u
p
p
ly

M
1
:
sa

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
7

M
o
n
ey

S
u
p
p
ly

M
2
:
sa

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
8

L
o
a
n
:
S
h
o
rt

T
er
m

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
9

L
o
a
n
:
M
ed
iu
m

&
L
o
n
g
T
er
m

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

2
0

L
o
a
n
:
sa

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

2
1

D
ep

o
si
t:

sa
P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

2
2

D
ep

o
si
t:

S
av

in
g
:
sa

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

160



N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

2
3

P
ro
p
er
ty

P
ri
ce
:
Y
T
D

A
v
g
:
O
v
er
a
ll

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

2
4

Im
p
o
rt

P
ri
ce
:
Ir
o
n
O
re

&
C
o
n
ce
n
tr
a
te

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

2
5

In
d
ex
:
S
h
a
n
g
h
a
i
S
to
ck

E
x
ch
a
n
g
e:

C
o
m
p
os
it
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

2
6

In
d
ex
:
S
h
a
n
g
h
a
i
S
to
ck

E
x
ch
a
n
g
e:

A
S
h
a
re

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

2
7

In
d
ex
:
S
h
a
n
g
h
a
i
S
to
ck

E
x
ch
a
n
g
e:

B
S
h
a
re

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

2
8

T
u
rn
ov
er
:
V
a
lu
e:

S
h
a
n
g
h
a
i
S
E
:
T
ot
a
l

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

2
9

In
d
ex
:
S
h
en

zh
en

S
to
ck

E
x
ch
a
n
g
e:

C
o
m
p
os
it
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

3
0

In
d
ex
:
S
h
en
zh
en

S
to
ck

E
x
ch
a
n
g
e:

A
S
h
a
re

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

3
1

In
d
ex
:
S
h
en
zh
en

S
to
ck

E
x
ch
a
n
g
e:

B
S
h
a
re

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

3
2

T
u
rn
ov
er
:
V
a
lu
e:

S
h
en
zh
en

S
E
:
T
o
ta
l

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

3
3

M
a
rk
et

C
a
p
it
a
li
za
ti
o
n
:
S
h
en
zh
en

S
E
:
T
ot
a
l

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

3
4

M
a
rk
et

C
a
p
it
a
li
za
ti
o
n
:
S
h
a
n
g
h
a
i
S
E
:
S
to
ck

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

3
5

M
a
rk
et

C
a
p
it
a
li
za
ti
o
n
:
S
h
a
n
g
h
a
i
S
E
:
A

S
h
a
re

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

3
6

M
a
rk
et

C
a
p
it
a
li
za
ti
o
n
:
S
h
a
n
g
h
a
i
S
E
:
B

S
h
a
re

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

3
7

M
a
rk
et

C
a
p
it
a
li
za
ti
o
n
:
S
h
en
zh
en

S
E
:
S
to
ck

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

3
8

M
a
rk
et

C
a
p
it
a
li
za
ti
o
n
:
S
h
en
zh
en

S
E
:
A

S
h
a
re

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

3
9

M
a
rk
et

C
a
p
it
a
li
za
ti
o
n
:
S
h
en
zh
en

S
E
:
B

S
h
a
re

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

4
0

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

A
b
ov
e
D
es
ig
n
a
te
d
S
iz
e
E
n
te
rp
ri
se

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

4
1

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

F
o
o
d
,
B
ev
er
a
g
e,

T
o
b
a
cc
o
&

L
iq
u
o
r
(F

B
)

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

4
2

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

F
B
:
B
ev
er
a
g
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

4
3

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

F
B
:
T
o
b
a
cc
o
&

L
iq
u
o
r

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

4
4

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

C
lo
th
in
g
,
S
h
o
es
,
H
a
ts

&
T
ex
ti
le

(C
T
)

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

4
5

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

C
o
sm

et
ic
s

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

4
6

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

G
o
ld
,
S
il
v
er

an
d
J
ew

el
ry

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

161



N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

4
7

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

D
a
il
y
U
se

G
o
o
d
s

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

4
8

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

O
th
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

4
9

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

A
u
to
m
o
b
il
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

5
0

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

P
et
ro
le
u
m

&
R
el
a
te
d
P
ro
d
u
ct

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

5
1

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

C
h
in
es
e
&

W
es
te
rn

M
ed
ic
in
e
(C

M
)

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

5
2

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

H
o
u
se
h
o
ld

E
le
ct
ri
c
&

V
id
eo

A
p
p
li
a
n
ce

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

5
3

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

C
u
lt
u
ra
l
&

O
ffi
ce

G
o
o
d
s

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

5
4

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

F
u
rn
it
u
re

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

5
5

C
o
m
m
o
d
it
y
R
et
a
il
S
a
le
s:

C
o
m
m
u
n
ic
a
ti
o
n
A
p
p
li
a
n
ce

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

5
6

E
n
er
g
y
P
ro
d
u
ct
io
n
:
C
ru
d
e
O
il

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

5
7

E
n
er
g
y
P
ro
d
u
ct
io
n
:
N
a
tu
ra
l
G
a
s

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

5
8

E
n
er
g
y
P
ro
d
u
ct
io
n
:
R
efi

n
ed

/
P
ro
ce
ss
ed

C
ru
d
e
O
il

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

5
9

E
n
er
g
y
P
ro
d
u
ct
io
n
:
G
a
so
li
n
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

6
0

E
n
er
g
y
P
ro
d
u
ct
io
n
:
D
ie
se
l
F
u
el

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

6
1

E
n
er
g
y
P
ro
d
u
ct
io
n
:
K
er
o
se
n
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

6
2

E
n
er
g
y
P
ro
d
u
ct
io
n
:
F
u
el

O
il

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

6
3

E
n
er
g
y
P
ro
d
u
ct
io
n
:
L
iq
u
efi
ed

P
et
ro
le
u
m

G
a
s
(L

P
G
)

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

6
4

E
n
er
g
y
P
ro
d
u
ct
io
n
:
P
et
ro
le
u
m

P
it
ch

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

6
5

E
n
er
g
y
P
ro
d
u
ct
io
n
:
C
o
k
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

6
6

E
n
er
g
y
P
ro
d
u
ct
io
n
:
C
o
a
l
G
a
s

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

6
7

E
n
er
g
y
P
ro
d
u
ct
io
n
:
E
le
ct
ri
ci
ty

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

6
8

E
n
er
g
y
P
ro
d
u
ct
io
n
:
E
le
ct
ri
ci
ty
:
T
h
er
m
a
l

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

6
9

E
n
er
g
y
P
ro
d
u
ct
io
n
:
E
le
ct
ri
ci
ty
:
H
y
d
ro

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

7
0

E
n
er
g
y
P
ro
d
u
ct
io
n
:
E
le
ct
ri
ci
ty
:
N
u
cl
ea
r

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

162



N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

7
1

C
o
n
su
m
er

C
o
n
fi
d
en
ce

In
d
ex

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

7
2

C
o
n
su
m
er

S
a
ti
sf
a
ct
o
ry

In
d
ex

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

7
3

C
o
n
su
m
er

E
x
p
ec
ta
ti
o
n
In
d
ex

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

7
4

Im
p
o
rt

C
IF

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

7
5

E
x
p
or
t
F
O
B

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

7
6

E
x
p
or
t:

L
iv
e
P
ig

(e
x
cl

fo
r
B
re
ed
in
g
)

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

7
7

E
x
p
or
t:

L
iv
e
P
o
u
lt
ry

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

7
8

E
x
p
or
t:

A
q
u
a
ti
c
P
ro
d
u
ct

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

7
9

E
x
p
or
t:

G
ra
in

F
o
o
d
:
C
er
ea
l
&

C
er
ea
l
F
lo
u
r

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

1
2

8
0

E
x
p
or
t:

F
re
sh

E
g
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

1
2

8
1

E
x
p
or
t:

V
eg
et
a
b
le

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

1
2

8
2

E
x
p
or
t:

E
d
ib
le

O
il
S
ee
d

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

8
3

E
x
p
or
t:

E
d
ib
le

V
eg
et
a
b
le

O
il

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

8
4

Im
p
o
rt
:
G
ra
in

F
o
o
d
:
C
er
ea
l
&

C
er
ea
l
F
lo
u
r:

W
h
ea
t

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

8
5

Im
p
or
t:

E
d
ib
le

V
eg
et
a
b
le

O
il

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

8
6

Im
p
o
rt
:
C
o
p
p
er

O
re

&
C
o
n
ce
n
tr
a
te

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

8
7

Im
p
o
rt
:
A
lu
m
in
iu
m

O
x
id
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

8
8

Im
p
o
rt
:
C
ru
d
e
P
et
ro
le
u
m

O
il

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

8
9

Im
p
o
rt
:
R
efi
n
ed

P
et
ro
le
u
m

P
ro
d
u
ct

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

3

9
0

Im
p
o
rt

P
ri
ce
:
C
ru
d
e
O
il

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

3

9
1

E
x
p
or
t
P
ri
ce
:
C
ru
d
e
O
il

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

3

9
2

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
B
ei
ji
n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

9
3

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
T
ia
n
ji
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

9
4

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
S
h
ij
ia
zh
u
a
n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

3

163



N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

9
5

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
H
o
h
h
o
t

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

3

9
6

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
S
h
en
ya

n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

3

9
7

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
D
a
li
a
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

9
8

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
S
h
a
n
g
h
a
i

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

9
9

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
N
a
n
ji
n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
0
0

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
H
a
n
g
zh
o
u

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
0
1

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
N
in
g
b
o

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
0
2

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
H
ef
ei

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
0
3

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
F
u
zh
o
u

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
0
4

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
X
ia
m
en

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
0
5

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
N
a
n
ch
a
n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
0
6

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
J
in
a
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
0
7

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
Q
in
g
d
a
o

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
0
8

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
W
u
h
a
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
0
9

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
C
h
a
n
g
sh
a

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
1
0

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
G
u
a
n
g
zh
o
u

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
1
1

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
N
a
n
n
in
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
1
2

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
H
a
ik
ou

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
1
3

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
C
h
en
g
d
u

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
1
4

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
G
u
iy
a
n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
1
5

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
K
u
n
m
in
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
1
6

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
X
ia
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
1
7

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
L
a
n
zh
o
u

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
1
8

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
Y
in
ch
u
a
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

164



N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

1
1
9

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
U
ru
m
q
i

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
2
0

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
B
ei
ji
n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
2
1

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
T
ia
n
ji
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
2
2

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
S
h
ij
ia
zh
u
a
n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
2
3

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
T
ai
y
u
a
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
2
4

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
H
o
h
h
o
t

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
2
5

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
S
h
en
ya

n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
2
6

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
D
a
li
a
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
2
7

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
S
h
a
n
g
h
a
i

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
2
8

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
N
a
n
ji
n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
2
9

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
H
a
n
g
zh
o
u

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

2
1

1
3
0

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
N
in
g
b
o

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
3
1

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
H
ef
ei

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
3
2

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
F
u
zh
o
u

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
3
3

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
X
ia
m
en

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
3
4

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
N
a
n
ch
a
n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
3
5

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
J
in
a
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
3
6

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
Q
in
g
d
a
o

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
3
7

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
W
u
h
a
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
3
8

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
C
h
a
n
g
sh
a

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
3
9

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
G
u
a
n
g
zh
o
u

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
4
0

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
N
a
n
n
in
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
4
1

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
H
a
ik
ou

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
4
2

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
C
h
en
g
d
u

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

165



N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

1
4
3

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
G
u
iy
a
n
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
4
4

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
K
u
n
m
in
g

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
4
5

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
X
ia
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
4
6

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
L
a
n
zh
o
u

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
4
7

T
ra
n
sa
ct
io
n
P
ri
ce
:
D
ie
se
l
O
il
,
N
o
0
:
Y
in
ch
u
a
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
4
8

C
o
n
st
ru
ct
io
n
M
a
te
ri
a
l
P
ro
d
u
ct
io
n
:
C
em

en
t

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
4
9

C
o
n
st
ru
ct
io
n
M
a
te
ri
a
l
P
ro
d
u
ct
io
n
:
P
la
te
d
G
la
ss

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
5
0

C
o
n
st
ru
ct
io
n
M
a
te
ri
a
l
P
ro
d
u
ct
io
n
:
A
lu
m
in
iu
m

P
ro
d
u
ct

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
5
1

T
ra
n
sp
o
rt
:
P
as
se
n
g
er

T
ra
ffi
c

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

6

1
5
2

T
ra
n
sp
o
rt
:
P
as
se
n
g
er

T
u
rn
ov
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
5
3

T
ra
n
sp
o
rt
:
F
re
ig
h
t
T
ra
ffi
c

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
5
4

T
ra
n
sp
o
rt
:
F
re
ig
h
t
T
u
rn
ov
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
5
5

R
a
il
w
ay

:
P
a
ss
en
g
er

T
ra
ffi
c

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
5
6

R
a
il
w
ay

:
P
a
ss
en
g
er

T
u
rn
ov
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
5
7

R
a
il
w
ay

:
F
re
ig
h
t
T
ra
ffi
c

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
5
8

R
a
il
w
ay

:
F
re
ig
h
t
T
u
rn
ov
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
5
9

H
ig
h
w
ay
:
P
as
se
n
g
er

T
ra
ffi
c

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
6
0

H
ig
h
w
ay
:
P
as
se
n
g
er

T
u
rn
ov
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
6
1

H
ig
h
w
ay
:
F
re
ig
h
t
T
ra
ffi
c

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
6
2

H
ig
h
w
ay
:
F
re
ig
h
t
T
u
rn
ov
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
6
3

W
at
er
w
ay
:
P
a
ss
en
g
er

T
ra
ffi
c

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
6
4

W
at
er
w
ay
:
P
a
ss
en
g
er

T
u
rn
ov
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

0

1
6
5

W
at
er
w
ay
:
F
re
ig
h
t
T
ra
ffi
c

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

20

1
6
6

W
at
er
w
ay
:
F
re
ig
h
t
T
u
rn
ov
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

20

166



N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

1
6
7

A
ir
:
P
as
se
n
g
er

T
ra
ffi
c

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

16

1
6
8

A
ir
:
P
as
se
n
g
er

T
u
rn
ov
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

9

1
6
9

A
ir
:
F
re
ig
h
t
T
ra
ffi
c

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

10

1
7
0

A
ir
:
F
re
ig
h
t
T
u
rn
ov
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

8

1
7
1

P
os
ta
l:

N
o
of

R
em

it
ta
n
ce

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

17

1
7
2

P
os
ta
l:

N
o
of

E
x
p
re
ss

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

14

1
7
3

P
os
ta
l:

N
o
of

P
a
ck
a
g
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

6

1
7
4

P
os
ta
l:

N
o
of

L
et
te
r

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

8

1
7
5

P
os
ta
l:

N
o
of

S
u
b
sc
ri
b
ed

M
a
g
a
zi
n
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

6

1
7
6

P
os
ta
l:

N
o
of

S
u
b
sc
ri
b
ed

N
ew

sp
a
p
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

13

1
7
7

P
os
ta
l:

B
u
si
n
es
s
V
ol
u
m
e:

E
x
p
re
ss

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

8

1
7
8

A
P
P
I:
R
u
ra
l
M
a
rk
et

F
ai
r:

L
o
n
g
G
ra
in
ed

N
o
n
g
lu
ti
n
o
u
s
R
ic
e:

M
ed
iu
m

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

4

1
7
9

A
P
P
I:
R
u
ra
l
M
a
rk
et

F
ai
r:

R
o
u
n
d
G
ra
in
ed

R
ic
e:

M
ed
iu
m

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

12

1
8
0

A
P
P
I:
R
u
ra
l
M
a
rk
et

F
ai
r:

W
h
ea
t:

M
ed
iu
m

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

8

1
8
1

A
P
P
I:
R
u
ra
l
M
a
rk
et

F
ai
r:

M
a
iz
e:

M
ed
iu
m

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

6

1
8
2

A
P
P
I:
R
u
ra
l
M
a
rk
et

F
ai
r:

S
oy
b
ea
n
:
M
ed
iu
m

P
er
ce
n
ta
g
e
C
h
a
n
g
e

M
o
n
th
ly

8

1
8
3

C
o
n
su
m
er

P
ri
ce

In
d
ex
:
M
o
M

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

8

1
8
4

C
P
I:
M
o
M
:
F
o
o
d
,
T
o
b
a
cc
o
&

L
iq
u
o
r:

F
o
o
d

F
ir
st

D
iff
er
en
ce

M
o
n
th
ly

1
5

1
8
5

C
P
I:
M
o
M
:
C
lo
th
in
g

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

6

1
8
6

C
P
I:
M
o
M
:
T
ra
n
sp
o
rt
a
ti
o
n
a
n
d
C
o
m
m
u
n
ic
a
ti
o
n
(T

C
)

F
ir
st

D
iff
er
en
ce

M
o
n
th
ly

1
4

1
8
7

C
P
I:
M
o
M
:
R
es
id
en

ce
F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

4

1
8
8

C
P
I:
F
o
o
d
,
T
o
b
a
cc
o
&

L
iq
u
o
r:

F
o
o
d
:
V
eg
et
a
b
le
:
F
re
sh

V
eg
et
a
b
le

F
ir
st

D
iff
er
en
ce

M
o
n
th
ly

4

1
8
9

C
P
I:
F
o
o
d
,
T
o
b
a
cc
o
&

L
iq
u
o
r:

F
o
o
d
:
A
q
u
a
ti
c
P
ro
d
u
ct

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

6

1
9
0

C
P
I:
F
o
o
d
,
T
o
b
a
cc
o
&

L
iq
u
o
r:

F
o
o
d
:
E
g
g

F
ir
st

D
iff
er
en
ce

M
o
n
th
ly

6

167



N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

1
9
1

C
P
I:
F
o
o
d
,
T
o
b
a
cc
o
&

L
iq
u
o
r:

F
o
o
d
:
M
ea
t
of

L
iv
es
to
ck

F
ir
st

D
iff
er
en
ce

M
o
n
th
ly

1
1

1
9
2

C
P
I:
F
o
o
d
,
T
o
b
a
cc
o
&

L
iq
u
o
r:

F
o
o
d
:
G
ra
in

F
ir
st

D
iff
er
en
ce

M
o
n
th
ly

1
1

1
9
3

C
P
I:
F
o
o
d
,
T
o
b
a
cc
o
&

L
iq
u
o
r:

F
o
o
d

F
ir
st

D
iff
er
en
ce

M
o
n
th
ly

3
2

1
9
4

R
et
a
il
P
ri
ce

In
d
ex

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

2
0

1
9
5

R
et
a
il
P
ri
ce

In
d
ex
:
F
o
o
d

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

1
6

1
9
6

R
et
a
il
P
ri
ce

In
d
ex
:
B
ev
er
a
g
e,

T
o
b
a
cc
o
&

L
iq
u
o
rs

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

9

1
9
7

R
et
a
il
P
ri
ce

In
d
ex
:
C
o
sm

et
ic
s

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

8

1
9
8

R
et
a
il
P
ri
ce

In
d
ex
:
D
a
il
y
S
u
n
d
ry

A
rt
ic
le
s

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

1
0

1
9
9

R
et
a
il
P
ri
ce

In
d
ex
:
F
u
el
s

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

8

2
0
0

R
et
a
il
P
ri
ce

In
d
ex
:
B
u
il
d
in
g
,
H
a
rd
w
a
re

&
E
le
ct
ri
c
M
a
te
ri
a
ls

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

1
7

2
0
1

C
o
rp
o
ra
te

G
o
o
d
s
P
ri
ce

In
d
ex
:
O
ve
ra
ll

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

1
4

2
0
2

P
ro
d
u
ce
r
P
ri
ce

In
d
ex
(P

P
I)

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

6

2
0
3

P
ro
d
u
ce
r
P
ri
ce

In
d
ex
:
P
ro
d
u
ce
r
G
o
o
d
s

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

8

2
0
4

P
ro
d
u
ce
r
P
ri
ce

In
d
ex
:
P
ro
d
u
ce
r
G
o
o
d
s:

M
in
in
g
a
n
d
Q
u
a
rr
y
in
g

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

6

2
0
5

P
ro
d
u
ce
r
P
ri
ce

In
d
ex
:
P
ro
d
u
ce
r
G
o
o
d
s:

R
aw

M
a
te
ri
a
l

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

1
3

2
0
6

P
ro
d
u
ce
r
P
ri
ce

In
d
ex
:
P
ro
d
u
ce
r
G
o
o
d
s:

M
a
n
u
fa
ct
u
ri
n
g

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

8

2
0
7

P
ro
d
u
ce
r
P
ri
ce

In
d
ex
:
C
o
n
su
m
er

G
o
o
d
s

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

4

2
0
8

P
ro
d
u
ce
r
P
ri
ce

In
d
ex
:
C
o
n
su
m
er

G
o
o
d
s:

F
o
o
d

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

1
2

2
0
9

P
ro
d
u
ce
r
P
ri
ce

In
d
ex
:
C
o
n
su
m
er

G
o
o
d
s:

C
lo
th
in
g

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

8

2
1
0

P
ro
d
u
ce
r
P
ri
ce

In
d
ex
:
C
o
n
su
m
er

G
o
o
d
s:

D
a
il
y
S
u
n
d
ry

A
rt
ic
le

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

6

2
1
1

P
ro
d
u
ce
r
P
ri
ce

In
d
ex
:
C
o
n
su
m
er

G
o
o
d
s:

D
u
ra
b
le

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

8

2
1
2

P
u
rc
h
a
si
n
g
P
ri
ce

In
d
ex

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

8

2
1
3

P
u
rc
h
a
si
n
g
P
ri
ce

In
d
ex
:
F
u
el

a
n
d
P
ow

er
F
ir
st

D
iff
er
en
ce

M
o
n
th
ly

1
5

2
1
4

P
u
rc
h
a
si
n
g
P
ri
ce

In
d
ex
:
F
er
ro
u
s
M
et
a
l
M
a
te
ri
a
l

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

6

168



N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

2
1
5

P
u
rc
h
a
si
n
g
P
ri
ce

In
d
ex
:
N
o
n
F
er
ro
u
s
M
et
a
l
an

d
E
le
ct
ri
c
W

ir
e

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

1
4

2
1
6

P
u
rc
h
a
si
n
g
P
ri
ce

In
d
ex
:
C
h
em

ic
a
l
M
a
te
ri
a
l

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

4

2
1
7

P
u
rc
h
a
si
n
g
P
ri
ce

In
d
ex
:
T
im

b
er

a
n
d
P
a
p
er

P
u
lp

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

4

2
1
8

P
u
rc
h
a
si
n
g
P
ri
ce

In
d
ex
:
B
u
il
d
in
g
M
a
te
ri
a
l

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

6

2
1
9

P
u
rc
h
a
si
n
g
P
ri
ce

In
d
ex
:
In
d
u
st
ri
a
l
R
aw

M
a
te
ri
a
l
a
n
d
S
em

i
F
in
is
h
ed

P
ro
d
u
ct

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

6

2
2
0

P
u
rc
h
a
si
n
g
P
ri
ce

In
d
ex
:
F
ar
m

a
n
d
S
id
el
in
e
P
ro
d
u
ct

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

1
1

2
2
1

P
u
rc
h
a
si
n
g
P
ri
ce

In
d
ex
:
T
ex
ti
le

M
a
te
ri
a
l

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

1
1

2
2
2

R
et
a
il
P
ri
ce

In
d
ex
:
T
ex
ti
le
s

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

1
2

2
2
3

R
et
a
il
P
ri
ce

In
d
ex
:
C
lo
th
in
g
s
,
S
h
o
es

a
n
d
H
a
ts

F
ir
st

D
iff
er
en

ce
M
o
n
th
ly

1
2

2
2
4

R
eq
u
ir
ed

R
es
er
ve

R
a
ti
o

N
o
n
e

M
o
n
th
ly

1
2

2
2
5

R
ed
is
co
u
n
t
R
a
te

N
o
n
e

M
o
n
th
ly

2

2
2
6

C
en
tr
a
l
B
a
n
k
B
en
ch
m
a
rk

In
te
re
st

R
a
te
:
L
o
a
n
to

F
I:
1
Y
ea
r

N
o
n
e

M
o
n
th
ly

0

2
2
7

C
en
tr
a
l
B
a
n
k
B
en
ch
m
a
rk

In
te
re
st

R
a
te
:
L
o
a
n
to

F
I:
6
M
o
n
th

or
L
es
s

N
o
n
e

M
o
n
th
ly

0

2
2
8

C
en
tr
a
l
B
a
n
k
B
en
ch
m
a
rk

In
te
re
st

R
a
te
:
L
o
a
n
to

F
I:
3
M
o
n
th

or
L
es
s

N
o
n
e

M
o
n
th
ly

0

2
2
9

In
te
rb
a
n
k
O
ff
er
ed

R
a
te
:
W
ei
g
h
te
d
A
v
g
:
3
M
o
n
th

N
o
n
e

M
o
n
th
ly

0

2
3
0

In
te
rb
a
n
k
O
ff
er
ed

R
a
te
:
W
ei
g
h
te
d
A
v
g
:
1
M
o
n
th

N
o
n
e

M
o
n
th
ly

0

2
3
1

In
te
rb
a
n
k
O
ff
er
ed

R
a
te
:
W
ei
g
h
te
d
A
v
g
:
2
1
D
ay

N
o
n
e

M
o
n
th
ly

0

2
3
2

In
te
rb
a
n
k
O
ff
er
ed

R
a
te
:
W
ei
g
h
te
d
A
v
g
:
2
M
o
n
th

N
o
n
e

M
o
n
th
ly

0

2
3
3

R
ea
l
E
st
a
te

In
v
:
y
td

N
o
n
e

M
o
n
th
ly

0

2
3
4

R
ea
l
E
st
a
te

In
v
:
y
td
:
R
es
id
en
ti
a
l
B
u
il
d
in
g

N
o
n
e

M
o
n
th
ly

0

2
3
5

R
ea
l
E
st
a
te

In
v
:
y
td
:
O
ffi
ce

B
u
il
d
in
g

N
o
n
e

M
o
n
th
ly

0

2
3
6

R
ea
l
E
st
a
te

In
v
:
y
td
:
C
o
m
m
er
ci
a
l
B
u
il
d
in
g

N
o
n
e

M
o
n
th
ly

0

2
3
7

R
ea
l
E
st
a
te

In
v
:
y
td
:
O
th
er

B
u
il
d
in
g

N
o
n
e

M
o
n
th
ly

0

2
3
8

C
en
tr
a
l
B
a
n
k
B
en
ch
m
a
rk

In
te
re
st

R
a
te
:
L
o
a
n
to

F
I:
L
es
s
T
h
a
n
2
0
d
ay
s

N
o
n
e

M
o
n
th
ly

0

169



N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

2
3
9

H
o
u
se
h
o
ld

S
av

in
g
s
D
ep

o
si
ts

R
a
te
:
D
em

a
n
d

N
o
n
e

M
o
n
th
ly

2

2
4
0

H
o
u
se
h
o
ld

S
av

in
g
s
D
ep

o
si
ts

R
a
te
:
T
im

e:
3
M
o
n
th

N
o
n
e

M
o
n
th
ly

2

2
4
1

H
o
u
se
h
o
ld

S
av

in
g
s
D
ep

o
si
ts

R
a
te
:
T
im

e:
2
Y
ea
r

N
o
n
e

M
o
n
th
ly

0

2
4
2

H
o
u
se
h
o
ld

S
av

in
g
s
D
ep

o
si
ts

R
a
te
:
T
im

e:
3
Y
ea
r

N
o
n
e

M
o
n
th
ly

0

2
4
3

E
n
te
rp
ri
se

D
ep

os
it
s
R
a
te
:
D
em

a
n
d

N
o
n
e

M
o
n
th
ly

0

2
4
4

E
n
te
rp
ri
se

D
ep

os
it
s
R
a
te
:
T
im

e:
3
M
o
n
th

N
o
n
e

M
o
n
th
ly

0

2
4
5

E
n
te
rp
ri
se

D
ep

os
it
s
R
a
te
:
T
im

e:
6
M
o
n
th

N
o
n
e

M
o
n
th
ly

0

2
4
6

E
n
te
rp
ri
se

D
ep

os
it
s
R
a
te
:
T
im

e:
1
Y
ea
r

N
o
n
e

M
o
n
th
ly

0

2
4
7

N
o
m
in
a
l
L
en
d
in
g
R
a
te
:
W

it
h
in

1
Y
ea
r
(I
n
cl
u
d
in
g
1
Y
ea
r)

N
o
n
e

M
o
n
th
ly

0

2
4
8

N
o
m
in
a
l
L
en
d
in
g
R
a
te
:
1-
5
Y
ea
r
(I
n
cl
u
d
in
g
5
Y
ea
r)

N
o
n
e

M
o
n
th
ly

0

2
4
9

N
o
m
in
a
l
L
en
d
in
g
R
a
te
:
O
ve
r
5
Y
ea
r

N
o
n
e

M
o
n
th
ly

0

2
5
0

H
o
u
se
h
o
ld

S
av

in
g
s
D
ep

o
si
ts

R
a
te
:
T
im

e:
6
M
o
n
th

N
o
n
e

M
o
n
th
ly

0

2
5
1

H
o
u
se
h
o
ld

S
av

in
g
s
D
ep

o
si
ts

R
a
te
:
T
im

e:
1
Y
ea
r

N
o
n
e

M
o
n
th
ly

0

2
5
2

G
D
P

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
5
3

G
D
P
:
P
ri
m
a
ry

In
d
u
st
ry

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
5
4

G
D
P
:
S
ec
o
n
d
a
ry

In
d
u
st
ry
(S
I)

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
5
5

G
D
P
:
S
I:
In
d
u
st
ry

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
5
6

G
D
P
:
S
I:
C
o
n
st
ru
ct
io
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
5
7

G
D
P
:
T
I:
T
ra
n
sp
or
t,
S
to
ra
g
e
a
n
d
P
o
st

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
5
8

G
D
P
:
T
I:
W

h
o
le
sa
le

a
n
d
R
et
a
il
T
ra
d
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
5
9

G
D
P
:
T
er
ti
a
ry

In
d
u
st
ry
(T

I)
P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
6
0

G
D
P
:
ow

:
A
g
ri
cu

lt
u
re
,
F
o
re
st
ry
,
A
n
im

a
l
H
u
sb
a
n
d
ry

an
d
F
is
h
er
y
(I
n
cl
.
S
er
v
ic
es
)

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
6
1

G
D
P
:
T
I:
O
th
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
6
2

G
D
P
:
T
I:
F
in
a
n
ci
a
l
In
te
rm

ed
ia
ti
o
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

170



N
u
m
b
er

o
f

S
er
ie
s
N
u
m
b
er

V
a
ri
a
b
le

N
a
m
e

T
ra
n
sf
o
rm

a
ti
o
n

F
re
q
u
en

cy
m
is
si
n
g
o
b
se
rv
a
ti
o
n
s

2
6
3

G
D
P
:
T
I:
R
ea
l
E
st
a
te

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
6
4

G
D
P
:
T
I:
A
cc
o
m
m
o
d
a
ti
o
n
a
n
d
C
a
te
ri
n
g
T
ra
d
e

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
6
5

M
o
n
et
a
ry

A
u
th
o
ri
ty
:
A
ss
et
:
F
o
re
ig
n
A
ss
et

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
6
6

M
o
n
et
a
ry

A
u
th
o
ri
ty
:
A
ss
et
:
F
o
re
ig
n
A
ss
et
:
G
o
ld

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
6
7

M
o
n
et
a
ry

A
u
th
o
ri
ty
:
A
ss
et
:
F
o
re
ig
n
A
ss
et
:
O
th
er

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
6
8

M
o
n
et
a
ry

A
u
th
o
ri
ty
:
A
ss
et
:
C
la
im

s
on

G
ov
er
n
m
en
t

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
6
9

M
o
n
et
a
ry

A
u
th
o
ri
ty
:
A
ss
et
:
C
la
im

s
on

N
o
n
F
in
a
n
ci
a
l
In
st
it
u
ti
o
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
7
0

F
in
a
n
ce

C
o
m
p
a
n
y
:
A
ss
et
:
C
la
im

s
o
n
N
o
n
F
in
a
n
ci
a
l
In
st
it
u
ti
o
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
7
1

F
in
a
n
ce

C
o
m
p
a
n
y
:
A
ss
et
:
C
la
im

s
o
n
O
th
er

F
in
a
n
ci
a
l
C
o
rp
o
ra
ti
o
n

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
7
2

F
in
a
n
ce

C
o
m
p
a
n
y
:
A
ss
et
:
C
la
im

s
o
n
G
ov
er
n
m
en
t

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
7
3

F
in
a
n
ce

C
o
m
p
a
n
y
:
A
ss
et
:
R
A
:
D
ep

os
it
w
it
h
C
en
tr
a
l
B
a
n
k

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
7
4

F
in
a
n
ce

C
o
m
p
a
n
y
:
A
ss
et
:
R
es
er
ve

A
ss
et

(R
A
)

P
er
ce
n
ta
g
e
C
h
a
n
g
e

Q
u
a
rt
er
ly

1
3
2

2
7
5

D
iff
u
si
o
n
In
d
ex
:
5
0
0
0
In
d
u
st
ri
a
l
E
n
te
rp
ri
se
s
S
u
rv
ey
:
P
ri
ce

L
ev
el

o
f
S
a
le
s

F
ir
st

D
iff
er
en

ce
Q
u
a
rt
er
ly

1
3
2

2
7
6

D
iff
u
si
o
n
In
d
ex
:
5
0
0
0
In
d
u
st
ri
a
l
E
n
te
rp
ri
se
s
S
u
rv
ey
:
P
ro
fi
ta
b
il
it
y

F
ir
st

D
iff
er
en

ce
Q
u
a
rt
er
ly

1
3
2

2
7
7

D
iff
u
si
o
n
In
d
ex
:
5
0
0
0
In
d
u
st
ri
a
l
E
n
te
rp
ri
se
s
S
u
rv
ey
:
L
en

d
in
g
A
tt
it
u
d
e
o
f
B
a
n
k

F
ir
st

D
iff
er
en

ce
Q
u
a
rt
er
ly

1
3
2

2
7
8

D
iff
u
si
o
n
In
d
ex
:
5
0
0
0
In
d
u
st
ri
a
l
E
n
te
rp
ri
se
s
S
u
rv
ey
:
C
a
sh

In
fl
ow

F
ro
m

S
a
le
s

F
ir
st

D
iff
er
en

ce
Q
u
a
rt
er
ly

1
3
2

2
7
9

D
iff
u
si
o
n
In
d
ex
:
5
0
0
0
In
d
u
st
ri
a
l
E
n
te
rp
ri
se
s
S
u
rv
ey
:
F
u
n
d
T
u
rn
ov
er

F
ir
st

D
iff
er
en

ce
Q
u
a
rt
er
ly

1
3
2

2
8
0

D
iff
u
si
o
n
In
d
ex
:
5
0
0
0
In
d
u
st
ri
a
l
E
n
te
rp
ri
se
s
S
u
rv
ey
:
O
v
er
se
a
s
O
rd
er

L
ev
el

F
ir
st

D
iff
er
en

ce
Q
u
a
rt
er
ly

1
3
2

2
8
1

D
iff
u
si
o
n
In
d
ex
:
5
0
0
0
In
d
u
st
ri
a
l
E
n
te
rp
ri
se
s
S
u
rv
ey
:
D
o
m
es
ti
c
O
rd
er

L
ev
el

F
ir
st

D
iff
er
en

ce
Q
u
a
rt
er
ly

1
3
2

2
8
2

D
iff
u
si
o
n
In
d
ex
:
5
0
0
0
In
d
u
st
ri
a
l
E
n
te
rp
ri
se
s
S
u
rv
ey
:
In
ve
n
to
ry

L
ev
el

F
ir
st

D
iff
er
en

ce
Q
u
a
rt
er
ly

1
3
2

2
8
3

D
iff
u
si
o
n
In
d
ex
:
5
0
0
0
In
d
u
st
ri
a
l
E
n
te
rp
ri
se
s
S
u
rv
ey
:
P
ro
d
u
ct
io
n
C
a
p
a
ci
ty

U
ti
li
za
ti
o
n

F
ir
st

D
iff
er
en

ce
Q
u
a
rt
er
ly

1
3
2

2
8
4

D
iff
u
si
o
n
In
d
ex
:
5
0
0
0
In
d
u
st
ri
a
l
E
n
te
rp
ri
se
s
S
u
rv
ey
:
G
en

er
a
l
B
u
si
n
es
s
C
o
n
d
it
io
n

F
ir
st

D
iff
er
en

ce
Q
u
a
rt
er
ly

1
3
2

2
8
5

D
iff
u
si
o
n
In
d
ex
:
5
0
0
0
In
d
u
st
ri
a
l
E
n
te
rp
ri
se
s
S
u
rv
ey
:
F
ix
ed

A
ss
et

In
v
es
tm

en
t

F
ir
st

D
iff
er
en

ce
Q
u
a
rt
er
ly

1
3
2

171



Table B.0.2: Data Description: Targeted Predictors

Series Number Variable Name Transformation Frequency

1 Rediscount Rate None Monthly

2 Nominal Lending Rate: Within 1 Year (Including 1 Year) None Monthly

3 Consumer Price Index First Difference Monthly

4 Retail Price Index First Difference Monthly

5 Retail Price Index: Urban First Difference Monthly

6 Retail Price Index: Rural First Difference Monthly

7 Producer Price Index: Agricultural Input: Overall First Difference Monthly

8 Producer Price Index(PPI) First Difference Monthly

9 Household Savings Deposits Rate: Demand None Monthly

10 Interbank Offered Rate: Weighted Avg: Overnight None Monthly

11 Effective Exchange Rate Index: BIS: Real First Difference Monthly

12 Effective Exchange Rate Index: BIS: Nominal First Difference Monthly

13 Consumer Confidence Index First Difference Monthly

14 Consumer Confidence Index: Satisfactory First Difference Monthly

15 Consumer Confidence Index: Expectation First Difference Monthly

16 Coincident Index First Difference Monthly

17 Leading Index First Difference Monthly

18 Govt Revenue Percentage Change Monthly

19 Govt Expenditure Percentage Change Monthly

20 Industrial Production: Crude Oil Percentage Change Monthly

21 Industrial Production: Iron Ore Percentage Change Monthly

22 Energy Production: Electricity Percentage Change Monthly

23 Export FOB Percentage Change Monthly

24 Import CIF Percentage Change Monthly

25 Money Supply M2 Percentage Change Monthly

26 Money Supply M1 Percentage Change Monthly

27 Official Reserve Asset: Foreign Reserve(FR) Percentage Change Monthly
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Series Number Variable Name Transformation Frequency

28 Loan Percentage Change Monthly

29 Index: Shanghai Stock Exchange: Composite Percentage Change Monthly

30 Index: Shenzhen Stock Exchange: Composite Percentage Change Monthly

31 Official Reserve Asset: Gold: Gold Reserve Percentage Change Monthly

32 Money Supply M0 Percentage Change Monthly

33 Deposit Percentage Change Monthly

34 Transport: Freight Traffic Percentage Change Monthly

35 Railway: Freight Traffic Percentage Change Monthly

36 Highway: Freight Traffic Percentage Change Monthly

37 Waterway: Freight Traffic Percentage Change Monthly

38 Air: Freight Traffic Percentage Change Monthly

39 NomInvestment Percentage Change Monthly

40 NomConsumption Percentage Change Monthly

41 InvestmentPrice Percentage Change Monthly
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Table B.0.3: Data Description: Chapter 4

Series Number Variable Name Transformation Frequency

1 GeneralBusinessConditionIndex First Difference Quarterly

2 ProductionCapacitiyIndex First Difference Quarterly

3 CPI First Difference Quarterly

4 RetailPriceIndex First Difference Quarterly

5 FAIPriceIndex First Difference Quarterly

6 GFCFPriceIndex First Difference Quarterly

7 R3mDeposit None Quarterly

8 LendingRatePBC1year None Quarterly

9 NominalRetailGoodsC Percentage Change Quarterly

10 NominalExportsGoods Percentage Change Quarterly

11 NominalImportsGoods Percentage Change Quarterly

12 NominalHHC Percentage Change Quarterly

13 NominalGovtC Percentage Change Quarterly

14 NominalGCF Percentage Change Quarterly

15 BankLoansTotal Percentage Change Quarterly

16 M2 Percentage Change Quarterly

17 Industrial production index First Difference Quarterly

18 Consumer Confidence Index First Difference Monthly

19 Consumer Confidence Index: Satisfactory First Difference Monthly

20 Consumer Confidence Index: Expectation First Difference Monthly

21 CPI First Difference Monthly

22 RPI First Difference Monthly

23 Effective Exchange Rate Index: Real None Monthly

24 Effective Exchange Rate Index: Nominal None Monthly

25 Export Percentage Change Monthly

26 Import Percentage Change Monthly

27 Industrial Production: Crude Oil Percentage Change Monthly
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Series Number Variable Name Transformation Frequency

28 Industrial Production: Natural Gas Percentage Change Monthly

29 Energy Production: Crude Oil Percentage Change Monthly

30 Energy Production: Electricity Percentage Change Monthly

31 Construction Material Production: Cement Percentage Change Monthly

32 Construction Material Production: Plated Glass Percentage Change Monthly

33 NomInvestment Percentage Change Monthly

34 NomConsumption Percentage Change Monthly

35 M2 Percentage Change Monthly

36 Govt Revenue Percentage Change Monthly

37 Govt Expenditure Percentage Change Monthly

38 Corporate Goods Price Index: Overall Percentage Change Monthly

39 Index: Shanghai Stock Exchange: Composite First Difference Monthly

40 Index: Shanghai Stock Exchange: A Share First Difference Monthly

41 Index: Shanghai Stock Exchange: B Share First Difference Monthly

42 Index: Shenzhen Stock Exchange: Composite First Difference Monthly

43 Index: Shenzhen Stock Exchange: A Share First Difference Monthly

44 Index: Shenzhen Stock Exchange: B Share First Difference Monthly

45 Industrial production index First Difference Monthly

46 DepositRate1YBench None Monthly
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Appendix C

Additional Figures

C.1 The Graphical Presentation of Tables in Section

2.4.2

This section includes the graphical presentation of sectoral discrepancies by the VA ap-

proach, sectoral contribution rate by the VA approach, sectoral Discrepancies by the AE

Approach and sectoral contribution rate by the AE approach. This appendix plots Table

2.2 into Figure C.1.1, Table 2.3 into Figure C.1.2, Table 2.4 into Figure C.1.3, and Table

2.5 into Figure C.1.4.
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Figure C.1.1: Plot of Sectoral Discrepancies by the VA Approach
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Figure C.1.2: Plot of Sectoral Contribution Rate by the VA Approach
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Figure C.1.3: Plot of Sectoral Discrepancies by the AE Approach
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Figure C.1.4: Plot of Sectoral Contribution Rate by the AE Approach
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C.2 The Graphical Presentation of Forecasts for CPI

and RPI

One observed oddity from Table 3.2 is the sharp declines in relative MSEs of the mean

forecast, the targeted DI forecast, and the mixed-frequency DI forecast for the CPI and

RPI as forecast horizons increase. As it stands, it is possible that the benchmark AR(p)

model perform extremely badly at longer horizons, so do other models since the perfor-

mance of competing models are assessed using relative terms. This section graphically

shows the AR(p) forecast, mean forecast, targeted DI forecast, and mixed-frequency DI

forecast for CPI and RPI at h=1,3,6,9, and 12.
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Figure C.2.1: Time Series Plot of CPI and RPI vs. AR(p) forecast, Mean forecast, Targeted DI forecast,
and full-panel DI forecast
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C.3 The Distribution of the Lag Length Chosen by

Information Criteria for the AR Model

This section presents the distribution of the lag length chosen by information criteria for

AR model at h=1,3,6,9, and 12.
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Figure C.3.1: The distribution of the lag length chosen by information criteria for AR model
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(b) Three-months-ahead
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(c) Six-months-ahead
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(d) Nine-months-ahead
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(e) Twelve-months-ahead
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C.4 Stability of Predictors Selection by Hard Thresh-

olding for Targeted FA-AR and FA-VAR

Figure C.4.1 shows the type of series selected or not by hard thresholding with critical

Value being for targeted FA-AR and FA-VAR over the whole out-of-sample period. We

group the data as into nine categories: exchange rate, household and business savings,

housing, interest rate, loan and investment, price and index, trade, transport, and other.

The probability that a particular predictor will be consistently selected is higher for some

groups and depends on the series being predicted. For instance, indicators in interest

rate, household and business savings, housing and load and investment are consistently

present when predicting CPI, and RPI over the whole out-of-sample. A similar pattern is

observed in the case of railway cargo. Contrastingly, there is vast instability in predictor

selection for investment and consumption where the selection criteria change dramatically

over time.
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Figure C.4.1: Series Preselected by Hard Thresholding with Critical Value Being 1.67 for Targeted
FA-AR and FA-VAR
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(b) RPI
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(c) Investment
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(d) Consumption
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(e) Railway Cargo
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