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ABSTRACT

As the increased use of digital communication, the communication environ-

ment becomes more challenges than before. QPSK Modulation is widely used as

a current digital communication method, in particular on the wireless communi-

cation network and high-performance communication links.

The purpose of this thesis is to follow with a systematical study on the dig-

ital communication system , modulation methods and jamming methods, from

the simulated result, estimate the performance for different types of jamming

which affect QPSK modulation, determine the performance of each jamming

schemes in a particular condition,and how the limited jamming signal power

will be used effectively. And this thesis has been estimated the effectiveness of

tone jamming(single-tone jamming and multi-tone jamming) that affect the QP-

SK Modulation from comparing the bit error rate (BER) of the communication

system.
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Chapter 1

Introduction

Jamming is a common aspect which is used to disturb with communications or surveil-
lance, for example, GPS jamming, radio jamming, radar jamming and deception and
mobile phone jammer. In this project, jamming signals will be introduced in the com-
munication channel between the process of modulation and demodulation. Moreover, for
different jamming signal shapes, determine the performance of each jamming methods in
a particular situation.

1.1 Background

More than ever before, the wars of the 21st century have proven to be reliant on the
electromagnetic spectrum. The global electronic warfare (EW) market is estimated to be
$12.15 billion in 2014, and it is expected to reach $15.59 billion by 2020. [8] The surviv-
ability of the platform provides the electronic cover of an EW system. The EW system
has the function such as electronic attack, electronic support, and electronic protection.
The needs of spectrum control and evaluation of systems into smaller systems have been
the main driving forces for the market. Over the years, the system has become a vital ne-
cessity since there are no defined borders within the electromagnetic spectrum. Since the
battlefield has changed to the urban environment, the challenge will be to ensure efficient
management of the spectrum. Forced nations and organizations request and develop a
suitable system.

Currently, the key challenge for information operations is EW systems are employed
for offensive and defensive purposes. They are required for the interception, monitoring,
direction finding (DF), collection, analysis, and recording of foreign non-communications
(radar band) electromagnetic radiations. EW is a silent and invisible war, using the
spectrum resource and electromagnetic power to intercept communications. For example,
various airborne jamming systems can blind enemy air defence radar and interfere with
their communications, data, and computer networks. [16]

1
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1.2 Digital Communication System

Analog communication system uses an analog signal transferring information; analog
signals have continuous value with time past. Analog signals are simple, and all natural
signals are analog. Digital signals are represented by binary numbers and these values are
discrete in time. Digital communication systems use a digital sequence between the source
and the channel input (and similarly, between the channel output and final destination).
Covering into the binary sequence from which data could transmit through over physical
media, for example, cable, twisted wire pair, optical fibre, which is commonly used for
Broadband Internet or electromagnetic radiation, such as wireless transmission. It is
an essential part of the modern communication technology, and it is widely used for
organizations with all the business communications. [4]

Some advantages of delivering data with digital sequence can be briefly summarized
as below [4]:

1) The size of digital electronic hardware design is small than the size of analog electronic
devices, current modern electronic hardware design towards miniaturization, meantime
the cost decreased every year. It is cheap, and reliable than an analogy interface
hardware.

2) A unified method, such as coding and decoding method between source and channel,
then the coding and decoding block can be designed independently. It provides the
design standardization which different designs easier spread and develop.

However, digital signals are easier corrupted by the excess noise, noise (or jamming)
could change the value during digital demodulation, this causes the change or original
data and makes the final output vary from their original data.

Figure 1.1. shows a block diagram of a typical digital communication system.

Figure 1.1: Digital Communication System Block Diagram [17]
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This block diagram shows core elements of the digital communication system; each
block represents one step in the digital communication system progress.

• Information Source and Input Transducer: The original input of the entire system,
analog or digital signals deliver into the system, for example, audio and video are
the typical analog signals and some digital signal such as teletype signal can also
be the input. However, the analog signal needs a further covert since digital com-
munication system only processes digital sequence. Then in the following block, a
source Encoder is introduced.

• Source Encoder Source Encoder converts the input signal into digital form. These
output of binary digits is called information sequence. This process requests the
digital sequence use as few binary digits as possible to represent the signal. Normally
the binary digits have a little or no redundancy during the process, and it will be
added in the next channel encoder. The source coding algorithm determines the
system performance with a higher code rate.

• Channel Encoder: Channel encoder adds some extra bits in the binary information
sequence that can be used to overcome the effects of noise and interference through
interface channel.

• Digital Modulator: Digital Modulator converts the binary sequence into electric
signals then transmit to the channel. The digital modulator converts the binary
sequences into signal waveforms. For example, QPSK is a modulation way which
used in this project; one signal wave represents two bits. The modulation scheme
plays a major role in deciding the data rate and immunity of signal towards the
errors introduced by the channel.

• Channel: Channel is the transmitting medium between transmitter and receiver. It
can be the atmosphere for a wireless system or optical channel for a wired system.
Additive white Gaussian Noise(AWGN) is further discriminated by their property
and characteristics. In the project, both AWGN and Jamming channel is introduced,
and the influence of jamming channel will be estimated through simulation. Channel
introduced many types of errors due to thermal noise.

• Digital Demodulator: The digital demodulator receives the modulated signal through
the channel since the channel may corrupt the transmitted waveform, digital demod-
ulator recovers the waveform to its represented binary information or data symbols.
The demodulator should provide high BER that makes further process.

• Channel Decoder: Channel decoder received the demodulated binary sequence and
tried to recover the original binary sequence by using the prefixed redundancy bits,
to overcome the influence with the signal passing through channels. Channel decoder
should also provide high BER that matches the demodulator.
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• Source Decoder If the analog signal is required, the decoder could recover to their
original signal shape from the origin by using the data sequence received by the
channel decoder.

• Output Transducer: The output of signals in the desired format either analog or
digital.

Then in the literature review part, some different schemes will be explained, and in this
project, the modulation method,, and channels will be introduced in more detail.

1.3 Quadrature Phase Shift Keying (QPSK)

QPSK is a common Modulation method that widely used in practical, and QPSK is also
utilized in this entire project. QPSK Modulation is the advanced version of BPSK that
by using two set of BPSK Signals to represent two bits in one symbol. Therefore, the
bandwidth efficiency is twice than the BPSK Modulation and still have the advantage
of a good bits error performance; it is relatively robust than another large number of
M-ary Modulation and meantime provided sufficient performance. A more detailed back-
ground knowledge will be contained in the next chapter. And QPSK is widely used in
different kind of applications in real life, for example, the most common communication
techniques GSM ,CDMA, LTE, 802.11 WLAN, 802.16 fixed and mobile WiMax, Satelite
communication and CABLE TV applications. [25]

For example, some mandatory modulation modes are used in IEEE802.16-2004 WirelessMAN-
OFDM PHY; these modes show in figure 1.2.

Figure 1.2: Mandatory modulation/coding modes [7]

1.4 Thesis Overview

In this project, QPSK Modulation with Gaussian Noise Channel simulation will be used
as the initial simulation program; then this project will add a new jamming channel.



1.4 Thesis Overview 5

The motivation of the project is that current research paper is more on the theoretical
analysis of jamming influence [19] [3] , or some research papers focus on the specific type
of modulation and jamming method [24] [26] [5] [1](An example has been shown in figure
1.3). Therefore, The different jamming methods are estimated by simulation, parameters
of jamming signal and the effectiveness of various jamming methods which can affect the
final demodulation performance will be discussed.

Figure 1.3: Comparison of jamming techniques when multiple jammers attack a single
16-QAM modulated victim signal, JNR=10dB. [2]

Chapter 1, has been explained the background knowledge, the digital communication
system block diagram and its function introduction,the QPSK Modulation and the thesis
progress and objectives.

Chapter 2 is the literature review part which will explain more in depth especially
with equation notations and transformations that used in the following programming and
simulation. Also some backgrounds knowledge, for example, the modulation and jamming
methods will be introduced.

Chapter 3 will explain the device and current version of software which the project is
used, and also will explain how each the codes work. A simulation with QPSK modulation
with Gaussian Noise Channel of digital communication systems will be firstly introduced,
then a single tone jamming signal will be added to the QPSK communication channel.
After that, the single tone with an offset frequency covered will be used to the different
situation. In the end, this project will simulate the jamming signal with the various
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numbers of tones, different jamming power, the maximum edge offset frequency, and
different power distribution allocation methods.

Chapter 4 will collect the results and discuss the effectiveness of each jamming signal
methods.

Chapter 5 is the conclusion and future works that could do further research and
development.
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1.5 Project Objectives

The desired project objectives is listed below:

1. Some sufficient background study on digital communication system, modulation ,
demodulation methods, and channel (including both AWGN channel and jamming
channel)

2. Be familiar with the basic QPSK Simulation program, have the ability to imple-
ment and modify the code for a certain purpose(For example implement different
modulation methods estimate the performance of the communication system).

3. The study on different jamming types, choose the desired jamming method for
QPSK Modulation.

4. Implement the jamming signal and jamming channel into the simulation code.

5. Implement the more advanced jamming channel(jamming with frequency offset,
multi-tone jamming) into the simulation code step by step.

6. Estimate the effectiveness of jamming methods by simulation result(the simulation
Pb result).

7. Determine the parameters that affect the final jamming performance.

8. Some further research on different jamming types against modulation method.

1.6 Project Baseline Review

1.6.1 Time Budget Review

The project covers entire 2016 semester one , from week 1 to week 12. Baseline plan
was generated including twelve weeks plus two weeks during mid-semester break. And all
estimated works are finished,and the percentage work completion is 100%.

1.6.2 Financial Budget Review

The project was initially allocated to a budget of $300. The project did not require any
purchased because in this project, the only simulation with Matlab software that provided
from university, no hardware implementation required. Therefore, the financial budget is
zero through the entire project.
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Chapter 2

Literature Review

The following section shows all theories and equations that used during programming,firstly
this section will explain the background knowledge of signal processing and communica-
tion system. Then some modulation methods such as MPSK and QPSK signals, some
QPSK related background knowledge will be described in the following section; Next the
sampling process for QPSK signals will also be introduced, at the end of the chapter,
different jamming schemes and the equations with all the required complex envelope of
jamming signal will be listed, which is the crucial part and the equations of complex
envelope will be implementing into the code as the jamming signal interface.

2.1 Basic knowledge of signal processing

2.1.1 Continuous-time signals and discrete time signals [20]

Before we talk about modulation and demodulation, firstly we can see an example for two
typical signals.

A continuous-time signal is a signal of the real variable t. For example, the sinusoidal
signal:

x(t) = A cos 2πf0t

Figure 2.1 is a function of the time variable t, with amplitude A and frequency f0.

A discrete-time signal is a sequence where the values of the index n are integers. For
example, the discrete-time sinusoidal signal

x(n) = A cos 2πf0n

with f0 = 1/12 shows in figure 2.2

9
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Figure 2.1: Sinusoidal signal

Figure 2.2: Discrete-time sinusoidal signal

From two figures, we can easily verify that there is some relationship between two
signals since the discrete-time sinusoidal signal has the same shape with the continuous
sinusoidal signal. The process that is transforming continuous-time signals to its discrete
time signal form is called ’Sampling’.

Often a discrete-time signal is obtained from a continuous-time signal x(t) by sampling
at the time instants separated by a sampling interval T. Thus, x(n) = x(nT ). For example,
if x(t) = cos2πf0t, then x(n) = x(nT ) = cos2πf0nT . Specifically, f0T = 1/12 for figure
2.2.

2.1.2 Discrete Time Sampling

Sampling converts a continuous-time analog signal into its digital signals form, with a
similar shape. The value of digital signals after sampling is the same with their original
analog signal at a certain of time. In addition, the sampling requires some additional
conditions because many signals may have more set of samples, the sampling could be
failed if the sampled signal represent multiple meanings.

According to WOKSS’s sampling theorem [21], reconstructing a band-limited x(t)
require the sampling frequency fs <= 2fmax for x(in) , fmax is the maximum frequency
of x(t) and fs represent the sampling rate. fs = 2fmax is called the Nyquist sampling
rate.
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[Theorem 1](WOKSS’s sampling theorem) If x(t)εL2(−∞,∞) has the maximum fre-
quency fmax, and the sampling frequency fs satisfies

fs > 2fmax

Digital Modulated Signals are usually in the form of a time sequence of continuous
time pulse; the sampling theorem may be used to obtain a discrete time representation of
continuous-time signals and continuous time additive noise.

A continuous time signal, xc(t), t0 > t < t1, may be represented by,

x[k] = xc(k∆T +
∆T

2
), k = 0, 1, 2, ..., N − 1

where, ∆T = t−t0
N−1

, and N is the number of time samples in time interval t1 − t0.

fs = 1
∆T

, where fs is the sampling frequency in samples/s. For xc(t) being completely
band-limited to B Hz, and fs > 2B, the Sampling Theorem grantees that x c(t) can be
reconstructed from x[k].

2.1.3 Power and energy

Since the total jamming power Pj and total jamming power to signal power Pj/Ps plays
important roles in the entire project. Firstly the definition of power and energy in intro-
duced. The average power in watts delivered by a voltage signal v(t) in volts to a resistive
load R in ohms is

P =
V 2
rms

R

where Vrms is the root mean square(rms) value of v(t), defined as

Vrms = [ lim
T→∞

1

2T

∫ T

T

v2(t)dt]1/2

In a communication system, the value of the resistive load is typically assumed to be

R = 1Ω

Thus the average (normalized) power in watts in given by

P = lim
T→∞

1

2T

∫ T

T

v2(t)dt

Elements in equations like
√

2Ps and
√

2Pj is calculated from the definition of the
average power equation when the amplitude of a sinusoid signal is A.

For example, in this project, the ratio of Jamming power to signal power Pj/Ps for the
complex envelope(This will be explained in the following section) of single tone jammer
can be represented as [20]
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˜X(t) = ˜X(nTs) =
√

2Ps[1 +

√
Pj
Ps
ej2π∆fnTsejΘ−φ] (2.1)

2.1.4 Complex Envelope [6]

The representation of complex envelope provides a mathematical definition which the
envelope and angles of signals are presented. Because in general the amplitude or angle
or both is used for carrying information and data can be recovered after demodulation.
It means the complex envelope x̃(t) still carries the information we need. The complex
envelope notation is important in telecommunications. And also the complex envelope
requires the minimum sampling rate and the minimum sampling rate of complex envelope
are represented with a complex-valued function.

The complex envelope x(t), the RF bandpass signal is decomposed into a slowly-
varying complex envelope

x̃(t) = xI(t) + jxQ(t)

and an exponential signal Formula as defined by

x(t) = R[x̃(t) exp(jωct)]

The real and imaginary components of the complex envelope are denoted by the real-
valued signals xI(t) and xQ(t).

The complex envelope of a signal can be written in canonical form as:

x̃(t) = xI(t) cos(ωct)− xQ(t) sin(ωct) (3)

Also, it can be rewritten in both Cartesian or polar form

x̃(t) = xI(t) + jxQ(t) = a(t) exp[jθ(t)] (4)

Figure 2.3 shows the spectrum of RF bandpass signal to be represented in baseband.
and figure 2.4 shows the spectrum of the complex envelope in the baseband, from the RF
bandpass signal x(t). Compared with these two graphs, The complex envelope resets the
center frequency fc and the minimum sampling rate is halved from 2B to B. The complex
envelope of the signal is the equivalent low-pass signal, and the required sampling rate
for the complex envelope of the signal is related to the bandwidth of the signal and not
the centre frequency.

The Complex Envelope of Gaussian Noise

Using the complex representation provided above, a noise process formula can be written
as [23]

n(t) = Rebη(t)ej2πf0tc
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Figure 2.3: Spectrum of RF bandpass signal to be represented in baseband.

Figure 2.4: Spectrum of complex envelope in the baseband.

2.2 Quadrature phase shift keying(QPSK)

The digital communication system block diagram has shown the purpose of Modulation.
There are varying kinds of modulation that currently used, the difference between mod-
ulation methods is the using either amplitude, frequency or phase shift to represent the
required transmission information. For example, in this project, the phase shift keying
(PSK) is using the phase shift different to distinguish the symbol that represents either 1
or 0; Amplitude shift keying (ASK) , normally we called on-off keying(OOK), the square
signal with a voltage level could represent 1 and the voltage is 0 could represent 0; Fre-
quency shift keying(FSK) similar like the simplest form frequency modulation(FM), the
frequency difference can represent binary data.

In addition, the modulation methods have been talked above are some basic modu-
lation, M-ary modulation is needed and used for improving the modulation performance
with one symbol represents more binary bits. For example, the QPSK is used in the
project; it is a 4-ary PSK Modulation that uses two sets of BPSK signals that one symbol
can represent 2 bits to form a QPSK Modulation; Similarly, M-ary amplitude shift key-
ing(MASK) divides the voltage level to smaller pieces that can represent more bits than
ASK. Also, there are other M-ary modulation methods such as differential M-ary phase
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shift keying(DMPSK), M-ary frequency shift keying (MFSK). However, a significant num-
ber of M-ary will increase the difficulty of demodulation in the following procedure, in
particular with a larger value of noise channel and jamming channel. Choose the proper
modulation method while designing a digital communication system is the main channel-
ing towards the developer. Therefore, the simulation for example Matlab simulation with
AWGN could be used to get the correct modulation method , estimate the bandwidth
requirements and throughput capacity of the communication system, meantime some
channel problems may be identified during simulation. For example, the channel linearity
could be identified to make more convince for practical hardware design. The channels
may include filtering of the signals; Channel fading, some interference that hard to avoid,
and many impairments which could cause the degradation of bit error rate towards the
ending digital communication system. Overall, the simulation is one way to estimate the
digital communication performance during developing, and this project is using QPSK
as the modulation method to estimate the jamming effectiveness of the tone-jamming
scheme.

This project is only used QPSK Modulation , a more detailed information is provided
in the following section, some are the basic background knowledge, and some are assistant
tools that could help the understanding of QPSK, especially the understanding of what
actually happens while implementing the code. Before we explain QPSK, Phase shift
keying(PSK) or M-ary phase shift keying(MPSK) will be introduced first. PSK the most
frequently used binary modulation, such as satellite communications, cellar communica-
tions, and wireless local area network.The set of two digital signals [20]

s1(t) = Acos2πfct, iTb ≤ t < (i+ 1)Tb (2.2)

s2(t) = −Acos2πfct = Acos(2πfct+ π), iTb ≤ t < (i+ 1)Tb (2.3)

can represent bit 1 and bit 0 respectively. Therefore the phase shift π radians represent
bits 1 and 0. This kind of modulation technique by using phase shift is called binary
phase shift keying or simply PSK.

QPSK is widely used in current practical applications, and it has the advantage with
high spectral efficiency and moderate high power efficiency than M-ary amplitude shift
keying(MASK) although MASK has high spectral efficiency. QPSK provides the constant
amplitude requirement that provides the nonlinearity and decreased the design difficulty
for electronic circuits such as power amplifier, satellite transponder. QPSK could even
halve the spectral usage, increasing the spectral efficiency than PSK.

A generalization of PSK is M-ary phase shift keying (MPSK) where M data symbols are
represented by M signals with distinct phase shifts. The MPSK signals can be represented
as follows: [20]

sn(t) = Acos2πfct+ (2n− 1)
π

M
, n = 1, 2, ...,M (2.4)

where the frequency fc > 1/Ts
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From the definition of PSK and MPSK, the QPSK can be expanded from the case
M=4; M=4 means four signals are used for representing for distinct symbols 00,01,10,11.
In this case, one symbol represent 2 bits, k=2 and the signals could be written as:

s1(t) = Acos(2πfct+
π

4
) (2.5)

s2(t) = Acos(2πfct+
3π

4
) (2.6)

s3(t) = Acos(2πfct+
5π

4
) (2.7)

s4(t) = Acos(2πfct+
7π

4
) (2.8)

The representation of these four signals of QPSK has been implemented into me QPSK
Simulation Code; four phase angles represent 00,01,10,11 respectively from top to bottom.

Figure 2.5: Modulation Results of QPSK [15]

Figure 2.5 shows an example of modulation results that simulated from Matlab Simulink
tool boxes with a QPSK Matlab Modulator Model, from the result, we can see two sets of
binary sequences signal are located on the to of the QPSK Modulated signal, after modu-
lation; QPSK Signal consults a sinusoidal signal with only phases shifting difference. And
figure 2.6 shows a typical Modulator of QPSK process, from this graph we could see two
channels are used and QPSK modulated signal is obtained from two channels.
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Figure 2.6: QPSK Modulator [22]

2.2.1 Power Spectrum Density(PSD) of QPSK

The power spectrum density (PSD) is another way which helps the understanding of
QPSK Signal and Jamming signal; we can easily identify the relationship between power
and frequency spectrum, ignoring the influence with the time interval domain. In this
project, the PSD graph of the complex envelope of QPSK is frequently used together with
the jamming power spectrum.

THe PSD S(f) of the MPSK signal s(t) can be represented as

S(f) =
A2

4
[SL(f − fc) + SL(f + fc)] (2.9)

where SL(f) is the PSD of the complex envelope sL(t), and the PSD SL(f) of the
complex envelope is

SL(f) = SL,I(f) + SL,Q(f) =
|P (f)|2

Ts
(2.10)

The complex envelope sL(t) is the sum of the power spectral density SL,I of the in-
phase (real) component and the power spectral density SL,Q of the quadrature (imaginary)
component of sL(t). [20]

Figure 2.7 shows the PSD of MPSK with unit amplitude squared pulse and with
raised-cosine pulse.

2.2.2 Signal Space

A set of finite energy digital signals can be represented as a corresponding set of vectors,
which we can ignore the time dependency. These vectors consult a signal space. Signal
space can be used to help the understanding and estimate the phase state during sampling.
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Figure 2.7: PSD of MPSK

The MPSK signal space is a two-dimensional space, which the euclidean distance between
two adjacent MPSK signals can be represented as

‖sk − sm‖ =
√

2Es[1− cos(k −m)
2π

M
] (2.11)

The QPSK signal space can intuitively represent the modulation and sampling process.
The single space of QPSK with symbols representation is shown in the following figure
2.8. [20]

Figure 2.8: The signal space of QPSK
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2.3 Jamming

Jamming is a technique that widely used for interfering, disturbing or blocking to the
wireless communication or surveillance by a jamming channel. And it is joint with the
topic of Electronic warfare (EW).

EW refers to the use of electromagnetic resources such as electromagnetic spectrum
and electromagnetic energy to implement an electronic attack or defense purpose for
especially some military operations.

Electronic Warfare can be divided into three characteristics. Electronic Attack (EA)
and Electronic Protection (EP) and Electronics Support (ES).

EA involves the aggressive action in EW, which uses some EM energy, directed energy
(lasers, radio frequency weapons, particle beams)), or anti-radiation weapons, attack the
enemies’ target. EM energy refers to the jamming progress and can be performed on
communications systems or radar systems which will reduce the performance of systems
and destroy their network capability. EP includes the action that enhances the electronic
defense, and ES is the operation with located the required target by measuring or detecting
the signal characters, it is the subsection belongs to the early stage of EA operation. [16]

2.3.1 Jamming Techniques

This section will describe some common jamming methods that currently used. And
different jamming techniques have their own advantages but some limitations will also be
found. Therefore, there is not a certain best jamming technique, how properly use with
different jamming techniques is important to affect a different kind of source signals. Two
fundamental waveforms are used for jamming; one way is the signal modulated with signal
tones, or just increase the background noise in the spectrum in which the communication
occur. And the different techniques are classified with the distribution of total jamming
power and the frequency spectrum range which the jamming signal placed. [18]

2.3.2 Noise jamming

Noise jamming includes all the jamming techniques related with the use of random noise
waveform to modulate the jamming carrier signal. The purpose of the noise jamming is
trying to increase the noise between communication channels for example from sender to
receiver; the increased noise will reduce the probability that the receiver could get the
correct data from the origin. The Gaussian noise channel is the general type of noise
sources designed into communication and jamming systems.

Broadband noise jamming, also called full band jamming or barrage jamming, this
method covers the entire range of frequency spectrum for the communication system;
Theatrically, a strong enough jamming power with spread to over entire frequency spec-
trum could block any kinds of communication, in practice, the jamming power is limited,
how efficiently allocated the power resources will be the changeling topic. Broadband
noise jamming is generally used for EP purpose that affects the adversary ES action.
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The background noise level is increased significantly during jamming, and it could at
least decrease the communication range, in some contain conditions, it could block the
communication.

Broadband noise jamming has a direct influence on the adversary’s communication
system, the required capacity of the communication system is raised by the nose jamming.
For example, the capacity of a channel corrupted by Gaussian noise is

C = Wsslog2(1 +
R

PT
)

Wss was the signal bandwidth, R is the average signal power, and Pt is the total
average nose present given by PT = Wss(N0 + J0) . From this equation, the capability of
a channel is easily decreased with the rise of Pt; one way could solve this problem is to
increase the signal average power R to reduce the impact with noise jamming.

The bit error probability Pb for a coherently demodulated BFSK system in the pres-
ence of AWGN is

Pb = Q(

√
Eb
N0

)

The full-band noise jamming has the noise power spectral density J 0. Then the bit
error probability for a coherent BFSK system with the interference of full-band noise
jamming can be defined as

Pb = Q(

√
Eb

N0 + J0

)

Similarly, the bit error probability Pb for a coherent BPSK system is

Pb = Q(

√
2Eb
N0

)

The bit error probability after add the full-band noise jammer can be defined as:

Pb = Q(

√
2Eb

N0 + J0

)

It can also represent the bit error probability of QPSK system.
Partial-band jamming focus on the part of the frequency spectrum, the total jamming

power is concentrated to a smaller section of frequency range than the full range, then
this method further increases the jamming effectiveness. Partial-band jamming is the
counterpart of pulsed jamming of a DS signal. [18]
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2.3.3 Tone jamming

The jamming technique with one or more jamming tones placed in the spectrum, different
strategies are varying about where and how much power should be distributed in the
spectrum. Single tone jamming means only one tone placed into the spectrum. The phase
of the jamming tone is one of the main parameters that affect the final performance. The
total jamming power splits into the small part, the multi number of tones could spread the
total jamming power to its spectrum; that increase the effectiveness of jamming especially
to FH signal. The jamming signal over a single frequency was shown in figure 2.9.

Figure 2.9: Different jamming methods present in the power spectrum

Figure 2.9 shows jamming strategies in the power spectrum. from top to bottom,
it is the original signal channel, full-band noise jamming, partial band noise jamming,
single-tone jamming, and multi-tone jamming respectively. [18]
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The complex envelope representations for each jamming case is shown below, and
these complex envelope equations will be implemented to the simulation code.

Firstly, the output of QPSK signal with AWGN can be represented as:

y(t) = x(t) + n(t)

=

√
2Es
T
cos(2πf0t+ φ) + n(t)

(2.12)

With jamming interface ,the representation can be written as:

y(t) = x(t) + n(t) + J(t)

=

√
2Es
T
cos(2πf0t+ φ) + n(t) +

√
2Pjcos(2πf0t+ θk)

(2.13)

Just add a single tone jamming channel in.
The complex envelope of QPSK with AWGN and jamming channel can be rewritten

with:

ỹ(t) =

√
2Es
T
ejφ + ñ(t) +

√
2Pje

jθk

=

√
4Eb
T
ejφ + ñ(t) +

√
2Pje

jθk

(2.14)

Since Es = 2Eb, and also Es/T is the power of signal, Ps.
The following section will list all the necessary equations that implemented to the final

code.
The single tone jammer placed at the central frequency of QPSK power spectrum is:

˜J(t) =
√

2Pje
jθk (2.15)

The single tone jammer with a frequency offset is:

J(t) =
√

2Pjcos(2π(f0 + ∆f)t+ θk) (2.16)

Pj/Ps is the ratio of total jamming power to signal power. In these parameters, Pj/Ps,
θk can be assign with different values; θk is the initial phase angle of jamming signal, and
the initial value can be set with 1/4π, 3/4π, 5/4π and 7/4π respectively.

The complex envelope conversion from the previous equation can be rewritten as:

˜J(t) =
√

2Pje
j2π∆ftejθk (2.17)

The complex envelope of two-tone jamming can be represented as:

˜J(t) =

√
2Pj
2
ej2π∆ft1ejθk1 +

√
2Pj
2
ej2π∆ft2ejθk2 (2.18)
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In this equation, ∆ft1 ,∆ft2 represents the frequency offset belongs to their own jamming
tones, and θk1 θk2 is the initial phases similar like single tone jamming.

The complex envelope of M-tone jamming can be represented as the submission of
several single tones; it can be written as:

˜J(t) =
M∑
m=1

√
2Pj
M

ej2π∆ftmejθkm (2.19)

In this equation, similar to two-tone jamming, ∆ftm represents the frequency offset
belongs to their own jamming tones, and θkm is the initial phases of tones, and the total
jamming power is divided uniquely by Pj/M, a more efficient way to distribute jamming
power is followed by sinc distribution function.

Pji is the power for each jamming tones from total jamming power. From

Pj,i =
sinc2(fiTs)∑M
1 sinc2(fiTs)

Pj (2.20)

instead of Pj,i =
Pj

M
.

Therefore, the complex envelope of M-tone jamming with improved individual jam-
ming power distribution method is:

˜J(t) =
M∑
m=1

√
2sinc2(fiTs)∑M
1 sinc2(fiTs)

Pjej2π∆ftmejθkm (2.21)

2.3.4 Other Jamming Techniques

There are some other jamming techniques that normally not used for jamming the QPSK
Signal. Nevertheless, these are common techniques that commonly mentioned in some
paper; the following section will introduce five types of jamming techniques, which are
Swept Jamming, Pulse Jamming, Pulse Jamming, Follower Jamming and Smart Jamming.
[18]

• Swept Jamming: A technique that similar to full-band or partial-band noise jam-
ming. A relatively narrowband signal that as narrow as a tone. This swept jamming
had a narrow frequency range that centered on a specific frequency . It is a tech-
nique that normally use to against a Frequency-Hopping Spread Spectrum Signal
Detection(FHSS) target net is located.

• Pulse Jamming: A technique that similar to partial-band noise jamming, which the
pulsed jamming could change the on/off state that not always active like partial-
band jamming. Then pulse jamming could increase the power efficiency with a lower
average power cycle. The duty cycle of pulse jamming could be set with specific
modulation method that against with.
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• Follower Jamming: A more advanced jamming technique that has the ability to
identify the signal target, then jam at the detected frequency range. Follower Jam-
ming is also referred to as responsive jamming, repeater jamming, and repeat back
jamming. It is usually used to against the FHSS signal. A follower jamming timing
is showed in figure 2.10.

Figure 2.10: FHSS follower jamming timing

• Smart Jamming: Smart Jamming only affect the digital signals, which some types
of communication systems required synchronized during operations. For example,
some systems use a separate channel to synchronizing ; this code could be affected
by smart jamming which could degrade the synchronization progress.



24 Chapter 2. Literature Review



Chapter 3

Experimental Procedures

The project is divided into five parts, Matlab is used for simulating the QPSK Modulation
with Gaussian Noise Channel and Jamming signal. The first part is the simulation and the
comparison of QPSK Simulation with theoretical result, then a simple single-tone Jammer
will be added in the communication channel. Next the jamming signal with different
initial angel phase states and offset frequencies will be added into the original code. Then
two jamming signals with equally divide jamming power will be distributed symmetric
between the output signal central frequency. After that the two jamming signals will be
extended to the situation with M-tone jamming, later, the influence of different jamming
power distribution methods, frequencies offset and jamming power to signal power ratios
will be compared and discussed in the end. Finally, with the simulation results that prided
above, compare the results and find the best effectiveness cases for certain conditions.

3.1 Experimental Devices

This project is focusing on the code implementation and simulation with Matlab, there-
fore no electronics hardware required except a relatively high performance computer. In
this project, two computers with Matlab installed in are used for simulation; The com-
putability is important for this project since the simulation at late stage such as multi-tone
jamming will spend large amount of time to get the estimate result which will explain in
next chapter.

3.2 Matlab

MATLAB (matrix laboratory) is a multi-paradigm numerical computing environment and
fourth-generation programming language. A proprietary programming language develope-
d by MathWorks, MATLAB allows matrix manipulations, plotting of functions and data,
implementation of algorithms, creation of user interfaces, and interfacing with programs
written in other languages, including C, C++, Java, Fortran and Python. The Matlab

25



26 Chapter 3. Experimental Procedures

version 2015b is used in the project, the newest version is 2016a till the submission date
of report, some functions may vary between versions.

Although MATLAB is intended primarily for numerical computing, an optional tool-
box uses the MuPAD symbolic engine, allowing access to symbolic computing abilities.
An additional package, Simulink, adds graphical multi-domain simulation and model-
based design for dynamic and embedded systems. Especially Simulink is widely used for
communication network design and simulation. [10]

3.3 Matlab Code Syntax

The following document shows the code syntax which is used in the program for simula-
tion.

colon,: [9] is one of the most useful operators in MATLAB. It can create vectors,
subscript arrays, and specify for iterations. The colon operator uses the following rules
to create regularly spaced vectors for scalar values i, j, and k:

j:k is the same as [j,j+1,j+2,...,j+m], where m = fix(k-j). In the case where both j and
k are integers, this is simply [j,j+1,...,k]. This syntax returns an empty matrix when j >
k.

j:i:k is the same as [j,j+i,j+2i, ...,j+m*i], where m = fix((k-j)/i). This syntax returns
an empty matrix when i == 0, i > 0 and j > k, or i < 0 and j < k.

Colon can be used to create a vector of indices to select rows, columns, or elements of
arrays, A(j:k) is A(j), A(j+1),...,A(k). In the simulation program, colon is used to create
vectors for example:

Eb No dB=[-2:1:11]; Generate a 1*11 vector Eb No dB from 1 to 11

nn=[1:1:Nspb]; create a vector that preparing for calculating the jammer phase angle

Eb No dB=[Eb No dB l:delta Eb No:Eb No dB h]; Generate an advanced version E-
b No dB that can manually set the lowest and highest value of Eb No dB, which can be
a floating number.

And for loop iterations are widely used in the simulation program.

for iiEbNo=1:length(Eb No); Create a loop calculate the entire simulation with E-
b No dB value from -2 to 11.

for ii=1:blocklength;(Above data(ii)) generate the binary data filled in block;

for ii=1:2:blocklength; Generate vectors that divided in half and distributed into two
series that can generate the QPSK phases;

for ii=1:blocklength/2; is used for symbol detection, from the QPSK demodulation
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, summarize the different symbols and calculate the bit errors divided the total bits to
estimate the bit error rate

randn: [13] Array of randn values Syntax R = randn(sz,arraytype). Argunment sz,
values m,n or [m n] specifies size as an m-by-n matrix. Argument arraytype, distributed
specifies distributed array; codistributed specifies codistributed array, using the default
distribution scheme; gpuArray specifies gpuArray.

In the project simulation, randn is used to generate the random numbers with normal
distribution of binary data and the noise vector.

data=randn(1,blocklength) create a 1 x blocklength (in this project blocklength is
equal to 256) vector called data that contain numbers followed with normal distribution.

n=sigma n.*(randn(1,Nspb*blocklength/2)+j*randn(1,Nspb*blocklength/2)); gener-
ate the noise vector, the Gaussian noise channel.

randn(1,Nspb*blocklength/2) create a 1 multiply by Nspb * blocklength/2 (in this
project Nspb is 16) which each symbol in a block will be created and used for create
Gaussian noise vector.

rand [12] is the Uniformly distributed random numbers, returns a single uniformly
distributed random number in the interval (0,1). In the code, we use 2*pi*rand to get
the random number in the interval (0,pi) to calculate jamming phase angles.

ones [11] create array of all ones, and zeros [14] create array of all zeros. For example,
in the code, ones(1,Nspb) filled the space for x , the input signal.

S=zeros(1,Nspb); is prepared to the M-tone jamming signal.
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3.4 QPSK Simulation

The first code is the comparison between Pb Performance (Bit Error Rate) QPSK Simu-
lation and QPSK Modulation Theoretical result. It is the demo code from the previous
course ’Introduction to Simulation of Digital Communication Systems’.

clc clears all input and output from the Command Window display, giving a ”clean
screen.” clear removes all variables from the current workspace, releasing them from
system memory.

Primary parameters include the initial Eb No dB value, which is the energy per bit to
noise power spectral density ratio. It is a normalized signal-to-noise ratio (SNR) measure,
also known as the ”SNR per bit”. It is especially useful when comparing the bit error rate
(BER) performance of different digital modulation schemes without taking bandwidth
into account.

Blocklength is the block numbers of data that will be generated in the following
code, these data will create a series of binary data and is used for estimating the bit
error rate and find the influence with Eb/No value and jamming signal. In this code, the
blocklength is set to 256 and it should be an even number to make it simple with following
QPSK Modulation Division.

Nspb is the number of samples per baud (symbol), and it is equal to 16 in simulation.
N is the number of bit errors for the error determination, the bit error rate estimation

can be shown in equation X, the more N value will get a better estimate. In practice,
N¿10 and for a good estimate, N¿100. However, it will take time when using large N
values, at the situation with less calculation on the easier code, for example the single-
tone jamming signal simulation, N=1000 will be used to estimate a smooth graph and
more reliable result. N=10 can be used to get a quicker results and find the trend and
draft graph during simulation, because most of times, both code problems and simulation
will take a long period of time and it will be easily going to infinitely run. N=100 will
be used to estimate the performance with M-tone jamming signal, because N=1000 will
take more than one day to run a single time.

Eb No=10.ˆ (Eb No dB./10); is a derived parameter that simple convert the dB
value to its numeral value for Eb No dB value.

for iiEbNo=1:length(Eb No);
...
end

The loop that contain the simulation from -2dB to 9dB of Eb/No value, in one loop.

N errors=0, assign a variable N errors that will be used for countering the number
of bit errors.

N bits=0, assign a variable N errors that will be used for countering the number of
total bits.

Sigma n=sqrt(Nspb/ (4*Eb No(iiEbNo))), establish a noise standard deviation
that will be used to generate the noise vector, the Gaussian Noise Channel.



3.4 QPSK Simulation 29

condition=0 is used in the loop to decide whether the simulation end, the initial
value is equal to 0 means the code will keep running until

if N errors>N
condition=1

The condition to terminate the simulation when the simulation collect enough bit
errors which greater than N, the number of bit errors for the error determination.

N bits=N bits+blocklength; Because the initial value of N bits is equal to 0, in
the loop with condition==0, the number of total bits is equal to the blocklength of data.

Assign the vector data, generated random value data followed with normal distribu-
tion. And then create the new vector data(ii), that covert the vector data to a series of
random binary numbers. For all of the blocklength (256) numbers within the data vector,
change all the positive value to 1, and all the negative values to 0.

Generate the QPSK phase values by using the binary data generated above. According
the QPSK modulation theory in (2.2), one phase angle value can present two bits. Then
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this loop converts all the 256-bits binary data to its corresponding phases. Generate the

Gaussian noise vector. According to (2.14), the complex envelope of n.

Generate signal vector for the block, since QPSK signal represent two bits in one phase
value. The loop runs only half of the blocklength, and QPSK signal is generated with the
QPSK Complex Envelope (2.14).

y=x+n; is the additive communications channel that add the QPSK signal channel
and Gaussian Noise Channel, this will be add a jamming channel together at the following
jamming simulations.

Is the QPSK signal demodulation with the matched filter detection method followed
with (2.14) iir=0 assign the variable iir for the demodulator, the real part of the output
signal will be demodulated the odd number of bits, and the virtual part will be demodulat-
ed the even numbers of bits. After all the process with a loop with half of the blocklength.
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A new vector datar will be created that contained the series of demodulated binary data
vector.

errornumber=sum(mod((data+datar),2)), compare the different between data
and datar, submission the number of different binary data.

N errors=N errors+errornumber; Then N errors, the number of error difference
will be added in to the total number of bit errors.

PB(iiEbNo)=N errors/N bits , the BER can be easily calculated by the total
number of bits error divided by the total number of bits.

PB theory=qfunc(sqrt(2*Eb No)); is the theoretical results with (5) of QPSK
signal modulation with gaussian noise channel. Then

figure(1)
semilogy(Eb No dB,PB,Eb No dB,PB theory)
Plot the semilogy graph with the comparison between PB theory and PB, the simu-

lated graph.

To be conclude, the primary parameters Eb No range and the number of bit errors for
the error determination N affect the computational work, large number will get a better
estimate however it also takes more time. And the simulation code computed all the
simulation within Eb No dB range, at the first code generates series of 256-bit random of
data, and convert to binary data, then these data is used to consult QPSK phase angles,
next QPSK phases as the input signal channel and add a Gaussian noise channel, after
that the matched filter detection will demodulate the merged new data stream, because
the nose vector is involved in the communication procedure, there will be some errors
occur, and the final system performance can be estimated by calculating the BER value
of the system. In the following part, a new channel jamming channel will be added into
the communication link, therefore the communication link quality and BER can indicate
the effectiveness of the jamming channel.
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3.5 QPSK with Single tone jamming

ja((ii-1)*Nspb+1:(ii*Nspb))=sqrt(2*Pj)*exp(j*phij); A simple form jamming with
the complex envelope (2.15), is introduced in the communication channel.

Pj is the jamming power, and Ps is the signal power. Then we can get the jamming
power to signal power ratio is equal to Pj because normally in the project we set the Ps
is equal to 1.

Phij is the initial phase state of the jamming signal.

y=x+n+ja; The additive communications channel (with jammer), the jamming chan-
nel is also added after the AWGN channel.

Then we can manually set set different Pj and phij to see the effect of jamming.

Meantime, PB(iiEbNo) is the first loop estimates the jamming performance with
Pj=0.01, jamming power is increased to Pj=0.05 and 0.5 in following similar loops. More
loops can be added into the code and see the difference between jamming parameters.

In this project, for instance, PB2(iiEbNo), PB3(iiEbNo) is estimated in the code, and
also the PB theory indicates the circumstance with no jamming channel as the reference
line. Then a comparison graph can be plotted with

semilogy(Eb No dB,PB3,Eb No dB,PB2,Eb No dB,PB,Eb No dB,PB theory)
The following code use the same plotting method to compare the different result by

adding more estimate loops, and plot it in the same graph. Jamming performance can be
easily identified by see the Pb No performance.

3.6 Single tone with frequency offset

Before implement the code, the Eb No dB range is modified with a more complex form
that can type float number in it.

nn=[1:1:Nspb]; create the column that calculate the jamming phase angle with
frequency offset, in the following code deltafT.*nn(1:Nspb)./Nspb; for example 1/16*
deltafT, 2/16* deltafT. The frequency offset will equally distributed in the sampling
process.

theta is the initial phase, and tsi is the phase angle of the frequency offset, it is the
random number between 0 to 2pi

tsi=2.*pi.*rand theta=2.*pi.*rand;

Then the jamming signal with frequency offset can represent as



3.7 QPSK with Two-tone jamming 33

ja((ii-1)*Nspb+1:(ii*Nspb))=sqrt(2.*Pj).*exp(j*theta) ...
.*exp(j.*2.*pi.*deltafT.*nn(1:Nspb)./Nspb).*exp(j.*tsi);

The complex envelope of jamming signal is shown in (2.17).

At the end, we can find the difference between frequency offset values(deltafT), the
previous code is the jamming signal within the frequency central, and the range is deltafT
function is -1 to 1. For example, 0.9 0.5 and 0.1 means the frequency offset is closer to
central frequency with deltafT = 0.1. This simulation will estimate the influence with
different frequency offsets.

3.7 QPSK with Two-tone jamming

Next, the code is further developed to the two-tone jamming situation.
The complex envelop of two jamming signal has shown in (2.18), and the code impli-

cation is shown below

In this code, the frequency offset is normally symmetrical between central frequency,
tsi1 tsi2 and theta1 theta2 is the same as previous code but set with separate random
numbers for each jammer. And the power of jamming signal is equally distributed to two
jammers, the overall power of jammers is still Pj, the same as the single tone jamming.

Similarly, like the single tone with frequency offset, firstly the difference between fre-
quency offset values(deltafT) that distributed between the QPSK signal will be estimated.
And the effectiveness with different jamming methods can be estimated in the simulation.

3.8 QPSK with M-tone jamming

Multi-tone jamming is a more complex version that expand the two tones jammer with
M numbers of tones which the frequency allocation is uniformly distributed to the entire
spectrum. This project will firstly determine the different power distribution methods of
M-tone jamming, one is the total jamming power will distribute equally into each tones,
the jamming power of each tones is Pji, another way to distribute the jamming power, is
the sinc function. It means for every Pji, the closer tone to the central frequency, the larger
Pji will be distributed. Then with a better scheme, find different jammer parameters that
affect the jamming performance.
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The primary parameters are the maximum frequency offset, the power strength of
Pji Pj towards Ps, which is the power radio between jammer and input signal, and the
numbers of M tones that used in the jamming progress.

The maximum and minimum frequency offset is set to 0.8, which is the edge frequency
M-tone jammers can reach. This code is similar to the Eb No dB setting but the mini-
mum frequency is the negative maximum frequency since the distribution is symmetrical,
meantime, delta deltafT, the interval should be doubled to match the entire frequency
distribution.

M=10; is the number of jamming tones that will allocate to the spectrum.

Running a loop that filling the vector from 1 to M that contain all the random phases
will be used in the following code.

S is the temporary parameter that consult the final jamming signal, this code is the
expanded version from two-tone jamming, it runs m times that form a M-tone jamming
at the end, and for each tone, the phase angles is different, and these angles will be
continuous during one Nspb period.
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From the above code, the jamming power distributed is uniform because Pj./M has
been shown in (2.19). And for the next loop, the jamming code is

(sinc(deltafT (m))2)./SINC.∗Pj means Pji is followed with sinc function distribution
has shown in (2.20), and the complex envelop of multi-tone jamming with improved sinc
individual jamming power distribution method has shown in (2.21).

Then in the project, the comparison between different Pji distribution method, fre-
quencies offset, power to signal ratio, the number of M for multi-tone jammer, and also
the comparison to the simplest jamming, one tone jamming within the frequency offset.
Finally, we will find the best performance jamming technic in different situations, the best
performance is determined by the highest Eb/No that affect the final decoding.

In order to find jamming effectiveness with the number of M influence, some parame-
ters are fixed to find the relationship Eb/No VS M.

Eb No dB=8; the SNR is 8 or 9 to get a better estimate.

M=[4,10,20,30,40,50,100,200,500,1000]; Then in the code, series of M number of
tones can be simulated in order and plot at the end.

There are some modifications in the code, the SINC adds all of jamming power, form
the total jamming power. Then vectors are covered in the loop which is trying to calculate
the Eb/No values, and plot all the results at the end.
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In addition, the result between each time may vary because too many random numbers
are running during the code. And SNR, edge frequency offset, especially the jamming
power strength will give the communication channel huge impact on the final performance.



Chapter 4

Results and Discussion

The objective of project is to find the best case of the jamming could affect QPSK modu-
lation; Jamming performance can be estimated by estimating the probability of bit errors
in communication system, the bit error rates(BER). The QPSK modulation theoretical
results can be used as the reference level to correct especially code errors, generally im-
plementing any jammers in communication channel will increase the BER, and when the
simulation result is less than the QPSK the theoretical result; Then some structural and
systematical errors may be in the program. Next the QPSK signal with a single tone
jammer placed upon the central frequency of power spectrum density will be another
reference level because it is the simplest jamming technique to estimate the difference
among the effectiveness of jamming methods.

4.1 QPSK Simulation

Procedures of the entire project has been introduced in the previous chapter in detail.
First code is the QPSK Simulation, the basic code of QPSK Modulation and Demodula-
tion with AWGN channel. Then the simulated result will be compared to the theoretical
results in (1). As we mentioned above, N is the number of bit errors for the error de-
termination, a large N value could estimate a better result, following figures show the
QPSK Simulation, the simulated estimate result is compared with theoretical result, all
parameters are setting with the same value except N=10,100,1000, respectively.

From the simulated result showed in figure 4.1, increasing Eb/N0, the symbol energy
could reduce Pb, and QPSK Simulation results is coinciding with theoretical results. As
N increasing, a better estimate result will get. N=10 will get a roughly correct trend
but with fluctuation, it can be used to see the trend roughly and for debugging purpose;
N=100 is used to get estimate in general, when the code is not too complex, from the
graph, the blue line of the simulated Pb is mainly coinciding with the theoretical Pb
red line, with a little fluctuate; N=1000 is the best to show a very smooth graph with
high-quality estimate.

The following sections will explain different tone-jamming schemes, single-tone jam-
ming, two-tone jamming will be estimated with N=1000, for m-tone jamming, the cal-
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Figure 4.1: N=10,N=100,N=1000 for QPSK Simulation

culated quantity is huge, especially for 100 tones, N=100 will be used for the reasonable
estimate.

4.2 QPSK with jamming channel

The following results will show firstly the influence with a total power of jammer to signal,
then the influence with the initial phases state.

4.2.1 Pj vs Ps

From figure 4.2 we can see four lines have been shown in the graph, three simulated lines
with jamming power and one theoretical line. As the Pj increase, some significant changes
affect the BER, the theoretical P B is at the bottom, and the highest value of Pj=0.5 is
at the top, and almost form a straight line with the consistent value of 0.25. The results
from Eb/N0 =7dB to 9dB is shown in Table 4.1.

Ratio represents the Pb value from Pj=0.05 divided by Pj=0.01; From above results,
we can see the ratio is further increased with the rise of Eb/N o. And with the growth of
jamming power, a greater growth of error rates can be estimated from simulated results.
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Figure 4.2: The influence between different jamming power

Table 4.1: Relationship between EbNo and Pb

EbNo 7dB 8dB 9dB
Pj=0.05 0.007697 0.003658 0.001594
Pj=0.01 0.001661 0.0005921 0.0001637
Pj=0 0.0007727 0.0001909 3.363e-05
Ratio(Pb) 4.633955 6.17801 9.737324

To conclude, the power of jamming power to the power of signal has a huge impact
on the jamming performance. However, with some portable devices, the battery power is
limited, how effectively allocate the jamming power will be the challenge towards jammer
design.

This simulation runs several times; other similar results can be found in the later
demonstration.

4.2.2 Initial phase angle

Another character of single-tone jammer shows in figure 4.3.
Four lines coincide together with different initial phase angles set-up. It indicates that

there is no difference between the value of jammer initial phases.
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Figure 4.3: The influence between different initial phases

4.3 Jamming with frequency offset

This section, the jamming signal will distribute with frequency offset away from the central
frequency of QPSK signal.

Firstly, set deltafT = 0, to check the correctness of the program. The result shows in
figure 4.4.

Figure 4.4: initial check with frequency offset=0

Two lines mainly coincide together, the blue line is the simulated Pb without frequency
offset, and the red line is the deltafT=0, it means the jamming power spectrum is still
placed on the central frequency. The simulated result is expected and verify the deltafT=0
is correct in code.
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Then, another extreme condition will be estimated first, deltafT =1 or -1 shows in
figure 4.5

Figure 4.5: Jamming with frequency offset=1,-1

Blue line is the Pb with reference jamming signal, and the red line is Pb with jamming
signal located at the edge of the QPSK power spectrum. Blue line is located above the
entire red line and the big gap between two graphs indicates that the frequency offset
value affects the jamming effectiveness of QPSK signal.

Decrease the frequency offset deltafT=0.5, shows in figure 4.6

Figure 4.6: Jamming with frequency offset=0.5

From figure 4.6 we can see the blue line is the same reference jamming signal, the
gap between two lines is reduced, and a better Pb performance for deltafT=0.5 estimate
compared with the estimate of deltafT=1.
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Continually decrease the frequency offset to 0.2, shows in figure 4.7

Figure 4.7: Jamming with frequency offset=0.2

A better performance for deltafT= 0.2 compared with previous frequency offsets.

Figure 4.8: Jamming with frequency offset=0.08

Figure 4.8 is the frequency offset deltafT= 0.08, the gap between two lines is contin-
ually merging, and there is little difference between the simulations.

A conclusion of difference frequency offsets, the comparison result, shows in figure 4.9.
Figure 4.9 shows the relationship between frequency offsets and Pb performance, the

increasing deltafT will decrease the jammer performance for single-tone jamming.
In addition, two symmetric values between central frequency will get the same estimate

result, for example, in figure 4.5. Pb between two symmetric jamming signals is same
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Figure 4.9: A conclusion of jamming with frequency offsets

between two results. Also when deltafT=0.2 and deltafT=-0.2, the estimated results
shows in figure 4.10

Figure 4.10: Jamming with frequency offset=0.2,-0.2

All previous simulation is running with Pj=0.1, in the following part, a small total
jamming power will be implemented into the simulation. Figure 4.11 shows the same
frequency offset with the previous section.

Similarly, the increasing deltafT decrease the jamming effectiveness for single tone
jamming with small jamming power.

To conclude, for single tone jamming within the same jamming power, the jamming
power spectrum located at the central of the QPSK spectrum will get the highest Pb



44 Chapter 4. Results and Discussion

Figure 4.11: Jamming with dFTs in a smaller Pj

result. And the frequency offset has an adverse impact on the jammer performance. The
next part will show the jamming performance with two-tone situation.
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4.4 Two-tone jamming

The test progress is similar to the single-tone jamming; different deltafT value will be
tested during the estimate, find the effectiveness of two-tone jamming in different situa-
tions. All of the simulations in this section is estimated with N=1000, and Eb No db from
-2 to 9. Different jamming power to signal power ratios range will be test respectively.

Firstly, when Pj=0.05, deltafT=0.5, the simulation graph has been shown in figure
4.12.

Figure 4.12: 1-tone vs 2-tone jamming case 1

From this graph we can see two lines represent the Pb performance for each jammer,
the blue line is the reference jammer of single tone jamming within the central frequency,
and the red line is the two jammer tones. The total jamming powers for two methods
are the same Pj=0.05. It obviously shows the reference single tone jamming has a better
performance than the two jamming tones.

Then decrease the two jamming tones to deltafT=0.2, the simulation graph shows in
figure 4.13 .

This time, two lines mainly coincide together, it means with frequency offset 0.2, there
is little difference between two jamming methods. The interspace between two graphs may
due to the random progress during simulation, the following chart showed the simulation
with same parameters. A better result can be found in several times of running, for
example a similar result with better estimated shows in figure 4.14.

Then we continually decrease the frequency offset to 0.1; the simulation is shown in
following figure 4.15.

This result is varying with the previous estimate; The result with frequency offset is
greater than the reference single-tone jammer. Two lines divergent after 7dB and two
tone jamming has a better performance than the single town jamming. This result is not
occasional it can be estimated by running several times, the result is still the same, the
effectiveness of two- tone jamming is better during a high Eb/N o dB environment.

The effectiveness can be even larger when Pj is relatively large, for example, Pj=0.2
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Figure 4.13: 1-tone vs 2-tone jamming case 2

Figure 4.14: 1-tone vs 2-tone jamming better results case 2

From figure 4.16. It is obviously shown that there is a large gap between two jamming
methods and the two tone jamming method has a better performance after 6dB.

To conclude, the effectiveness of two-tone jammer can be estimated by using with great
Eb/No environment with relatively large Pj/Ps. The frequency offset should be closer to
the central frequency to get better performance. Large frequency offset will bring a worse
impact on the final jamming performance.

4.5 Multi-tone Jamming

Next, a more complex version of the jamming method is expanded from the two-tone
jamming scheme from previous section, the number of M tones will be distributed around
QPSK signal. The relative primary parameters are estimated in the following section,
which is the two Pji distribution methods, and deltafT, the maximum and minimum
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Figure 4.15: 1-tone vs 2-tone jamming case 3

Figure 4.16: 1-tone vs 2-tone jamming case 4

frequency offset, the total jamming power that can be allocated with, and the different
number of M tones. These parameters will be estimated, and the best case will be found
for the best jamming performance.

4.5.1 Pji Distribution Methods

The simulation results show in following figures, from figure 4.17 to figure 4.22. Some
parameters setting is chosen, these could cover some general cases with in all the range
of values to see the difference of Pb performance.

From top to bottom of graphs, these parameters are setting with:
Pj=0.1, deltafT=0.8, M=10
Pj=0.1, deltafT=0.08, M=10
Pj=0.05, deltafT=0.4, M=10
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Pj=0.05, deltafT=0.2, M=10
Pj=0.01. deltafT=0.8, M=10
Pj=0.01. deltafT=0.08, M=10

Figure 4.17: Pji distribution method, Pj=0.1, deltafT=0.8, M=10

Figure 4.18: Pji distribution method, Pj=0.1, deltafT=0.08, M=10

These figures indicate that, the blue line is Pji distributed uniquely and the red line is
Pji distributed with sinc function, the more complex distribution method. Pji distribution
with sinc function either the same or has a better efficiency than the unique jamming
power distribution. Better performance with sinc distribution is estimated. The result
may be due to the higher jamming power allocated close to the central frequency; a Pji
sinc distribution has a greater power closer to the QPSK central frequency than the Pji
with unique distribution.

Other related simulation results could be found in later demonstration, which show
the simulation with different parameter combinations between frequency offset and total
jamming power.
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Figure 4.19: Pji distribution method, Pj=0.05, deltafT=0.4, M=10

Figure 4.20: Pji distribution method, Pj=0.05, deltafT=0.2, M=10

There is little difference between two Pji distribution methods, when frequency offset
value is too small, because the narrow frequency range centralizes all the jamming power
around QPSK central frequency, the effect will be less with different distribution methods.

In addition, if the Pj value is set to less in the lower frequency range, there will be
little difference between two methods because two jamming methods will be both less effec-
tive compared with reference jammer. This case is estimated by Pj=0.01, deltafT=0.08,
M=10, a narrow frequency offset with small total jamming power, and with relatively
large number of tones. Shown in figure 4.22.

In conclusion, we generally use the sinc function to allocate the Pji in M-tone jamming,
because better effectiveness can be found in the sinc distribution function than the unique
Pji, for most of the situations, in particular for a wider frequency jamming range, the
distribution with sinc function could get better performance.
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Figure 4.21: Pji distribution method, Pj=0.01, deltafT=0.8, M=10

Figure 4.22: Pji distribution method, Pj=0.01, deltafT=0.08, M=10

4.5.2 Multi-tone Jamming VS Single-tone Jamming

For a clear review, as we mentioned in the experimental procedure, several sets of pa-
rameters for m-tone jamming has been estimated. Figure 4.23 is an example with the
setting M=10, Pj=0.1, deltafT=0.1. For other related results will be showing in later
demonstration.

From the graph,it is easily found that a clear blue line places above the red line, the
blue line represents the M-tone jamming has a better performance than the reference
single-tone jamming without frequency offset.

It indicates that the multi-tone jamming scheme could improve the jamming perfor-
mance that affect the QPSK modulation.
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Figure 4.23: M-tone VS 1-tone, Pj=001, deltafT=0.1, M=10

4.5.3 M number of tones

At the end of the section, we tried to fix the other parameters, leave M, find the relation-
ship between M tones and Pb, see the effectiveness of multi tones jamming, the result
shows in figure 4.24.

Figure 4.24: Influence with M tones

M=4,8 will give a large impact on QPSK signal modulation, continuous increasing M
will also increase the performance a little. The fluctuation of the line due to the random
progress during simulation, and it is normal since the Pb, the range of y-axis is located
with very tiny numbers.
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4.6 Code Implementation And Discussions

The following section will explain the problem during code writing, during the progress
of writing code, there are some errors at the early stage. Firstly, sometimes running a
code will drop into the infinite loop, which is the problem with stop condition, and this
issue is easily confusing with some codes spending the relatively considerable time to
execute. Therefore, as we suggest in the previous progress part, we can use a small range
of parameters to estimate the result during coding. For example, set Eb No range from
-2dB to 7dB, lower the error determination condition to N=10,meantime increase the Pj
to a larger number 0.1 or 0.2 since a massive jamming power will produce more bit errors
during modulation, then the error determination will be faster to reach the requirement.
Also, M is setting with 4 to 10 to get a sufficient estimate. And additionally, the number of
vectors is too many during programming, trace the result from the workspace, solve every
problem especially the vector dimension matching, that is the most frequently happening
problem during programming because the vector operation is complex and challenging to
determine the problem quickly.

4.6.1 Code Performance

The computing complexity of the simulation is increasing during the development of
coding. The following parameters show the effect the code running speed.

Eb No dB, especially after 9dB, the estimate Pb value is less, and it ’s hard to collect
enough bit errors to terminate the code progress.

N, as mentioned, the time complexity for N is linear, a small N can be used for easier
stage, and N=1000 gives a good estimate.

Pj, large Pj affect the communication channel; more bit errors could be collected, and
N condition could be reached faster.

M, M-tone jamming will spend further time on simulation, the number of M will give
an enormous impact on simulation speed, for every symbol estimated during modulation,
the M tones calculate once and filled random phases. Most of the estimate will take
several hours even one day, and sometimes the result may be dissatisfied; some different
parameters will be changed and repeat the progress will take even a longer time.

4.7 Conclusion Of Different Jamming Methods

So far, we estimate all the results with single-tone jamming, single-tone jamming with
frequency offset, two-tone jamming, m-tone jamming. All related parameters have been
estimated and discussed; the result could be concluded as the following list:

1. Pj, total jamming power and Pj/Pi, the total jamming power to the total signal
power ratio give the modulation communication channel a huge impact on the final
performance; Increasing Pj could dramatically improve the jamming performance,
and increase the BER(bit error rates), that could finally cause the decrease of the
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entire communication system performance , decease the probability that receiver
could get the correct information.

2. Frequency offset ∆f , deltafT in the code, also affect the jamming effectiveness; In
general, increase the value with deltafT will cause the jamming tone placed away
from central frequency, this could weaken the final jamming performance that affects
the QPSK Modulation. However for m-tone jamming place the jamming tones
and total jamming power around central frequency (0.08 - 0.1), could get a better
performance over the single tone jamming placed at the central frequency. The
reason of m-tone jamming could get a better result is with some certain conditions,
the required phase angle value is triggered with the effect of m-tone jamming, these
phases is affected in several times with large amount of random process; At the end,
the final reconstructed signal is just over the next state of modulation determining
condition.

3. In the current case with QPSK Simulation, for M-tone jamming, the appropriate
number of m-tone jamming is setting with 8-10, there are some big difference be-
tween 2,4,8 respectively; Continually increase M would have a little effect on the
final m-tone jamming performance ; Although there are little difference for relative-
ly large number of M-tone jamming, the scheme of how to place the multi tones
will be more effect with some advanced modulation method, and multi-tone jam-
ming will be used as the anti-anti-jamming scheme in the future development. This
means the relatively large number of multi-tone jamming will be applied for against
some advanced modulation method which already implemented some ’anti-jamming
scheme.’

Finally, different tone jamming schemes have been estimated and discussed, the 10-
tone jamming with frequency offset= 0.08 has the best performance compared with
other jamming schemes in the same total jamming power to total signal power ratio.
The final estimate multi-tone jamming is succeeded over the reference performance
of single-tone jamming without frequency offset.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

In conclusion, this project has been introduced all the background information behind
the jamming signal and digital communication system, a robust understanding of digital
communication system helps the implementation of programming the simulation code;
The modulation and channel are two critical blocks that should put more concern into
this project. The progress of QPSK Modulation is used in this project as the initial
modulated signal. And the jamming channel is involved in the communication channel
between modulation and demodulation. Different jamming methods ,including the one-
tone jamming within central frequency, the one-tone jamming with frequency offset, two-
tone jamming, and M-tone jamming is estimated by the performance with system Pb,
the bit error rate; A higher bit error rate represents better performance towards the
jamming method which is used. And moreover, the related parameters affect the jamming
performance has also been estimated during simulation.

Therefore, for every jamming methods, Pj, the power of jamming plays a major role in
jamming effectiveness, the jamming effectiveness will be increased as the large Pj interfere
in the jamming channel.

For a certain type of jamming method, the secondary parameter that affects the jam-
ming performance is the amount of jamming power that distributed closer to the central
frequency; it includes the jamming frequency offset and the distribution method.

Also ,for multi-tone jamming, the number of M tones can further increase the jamming
performance by distributed the individual jamming power around the central frequency
of QPSK power spectrum.

5.2 Future Work

So far, the effectiveness of tone jamming that affects QPSK modulated signal has been
estimated. However, there are still some works can be estimated. The future work will
focus on the following points:
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• Currently , only tone jamming is estimated, some other types such as the noise
jamming, can be used for jamming QPSK signal, the jamming performance of partial
band noise jamming could be estimated in the following works.

• In this project ,only QPSK Modulation , a common type of modulation is used
as the original modulation method. There are many type of modulation method-
s , for example Amplitude shift keying(ASK),frequency shift keying(FSK),M-array
ASK(MASK),M-Array-FSK(MFSK),Code shift keying(CSK), Continuous phase mod-
ulation(CPM),Trellis coded modulation(TCM). The different modulation methods
also have their property, and the best jamming scheme matches the specific modu-
lation method.

• Moreover, both modulation and jamming method has their advanced version for the
anti-jamming or anti-anti-jamming purpose, for example, the digital system design
Direct Sequence Spread Spectrum Systems(DSSS) is to prevent the interference of
single-tone jamming. The multi-tone jamming, how effectively distribute jamming
power over the DSSS is the task could estimate in the future. Some other anti-
jam signal detection technique for instance Frequency-Hopping Spread Spectrum
Signal Detection(FHSS), for FHSS,it could also be divided into Fast Frequency
Hopping Systems(FFHSS) and Slow Frequency Hopping Systems(SFHSS); These
are some advanced anti-jamming modulation that widely used in practical especially
in wireless communications, need more research on the related topics.
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Abbreviations

ASK Amplitude Shift Keying
AWGN Additive White Gaussian Noise
BER Bit Error Rate
DF Direction Finding
DMPSK Differential M-ary Phase Shift Keying
DSSS Direct Sequence Spread Spectrum Systems
EA Electronic Attack
EP Electronic Protection
ES Electronic Support
EW Electronic Warfare
FFHSS Fast Frequency-Hopping Spread Spectrum Signal Detection
FHSS Frequency-Hopping Spread Spectrum Signal Detection
FM Frequency Modulation
FSK Frequency Shift Keying
MASK M-ary Amplitude Shift Keying
MFSK M-ary Frequency Shift Keying
MPSK M-ary Phase Shift Keying
OOK On-Off Keying
PSD Power Spectrum Density
PSK Phase Shift Keying
QPSK Quadrature Phase Shift Keying
SFHSS Slow Frequency-Hopping Spread Spectrum Signal Detection
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Appendix A

Matlab Coding

A.1 Overview

All the Matlab codes implementing during the entire project will be provided here for the
reference of readers.

A.2 QPSK Sumulation

%A/Prof Sam Re i s en f e l d
%QPSK Simulat ion over an AWGN chane l
%ELEC426 , Autumn , 2012
%Modif ied by Enbo Yang ,QPSK Jammers
%F i r s t QPSK Simulat ion

clc
clear
%

% Primary parameters
Eb No dB =[ −2 :1 :11 ] ; %Eb/No
b lock l ength =256; % The b i t e r ror ra t e i s ob ta ined in b l o c k s o f

data
Nspb=16;
N=1000; %The number o f b i t e r ro r s f o r the error de terminat ion
%

% Derived parameters
Eb No=10.ˆ(Eb No dB ./10 ) ;
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for iiEbNo =1: length (Eb No) ;
N er ro r s =0; % Couter f o r the number o f b i t e r ro r s
N bit s =0; % Couter f o r the number o f b i t s
sigma n=sqrt (Nspb/ (4∗Eb No( iiEbNo ) ) ) ; % Noise s tandard

d e v i a t i on
cond i t i on =0; % N b i t e r ro r s not ye t ob ta ined
while cond i t i on==0

N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ; % Generated random binary

data
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
for i i =1:2 : b l ock l ength % Generate QPSK

phases
a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end
% Generate no i se v ec t o r
n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+j ∗randn (1 , Nspb∗

b lock l ength /2) ) ;
for i i =1: b l ock l ength /2 % Generate s i g n a l v e c t o r f o r the

b l o c k
x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=exp( j ∗phi ( i i ) ) .∗ ones (1 ,

Nspb) ;
end

y=x+n ; %Addi t i v e Communications Channel ( wi th jammer)
i i r =0; % Couter on the b i t number
for i i =1: b lock l ength /2 % Symbol d e t e c t i on
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u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
%b i t d e t e c t i on
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end

end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ; % Number o f b i t

e r ro r s in b l o c k
N erro r s=N er ro r s+errornumber ; % Total Number o f b i t

e r ro r s
i f N errors>N % Condit ion to terminate the s imu la t i on

cond i t i on=1
end

end
PB( iiEbNo )=N er ro r s / N bi t s % b i t er ror ra t e e s t imate

end

PB theory=qfunc ( sqrt (2∗Eb No) ) ;
f igure (1 )
semilogy (Eb No dB ,PB, Eb No dB , PB theory )
grid
xlabel ( ’Eb/N o (dB) ’ )
ylabel ( ’ P b ’ )
t i t l e ( ’P B f o r Pj d i f f e r e n c e a f f e c t QPSK’ )
legend ( ’ Simulated P B ’ , ’ Theo r e t i c a l P B ’ )
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A.3 Single-Tone Jamming placed at centre frequency

%A/Prof Sam Re i s en f e l d
%QPSK Simulat ion over an AWGN chane l
%ELEC426 , Autumn , 2012
%Modif ied by Enbo Yang ,QPSK Jammers
%The i n f l u en c e o f BER with jammer s i g n a l power

clc
clear
%

% Primary parameters
Eb No dB =[ −2 :1 :9 ] ; %Eb/No
b lock l ength =256; % The b i t e r ror ra t e i s ob ta ined in b l o c k s o f

data
Nspb=16;
N=1000; %The number o f b i t e r ro r s f o r the error de terminat ion
%

% Derived parameters
Eb No=10.ˆ(Eb No dB ./10 ) ;

for iiEbNo =1: length (Eb No) ;
N er ro r s =0; % Couter f o r the number o f b i t e r ro r s
N bit s =0; % Couter f o r the number o f b i t s
sigma n=sqrt (Nspb/ (4∗Eb No( iiEbNo ) ) ) ; % Noise s tandard

d e v i a t i on
cond i t i on =0; % N b i t e r ro r s not ye t ob ta ined
while cond i t i on==0

N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ; % Generated random binary

data
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
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for i i =1:2 : b l ock l ength % Generate QPSK
phases

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end
% Generate no i se v ec t o r
n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+j ∗randn (1 , Nspb∗

b lock l ength /2) ) ;
for i i =1: b l ock l ength /2 % Generate s i g n a l v e c t o r f o r the

b l o c k
x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=exp( j ∗phi ( i i ) ) .∗ ones (1 ,

Nspb) ;
p h i j=pi /4 ; % Phase ang l e f o r the jammer s i g n a l
Pj =0.01; % Power o f jammer s i gna l , in t h i s loop , Pj=0.01
j a ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=sqrt (2∗Pj )∗exp( j ∗ p h i j ) ;
%Generate jamming s i g n a l v e c t o r

end
y=x+n+ja ; %Addi t i v e Communications Channel ( wi th jammer)
i i r =0; % Couter on the b i t number
for i i =1: b lock l ength /2 % Symbol d e t e c t i on

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
%b i t d e t e c t i on
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
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end
end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ; % Number o f b i t

e r ro r s in b l o c k
N erro r s=N er ro r s+errornumber ; % Total Number o f b i t

e r ro r s
i f N errors>N % Condit ion to terminate the s imu la t i on

cond i t i on=1
end

end
PB( iiEbNo )=N er ro r s / N bi t s % b i t er ror ra t e e s t imate

end

%Below i s a s im i l a r loop , the power o f jammer s i g n a l i s 0.05
for iiEbNo =1: length (Eb No) ;

N er ro r s =0;
N bi t s =0;
sigma n=sqrt (Nspb/ (4∗Eb No( iiEbNo ) ) ) ;
c ond i t i on =0;
while cond i t i on==0

N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ;
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
for i i =1:2 : b l ock l ength

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end
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n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+j ∗randn (1 , Nspb∗
b lock l ength /2) ) ;

for i i =1: b l ock l ength /2
x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=exp( j ∗phi ( i i ) ) .∗ ones (1 ,

Nspb) ;

p h i j=pi /4 ;
Pj =0.05; % Power o f jammer s i gna l , in t h i s loop , Pj=0.05
j a ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=sqrt (2∗Pj )∗exp( j ∗ p h i j ) ;

end

y=x+n+ja ;
i i r =0;
for i i =1: b lock l ength /2

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end

end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ;
N er ro r s=N er ro r s+errornumber ;
i f N errors>N

cond i t i on=1
end

end
PB2( iiEbNo )=N er ro r s / N bi t s

end

%Below i s a s im i l a r loop , the power o f jammer s i g n a l i s 0 .5
for iiEbNo =1: length (Eb No) ;
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N erro r s =0;
N bi t s =0;
sigma n=sqrt (Nspb/ (4∗Eb No( iiEbNo ) ) ) ;
c ond i t i on =0;
while cond i t i on==0

N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ;
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
for i i =1:2 : b l ock l ength

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end

n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+j ∗randn (1 , Nspb∗
b lock l ength /2) ) ;

for i i =1: b l ock l ength /2
x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=exp( j ∗phi ( i i ) ) .∗ ones (1 ,

Nspb) ;

p h i j=pi /4 ;
Pj =0.5 ; % Power o f jammer s i gna l , in t h i s loop , Pj=0.5
j a ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=sqrt (2∗Pj )∗exp( j ∗ p h i j ) ;

end

y=x+n+ja ;



A.3 Single-Tone Jamming placed at centre frequency 67

i i r =0;
for i i =1: b lock l ength /2

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end

end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ;
N er ro r s=N er ro r s+errornumber ;
i f N errors>N

cond i t i on=1
end

end
PB3( iiEbNo )=N er ro r s / N bi t s

end

PB theory=qfunc ( sqrt (2∗Eb No) ) ;
f igure (1 )
semilogy (Eb No dB , PB3, Eb No dB , PB2, Eb No dB ,PB, Eb No dB ,

PB theory )
%Plot 4 graph , compare wi th d i f f e r e n t Pj
grid
xlabel ( ’Eb/N o (dB) ’ )
ylabel ( ’ P b ’ )
t i t l e ( ’P B f o r Pj d i f f e r e n c e a f f e c t QPSK’ )
legend ( ’ Simulated P B( Pj =0.5) ’ , ’ Simulated P B( Pj =0.05) ’ , ’

Simulated P B( Pj =0.01) ’ , ’ Theo r e t i c a l P B( Pj=0) ’ )
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A.4 Single-Tone Jamming with Frequency Offset

%A/Prof Sam Re i s en f e l d
%QPSK Simulat ion over an AWGN chane l
%ELEC426 , Autumn , 2012
%Modif ied by Enbo Yang ,QPSK Jammers
%Jammer wi th o f f s e t f requency

clc
clear
%

% Primary parameters
Eb No dB l=−2;
Eb No dB h=9;
N points =10;
delta Eb No=(Eb No dB h−Eb No dB l ) /( N points−1) ;
Eb No dB=[Eb No dB l : delta Eb No : Eb No dB h ] ; %dB range from −2

to 9
N=1000; %The number o f b i t e r ro r s f o r the error de terminat ion
b lock l ength =256; % The b i t e r ror ra t e i s ob ta ined in b l o c k s o f

data
Nspb=16;
nn = [ 1 : 1 : Nspb ] ; %ca l c u l a t e the jammer phase ang l e

Ps=1; % Power o f x s i g n a l
Pj =0.1 ; % Power o f jammer s i g n a l
de l ta fT =0.1; %o f f s e t f requency d e l t a f ∗ T

%

% Derived parameters

Eb No=10.ˆ(Eb No dB ./10 ) ;

for iiEbNo =1: length (Eb No) ;
N er ro r s =0; % Couter f o r the number o f b i t e r ro r s
N bit s =0; % Couter f o r the number o f b i t s
sigma n=sqrt ( Ps∗Nspb/ (2∗Eb No( iiEbNo ) ) ) ; % Noise s tandard

d e v i a t i on
cond i t i on =0; % N b i t e r ro r s not ye t ob ta ined
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while cond i t i on==0
N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ; % Generated random binary

data
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
for i i =1:2 : b l ock l ength % Generate QPSK phases

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end
% Generate no i se v ec t o r

n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+ . . .
j ∗randn (1 , Nspb∗ b lock l ength /2) ) ;

t s i =2.∗pi .∗ rand % i n i t i a l phase s t a t e o f jammer
theta =2.∗pi .∗ rand ;

for i i =1: b l ock l ength /2
x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )= sqrt ( 2 .∗Ps ) . . .

∗ exp( j ∗phi ( i i ) ) .∗ ones (1 , Nspb) ;

%phase ang l e o f jammer

j a ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=sqrt ( 2 .∗ Pj ) .∗exp( j ∗ theta )
. . .

.∗exp( j . ∗ 2 . ∗ pi .∗ de l ta fT .∗ nn ( 1 : Nspb) . / Nspb) .∗exp( j .∗
t s i ) ;
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t s i=t s i +2.∗pi .∗ de l ta fT ; %next b l o c k i n i t i a l s t a t e
a d d i t i v e

end

y=x+n+ja ; %Addi t i v e Communications Channel ( wi th jammer)
i i r =0; % Couter on the b i t number
for i i =1: b lock l ength /2 % Symbol d e t e c t i on

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end

end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ; % Number o f b i t

e r ro r s in b l o c k
N erro r s=N er ro r s+errornumber ; % Total Number o f b i t

e r ro r s
i f N errors>N % Condit ion to terminate the s imu la t i on

cond i t i on=1
end

end
PB( iiEbNo )=N er ro r s / N bi t s % b i t er ror ra t e e s t imate

end

%Below i s a s im i l a r loop , w i thout f requency o f f s e t
for iiEbNo =1: length (Eb No) ;

N er ro r s =0;
N bi t s =0;
sigma n=sqrt ( Ps∗Nspb/ (2∗Eb No( iiEbNo ) ) ) ; % Noise s tandard

d e v i a t i on
cond i t i on =0;
while cond i t i on==0

N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ;
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for i i =1: b lock l ength
i f data ( i i )>0

data ( i i ) =1;
else

data ( i i ) =0;
end

end
for i i =1:2 : b l ock l ength

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end

n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+j ∗randn (1 , Nspb∗
b lock l ength /2) ) ;

theta =2.∗pi .∗ rand ;
for i i =1: b l ock l ength /2

x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )= sqrt (2∗Ps )∗exp( j ∗phi ( i i )
) .∗ ones (1 , Nspb) ;

j a ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=sqrt (2∗Pj )∗exp( j ∗ theta ) ;

end
y=x+n+ja ;
i i r =0;
for i i =1: b lock l ength /2

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
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i f v>=0
datar ( i i r ) =0;

else
datar ( i i r ) =1;

end
end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ;
N er ro r s=N er ro r s+errornumber ;
i f N errors>N

cond i t i on=1
end

end
PB2( iiEbNo )=N er ro r s / N bi t s

end

PB theory=qfunc ( sqrt (2∗Eb No) ) ;
f igure (1 )
semilogy (Eb No dB , PB2, Eb No dB ,PB)
grid
xlabel ( ’Eb/N o (dB) ’ )
ylabel ( ’ P b ’ )
t i t l e ( ’ d e l t a f i n f u l e n c e f o r P B Performance f o r QPSK’ )
legend ( ’ Simulated P B ’ , ’ Simulated P B with d e l t a f ∗nT ’ )
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A.5 Two-Tone Jamming

%A/Prof Sam Re i s en f e l d
%QPSK Simulat ion over an AWGN chane l
%ELEC426 , Autumn , 2012
%Modif ied by Enbo Yang ,QPSK Jammers
%Two Jamming Tones + frequency o f f s e t

clc
clear
%

% Primary parameters
Eb No dB l=−2;
Eb No dB h=9;
N points =10;
delta Eb No=(Eb No dB h−Eb No dB l ) /( N points−1) ;
Eb No dB=[Eb No dB l : delta Eb No : Eb No dB h ] ; %dB range from −2

to 9
N=1000; %The number o f b i t e r ro r s f o r the error de terminat ion
b lock l ength =256; % The b i t e r ror ra t e i s ob ta ined in b l o c k s o f

data
Nspb=16;
nn = [ 1 : 1 : Nspb ] ; %ca l c u l a t e the jammer phase ang l e
Ps=1; % Power o f x s i g n a l
Pj =0.2 ; % Power o f jammer s i g n a l
de l ta fT1 =0.1 ; %o f f s e t f requency o f jamming tone 1
de l ta fT2 =0.1 ; %o f f s e t f requency o f jamming tone 2

%

% Derived parameters

Eb No=10.ˆ(Eb No dB ./10 ) ;

for iiEbNo =1: length (Eb No) ;
N er ro r s =0; % Couter f o r the number o f b i t e r ro r s
N bit s =0; % Couter f o r the number o f b i t s
sigma n=sqrt ( Ps∗Nspb/ (2∗Eb No( iiEbNo ) ) ) ; % Noise s tandard

d e v i a t i on
cond i t i on =0; % N b i t e r ro r s not ye t ob ta ined
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while cond i t i on==0
N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ; % Generated random binary

data
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
for i i =1:2 : b l ock l ength % Generate QPSK phases

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end
% Generate no i se v ec t o r

n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+ . . .
j ∗randn (1 , Nspb∗ b lock l ength /2) ) ;

t s i 1 =2.∗pi .∗ rand % i n i t i a l phase s t a t e o f jammer
t s i 2 =2.∗pi .∗ rand
theta1 =2.∗pi .∗ rand ;
theta2 =2.∗pi .∗ rand ;

for i i =1: b l ock l ength /2
x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )= sqrt ( 2 .∗Ps ) . . .

∗ exp( j ∗phi ( i i ) ) .∗ ones (1 , Nspb) ;

j a ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=sqrt ( 2 .∗ Pj . / 2 ) .∗exp( j ∗ theta1
) . . .

.∗exp( j . ∗ 2 . ∗ pi .∗ de l ta fT1 .∗ nn ( 1 : Nspb) . / Nspb) .∗exp( j .∗
t s i 1 )+ . . .

sqrt ( 2 .∗ Pj . / 2 ) .∗exp( j ∗ theta2 ) . . .
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.∗exp( j . ∗ 2 . ∗ pi .∗ de l ta fT2 .∗ nn ( 1 : Nspb) . / Nspb) .∗exp( j .∗
t s i 2 ) ;

t s i 1=t s i 1 +2.∗pi .∗ de l ta fT1 ; %next b l o c k i n i t i a l s t a t e
a d d i t i v e

t s i 2=t s i 2 +2.∗pi .∗ de l ta fT2 ;
end

y=x+n+ja ; %Addi t i v e Communications Channel ( wi th jammer)
i i r =0; % Couter on the b i t number
for i i =1: b lock l ength /2 % Symbol d e t e c t i on

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end

end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ; % Number o f b i t

e r ro r s in b l o c k
N erro r s=N er ro r s+errornumber ; % Total Number o f b i t

e r ro r s
i f N errors>N % Condit ion to terminate the s imu la t i on

cond i t i on=1
end

end
PB( iiEbNo )=N er ro r s / N bi t s % b i t er ror ra t e e s t imate

end

%Below i s a s im i l a r loop , s i g n l e tone wi thout f requency o f f s e t
for iiEbNo =1: length (Eb No) ;

N er ro r s =0;
N bi t s =0;
sigma n=sqrt ( Ps∗Nspb/ (2∗Eb No( iiEbNo ) ) ) ; % Noise s tandard

d e v i a t i on
cond i t i on =0;
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while cond i t i on==0
N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ;
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
for i i =1:2 : b l ock l ength

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end

n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+j ∗randn (1 , Nspb∗
b lock l ength /2) ) ;

theta =2.∗pi .∗ rand ;
for i i =1: b l ock l ength /2

x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )= sqrt (2∗Ps )∗exp( j ∗phi ( i i )
) .∗ ones (1 , Nspb) ;

j a ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=sqrt (2∗Pj )∗exp( j ∗ theta ) ;

end
y=x+n+ja ;
i i r =0;
for i i =1: b lock l ength /2

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
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end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end

end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ;
N er ro r s=N er ro r s+errornumber ;
i f N errors>N

cond i t i on=1
end

end
PB2( iiEbNo )=N er ro r s / N bi t s

end

figure (1 )
semilogy (Eb No dB , PB2, Eb No dB ,PB)
grid
xlabel ( ’Eb/N o (dB) ’ )
ylabel ( ’ P b ’ )
t i t l e ( ’ d e l t a f i n f u l e n c e f o r P B Performance f o r QPSK’ )
legend ( ’ Simulated P B( s i n g l e tone jamming ) ’ , ’ Simulated P B(Two

tone jamming ) ’ )
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A.6 Jammer Pji with different distribution methods

%A/Prof Sam Re i s en f e l d
%QPSK Simulat ion over an AWGN chane l
%ELEC426 , Autumn , 2012
%Modif ied by Enbo Yang ,QPSK Jammers
%Jammer Pj i wi th M power d i s t r i b u t i o n vs s inc ˆ2 power

d i s t r i b u t i o n

clc
clear
%

% Primary parameters
Eb No dB l=−2;
Eb No dB h=9;
N points =10;
delta Eb No=(Eb No dB h−Eb No dB l ) /( N points−1) ;
Eb No dB=[Eb No dB l : delta Eb No : Eb No dB h ] ;

N=200; %The number o f b i t e r ro r s f o r the error de terminat ion
b lock l ength =256; % The b i t e r ror ra t e i s ob ta ined in b l o c k s o f

data
Nspb=16;
nn = [ 1 : 1 : Nspb ] ;
Ps=1; % Power o f x s i g n a l
Pj =0.01; % Power o f jammer s i g n a l

M=10;
de l ta fT h =0.08;
d e l t a f T l=−de l ta fT h ;
d e l t a d e l t a f T=de l ta fT h /(M−1) ∗2 ;
de l ta fT =[ d e l t a f T l : d e l t a d e l t a f T : de l ta fT h ] ;

%

% Derived parameters

Eb No=10.ˆ(Eb No dB ./10 ) ;
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%Below i s the f i r s t loop , wi th unique power spectrum
d i s t r i b u t i o n

for iiEbNo =1: length (Eb No) ;
N er ro r s =0; % Couter f o r the number o f b i t e r ro r s
N bit s =0; % Couter f o r the number o f b i t s
sigma n=sqrt ( Ps∗Nspb/ (2∗Eb No( iiEbNo ) ) ) ; % Noise s tandard

d e v i a t i on
cond i t i on =0; % N b i t e r ro r s not ye t ob ta ined
while cond i t i on==0

N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ; % Generated random binary

data
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
for i i =1:2 : b l ock l ength % Generate QPSK phases

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end
% Generate no i se v ec t o r

n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+ . . .
j ∗randn (1 , Nspb∗ b lock l ength /2) ) ;

for m=1:M
t s i (m) =2.∗pi .∗ rand % i n i t i a l phase s t a t e o f jammer
theta (m) =2.∗pi .∗ rand

end

for i i =1: b l ock l ength /2
x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )= sqrt ( 2 .∗Ps ) . . .
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∗ exp( j ∗phi ( i i ) ) .∗ ones (1 , Nspb) ;

S=zeros (1 , Nspb) ;
for m=1:M

mm=sqrt ( 2 .∗ Pj . /M) .∗exp( j ∗ theta (m) ) . . .
.∗exp( j . ∗ 2 . ∗ pi .∗ de l ta fT (m) .∗ nn ( 1 : Nspb) . / Nspb) .∗exp( j

.∗ t s i (m) )
S=mm+S ;

ja ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=S ;
t s i (m)=t s i (m) +2.∗pi .∗ de l ta fT (m) ; %next b l o c k i n i t i a l

s t a t e a d d i t i v e
end

end

y=x+n+ja ; %Addi t i v e Communications Channel ( wi th jammer)
i i r =0; % Couter on the b i t number
for i i =1: b lock l ength /2 % Symbol d e t e c t i on

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end

end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ; % Number o f b i t

e r ro r s in b l o c k
N erro r s=N er ro r s+errornumber ; % Total Number o f b i t

e r ro r s
i f N errors>N % Condit ion to terminate the s imu la t i on

cond i t i on=1
end

end
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PB1( iiEbNo )=N er ro r s / N bi t s % b i t er ror ra t e e s t imate
end

%Below i s a s im i l a r loop , wi th power spectrum d i s t r i b u t i o n
for iiEbNo =1: length (Eb No) ;

N er ro r s =0; % Couter f o r the number o f b i t e r ro r s
N bit s =0; % Couter f o r the number o f b i t s
sigma n=sqrt ( Ps∗Nspb/ (2∗Eb No( iiEbNo ) ) ) ; % Noise s tandard

d e v i a t i on
cond i t i on =0; % N b i t e r ro r s not ye t ob ta ined
while cond i t i on==0

N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ; % Generated random binary

data
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
for i i =1:2 : b l ock l ength % Generate QPSK phases

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end
% Generate no i se v ec t o r

n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+ . . .
j ∗randn (1 , Nspb∗ b lock l ength /2) ) ;

for m=1:M
t s i (m) =2.∗pi .∗ rand % i n i t i a l phase s t a t e o f jammer
theta (m) =2.∗pi .∗ rand

end
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for i i =1: b l ock l ength /2
x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )= sqrt ( 2 .∗Ps ) . . .

∗ exp( j ∗phi ( i i ) ) .∗ ones (1 , Nspb) ;

S=zeros (1 , Nspb) ;
SINC=0
for m=1:M

SINC=SINC+( s i n c ( de l ta fT (m) ) ) ˆ2
end

for m=1:M
mm=sqrt ( 2 . ∗ ( s i n c ( de l ta fT (m) ) ˆ2) . / SINC .∗ Pj ) .∗exp( j ∗

theta (m) ) . . .
.∗exp( j . ∗ 2 . ∗ pi .∗ de l ta fT (m) .∗ nn ( 1 : Nspb) . / Nspb) .∗exp( j

.∗ t s i (m) )
S=mm+S ;

ja ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=S ;
t s i (m)=t s i (m) +2.∗pi .∗ de l ta fT (m) ; %next b l o c k i n i t i a l

s t a t e a d d i t i v e
end

end

y=x+n+ja ; %Addi t i v e Communications Channel ( wi th jammer)
i i r =0; % Couter on the b i t number
for i i =1: b lock l ength /2 % Symbol d e t e c t i on

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end

end
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errornumber=sum(mod( ( data+datar ) ,2 ) ) ; % Number o f b i t
e r ro r s in b l o c k

N erro r s=N er ro r s+errornumber ; % Total Number o f b i t
e r ro r s

i f N errors>N % Condit ion to terminate the s imu la t i on
cond i t i on=1

end
end
PB2( iiEbNo )=N er ro r s / N bi t s % b i t er ror ra t e e s t imate

end

PB theory=qfunc ( sqrt (2∗Eb No) ) ;
f igure (1 )
semilogy (Eb No dB , PB1, Eb No dB ,PB2)
grid
xlabel ( ’Eb/N o (dB) ’ )
ylabel ( ’ P b ’ )
t i t l e ( ’ d i f f e r e n t P j i power d i s t r i b u t i o n P B Performance f o r QPSK

’ )
legend ( ’ Simulated P B( Pj i with unique power d i s t r i b u t i o n ) ’ , ’

Simulated P B( Pj i with power spectrum d i s t r i b u t i o n ) ’ )
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A.7 M-tone jamming VS reference single-tone jam-

ming

%A/Prof Sam Re i s en f e l d
%QPSK Simulat ion over an AWGN chane l
%ELEC426 , Autumn , 2012
%Modif ied by Enbo Yang ,QPSK Jammers
%M−tone jamming VS re f e r ence s i n g l e−tone jamming

clc
clear
%

% Primary parameters
Eb No dB l=−2;
Eb No dB h=9;
N points =10;
delta Eb No=(Eb No dB h−Eb No dB l ) /( N points−1) ;
Eb No dB=[Eb No dB l : delta Eb No : Eb No dB h ] ;

N=1000; %The number o f b i t e r ro r s f o r the error de terminat ion
b lock l ength =256; % The b i t e r ror ra t e i s ob ta ined in b l o c k s o f

data
Nspb=16; % Se t t i n g 1−16 columns to the jammer
nn = [ 1 : 1 : Nspb ] ;
Ps=1; % Power o f x s i g n a l
Pj =0.1 ; % Power o f jammer s i gna l , in t h i s loop , Pj=0.1

M=10;
de l ta fT h =0.1;
d e l t a f T l=−de l ta fT h ;
d e l t a d e l t a f T=de l ta fT h /(M−1) ∗2 ;
de l ta fT =[ d e l t a f T l : d e l t a d e l t a f T : de l ta fT h ] ;

%

% Derived parameters

Eb No=10.ˆ(Eb No dB ./10 ) ;
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for iiEbNo =1: length (Eb No) ;
N er ro r s =0; % Couter f o r the number o f b i t e r ro r s
N bit s =0; % Couter f o r the number o f b i t s
sigma n=sqrt ( Ps∗Nspb/ (2∗Eb No( iiEbNo ) ) ) ; % Noise s tandard

d e v i a t i on
cond i t i on =0; % N b i t e r ro r s not ye t ob ta ined
while cond i t i on==0

N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ; % Generated random binary

data
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
for i i =1:2 : b l ock l ength % Generate QPSK phases

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end
% Generate no i se v ec t o r

n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+ . . .
j ∗randn (1 , Nspb∗ b lock l ength /2) ) ;

for m=1:M
t s i (m) =2.∗pi .∗ rand % i n i t i a l phase s t a t e o f jammer
theta (m) =2.∗pi .∗ rand

end

for i i =1: b l ock l ength /2
x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )= sqrt ( 2 .∗Ps ) . . .

∗ exp( j ∗phi ( i i ) ) .∗ ones (1 , Nspb) ;
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S=zeros (1 , Nspb) ;
SINC=0
for m=1:M

SINC=SINC+( s i n c ( de l ta fT (m) ) ) ˆ2
end

for m=1:M
mm=sqrt ( 2 . ∗ ( s i n c ( de l ta fT (m) ) ˆ2) . / SINC .∗ Pj ) .∗exp( j ∗

theta (m) ) . . .
.∗exp( j . ∗ 2 . ∗ pi .∗ de l ta fT (m) .∗ nn ( 1 : Nspb) . / Nspb) .∗exp( j

.∗ t s i (m) )
S=mm+S ;

ja ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=S ;
t s i (m)=t s i (m) +2.∗pi .∗ de l ta fT (m) ; %next b l o c k i n i t i a l

s t a t e a d d i t i v e
end

end

y=x+n+ja ; %Addi t i v e Communications Channel ( wi th jammer)
i i r =0; % Couter on the b i t number
for i i =1: b lock l ength /2 % Symbol d e t e c t i on

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end

end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ; % Number o f b i t

e r ro r s in b l o c k
N erro r s=N er ro r s+errornumber ; % Total Number o f b i t

e r ro r s
i f N errors>N % Condit ion to terminate the s imu la t i on
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cond i t i on=1
end

end
PB( iiEbNo )=N er ro r s / N bi t s % b i t er ror ra t e e s t imate

end

%Below i s a s im i l a r loop , the r e f e r ence s i n g l e−tone jamming
for iiEbNo =1: length (Eb No) ;

N er ro r s =0;
N bi t s =0;
sigma n=sqrt ( Ps∗Nspb/ (2∗Eb No( iiEbNo ) ) ) ; % Noise s tandard

d e v i a t i on
cond i t i on =0;
while cond i t i on==0

N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ;
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
for i i =1:2 : b l ock l ength

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end

n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+j ∗randn (1 , Nspb∗
b lock l ength /2) ) ;

theta =2.∗pi .∗ rand ;
for i i =1: b l ock l ength /2

x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )= sqrt (2∗Ps )∗exp( j ∗phi ( i i )
) .∗ ones (1 , Nspb) ;
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j a ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=sqrt (2∗Pj )∗exp( j ∗ theta ) ;

end
y=x+n+ja ;
i i r =0;
for i i =1: b lock l ength /2

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end

end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ;
N er ro r s=N er ro r s+errornumber ;
i f N errors>N

cond i t i on=1
end

end
PB2( iiEbNo )=N er ro r s / N bi t s

end

figure (1 )
semilogy (Eb No dB ,PB, Eb No dB ,PB2)
grid
xlabel ( ’Eb/N o (dB) ’ )
ylabel ( ’ P b ’ )
t i t l e ( ’ Jamming Comparsion S i n g l e tone VS Multi tones ’ )
legend ( ’M−tone jamming ’ , ’ Re ference s i n g l e−tone jamming ’ )
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A.8 M-tone jamming influence with the number of

M

%A/Prof Sam Re i s en f e l d
%QPSK Simulat ion over an AWGN chane l
%ELEC426 , Autumn , 2012
%Modif ied by Enbo Yang ,QPSK Jammers
%M VS Eb/No

clc
clear
%

% Primary parameters
Eb No dB=8;
M=[4 ,10 ,20 ,30 ,40 ,50 ,100 ,200 ,500 ,1000 ] ;
N=100;%The number o f b i t e r ro r s f o r the error de terminat ion
b lock l ength =256; % The b i t e r ror ra t e i s ob ta ined in b l o c k s o f

data
Nspb=16; % Se t t i n g 1−16 columns to the jammer
nn = [ 1 : 1 : Nspb ] ;
Ps=1;% Power o f x s i g n a l
Pj =0.05;% Power o f jammer s i gna l , in t h i s loop , Pj=0.05
de l ta fT h =0.08;

%

% Derived parameters
Eb No=10.ˆ(Eb No dB ./10 ) ;

for iM=1: length (M) ;
d e l t a f T l=−de l ta fT h ;
d e l t a d e l t a f T=de l ta fT h /(M(iM)−1)∗2 ;
de l ta fT =[ d e l t a f T l : d e l t a d e l t a f T : de l ta fT h ] ;

N er ro r s =0; % Couter f o r the number o f b i t e r ro r s
N bit s =0; % Couter f o r the number o f b i t s
sigma n=sqrt ( Ps∗Nspb/ (2∗Eb No) ) ; % Noise s tandard

d e v i a t i on
cond i t i on =0; % N b i t e r ro r s not ye t ob ta ined
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while cond i t i on==0
N bit s=N bit s+b lock l ength ;
data=randn (1 , b l ock l ength ) ; % Generated random binary

data
for i i =1: b lock l ength

i f data ( i i )>0
data ( i i ) =1;

else
data ( i i ) =0;

end
end
for i i =1:2 : b l ock l ength % Generate QPSK phases

a=data ( i i ) ;
b=data ( i i +1) ;
i f a==0 & b==0

phi ( i i /2+1/2)=pi /4 ;
e l s e i f a==1 & b==0

phi ( i i /2+1/2)=3∗pi /4 ;
e l s e i f a==1 & b==1

phi ( i i /2+1/2)=5∗pi /4 ;
else

phi ( i i /2+1/2)=7∗pi /4 ;
end

end
% Generate no i se v ec t o r

n=sigma n . ∗ ( randn (1 , Nspb∗ b lock l ength /2)+ . . .
j ∗randn (1 , Nspb∗ b lock l ength /2) ) ;

for m=1:M(iM)
t s i (m) =2.∗pi .∗ rand % i n i t i a l phase s t a t e o f jammer
theta (m) =2.∗pi .∗ rand

end

for i i =1: b l ock l ength /2
x ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )= sqrt ( 2 .∗Ps ) . . .

∗ exp( j ∗phi ( i i ) ) .∗ ones (1 , Nspb) ;

S=zeros (1 , Nspb) ;
SINC=0
for m=1:M(iM)

SINC=SINC+( s i n c ( de l ta fT (m) ) ) ˆ2
end
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for m=1:M(iM)
mm=sqrt ( 2 . ∗ ( s i n c ( de l ta fT (m) ) ˆ2) . / SINC .∗ Pj ) .∗exp( j ∗

theta (m) ) . . .
.∗exp( j . ∗ 2 . ∗ pi .∗ de l ta fT (m) .∗ nn ( 1 : Nspb) . / Nspb) .∗exp( j

.∗ t s i (m) )
S=mm+S ;

ja ( ( i i −1)∗Nspb+1:( i i ∗Nspb) )=S ;
t s i (m)=t s i (m) +2.∗pi .∗ de l ta fT (m) ; %next b l o c k i n i t i a l

s t a t e a d d i t i v e
end

end

y=x+n+ja ; %Addi t i v e Communications Channel ( wi th jammer)
i i r =0; % Couter on the b i t number
for i i =1: b lock l ength /2 % Symbol d e t e c t i on

u=real (sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
v=imag(sum( y ( ( i i −1)∗Nspb+1:( i i ∗Nspb) ) ) ) ;
i i r= i i r +1;
i f u>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end
i i r= i i r +1;
i f v>=0

datar ( i i r ) =0;
else

datar ( i i r ) =1;
end

end
errornumber=sum(mod( ( data+datar ) ,2 ) ) ; % Number o f b i t

e r ro r s in b l o c k
N erro r s=N er ro r s+errornumber ; % Total Number o f b i t

e r ro r s
i f N errors>N % Condit ion to terminate the s imu la t i on

cond i t i on=1
end

end
PB(iM)=N er ro r s / N bi t s % b i t er ror ra t e e s t imate

end
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f igure (1 )
plot (M,PB)
grid
xlabel ( ’Number o f M’ )
ylabel ( ’BER’ )
t i t l e ( ’Number o f M Tone Jamer e f f e c t s ’ )
legend ( ’ Simulated P B( Pj =0.05) ’ )
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