
 

 

Dual Representations of Temporal 

Modulations in Human Auditory Cortex 

 

 

 

Huizhen Tang 

 

 

ARC Centre of Excellence in 

Cognition and its Disorders 

 

Department of Cognitive Science 

Macquarie University, Sydney, Australia 

 

 

This thesis is submitted in fulfilment of the requirements for the degree of Doctor 

of Philosophy  

 

July 2015 

 



Table of Contents 
THESIS SUMMARY	
  ...........................................................................................................................................	
  I	
  

STATEMENT	
  ......................................................................................................................................................	
  II	
  

ACKNOWLEDGMENTS	
  ................................................................................................................................	
  III	
  

CHAPTER	
  1	
  -­‐	
  GENERAL	
  INTRODUCTION	
  ....................................................................................................	
  1	
  

1.1 CORTICAL PROCESSING OF TEMPORAL MODULATIONS	
  ....................................................	
  2	
  

1.1.1 NEURAL ENCODING OF TEMPORAL MODULATIONS	
  ........................................................................................	
  3	
  

1.1.2 STIMULUS-SYNCHRONISED TEMPORAL REPRESENTATION	
  ..........................................................................	
  6	
  

1.1.3 NON-SYNCHRONISED RATE-BASED REPRESENTATION	
  .................................................................................	
  7	
  

1.1.4 TEMPORAL-TO-RATE TRANSFORM AND ITS FUNCTIONAL ROLE	
  ................................................................	
  9	
  

1.1.5 TEMPORAL PROCESSING IN HUMAN AUDITORY CORTEX	
  ...........................................................................	
  11	
  

1.2 DEVELOPMENT OF TEMPORAL PROCESSING IN THE AUDITORY CORTEX	
  ............	
  16	
  

1.2.1 BEHAVIOURAL EVIDENCE	
  ....................................................................................................................................	
  16	
  

1.2.2 ASSRS AND EFRS IN CHILDREN	
  .......................................................................................................................	
  18	
  

1.3 PERCEPTION OF TEMPORAL MODULATION	
  ...........................................................................	
  19	
  

1.3.1 PERCEIVED TEMPORAL MODULATION	
  .............................................................................................................	
  19	
  

1.3.2 RELATION TO SPEECH PERCEPTION	
  ..................................................................................................................	
  21	
  

1.4 METHODOLOGY	
  ....................................................................................................................................	
  23	
  

1.4.1 ANALYTIC METHODS FOR MEASURING OSCILLATORY RESPONSES	
  .......................................................	
  23	
  

1.4.2 ELECTROPHYSIOLOGICAL TECHNIQUES FOR STUDYING BRAIN FUNCTIONS	
  .......................................	
  31	
  

1.5 RESEARCH QUESTIONS	
  ......................................................................................................................	
  36	
  

1.6 REFERENCES	
  ...........................................................................................................................................	
  38	
  

CHAPTER	
  2	
  –	
  EVIDENCE	
  FROM	
  MEG	
  .........................................................................................................	
  47	
  

2.1 INTRODUCTION	
  ......................................................................................................................................	
  50	
  

2.2 METHODS	
  ..................................................................................................................................................	
  52	
  



 
 
 

3 

2.2.1 SUBJECTS	
  ..................................................................................................................................................................	
  52	
  

2.2.2 ACOUSTIC STIMULATION	
  .....................................................................................................................................	
  52	
  

2.2.3 PROCEDURE	
  ..............................................................................................................................................................	
  53	
  

2.2.4 MEG RECORDING	
  ..................................................................................................................................................	
  54	
  

2.2.5 STRUCTURAL MRI SCANS	
  ...................................................................................................................................	
  54	
  

2.2.6 ANALYSES	
  ................................................................................................................................................................	
  54	
  

2.3 RESULTS	
  ....................................................................................................................................................	
  58	
  

2.4 DISCUSSION	
  .............................................................................................................................................	
  62	
  

2.4.1 A NOVEL RESPONSE PROPERTY OF THE AUDITORY EFR	
  ...........................................................................	
  63	
  

2.4.2 DUAL TEMPORAL ENCODING MECHANISMS	
  ..................................................................................................	
  66	
  

2.4.3 BETA BAND SUPPRESSION	
  ...................................................................................................................................	
  67	
  

2.4.4 METHODOLOGICAL CONSIDERATIONS AND LIMITATIONS	
  ........................................................................	
  68	
  

2.5 CONCLUSIONS	
  ........................................................................................................................................	
  70	
  

2.6 REFERENCES	
  ...........................................................................................................................................	
  71	
  

CHAPTER	
  3	
  –	
  EVIDENCE	
  FROM	
  EEG	
  ..........................................................................................................	
  76	
  

3.1 INTRODUCTION	
  .....................................................................................................................................	
  78	
  

3.2 METHODS	
  ..................................................................................................................................................	
  82	
  

3.2.1 SUBJECTS	
  ..................................................................................................................................................................	
  82	
  

3.2.2 ACOUSTIC STIMULATION AND PROCEDURE	
  ...................................................................................................	
  82	
  

3.2.3 EEG RECORDING	
  ....................................................................................................................................................	
  83	
  

3.2.4 STRUCTURAL MRI SCANS	
  ...................................................................................................................................	
  83	
  

3.2.5 ANALYSES.	
  ...............................................................................................................................................................	
  83	
  

3.3 RESULTS	
  ....................................................................................................................................................	
  87	
  

3.3.1 EFRS IN THE PRIMARY AUDITORY CORTEX	
  ...................................................................................................	
  87	
  

3.3.2 EFRS IN THE CORTICAL AND SUBCORTICAL SOURCES	
  ..............................................................................	
  89	
  



 
 

4 

3.4 DISCUSSION	
  ..............................................................................................................................................	
  94	
  

3.4.1 PHASE-LOCKED AND NON PHASE-LOCKED COMPONENTS OF THE EEG-RECORDED ENVELOPE 

FOLLOWING RESPONSE	
  ....................................................................................................................................................	
  95	
  

3.4.2 PHASE-LOCKED AND NON PHASE-LOCKED RESPONSES IN THE BRAINSTEM	
  .......................................	
  97	
  

3.4.3 LIMITATIONS OF THE PRESENT STUDY	
  ............................................................................................................	
  99	
  

3.5 CONCLUSIONS	
  ......................................................................................................................................	
  100	
  

3.6 REFERENCES	
  ........................................................................................................................................	
  101	
  

CHAPTER	
  4	
  –	
  SOUND	
  ENVELOPE	
  PROCESSING	
  IN	
  THE	
  DEVELOPING	
  BRAINS	
  .........................	
  105	
  

4.1 INTRODUCTION	
  ...................................................................................................................................	
  108	
  

4.2 METHODS	
  ...............................................................................................................................................	
  112	
  

4.2.1 SUBJECTS	
  ...............................................................................................................................................................	
  112	
  

4.2.2 ACOUSTIC STIMULATION	
  ..................................................................................................................................	
  112	
  

4.2.3 PROCEDURE	
  ...........................................................................................................................................................	
  113	
  

4.2.4 MEG RECORDINGS	
  ..............................................................................................................................................	
  114	
  

4.2.5 ANALYSES	
  ..............................................................................................................................................................	
  115	
  

4.3 RESULTS	
  ..................................................................................................................................................	
  118	
  

4.3.1 SPONTANEOUS OSCILLATIONS	
  ........................................................................................................................	
  118	
  

4.3.2 AEFS	
  ........................................................................................................................................................................	
  119	
  

4.3.3 EFRS	
  ........................................................................................................................................................................	
  120	
  

4.4 DISCUSSION	
  ...........................................................................................................................................	
  123	
  

4.4.1 SPONTANEOUS BRAIN RHYTHMS	
  ....................................................................................................................	
  124	
  

4.4.2 AEFS	
  ........................................................................................................................................................................	
  125	
  

4.4.3 EFRS	
  ........................................................................................................................................................................	
  126	
  

4.4.4 FURTHER IMPLICATIONS	
  ...................................................................................................................................	
  127	
  

4.5 CONCLUSIONS	
  ......................................................................................................................................	
  129	
  



 
 
 

5 

4.6 REFERENCES	
  .........................................................................................................................................	
  130	
  

CHAPTER	
  5	
  –	
  GENERAL	
  DISCUSSION	
  AND	
  CONCLUSIONS	
  ...............................................................	
  136	
  

5.1 OVERVIEW OF THESIS FINDINGS	
  ...............................................................................................	
  137	
  

5.2 CORTICAL PROCESSING OF AMS IN THE MATURE BRAIN	
  ............................................	
  138	
  

5.2.1 LIMITATIONS OF CURRENT VIEWS OF CORTICAL PROCESSING OF AMS	
  .............................................	
  138	
  

5.2.2 DUAL TEMPORAL REPRESENTATIONS	
  ............................................................................................................	
  140	
  

5.2.3 FUNCTIONAL SIGNIFICANCE OF TEMPORAL-TO-RATE TRANSFORMATION	
  ........................................	
  142	
  

5.2.4 PERCEPTUAL RELEVANCE OF DUAL TEMPORAL REPRESENTATIONS	
  ...................................................	
  144	
  

5.2.5 IMPLICATIONS FOR SPEECH PERCEPTION	
  ......................................................................................................	
  145	
  

5.3 CORTICAL PROCESSING OF AMS IN THE DEVELOPING BRAIN	
  ...................................	
  150	
  

5.3.1 UNDERDEVELOPED TEMPORAL PROCESSING	
  ..............................................................................................	
  151	
  

5.3.2 IMPLICATIONS FOR LANGUAGE ACQUISITION	
  .............................................................................................	
  152	
  

5.3.3 IMPLICATIONS FOR DISORDERS IN LANGUAGE DEVELOPMENT	
  .............................................................	
  153	
  

5.4 LIMITATIONS	
  ........................................................................................................................................	
  154	
  

5.4.1 ENERGY LEAKING ISSUE	
  ....................................................................................................................................	
  154	
  

5.4.2 SOURCE MODELLING	
  ...........................................................................................................................................	
  156	
  

5.5 FUTURE RESEARCH QUESTIONS	
  .................................................................................................	
  157	
  

5.5.1 CAN THE NPL COMPONENT OF EFRS BE OBSERVED IN ISOLATION?	
  ..................................................	
  157	
  

5.5.2 ARE DUAL REPRESENTATIONS RELEVANT TO SPEECH PERCEPTION?	
  .................................................	
  157	
  

5.5.3 WHEN DO THE DUAL REPRESENTATIONS CONVERGE ON THE ADULT FORM?	
  ..................................	
  158	
  

5.6 CONCLUSIONS	
  ......................................................................................................................................	
  158	
  

5.7 REFERENCES	
  .........................................................................................................................................	
  160	
  

APPENDIX	
  ........................................................................................................................................................	
  164	
  

1. ETHICS APPROVAL	
  .....................................................................................................................................................	
  165	
  

2. PUBLICATION	
  ...............................................................................................................................................................	
  169	
  



 
 

6 

 

 



 

 
 

i 

Thesis Summary 

Our ability to understand speech and other sounds relies crucially on the capacity to detect and 

perceive temporal amplitude fluctuations in the range of about 1-100 Hz.  However, most 

individual neurons in auditory cortex are capable of precisely aligning their activities only to 

modulation rates at the lower end of this range. This raises the question of how higher 

modulation rates might be encoded, and of how the auditory cortex might be organised to 

accommodate the full range of perceptually relevant amplitude envelope modulations.  

Here we show, with noninvasive magnetoencephalography and electroencephalography 

measurements, that population oscillatory responses of human auditory cortex transition 

between a mode of strong phase locking to modulation rates below about 40-50 Hz, to a non 

phase-locked mode of responding at rates higher than about 50 Hz. Such dual response modes 

are predictable from the behaviours of single neurons in auditory cortex of non-human 

primates, but only the low rate phase locking mode has been previously observed in the 

neuronal population responses indexed in human MEG/EEG recordings.  

Taken together, the single neuron and MEG and EEG results from current thesis work 

suggest that two distinct types of neuronal encoding are required to represent the full range of 

temporal modulation rates that are relevant to everyday perception.  

 

Keywords: temporal processing, rate-based code, temporal code, human auditory cortex, 

magnetoencephalography, developing brai 
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General Introduction 

This thesis aims to investigate temporal processing in the auditory cortex in adults, using 

concurrent magnetoencephalography (MEG) and electroencephalography (EEG), and in 

preschool-aged children using a paediatric MEG system. Adopting an event-related spectral 

perturbation (ERSP) analysis, both phase-locked (PL) and non-phase-locked (NPL) brain 

activities were examined in order to separate the response associated with a stimulus-

synchronized temporal representation and the response associated with a non-synchronized 

rate-based representation. This chapter reviews the current view of cortical processing of 

temporal modulations and the general findings from previous neurophysiological studies on 

temporal processing as measured using auditory steady-state responses (ASSRs) and envelope 

following responses (EFRs). This chapter also provides a general description of the three main 

methodological components of the thesis: 1) An event-related spectral perturbation (ERSP) 

analysis, which separately examines non-phase-locked (NPL) temporal processing and phase-

locked (PL) temporal processing; 2) Concurrent MEG and EEG recording to validate the 

findings with different electrophysiological measurement and separate cortical activities from 

concomitant subcortical activity; 3) The use of a unique paediatric MEG system for measuring 

brain activity in the developing brain in preschool-aged children.  

The main research questions that will be addressed in this thesis are presented at the end 

of the chapter.  

1.1 Cortical processing of temporal modulations 

Sound, including the sounds associated with speech, can be characterized in two dimensions: 

one is the spectral content of the sound, and the other is the temporal modulation of the sound 

as an acoustic signal (Smith et al., 2002, Joris et al., 2004, Baumann et al., 2015). As compared 

to the spectral content, the temporal modulation component of sound has been reported to 
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deliver more information relevant to the intelligibility of speech (Drullman et al., 1994a, 

Drullman, 1995, Smith et al., 2002), and impairments of temporal processing have been linked 

to language problems in several studies (Phillips and Farmer, 1990, Souza, 2000, Ben-Yehudah 

et al., 2004, Boets et al., 2007, Jorgens et al., 2008, Lehongre et al., 2011). Studies of temporal 

modulations usually use amplitude modulated (AM) stimuli, where a carrier is modulated by an 

envelope (Purcell et al., 2004, Lehongre et al., 2011, Miyazaki et al., 2013). 

1.1.1 Neural encoding of temporal modulations 

Unlike other sensory systems where sensory input can be static (e.g. the visual system), one 

unique property of the auditory system is that its sensory input is a time-varying variable 

(Rosen, 1992, Wang et al., 2008). The challenge is to discover how the human auditory system 

encodes the temporal information contained in an acoustic signal, which is constantly changing 

in time, and which determines how that signal is perceived as sequence of sounds that are 

perceptually distinct. Without sufficient temporal processing of the acoustic signal, the 

construction of accurate perceptions of the auditory world or meaningful linguistic 

representations of the speech signal might be impaired or even impossible (Yin et al., 2011). 

While there is widespread agreement on how temporal modulations are represented in the 

auditory periphery in both humans and animals, the evidence pertaining to cortical processing 

remains relatively elusive.  

In healthy humans, an acoustic signal arrives at the ear and leads to vibrations of the 

cochlea fluid. The hair cells then transform these vibrations into electrical signals, which are 

subsequently conducted along the auditory nerve through to the brainstem and to other 

subcortical regions en route to the auditory cortex (Joris et al., 2004, Baumann et al., 2015). 

The auditory cortex is pivotal in the sense that it connects reciprocally with the auditory 

periphery, as well as with the frontal and parietal regions, where higher order processes take 

place. How the time-varying acoustic signal is mapped onto a spike train of cortical neurons is, 
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therefore, a question of particular interest for our understanding of the neural mechanisms 

underlying speech processing, as well as for our understanding of the processing of other non-

speech sounds, such as music.  

Throughout most of the auditory pathway leading to the auditory cortex, it has been 

consistently found that temporal modulation of an acoustic signal is directly encoded by the 

temporal patterns of neural activity via a temporal code (see Table 1 for definition) (Joris et al., 

2004, Wang et al., 2008). At the level of the cortex, this view of the temporal encoding of the 

amplitude modulated (AM) stimuli has been updated by recent research in animals (Lu et al., 

2001b, Liang et al., 2002, Wang et al., 2003, Joris et al., 2004, Yin et al., 2011). Single unit 

studies by Liang and colleagues (Liang et al., 2002) found a substantial population of A1 

neurons of awake marmoset monkeys that change their firing rate as a function of modulation 

frequency (MF) without being synchronized to the modulation waveform. More recently, Yin 

and colleagues (Yin et al., 2011) recorded A1 neurons in awake macaques and found that most 

(37–78%) neurons were synchronized to at least one MF without exhibiting non-synchronized 

responses at other frequencies (Yin et al., 2011). This large percentage of neurons exhibiting 

synchronization to a modulation waveform was, however, accompanied by two other types of 

neurons: one type were exclusively non-synchronized neurons (7–29%), and the other type 

were mixed-mode neurons (13–40%) that synchronized to at least one MF and fired non-

synchronously to at least one other MF. Taken together, these data suggest that, in addition to 

the stimulus-synchronized temporal code, a different, non-synchronized rate-based code, is also 

applied by the auditory cortex to encode temporal modulation (Lu et al., 2001b, Liang et al., 

2002, Yin et al., 2011). The following section describes these two different encoding schemes 

for cortical processing of temporal modulations in more detail.  
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Table 1. Definitions of terms    

Term Definition 

Neural code  the activity of a population of neurons 

Neural representation  the activity of a single neuron 

Temporal encoding  

the representation of the temporal structure of sound by the 

modulated spike timing or firing rate of individual neurons 

or a population of neurons  

Temporal representation 

the coding of a stimulus by the very precise temporal 

structure of a spike train; also referred as stimulus-

synchronized temporal representation 

Temporal code 
the encoding of a stimulus by a population of synchronised 

neurons with a temporal representation of the stimulus.   

Rate-based representation 

 

the coding of a stimulus by the firing rate of neuron; also 

referred as non-synchronised rate representation.  

Rate code 

the encoding of a stimulus by a population of non-

synchronised neurons with a discharge rate-based 

representation of the stimulus.  
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1.1.2 Stimulus-synchronised temporal representation 

Because time is an essential variable of acoustic inputs, it is not surprising that auditory 

research has emphasized the mapping of the temporal patterns of neural firing onto the 

temporal structures of the acoustic signal (Joris et al., 2004, Eggermont, 2014). One of the most 

prominent neural firing patterns for mapping acoustic temporal information has been found in 

the auditory system. The purpose of this firing pattern is to synchronize the neuronal firing with 

the onset of each acoustic event (e.g. each modulation cycle) – so this can be characterized as a 

stimulus-synchronized temporal representation. The left panel of Figure 1 shows an example of 

this temporal representation by synchronised neurons.  

This stimulus-synchronised temporal coding is usually studied by analysing phase-

locked (PL) neural activities. Such PL activity is evident throughout the auditory system and is 

prevalent at lower levels of the auditory system, with auditory nerve fibres showing precise PL 

rates up to 4 kHz (Wang et al., 2008, Eggermont, 2014). The upper limit of stimulus-

synchronization in single units declines progressively and markedly as one ascends the auditory 

pathway (Wang et al., 2008, Eggermont, 2014). Auditory nerve fibers will phase lock to 

envelopes as high as 3-4 kHz, but in the cochlear nucleus, the PL cut offs lie between 750 and 

1500 Hz (Rhode and Greenberg, 1994). In the inferior colliculus, the PL limit is reduced to 500 

Hz, with a majority of cells losing the ability to follow the envelope above 200 Hz (Rhode and 

Greenberg, 1994). Studies using amplitude modulated (AM) stimuli in the auditory thalamus 

suggest a highest sensitivity below 50 Hz, with PL limits on the order of 100 Hz (Preuß and 

Müller-Preuss, 1990). Using click trains in the medial geniculate body (MGB), PL limits were 

observed between 100 and 300 Hz with peak sensitivity between 25 and 125 Hz (Bartlett and 

Wang, 2007). When the system ascends to the auditory cortex, the PL limit is reduced even 

further. The majority of neurons in the primary auditory cortex in different species showed a 

temporal best modulation frequency (tBMF) below 20 Hz (Joris et al., 2004).  
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This reduction of temporal representation along the ascending auditory pathway is 

considered a consequence of the biophysical properties of neurons and the temporal integration 

of converging inputs from one station to the next (Wang, 2007). For example, unlike onset 

responses, the responses to the periodicity of a continuous signal appear to depend more on the 

minimum spike latency, which determines if the neurons have sufficient time to ‘reset’ before 

the next modulation cycle. Therefore, a longer mean spike latency of the cortical neurons has 

been suggested as being one of the biophysical properties that causes the reduction of cortical 

capacity to synchronise to modulation waveform at higher rates (Liang et al., 2002).  

Regardless of the underlying mechanisms, the sharply limited phase-locked neural 

capacity of the auditory cortex does not fit well with the perceptual capability of both human 

and animals, who are extremely competent in perceiving temporal information across a wide 

range of time scales. For example, both humans and animals are able to discriminate acoustic 

changes at time scales much shorter than 20 to 30 ms (Wang, 2007). There must be some way 

for cortical neurons to encode such rapid time-varying acoustic information. One possibility 

was proposed first by Bieser and Muller-Preuss (Bieser and Muller-Preuss, 1996), and later 

supported and extended by Lu and colleagues (Lu et al., 2001b, Liang et al., 2002, Wang et al., 

2003), who suggested that stimulus-synchronised temporal representation alone is inadequate to 

represent the entire range of perceptually-relevant temporal information, especially when the 

system ascends to the thalamo-cortical stations. Besides temporal representation, these 

researchers argued that auditory cortex must represent temporal modulations at higher rates 

using an additional encoding strategy – a strategy does not rely on faithfully replicating the 

temporal structure of the acoustic signal but nonetheless preserves sufficient information for 

perception.  

1.1.3 Non-synchronised rate-based representation 

Recordings of A1 neurons in awake marmoset monkeys from Lu and colleagues exhibited 

stimulus-synchronised and non-synchronised two types of cortical responses to periodic click 
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trains (Lu et al., 2001b, Liang et al., 2002). In Figure 1, the left panel illustrates the stimulus-

synchronised responses where the right panel shows the non-synchronised responses (Lu et al., 

2001b). From the left panel of Figure 1, one can see that when the inter-click intervals (ICIs) 

were longer than about 25 ms (40 click per second), synchronised neurons exhibited significant 

stimulus-synchronised responses to click trains, but these responses diminished when click 

trains were presented with shorter ICIs. In contrast, the spiking pattern presented on the right 

panel of Figure 1 indicated that the discharging rate of this type of neurons increased with 

acoustic stimulus, but with no synchronisation to the periodicity of the click train.  

 

Figure 1. Two distinct types of cortical responses to periodic click trains. The left and right 
panel shows examples of stimulus-synchronised and non-synchronised responses, respectively, 
to click trains recorded from primary auditory cortex (A1) of awake marmosets. The 
stimulation was presented between the time window of 500 ms to 1500 ms in the X-axis. Figure 
courtesy of Wang et al., (2007).  
 

Further examination showed that the responses of these two types of neuron populations 

change as a function of the inter-click interval (ICI) (Lu et al., 2001b, Wang, 2007). 

Specifically, neurons in the synchronized population were responsive and showed stimulus-

synchronised discharges at long (ICIs, but few responses at short ICIs, whereas the non-

synchronised sustain firing population appeared to behave in an opposite way, in which more 

this type of neurons responded to short ICIs and less to long ICIs (see Figure 2). These results 
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suggest that the stimulus-synchronised neuron populations represent slow temporal modulations 

explicitly using a temporal code; and the non-synchronised population represent fast 

modulations implicitly using discharging rate-based code. The synchronised representation was 

termed ‘isomorphic’, which provides a faithful replica of the temporal modulation, whereas the 

non-synchronised representation is ‘non-isomorphic’, which means the temporal modulation 

has been converted into an internal representation that is no longer a faithful replica of the 

temporal modulation.  The combination of these two types of cortical neuron populations, 

therefore, provides a dual encoding mechanism that allows the auditory cortex to represent a 

wide range of temporal modulations that are perceptually relevant (Lu et al., 2001).  

 

Figure 2. Dual encoding mechanisms for encoding slow and fast repetition rates or temporal 
modulations in the auditory cortex. These dual mechanisms are provided by a combination of 
stimulus-synchronised neurons and non-synchronised neurons, which are capable of encoding 
acoustic periodicity either using an isomorphic faithful representation or a non-isomorphic 
internal representation, respectively. The blue arrow indicates the point where the neuronal 
activity is dominated by synchronised neurons transitioning to one dominated by non-
synchronised neurons as the ICIs become shorter.  
 

1.1.4 Temporal-to-rate transform and its functional role 

The results described above indicate that neurons in marmoset auditory cortex apply a dual 

encoding scheme to AM sounds.  This dual encoding scheme is achieved with two distinct 

populations of neurons using either a synchronised temporal code or a non-synchronised rate-

based code to represent acoustic periodicity (Lu et al., 2001b, Liang et al., 2002, Wang et al., 



 10 

2003). Moreover, the synchronisation-based neurons seem to be responsive to slow rates, 

whereas the non-synchronised neurons seem to be responsive at faster modulation rates. A 

comparison of the percentages of these two types of neurons reveals that temporal encoding 

makes a transition from being dominated by synchronisation-based temporal codes to one that 

is dominated by non-synchronised rate-based codes around 45 – 50 Hz (corresponding to ICI = 

~ 20 – 25 ms, see Figure 2). In other words, when the repetition rate is below 50 Hz, the 

temporal modulation is mostly encoded with a temporal code, but, as the repetition rate 

increases, the temporal modulation becomes mostly encoded using a rate-based code.   

 Lu and colleagues (2001a) demonstrated a potential function of rate coding in 

discriminating acoustic transients using two different types of temporally modulated signals, 

which they called ramped and damped sinusoids. These researchers found that some neurons 

responded almost exclusively to one type (ramped or damped) of modulated signals with a 

segment length of 25 ms. However, this selectivity of responsiveness was mostly observed in 

neurons showing a non-synchrony rate-based representation, but not in the synchronised 

neurons (Lu et al., 2001a). This led Lu and colleagues to suggest that a discharge rate-based 

representation is necessary for discriminating the acoustic changes in rapidly changing signals 

(with a length of 25 ms). Wang and colleagues (2007) compared the asymmetric responsiveness 

to damped and ramped modulation of A1 neurons in marmoset monkeys with humans’ 

psychophysical performance in discriminating these two types of modulations (Patterson, 

1994). They found that the percentage of A1 neurons in marmosets was closely associated with 

the psychophysical performance in humans. These findings led them to conclude that discharge 

rate-based representation in the auditory cortex serve to discriminate rapid acoustic transients 

without involving stimulus-synchronised temporal representations of those transients.  

One may question why the auditory system would go to the trouble of representing 

precise timing information of acoustic signals in the auditory periphery, especially the auditory 

nerve, but only utilise that information at higher levels with low-fidelity rate-based codes. 
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Wang and colleagues (2007) suggested that this transformation of encoding is necessary to 

achieve multi-sensory integration, in view of the fact that other sensory signals (e.g., visual) do 

not usually vary as rapidly as do auditory signals, resulting in much slower peripheral 

representations of sensory signals than that of auditory signals. At the level of cerebral cortex, 

however, the integration of neural representations of different sensory signals across multiple 

modalities needs to take place within the same time frame (Mauk and Buonomano, 2004). To 

this end, the cerebral cortex must slow down the much faster auditory signals coming from the 

periphery, by converting them into non-synchronised responses (Wang, 2007). This seems to be 

in agreement with a fundamental principle of cortical processing (Goldstein et al., 1959, 

Whitfield and Evans, 1965). Specifically, this principle relies on the transformation of stimulus 

features into internal neuronal representations that are no longer faithful replicas of the 

temporal structures of the acoustics (Goldstein et al., 1959, Whitfield and Evans, 1965, 

Whitfield, 1980, Wang et al., 2008).   

1.1.5 Temporal processing in human auditory cortex 

As mentioned earlier, the evident limitation of phase locked (PL) brain activity in the auditory 

cortex stands in contradiction with the remarkable ability of both humans and animals to detect 

temporal changes in rapid acoustic signals (Wang, 2007).  Single unit studies have shown that 

the marmoset auditory cortex is likely to apply a dual encoding scheme to achieve this. This 

dual encoding scheme is provided by two distinct populations of neurons, one using a 

synchronised temporal code and the other using a non-synchronised rate-based code to 

represent acoustic periodicity (Lu et al., 2001b, Liang et al., 2002, Wang et al., 2003). Despite 

the converging evidence in signal unit studies in animals, the manifestation of such dual 

temporal representations in human auditory cortex is unclear. This is because studies of 

temporal encoding in humans has relied mainly on measurements of evoked responses that are 

tightly phase-locked to temporal modulation in sounds.  
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Neurophysiological research in humans can be conducted either using non-invasive 

techniques such as EEG/MEG for investigating auditory cortical processing with a high 

temporal resolution (Linden et al., 1987, Lins and Picton, 1995, John and Picton, 2000, Roß et 

al., 2000, Roß et al., 2002, Picton et al., 2003, Purcell et al., 2004, Lehongre et al., 2011, 

Tlumak et al., 2011). A commonly used EEG/MEG measure of auditory temporal processing is 

the auditory steady-state response (ASSR), a brain response that is evoked by periodic acoustic 

stimuli (Regan, 1989). The frequency component of the ASSR is stable in both amplitude and 

phase and sustained over a long temporal window (Regan, 1989). Brain responses can also 

elicited with acoustic stimuli that “sweep” over a range of modulation rates. Since these brain 

responses are not “steady” they are referred to by the more general moniker of “envelope 

following response (EFR; Regan, 1989, Purcell et al., 2004). EEG/MEG recorded ASSRs/EFRs 

provide a non-invasive measurement of how the periodicity of an acoustic signal, such the 

temporal modulation at a fixed rate or sweeping over a range of rates, is mapped onto the 

dynamics of brain oscillations (Regan, 1989, Levi et al., 1995, Ross et al., 2000, Picton et al., 

2003, Nodarse et al., 2011, Picton, 2013 ).  

Temporal Modulation transfer functions (TMTFs) are used to characterise the properties 

of ASSRs/EFRs. TMTFs depict a system’s sensitivity to amplitude modulations of an acoustic 

signal as a function of the modulation rate or periodic frequency (Viemeister, 1979). Also, as 

the term TMTF implies, the temporal modulations are represented with a synchrony-based 

temporal code. In single unit studies or electrophysiological studies in animals, TMTFs are 

often related to another term, the rMTF, which stands for rate modulation transfer functions. 

rTMFs quantify the response to AMs as a function of MF when the AMs are represented with a 

rate-based code (Joris et al., 2004). In auditory studies in humans, the use of rMTF is rare.  

TMTFs of ASSRs/EFRs in human adults consistently exhibit a low-pass/band-pass filter 

profile, respectively. This filter profile is characterised by a best modulation frequency (BMF) 

occurring at about 40 Hz. The strength of the response begins to decline steadily at frequencies 
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higher than about 50 Hz (Picton et al., 2003, Purcell et al., 2004, Poulsen et al., 2007, Miyazaki 

et al., 2013). Figure 3 shows the TMTF of ASSRs summarised from multiple studies (Picton et 

al., 2003) and TMTF of EFRs of a single study (Purcell et al., 2004).  

 

Figure 3. TMTFs of ASSRs and EFRs. The curve shown with thick line is re-produced from 
Picton et al., (2003). This curve was generated from multiple TMTFs of ASSRs from a list of 
various data sets. For the exact data sets and the method of generating this smooth curve, 
please see Picton et al., (2003). The thin curve is re-produced from Purcell et al., (2004) 
showing the grand average of EFRs to 100% modulated white noise from 10 waking 
individuals. The modulation frequency range covered in the EFRs is from 20 to 100 Hz.  

 

The TMTF profiles of ASSRs/EFRs in the auditory cortex are consistent with a 

hierarchical filter bank organisation in the auditory system (Giraud et al., 2000).  Giraud and 

colleagues (2000) conducted an fMRI study to investigate the representation of temporal 

modulations in the auditory system using sinusoid amplitude-modulated white noise at fixed 

frequencies between 4 to 256 Hz. The main structures in the central auditory system all showed 

responses to the AMs, including the brainstem, inferior colliculus, the medial geniculate body, 

Heschl’s gyrus (HG), the superior temporal gyrus, the superior temporal sulcus, and the inferior 

parietal region. The preferential AM rates at each level of structure demonstrated a hierarchical 

filter bank organisation, in which lower levels yielded faster preferential AM rates. For 

instance, in the brainstem, the preferential AM was 256 Hz; in the primary auditory cortex, the 

preferential AM was 8 Hz. Interestingly, Giraud and colleagues found that temporal 
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modulations were processed by distinct (hierarchically organised series of filters) structures 

along the auditory pathway, as well as by common neural substrates in the same cortical region, 

where they found different responses to high and low AM frequencies. The finding of the same 

cortical region responding to high and low AMs differently might be related to the possibility of 

a dual encoding mechanism in the auditory cortex in humans. However, due to the poor 

temporal resolution of fMRI, few conclusions can be drawn in this regard.  

Recently, ECoG studies conducted on epilepsy patients have shown in addition to the 

typical evoked ASSRs and EFRs usually reported in EEG/MEG auditory studies, induced 

power at high gamma band (70-110 Hz) were associated with processing temporal information 

(Steinschneider et al., 2008, Brugge et al., 2009, Nourski et al., 2013). For example, Brugge and 

colleagues (Brugge et al., 2009) used click trains presented at different rates between 4 and 200 

Hz to examine the capacity of primary auditory cortex to encode repetitive transients in 

epilepsy patients using ECoG. In addition to the conventional measure of averaging method 

based auditory evoked potential (AEP), they also examined the event-related band power 

(ERBP), which is a measure based on the power change relative to the defined pre-stimulus 

baseline occurring on a single trial, including both phase-locked and non-phase-locked power 

within the frequency range of interest. They found both robust auditory evoked potentials 

(AEPs) to each individual click along with a frequency following response (FFR) in the 

posteromedial Heschl’s gyrus. Moreover, event-related band power (ERBP) showed stimulus-

related increases in gamma band frequencies as high as 250 Hz. Further analysis of induced 

power revealed a long-latency response in the belt region responding to the higher click rates 

between 100 Hz and 200 Hz (see Figure 4). AEP to 25 Hz click trains showed distinct onset 

responses to each click which were not unidentifiable as the rate increased. Similarly, the FFR 

was clearly observed at click rate about 100 Hz or below, and prominent at rates below about 

50 Hz, but strongly attenuated at higher rates. The time course of AEP possessed an isomorphic 

relationship with temporal structure of the click trains and, therefore, can be considered to 
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explicitly represent the inter-click intervals. In contrast, the long-latency non-phase-locked 

gamma band activity did not show such an isomorphic relationship. Brugge and colleagues 

(2009) suggested that the gamma band non-phase-locked responses found in both the core and 

belt regions indicates a transformation from an isomorphic to a non-isomorphic representation 

of the temporal structure of click trains comparable to the transformation from synchrony-based 

temporal representation to rate-based representation in marmoset monkeys’ primary auditory 

cortex (Lu et al., 2001b). Furthermore, the non-synchronised neuron populations, which 

undergo rate-based coding, exhibited sustained responses to click trains with firing rates that 

were monotonic functions of the click rate (Lu et al., 2001b). In other words, although the rate-

based representation is non-isomorphic, the firing rates of the neurons increased as the click 

rate increased. Consistent with this, the non-phase locked (NPL) gamma band power showed a 

monotonic increase as the click rate increased and this was in company with the decrease in 

power of the FFR. These results point to the existence of a non-synchronised rate-based 

representation at higher click rates. However, the NPL gamma responses in this study occurred 

in a broad band of frequencies from about 20 Hz up to about 150 Hz with no clear upper cut-

off. The nature and origin of broadband gamma is not clear, but a proposed interpretation 

considers that it is the summation of a large number of band-limited oscillatory responses 

(Crone et al., 2011).  
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Figure 4. Time-frequency data recorded from a representative ECoG depth electrodes placed 
in the HG region when click trains were presented at different rates between 25 Hz and 200 Hz. 
The time-frequency representations were computed using a wavelet transform based on 
complex Morlet wavelets. ERBP was computed relatively to a 300 ms pre-stimulus baseline. 
Figure is reproduced from Brugge et al. (2009).  

1.2 Development of temporal processing in the auditory cortex 

A large body of behavioural evidence suggests that auditory processing in typically developing 

children may be quite different than that in adults. However, little research has been devoted to 

the cortical processing of temporal modulations in the developing brain. Moreover, most of the 

electrophysiological research on children has been conducted with either infants or school-aged 

children. Little is known to date about the maturation of cortical temporal processing in 

preschoolers, i.e., children aged from 3 to 5 years. Nevertheless, this is a crucial period of 

dramatic development in speech and language.  

1.2.1 Behavioural evidence  

Psychophysical studies investigating children’s temporal processing usually use paradigms such 

as gap detection, backward masking, and modulation detection. In general, such behavioural 

evidence indicates a protracted maturational time course for temporal processing (Irwin et al., 
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1985, Wightman et al., 1989, Hall and Grose, 1994, Trehub et al., 1995, Bishop et al., 1999, 

Hill et al., 2004, Dawes and Bishop, 2008, Banai et al., 2011, Moore et al., 2011, Fox et al., 

2012, Buss et al., 2014). For example, using a gap detection task, Trehub and colleagues 

(Trehub et al., 1995) studied the sensitivity of infants (6.5 months and 12 months) and young 

children (5 years) to discriminate a pair of tones with a gap inserted between them. Different 

gap durations from 8 ms to 40 ms were examined. Infants and children performed much poorly 

than adults on gap durations of 12 and 16 ms. Likewise, using psychophysical temporal 

modulation transfer functions to study the detection of amplitude modulations (AM) in children 

from 4- to 10-years-old, Hall and Grose (1994) demonstrated that the sensitivity of 4- to 7-year-

old children were lower than adult controls in response to modulations at rates between 5 Hz to 

200 Hz. Significant differences were also found between the group of 4-5 year-olds and the 

group of 9-10 year-olds. These findings were interpreted as evidence that auditory processing 

of temporal modulations does not reach mature levels until mid- to late-childhood (Hall and 

Grose, 1994). This conclusion was further confirmed in a study conducted by Moore and 

colleagues (Moore et al., 2011), who evaluated the auditory processing of a large number of 6- 

to 11-year-old children using multiple paradigms, including simultaneous masking, backward 

masking, amplitude and frequency modulation detection.  

In short, children consistently demonstrate poorer auditory temporal resolution than 

adults in psychophysical studies (Irwin et al., 1985, Wightman et al., 1989, Hall and Grose, 

1994, Trehub et al., 1995, Bishop et al., 1999, Hill et al., 2004, Dawes and Bishop, 2008, Banai 

et al., 2011, Moore et al., 2011, Fox et al., 2012, Buss et al., 2014). Although much about the 

cortical processing in the brain can be learnt from behavioural performance, psychophysical 

measures in children are much less reliable than they are in adults due to children’s difficulty in 

complying with experimental requirements (Bishop, 2007). Consequently, it is important to 

obtain direct and objective neurophysiological data on temporal processing in the developing 

brain, in addition to obtaining reliable behavioural measures. The understanding of temporal 
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processing in the developing brains relies on the converging of behavioural evidence and 

neurophysiological findings.  

1.2.2 ASSRs and EFRs in children 

Compared with the massive body of research devoted to the study of auditory processing in 

adults, as measured using ASSRs or EFRs, the number of similar studies in children is 

relatively modest (Rickards et al., 1994, Levi et al., 1995, Picton et al., 2003, John et al., 2004, 

Nodarse et al., 2012, Tlumak et al., 2012, Muhler et al., 2014). Most of these studies were 

conducted in infants or very young children when they were either in sleep or sedated, which 

could supress the cortical response even in adults (Pethe et al., 2001). It is now well established 

that the ASSR at 40 Hz consistently found in adults is almost entirely absent in infants. 

Specifically, the amplitude of the infant ASSR has been found to be monotonically decreasing 

as the rate of modulation or repetition increases, without showing the typical peak around 40 

Hz evident in adults (Picton et al., 2003). Interestingly, although the amplitude of ASSRs to 

slower rates is attenuated in infants, their responses to higher rates around 80 Hz are much 

closer to that of adults (John et al., 2004, Tlumak et al., 2012). For example, Levi and 

colleagues (1995) recorded EFRs to amplitude-modulated tones in 1-month old infants with 

EEG. They found that the best modulation frequency (BMF) was 80 Hz for infants and 40 Hz 

for adults. Although there were some age differences in the EFRs, the 80 Hz ASSRs were 

largely adult-like in children who were 1 month of age. Considering the abundant 

psychophysical evidence that children have lower temporal resolution, it seems unlikely that the 

infant auditory cortex possesses such a higher temporal resolution.  

In fact, scalp recorded EEG responses to slow rates reside primarily in the auditory 

cortex in children, whereas adult responses to higher rates primarily involve subcortical 

(brainstem) responses (Herdman et al., 2002, Picton et al., 2003, Purcell et al., 2004). This 

suggests that the difference between children’s best modulation frequency (BMF) at a higher 

frequency, as compared to the lower BMF for adults, may simply reflect the earlier maturation 



Chapter 1: General introduction 

 19 

of brainstem responses in children, as compared to their cortical responses (Moore, 2002, Joris 

et al., 2004, Moore and Linthicum Jr, 2007). 

As mentioned above, the contribution of cortical responses in the infant studies may 

have been further reduced in previous studies because measurements were made when infants 

were either asleep or sedated (Goldstein et al., 1959, Cohen et al., 1991, Lu et al., 2001a, Pethe 

et al., 2001). This conclusion is supported by a recent EEG study that examined the ASSR in 

children aged 6-9 years who were asked to maintain their attention to trains of tone-burst at a 

range of repetition rates during the recording (Tlumak et al., 2012). Although the ASSRs at 20 

and 40 Hz in children were smaller than those of adults, the magnitudes of responses at low 

repetition rates (i.e. 0.75 Hz, 1.25 Hz, 2.5 Hz, and 5 Hz)in  school-aged children were larger 

than those obtained in adults (Tlumak et al., 2012). These findings might be an indication of 

different developmental trajectories of temporal processing in the cortex and in peripheral 

regions (Moore, 2002).   

1.3 Perception of temporal modulation 

The perception of the temporal modulation in AM sounds is highly dependent on the MF as 

well as on the types of carriers. The focus of much current work is on the perceptual effect of 

MF (Joris et al., 2004). The effect of carrier is beyond the scope of this thesis.  Therefore, we 

will only consider the perception of AM sounds when the carrier is noise, which provides no 

obvious spectral information.  

1.3.1 Perceived temporal modulation  

The MF determines what perceptual sensation we would experience when we are presented 

with an AM noise. Generally, when the modulation occurs slowly, with a rate below about 8-10 

Hz, each modulation is perceived as an individual event with clear boundaries between the 

modulations (Joris et al., 2004, Nourski and Brugge, 2011). As the MF increases to above about 

~10, however, the AM noise starts to evokes a sensation of “flutter”, which is the result of 
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losing the boundaries between individual events (Miyazaki et al., 2013). Additionally, another 

sensation, a type of “roughness”, is also reported within this ~10 to ~50 Hz range (Fishman et 

al., 2000, Eggermont, 2001). This sensation of flutter or roughness continues until the MF goes 

above ~ 50 Hz. Pitch is perceive at modulation rates of ~50 – 500 Hz (Joris et al., 2004, 

Nourski and Brugge, 2011). Figure 5 illustrates the correspondence between the MF and the 

perception of AMs in both non-speech sounds and natural speech. We will have more to say on 

speech perception in the next section. It is important to keep in mind, at this point, that the 

boundaries between different perceptual classes described here are variable between subjects 

and between studies, largely due to the subjective nature of auditory perception.   

 

Figure 5. Scale of perceived temporal modulation in non-speech and speech. The top half 
illustrates the perceptual classes of perceived temporal modulations in non-speech; the bottom 
half illustrates the potential correspondence between temporal modulations and linguistic units. 
This figure is reproduced from Nourski & Brugge (2011). SSS stands for “supra-syllabic 
sequences”.  

 

Among these different types of percepts, of interest are intermediate percepts, flutters 

and roughness (see Figure 5), which characterise the transition from the perceptually 

distinguishable individual events to the perception of well-defined pitch. This perceptual 

transition frequency range (~25 to ~ 70 Hz) has been linked to the transition of temporal 

encoding from a synchrony-based temporal coding scheme to a rate-based coding scheme that 



Chapter 1: General introduction 

 21 

emerges in the thalamus-cortical regions of the auditory system (Wang et al., 2003; Poeppel et 

al., 2008; Nourski and Brugge, 2011).  The sensation of ‘roughness’ is therefore thought to 

result from the co-existence of stimulus-synchronised and non-synchronised representations 

(Eggermont, 2001, Poeppel et al., 2008).  

1.3.2 Relation to speech perception  

Speech contains a large variety of complex temporally varying features, including both periodic 

and aperiodic components, and both frequency and amplitude modulations. Rosen (1992) 

provided a framework for partitioning the temporal structure of speech based on its dominant 

temporal modulations in three different dimensions – envelope, periodicity and fine-structure – 

in relation to their acoustic, auditory and perceptual and linguistic correlates (Rosen, 1992). 

Rosen defined envelope is the overall amplitude fluctuation at frequency between 2 and 50 Hz, 

while periodicity was used to distinguish the speech signal as periodic versus aperiodic. As 

mentioned by Rosen (1992), his use of “envelope” differs from the notion of “envelope” that is 

derived from the analytic signal, which typically contains both “envelope” and “periodicity” 

information (Smith et al., 2002). Since many studies used “envelope” as derived from analytic 

signal processing terms (e.g., Drullman, 1995, Smith et al., 2002, Aiken and Picton, 2008, 

Ghitza et al., 2013, Kubanek J et al., 2013), therefore, from here forward, we will use the term  

“amplitude envelope” to refer to Rosen’s concept of “envelope” and we will use the simple 

term “envelope” to refer to the analytic signal term which consists of both amplitude envelope 

and periodicity.  

Potential roles of various temporal features in linguistic contrasts were proposed and a 

list of correspondences between temporal features and linguistic information was provided (see 

Table 2 for details) in Rosen’s framework (1992). Table 2 reveals that the prosodic cues, 

including intonation, stress, syllabicity and rhythm, are either delivered through amplitude 

envelope or through the periodicity of speech. Fine structure contributes little (if anything) to 
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prosodic perceptions. For segmental cues, envelope is important in the perception of manner 

and voicing, whereas fine structure contains information crucial for place and voice quality.  

Taken together, as compared to fine structure, envelope plays a more important role for speech 

intelligibility. This has been demonstrated in several studies using different techniques to 

manipulate these two fundamental dimensions of speech signals (Drullman et al., 1994b, a, 

Drullman, 1995, Smith et al., 2002).  

 

Table 2. List of correspondences between temporal features and linguistic contrasts. This table 
is reproduced from Rosen (1992). The size of the stars indicates the extent to which a particular 
feature operates in a particular linguistic contrast and a blank space indicating very weak or 
non-existent cues.  

 
Rosen’s framework suggests the complexity of the temporal features of envelope and 

their corresponding roles in linguistic contrasts. In line with this, several recent hypotheses for 

speech perception have highlighted the role of multiple temporal structures within the speech 

envelope (Rosen, 1992, David and Shamma, 2013, Goswami and Leong, 2013). For example, 

Goswami and Leong (2013) identified three temporal tiers as most dominant in speech: a stress 

AMs (<2.5 Hz); a syllable AM (2.5 – 12 Hz); and a phoneme AM (12 – 40 Hz). Moreover, it 

has been suggested that no single level of modulation can extract all the relevant information 

from speech (Zeng et al., 2005). Similarly, the ‘asymmetric sampling in time’ (AST) model 

proposed by Poeppel (2003) suggests there are two relevant time scales: a medium-duration 

time window (about 150-300 ms) which is relevant for encoding syllables; and a short time 
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window (~20 – 40 ms) which relevant for encoding formant transitions in stop consonants. The 

corresponding frequency range for the short time window is roughly 25 to 50 Hz, which falls 

into the MF range where AM is perceived with a sensation of flutters or roughness. From Table 

1, we can also see that the envelope in this frequency range in speech sound conveys temporal 

information that is critical for manner of articulation, voicing, vowel identity, and prosody 

(Rosen, 1992, Nourski and Brugge, 2011). Despite the direct associations in these models 

between speech envelope and the perception of linguistic information, the underlying neural 

mechanisms linking these temporal features in speech signal to the perception of corresponding 

linguistic units are mostly unknown (Zeng et al., 2005, Ding and Simon, 2012, Pasley et al., 

2012, Gaucher et al., 2013, Steinschneider et al., 2013).  

1.4 Methodology 

The current thesis recorded brain activities during stimulation using both MEG and EEG.  Data 

analyses were performed using event-related spectral perturbation (ERSP) analysis adopted 

from Makeig (1993). In this methodology section, we first describe the general analytic method 

that was used. Then we introduce the EEG and MEG systems that were used to record brain 

activity. The use of MEG and EEG was motivated by three considerations: (1) the use of non-

invasive measurements of brain activities in healthy humans; (2) a high temporal resolution (in 

this case, 1 ms); (3) the measurement of complementary electrophysiological signals generated 

from overlapping but not identical brain regions. 

1.4.1 Analytic methods for measuring oscillatory responses  

1.4.1.1 Brain oscillations  

In the past decades, converging evidence has shown that brain oscillations play a crucial role in 

brain functions (Başar et al., 1997, Schurmann and Basar, 2001, Sauseng et al., 2007, Mazaheri 

and Jensen, 2008, Dugue et al., 2011, Thut et al., 2011, Giraud and Poeppel, 2012, Kraus, 2012, 
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Peña and Melloni, 2012, Thut, 2014). It has been shown that the prominent alpha rhythms (~ 10 

Hz) originally discovered by Hans Berger encompass three main functionally and spatially 

distinct oscillations: the classic posterior alpha rhythm, the rolandic mu rhythm, and a temporal 

rhythm – “tau rhythm” (Jansen and Brandt, 1991, Başar et al., 1997, Niedermeyer, 1997, 

Obleser and Weisz, 2012). In addition to speech processing, these different subtypes of alpha 

rhythms are associated with memory mechanisms, sensory responses, and motor processes 

(Başar et al., 1997, Obleser and Weisz, 2012, Strauß et al., 2015). For example, recent work by 

Strauß and colleagues (2015) showed that the pre-stimulus phase distribution of alpha 

oscillations differentiated between correct and incorrect lexical decision in a speech-in-noise 

experimental setting, which provides a strong link between phase modulation of alpha 

oscillations and sensory processing.  

Another class of brain rhythms that has received intensive research interest is the 

gamma band rhythms (> ~ 30 Hz). In the auditory system, a 40-Hz transient oscillatory 

response to acoustic stimuli has been recorded in both MEG and EEG in the humans (Galambos 

et al., 1981, Makela and Hari, 1987, Pantev et al., 1991, Galambos, 1992, Ross et al., 2005, 

Ross, 2008). This 40-Hz gamma band response is considered to be associated with auditory 

perceptual processing (Pantev et al., 1991). In addition, non-phase-locked gamma band 

oscillatory responses were also observed during activation of auditory cortex (Pantev, 1995) 

and visual cortex (Tallon-Baudry et al., 1996). High broadband gamma oscillations (~ 80 – 100 

Hz) recorded with ECoG showed non-phase-locked responses to auditory stimuli including 

pure tones and phonemes (Crone et al., 2001). Compared with tones, phonemes induced a 

larger power increase in the high gamma band suggesting the potential role of these oscillations 

in sensory and speech perception (Crone et al., 2001). Compellingly, Helfrich and colleagues 

(2014) successfully manipulated visual perception by driving subjects’ brain oscillations in the 

gamma band (40 Hz) into synchrony using oscillatory current generated with transcranial 

alternating current stimulation (tACS).   



Chapter 1: General introduction 

 25 

In the field of speech perception, much attention has been paid to the correspondence 

between linguistic contrasts at different time scales in speech signals and the associated 

neuronal oscillations that are generated at different frequency bands (Giraud and Poeppel, 2012, 

Peelle and Davis, 2012, Goswami and Leong, 2013). Based on the close correspondences 

between speech contrasts and the patterns of brain oscillations, Giraud and Poeppel (2012) 

proposed an oscillation-based model for speech perception. According to this model the quasi-

rhythmic dynamics of speech at multiple timescales are encoded through stimulus-brain 

alignment of neuronal oscillations at delta (1-3 Hz), theta (4-8 Hz), and gamma (25-30 Hz) 

bands, respectively. Such oscillation-dependent operations highlight the crucial role in human 

cognition played by neuronal oscillations. Given the functional significance of brain 

oscillations, understanding the neural mechanisms that underlie cortical processing promises to 

benefit greatly from the application of appropriate analytic methods to reveal the dynamics of 

brain oscillations. The development and application of suitable analytic methods as well as the 

development of an appropriate paradigm is therefore critical for advancing our understanding of 

human cognition (Basar et al., 2001, Gross, 2014).   

1.4.1.2 Time-frequency analysis  

Time-frequency analysis is a method for transforming the temporally varying brain signals 

recorded with EEG/MEG/ECoG into both time and frequency domains, in order to unfold the 

frequency components of these brain signals as well as the temporal evolution of their 

frequency components (Pfurtscheller and Silva, 1999). In other words, time-varying brain 

signals are transformed into a time-frequency plane. This time-frequency plane not only reveals 

the frequency components of brain signals, but also how these frequency components change 

over time (Durka et al., 2001, Gross, 2014). The resulting spectrogram data is therefore called a 

time-frequency representation. Analytical techniques for the transformation of time series into 

the frequency domain include non-parametric methods such as Fourier transform, wavelet 

transform, and Hilbert transform, and parametric methods such as autoregressive modelling 
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(Gross, 2014). In cognitive science, time-frequency analysis can be performed either on the 

brain signals averaged cross trials or on single trial brain signals. Performing these analyses on 

different kinds of brain signals reveals different types of oscillatory responses and thus reflects 

the different dynamics of the oscillations (Pfurtscheller and Silva, 1999, Durka et al., 2001).  

1.4.1.3 PL activity and averaging-based amplitude measures 

The amplitude of most electrophysiological responses in the brain is quite small. This makes 

them difficult to be observed in single trials. By averaging across trials, the background brain 

activity, which is considered as randomly distributed, cancels each other out through phase 

cancellation, leaving the time- and phase-locked activity in the averaged waveform. 

Traditionally, this phase-locked activity is termed event-related potential (ERP) when it is 

recorded using EEG/ ECoG, and event-related field (ERF) when it is recorded using MEG.   

Auditory research investigating temporal processing usually uses analytic methods such 

as averaging across trials to extract the auditory evoked potentials/fields (AEP/Fs). The 

underlying assumption at work is that the AEP/F reflects the time- and phase-locked responses 

that are elicited by an acoustic signal presented to the subject. Averaging in the time domain is 

carried out to enhance the signal to noise ratio of phase-locked responses and to cancel non 

phase-locked electrophysiological noise. This procedure implicitly assumes that non-phase 

locked brain activity is noise and is of no importance. Additionally, in previous ASSR/EFR 

studies, continuous acoustic stimulation has usually been presented continuously (without 

pauses in the stream of stimulation or between sweeps), so that it is not possible to compare 

stimulus-related brain activity with non stimulus-related baseline. This is a very efficient and 

useful paradigm for studying temporal processing, but only if one assumes that non phase-

locked brain responses are of no importance. As indicated above however, it is becoming 

increasingly clear from invasive studies in animals and human that non-phase locked responses 

are a prominent feature of temporal information processing in auditory cortex, particularly at 

higher temporal modulation rates.  
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1.4.1.4 PL activity and inter-trial phase coherence measures 

In addition to the averaging-based amplitude/power measure, a phase synchronisation measure 

– the inter-trial phase coherence (ITPC) – has also been commonly applied to extract ERPs/Fs. 

ITPC quantifies phase consistency across trials for a specific frequency and at a specific time 

point (Ding and Simon, 2013). For example, Edwards and colleagues used the ITPC to study 

the phase-consistent time-frequency responses that contribute to ERPs (Edwards et al., 2009). 

Similarly, inter-trial phase-locking factor was computed by Miyazaki and colleagues (Miyazaki 

et al., 2013) in order to exhibit the auditory following responses to a two-beat complex sweep 

between 3 Hz to 60 Hz.  

Compared to the averaging-based amplitude/power measure, ITPC is thought to be a 

more robust and sensitive measure of phase-locked activity (Ding and Simon, 2013, Miyazaki 

et al., 2013). When the phase-locking factor of the following responses was compared to the 

amplitude of the following responses, the former showed a much stronger tracking pattern than 

did the latter, especially in the higher frequency range (Miyazaki et al., 2013). Analytically and 

numerically, Ding and Simon demonstrated that phase synchronization is much more sensitive 

to the existence of stimulus-synchronized/phase-locked activity than is response power (Ding 

and Simon, 2013). The observation that phase is more sensitive than amplitude/power in 

response to a stimulus, however, does not necessary imply a difference in the underlying 

physiological mechanisms. According to Ding and Simon (Ding and Simon, 2013), this 

differential sensitivity might be caused by intrinsic statistical properties of the two measures. 

Therefore, ITPC as a sensitive measure to extract and characterize stimulus-driven neural 

activity has been used in many studies (Luo and Poeppel, 2007, Lakatos et al., 2008, Kayser, 

2009).     

ITPC quantifies phase consistency cross trials for each frequency and time point, and is 

usually computed from the single trial time-frequency representation using the following 

formula.  
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𝐼𝑇𝑃𝐶 𝑡, 𝑓 =   
1
𝑁    𝑒!!!(!,!)

!

!  !!

 

where N = total number of trials; and φ!(𝑓, 𝑡) = the phase in trial n.  

Two models have been offered concerning the neural mechanisms of ERP/Fs. One is an 

additive model, which proposes that ERP/Fs are generated by new phase-locked activity 

superimposed onto intrinsic brain oscillations. More specifically, the additive model assumes 

that a constant evoked response is added onto the ongoing brain oscillations on each trial, and 

the ongoing brain oscillations are considered to be randomly distributed noise that is completely 

unrelated to the evoked response. Therefore, averaging single trial waveforms across a large 

number of trials increases the signal-to-noise ratio of the evoked response, by cancelling out the 

randomly distributed noise (Sauseng et al., 2007, Howard and Poeppel, 2012). The alternative 

is a phase reset model. This model proposes that the phase resetting of the intrinsic brain 

oscillations generates ERP/Fs. The ongoing brain oscillations may be realigned by sensory 

input and, therefore, yield a high phase concentration across trials. Although the amplitude of 

the oscillation does not increase, the high phase concentration results in an evoked response 

when the signals are averaged across trials (Sauseng et al., 2007, Howard and Poeppel, 2012).  

Howard and Poeppel (2012) developed an analytical method that examines the correlation 

between amplitude change and phase coherence. This method allowed them to determine 

whether the ERFs recorded during spoken sentences were generated by additive activity or by a 

phase-resetting of the ongoing theta band oscillations. A co-modulation of amplitude and phase 

was found and the authors concluded that the theta band phase-locked response to attended 

speech, as recorded with MEG, was dominated by additive activity that phase-locked to the 

onset of each sentence (Howard and Poeppel, 2012). Consistent with Howard and Poeppel 

(2012), Ding and Simon (2013) showed that the phase of neural response is synchronized 

across trials even without a phase resetting of the ongoing background oscillatory activity.  
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1.4.1.5 NPL oscillatory activities and ERSP measure 

Neurophysiological and electrophysiological evidence has shown that non phase-locked activity 

is a prominent feature of many aspects of cognitive processing, especially at higher frequencies 

(Crone et al., 2001, Brugge et al., 2009, Crone et al., 2011). For example, Steinschneider and 

colleagues (2008) examined EEG responses to tones in the primary auditory cortex of awake 

monkeys. Post-stimulus broadband power increases were found between 4 Hz and 290 Hz. 

These power increases were mostly PL activity at frequencies below about 70 Hz, and primarily 

NPL at higher frequencies. Interestingly, compared with PL power increase, the NPL power 

increases at higher frequencies were better correlated with the A1 tonotopic organization, which 

suggests that the high frequency NPL activity is a valuable way of studying the functional 

organisation of auditory cortex and important for the inclusion of NPL responses in EEG/MEG 

data analysis (Steinschneider et al., 2008)  

As indicated in the previous sections, both averaging-based amplitude/power measure 

and ITPC measure allow researchers to investigate event-related PL activity. However, if 

temporal information is processed in rate-place codes without any synchrony between spike-

timing and the onset of stimulation, then this averaging-based measure is inadequate for a 

comprehensive understanding of temporal processing in the auditory cortex (Makeig, 1993, 

Pfurtscheller and Silva, 1999, Crone et al., 2001, Brugge et al., 2009, Nourski and Brugge, 

2011). Methods for examining the NPL activity (or induced responses) and the inclusion of 

both PL and NPL in analysis of the electrophysiological data is thus important for a 

comprehensive understanding of temporal processing in the auditory cortex.  

To measure NPL activity at a given frequency band (e.g., alpha suppression), event-

related (de)synchronization (ERS/D) analysis can be applied (Pfurtscheller and Silva, 1999). 

ERS/D quantifies the degree to which the amplitude of certain prominent ongoing frequency 

band EEG was “synchronized”/”desynchronized” by the stimulation events. To compute the 

ERS/D, a specific frequency range needs to be chosen a priori. Usually, this is fulfilled with a 
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trial-and-error procedure (Makeig, 1993, Makeig et al., 2004). As such, the selection of the 

frequency range could be subjective and unsuitable for different participants given the potential 

for substantial individual variation of each frequency band (Doppelmayr et al., 1998).   

ERSPs, introduced by Makeig and others (Makeig, 1993, Makeig et al., 2004), can be 

considered as a generalization of ERS/D. ERSP quantifies the increase or decrease in 

amplitude/power of the broad-band frequency spectrum as a function of time with reference to 

the ongoing background brain activity recorded in the defined baseline (Makeig, 1993, 

Pfurtscheller and Silva, 1999, Brugge et al., 2009). Compared to ERS/D, full-spectrum ERSP 

analysis provides richer information of the brain signal being analyzed (Makeig, 1993).  

More importantly, since this ERSP measure quantifies the total amplitude/power change 

with reference to the baseline, it contains both the PL activity (phase-locked related change) 

and NPL activity (non-phase-locked by event-related change) (Makeig, 1993, Tallon-Baudry 

and Bertrand, 1999, Brugge et al., 2009). The separation of PL and NPL can be accomplished 

by simple subtraction and therefore provide a window for us to investigate event-related 

activity originates from different cortical processes that are temporally and spatially 

overlapping (Nourski and Brugge, 2011). Although other researchers invoke different terms, 

such as event-related band power (ERBP) (Brugge et al., 2009, Nourski et al., 2013), the 

method is similar. The reason we used ERSP instead of ERBP is to avoid any pre-defined 

specific frequency band. A wide range of frequencies remain of interest and, thus, are included. 

Furthermore, the concept of “perturbation” fits well with our event-related paradigm for 

perturbing the ongoing brain oscillations with an AM sound whose modulation rate sweeps 

from 1 Hz to 80 Hz. This sweep stimulus creates a brief perturbation of the brain signals at each 

frequency within the 1-80 Hz range.  

More specifically, ERSPs are computed using the complex demodulation method 

(Hoechstetter et al., 2004), with a frequency step of 1 Hz and a time step of 50 ms. The ERSP 

(Makeig, 1993, Pfurtscheller and Silva, 1999, Brugge et al., 2009) quantifies the increase or 
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decrease in amplitude/power at a given frequency or frequency band with reference to the 

ongoing background brain activity recorded in a defined baseline. Amplitude is normalized 

independently in each frequency or frequency band. The ERSP index is calculated using the 

following formula.   

𝐸𝑅𝑆𝑃(t, f)   =   

A! t, f − A!"#$%&'$,      !(f)
A!"#$%&'$,      !(f)

  ×  100%!
!!!

N  

where  𝐴! 𝑡, 𝑓    is the absolute amplitude at time t and frequency f in trial n; and 

𝐴!"#$%&'$,      !(𝑓) is the mean absolute amplitude at frequency f over the defined baseline in trial 

n.  

The phase-locked component of ERSP (PL) is computed by applying spectral analysis 

on averaged waveform, which is obtained from averaging the MEG signals across trials, using 

the following formula:  

𝑃𝐿(𝑡, 𝑓)   =   
𝐴 𝑡, 𝑓 − 𝐴!"#$%&'$(𝑓)

𝐴!"#$%&'$(𝑓)
  ×  100% 

where  𝐴 𝑡, 𝑓   is the absolute amplitude at time t and frequency f of the averaged signal; and 

𝐴!"#$%&'$(𝑓) is the mean absolute amplitude of the averaged signal at frequency f over the 

defined baseline. 

The non-phase-locked component of ERSP (NPL) is then computed by subtracting the PL from 

the amplitude change in single trial, as indicated by the following formula:  

𝑁𝑃𝐿(𝑡, 𝑓) =

𝐴! 𝑡, 𝑓 − 𝐴!"#$%&'$,      !(𝑓)
𝐴!"#$%&'$,      !(𝑓)

  ×  100%  −   𝑃𝐿(𝑡, 𝑓)!
!!!

𝑁  

1.4.2 Electrophysiological techniques for studying brain functions  

Electrophysiological studies in auditory processing and speech perception often use 

MEG and EEG to record brain activities to take advantage of their high temporal resolution. 
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MEG and EEG are two complementary techniques that measure, respectively, the magnetic 

field outside the head and the electric field on the scalp (Hämäläinen et al., 1993).  

1.4.2.1 The neurophysiology of MEG and EEG 

MEG and EEG are two complementary techniques that measure magnetic fields outside the 

head and the electric potential on the scalp, respectively (Nakasatp et al., 1994, Baillet et al., 

2001, Sharon et al., 2007, Hansen et al., 2010). MEG measure the magnetic fields generated 

mainly by intracellular currents (also called primary currents) in cortical pyramidal cells at the 

location of each of the sensors fixed inside a helmet (Baillet et al., 2001, Hansen et al., 2010). 

Unlike MEG, EEG measures the electric potentials on the scalp produced by extracellular 

currents (also termed return currents) which travel through the volume conductor of the head at 

the location of each of the electrodes attached to the scalp (Baillet et al., 2001, Buzsaki et al., 

2012). The primary currents are ionic currents that are generated within pyramidal cells as the 

result of synaptic activity. Due to the force caused by the electric field, the primary currents 

induce return currents outside the cells. Therefore MEG and EEG are measure different aspects 

of electromagnetic fields arising from ionic current flow in the neural cell assembly.  

To be detected by EEG and MEG, the spatial arrangement of these neural cell 

assemblies is crucial. It has been suggested that the main generators for EEG and MEG signal 

are macro-columns consisting of tens of thousands of large pyramidal cortical neurons. When 

these pyramidal neurons are simultaneously activated, the dendritic trunks of these neurons 

form a coherence assembly that points perpendicularly to the cortical surface. This coherent 

assembly of neurons generate summated magnetic fields large enough to be measurable outside 

the head using MEG, as well electric fields measureable on the scalp with EEG (Hämäläinen et 

al., 1993, Baillet et al., 2001, Hansen et al., 2010). Figure 6 gives an illustration of the auditory 

evoked response elicited by a broadband noise recorded in concurrent MEG and EEG. As 

shown in Figure 6, the main generator (primary current) is quite similar in terms of location and 

orientation, despite the different field topographies.   
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Figure 6. Topographies of auditory evoked magnetic fields and scalp potentials recorded in 
concurrent MEG and EEG, respectively, of a representative subject. (A) Magnetic flux of M100 
measured by MEG sensors is projected onto the surface of the head; Blue indicates negative 
flux (entering head), red indicates positive flux (leaving head).  (B) Scalp potential of N100 
recorded with EEG. Blue indicates negative potential, and red indicates positive potential. The 
open arrows show the surface projection of the cortical primary current generating the 
magnetic field and electric field. 
 

Both MEG and EEG have excellent temporal resolution, but they also have their own 

unique characteristics (Hämäläinen et al., 1993, Darvas et al., 2004, Nunez and Srinivasan, 

2006, Hansen et al., 2010). As stated earlier, the return currents that reach the scalp are the 

electric potentials measured by EEG, whereas the magnetic field produced by the primary 

currents is the signal measured by MEG. Because of the complexity of brain structures and the 

strength of electric currents are highly influenced by the conductivity of the medium they travel 

through, the interpretation of EEG signals requires precise knowledge of the thicknesses and 

conductivity of different layers of the brain volume. Unlike electric fields, magnetic fields 

measured with MEG are not influenced by conductivity of the medium. This simplifies, at least 

to some extent, the source localization problem, and provides a relatively higher spatial 

resolution profile as compared with EEG.  

Furthermore, MEG is more subject to the structure of the cortex, as compared with EEG 

(Hämäläinen et al., 1993, Hansen et al., 2010). The cortical surface is densely folded and thus 

forms different orientations of the primary currents. MEG is sensitive to the tangentially 



 34 

(relative to the spherical model of the head) oriented primary currents, which arise in the sulci – 

the concave depths of the cortical folds; but MEG is insensitive to the radially oriented primary 

currents, which originate in the gyri – the convex tops of the cortical folds. The further away 

the source, the closer it approaches to the center of the head sphere, so the more radial it 

becomes (Hämäläinen et al., 1993). As a result, MEG is generally thought to be relatively 

insensitive to signals from deeper brain structures. In contrast, EEG can detect return currents 

induced by both tangential and radial primary currents (Jones and Byrne, 1998, Tonnquist-

Uhlen et al., 2003, Nunez and Srinivasan, 2006). 

 In addition, MEG measure is also sensitive to the distance between the MEG sensors 

and the brain signal source. MEG sensors are fixed inside the MEG helmet, which locates with 

a distance from the subject’s head. This characteristic of MEG measurement implies an 

inherent limitation of deep source imaging in MEG. First, the magnitude of the magnetic field 

decreases as the distance (r) from the location of measure to the field source increases in a 

manner of 1/r2 (Hansen et al., 2010). Thus, the amplitude of the magnetic field at a fixed sensor 

array depends strongly on the depth of the source of brain activity and the distance between the 

head and the sensors. Additionally, MEG is highly subject to environmental noise due to the 

small amplitude of neuromagnetic signals (Hansen et al., 2010). To reduce the noise, advanced 

techniques such as gradiometers are used. Gradiometers, however, increase the depth 

dependency of MEG measurements (de Jongh et al., 2005). Given the magnetic field generated 

by the small cortical current flow is at an extremely small scale, the detection of deep sources 

can be limited in MEG recording (Hillebrand and Barnes, 2002, Leijten et al., 2003). 

In view of these considerations, it is reasonable to suggest that neuromagnetic signals 

detectable outside the head are mainly produced in the cerebral cortex, due to its proximity to 

the MEG sensors. On the other hand, deeper brain structures such as brainstem (Herdman et al., 

2002, Purcell et al., 2004) have been reported in many EEG studies using scalp recordings. 

While the high sensitivity of MEG to cortical structure and distance has been thought as a 
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disadvantage of MEG, it can be an advantage for studying auditory processing given that the 

superficial and tangential sources are the main generators (Phillips et al., 2000, Houde et al., 

2002, Chait et al., 2004, Miyazaki et al., 2013).  

1.4.2.2 Paediatric MEG for preschool-aged children  

As stated above, the measurement of neuromagnetic signals in MEG highly depends on the 

distance between the MEG sensor array fixed inside the MEG helmet and the source of the 

signal. It is therefore crucial to place the participant’s head as close to the fixed sensor array 

installed inside the MEG helmet as possible. However, due to the much smaller sizes of young 

children’s head, the distance between the head center and sensor array could be too large for 

accurate measurements (Johnson et al., 2010, He et al., 2014). What makes the task even harder 

is the fact that children’s shoulders usually prevent them from inserting their heads completely 

into an adult MEG helmet (Johnson et al., 2010, He et al., 2014). Figure 7 illustrates the 

problem in using the conventional MEG system for measuring brain activity in young children. 

Hence, in addition to using standard MEG and EEG systems to record brain activity in adults, a 

custom-designed pediatric MEG system was employed to measure brain responses in 

preschool-aged children. 
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Figure 7. Sensor positions shown with respect to head for: (A) an adult in adult MEG. (B) A 
child in adult MEG. (C) A child in child MEG. M100 topography is shown in (A), P100m 
topography in (C). Magnetic flux measured by MEG sensors is projected onto the surface of the 
head. Blue indicates negative flux (entering head), red indicates positive flux (leaving head). 
Figure adapted from Johnson et al., (2010).   

1.5 Research questions 

Temporal modulations in the overall amplitude of sounds (the “sound envelope”) contain 

critical information for the perception of speech and music (Drullman, 1995; Drullman et al., 

1994; Rosen, 1992; Shannon et al., 1995). Interest in the topic of auditory temporal processing 

has been strongly stimulated by recent neurolinguistic models that advocate an essential role in 

speech perception for neural mechanisms that encode the speech envelope (Giraud & Poeppel, 

2012; Goswami & Leong, 2013; Gross et al., 2013). How the temporal modulations are 

encoded in the human auditory cortex, however, is still unclear. Neurophysiological profiles 

based on the EEG/MEG-recorded ASSR/EFT show a low pass modulation transfer function 

with a high cutoff of about 50 Hz. However modulation rates well above this 50 Hz bound 

contain crucial temporal information for perception of environmental sounds, music and 

speech. This thesis was motivated by this gap in our understanding. Moreover, temporal 
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encoding models must account for the maturation of temporal processing during the critical 

periods in the development of speech perception and language acquisition. At present, there is 

much to learn about how the sound envelope is processed in the developing brain. Therefore, a 

second aim of the current thesis was to examine the temporal processing measured by EFRs in 

the brains of preschool-aged children. This thesis addressed the following questions:  

1. How are temporal modulations encoded in the human auditory cortex? In particular, 

how are perceptually crucial temporal modulations at high temporal rates beyond the optimal 

upper limit of PL responses being encoded in the human auditory cortex? Using the ERSP 

analysis, Chapter 2 demonstrates a dissociation between MEG-recorded PL and NPL 

following responses to the envelope of white noise amplitude modulated at the rate of 1-80 Hz. 

While both types of following responses were elicited by AM noise, the PL response was most 

prominent for modulation rates  below 50 Hz; in contrast, NPL responses were most prominent 

in the higher frequency range (i.e. 50 – 80 Hz).  These findings are difficult to accommodate 

within a framework that views the auditory cortex as a low pass temporal filter; however they 

are entirely consistent with the existence of a dual temporal encoding scheme as suggested by 

measurement of single unit responses in primary auditory cortex of nonhuman primates (Lu et 

al., 2001).  

2. Can the MEG recorded PL and NPL following responses be observed using EEG? 

Since EEG measures both cortical and subcortical signals, we ask whether both the primary 

auditory cortex and the brainstem contribute to the EEG recorded following response. Chapter 

3 analyzes EEG and MEG data recorded concurrently in the same experiment. Dual PL and 

NPL following responses that are found in MEG data were also found in EEG data in the 

auditory cortical sources. In contrast, the brainstem source showed only PL following responses 

with no significant NPL responses. These analyses fit well with the explanation that PL 

responses predominate in subcortical auditory regions, with a progressive transformation of PL 

to NPL responding as information ascends in the central auditory system (Joris et al., 2004).    
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3. How does cortical temporal encoding develop in children? To our knowledge there 

are no previous EEG/MEG data on the ASSR/EFR for children older than infants or younger 

than school age. Yet, the preschool years between 3 and 5 years represent a crucial period in 

children’s acquisition of language. Given the emerging importance of temporal processing in 

neurobiological models of language perception, it is imperative to provide objective 

neurophysiological data on cortical temporal processing capabilities in children during the 

course of language acquisition. Our results (Chapter 4) indicate that temporal processing is 

limited to slow modulation below about 25 Hz in synchronization-based temporal codes in 

preschool-aged children. These results support the hypothesis that temporal processing in the 

auditory cortex has a protracted maturational time course (Moore et al., 2001).  
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Abstract 

Current hypotheses about language processing advocate an integral relationship between 

encoding of temporal information and linguistic processing in the brain. All such explanations 

must accommodate the evident ability of the perceptual system to process both slow and fast 

time scales in speech. However most cortical neurons are limited in their capability to precisely 

synchronise to temporal modulation at rates faster than about 50 Hz. Hence, a central question 

in auditory neurophysiology concerns how the full range of perceptually relevant modulation 

rates might be encoded in the cerebral cortex. Here we show with noninvasive 

magnetoencephalography (MEG) measurements that the human auditory cortex transitions 

between a phase-locked (PL) mode of responding to modulation rates below about 50 Hz, and a 

non phase-locked (NPL) mode at higher rates. Precisely such dual response modes are 

predictable from the behaviours of single neurons in auditory cortices of non-human primates. 

Our data point to a common mechanistic explanation for the single neuron and MEG results and 

support the hypothesis that two distinct types of neuronal encoding mechanisms are employed 

by the auditory cortex to represent a wide range of temporal modulation rates. This dual 

encoding model allows slow and fast modulations in speech to be processed in parallel and is 

therefore consistent with theoretical frameworks in which slow temporal modulations (such as 

rhythm or syllabic structure) are akin to the contours or edges of visual objects, whereas faster 

modulations (such as periodicity pitch or phonemic structure) are more like visual texture. 

 

Keywords: auditory cortex; auditory steady state response; envelope following response; 

temporal encoding; gamma band response 
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2.1 Introduction 

At the present time there is considerable neuroscientific interest in how the human auditory 

system may be organized to encode, process and utilize various classes of temporal information 

contained in sounds, to aid in the construction of accurate perceptions of the auditory world and 

in the derivation of meaningful linguistic representations from the speech signal (Eggermont, 

2001; Giraud et al., 2000; Giraud and Poeppel, 2012; Herdener et al., 2013). In particular many 

investigators are interested in how and where information about the sound envelope -- a class of 

temporal modulations at both relatively slow and fast rates between 1 Hz to 100 Hz – is 

represented in the human auditory system (Eggermont, 2001; Giraud et al., 2000; Peelle et al., 

2012).  Interest in the mechanisms of sound envelope encoding has been strongly stimulated in 

recent years by new hypotheses of language perception that posit an integral relationship 

between encoding of temporal information in speech and linguistic processing in the brain 

(Poeppel, 2003; Poeppel et al., 2008).  

The most straightforward way to encode temporal modulations is to synchronize 

neuronal activity with the periodicity of a sound via phase-locking (PL) (Eggermont, 2014; 

Joris et al., 2004). Such PL activity is evident throughout the auditory system and is prevalent at 

lower levels of the auditory system, with auditory nerve fibres showing precise PL up to rates 

of 4 kHz (Eggermont, 2014; Wang et al., 2008). However the upper limit of stimulus-

synchronization in single units declines progressively and markedly as one ascends the auditory 

pathway (Eggermont, 2014; Wang et al., 2008). By the level of the primary auditory cortex, PL 

in single units is limited to relatively low modulation rates, showing a low-pass temporal 

modulation transfer function (TMTF) with a high cutoff of about 50 Hz (Eggermont, 2001; 

Wang et al., 2003). This TMTF profile of phase-locked (PL) temporal coding is also observed 

in noninvasive measurements of human auditory cortical activity by 

electroencephalography/magnetoencephalography (EEG/MEG) studies measuring auditory 

steady-state responses (ASSR) to constant periodic stimuli (John and Picton, 2000; Picton et al, 
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2003; Roß et al, 2000), and envelope following responses (EFR) to stimuli in which amplitude 

modulation (AM) is swept continuously over a range of rates (Nodarse et al., 2011; Miyazaki et 

al., 2013; Picton et al., 2003; Purcell et al., 2004). These neurophysiological profiles roughly 

match the psychophysical TMTF for detection of AM in white noise (Viemeister, 1979). Such 

results suggest that the auditory system can be modeled as a simple low pass temporal filter 

(Viemeister, 1979; Rees et al., 1986; Ross et al., 2000) that is organized to capture and 

emphasize relatively low frequency temporal envelope information such as syllable rate 

periodicities in speech, and to filter or deemphasize temporal content that is communicated at 

higher rates (Doelling et al., 2014).  

However higher modulation rates (above about 40 Hz, ranging as high as 500 Hz) 

contain temporal information crucial for perception of voiced speech sounds (e.g. /d/-/t/) as well 

as periodicity pitch (Joris et al., 2004; Langner, 1992; Rosen, 1992). Further, ablation studies in 

cats have shown that primary auditory cortex is essential for detection of periodicity pitch 

(Whitfield, 1980). Given the limited capacity of cortical neurons to precisely synchronise to 

temporal information at faster rates, a central question in auditory neurophysiology concerns 

how the full range of perceptually relevant modulation rates might be encoded in the cerebral 

cortex. At present it is not clear how higher modulations are represented at the level of the 

cortex in humans. Studies of single neurons in the auditory cortex of marmoset monkeys have 

shown that high modulation rates are associated with increases in non phase-locking (NPL) 

neuronal activity, leading to the hypothesis that the perceptually-relevant range of temporal 

periodicities is represented in cortex by a dual encoding scheme (Liang et al., 2002; Lu et al., 

2001; Wang et al., 2003). On this model, the nature of envelope encoding changes: from an 

“explicit” or “isomorphic” mode of PL “temporal coding” at slow modulation rates, to an 

“implicit” or “nonisomorphic” mode of NPL “rate coding” (or possibly, “rate-place coding”) of 

faster modulations (Joris et al., 2004; Liang et al., 2002; Lu et al., 2001; Wang et al., 2003). 
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To our knowledge, a NPL type of auditory response has not previously been described 

in the macroscopic measurements of EEG/MEG recordings of the ASSR/EFR in humans. It is 

notable that conventional methods for measuring the ASSR/EFR emphasise PL activity with 

continuous stimulation paradigms and time domain averaging of trials (Miyazaki et al., 2013; 

Purcell et al., 2004). These procedures improve the signal-to-noise ratio of PL activity within 

the recordings, but essentially discard any information about NPL activity. If the auditory 

cortex employs NPL representation to any significant extent, then the existing picture of human 

auditory cortical tuning provided by these measures must be incomplete. The current study was 

therefore designed to characterise the total magnitude of both PL and NPL MEG responses to 

AM across a range of perceptually-relevant modulation rates (see Figure 1 for details). 

Motivated by the dual encoding model from single unit neurophysiology (Liang et al., 2002; Lu 

et al., 2001; Wang et al., 2003), we predicted there should be substantial NPL activity in the 

envelope-following response of the MEG, particularly at rates that exceed the 50 Hz maximum 

that is optimal for PL responses (Picton et al., 2003).  

2.2 Methods 

2.2.1 Subjects 

Twenty-eight adults (seventeen females) aged 22 to 36 years (mean = 29 years) participated in 

the study. Hearing thresholds were measured using an Otovation Amplitude T3 series 

audiometer (Otovation LLC, King of Prussia, PA). All subjects showed normal hearing 

thresholds (≤ 20 dB HL) for octave frequencies from 500 to 2000 Hz.  All procedures were 

approved by the Human Subjects Ethics Committee of Macquarie University. 

2.2.2 Acoustic stimulation 

The acoustic stimulus was created in MATLAB (Mathworks: Natickm, MA) by modulating a 

9-second white noise with a 9-second sweep changing exponentially from 1 Hz to 80 Hz. The 
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modulation depth was 100%. The exponential function used to create the stimulus was: 

𝑓 𝑡 =   𝑓!×
!!
!!

!
!!, where 𝑓 𝑡  is the frequency changing by time, 𝑡, 𝑓! = 1 (Hz) is the starting 

frequency, 𝑓!= 80 (Hz) is the ending frequency, 𝑡! = 9   𝑠𝑒𝑐𝑜𝑛𝑑  is the sweep duration. The 

function therefore can be simplified as: 𝑓 𝑡 =   80!/!.  

In order to separate the envelope following response from the responses to sound onset/offset, 

an unmodulated 0.3 second white noise was inserted both at the beginning and the end, 

resulting a total stimulus duration of 9.6 seconds. The temporal waveform of the complete 

stimulus and spectrogram of the envelope of the AM sweep are presented in Figure 1. 

 

Figure 1. Characteristics of the acoustic stimulus. (A) Stimulus waveform. Total sound 
duration was 9.6 s, consisting of 0.3 s of unmodulated noise, followed by AM sweeping from 1-
80 Hz over 9.0 sec, and concluding with another 0.3 seconds of unmodulated white noise. The 
modulation rate of the AM sweep changed logarithmically from 1 Hz to 80 Hz over time from 
0.3 second to 9.3 second. Modulation depth was 100%. Stimuli were repeated for 200 trials 
with a mean interstimulus interval of 950 ms. (B) Spectrogram of the envelope of the AM 
sweep. (C) The stimulus was designed to deliver about 2 cycles of each modulation rate. 

2.2.3 Procedure 

Participants listened to the stimuli passively while watching a muted movie. Active attention 

has a relatively small effect on the magnitude of the ASSR (Ross and Pantev, 2004) and passive 

listening paradigms have been used in most previous studies of the auditory ASSR/EFR (see for 

example, Purcell et al., 2004; Ross et al., 2000). In addition we wished to employ the same 
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methods used by us in studies of the EFR in preschoolers (Tang et al., submitted for 

publication) which necessitated the use of procedures that place minimal demands on the 

attentional and motivational capacities of the children. 

Stimulus presentation was controlled using Experiment Builder 1.10.165 (SR Research: 

Mississauga, Ontario, Canada). The same stimulus was presented repeatedly for 200 trials with 

an inter-stimulus interval (ISI) of ~950 ms (ISI was randomly selected from a rectangular 

distribution between 900 ms and 1000 ms) separately in two blocks. The total duration of the 

experiment was about 35 minutes. The sounds were delivered binaurally using insert earphones 

(Model ER-30, Etymotic Research Inc., Elk Grove Village, IL) at a level of 70 dB SPL.  

2.2.4 MEG Recording 

Brain activity was recorded continuously using a whole-head MEG system consisting of 160 

axial gradiometers with a 50 mm baseline (Model PQ1160R-N2, KIT, Kanazawa, Japan) 

located in a magnetically shielded room (Fujihara Co. Ltd., Tokyo, Japan). All measurements 

were carried out with participants in a supine position. MEG data were acquired with a 

sampling rate of 1000 Hz and band-pass filtered between 0.03 Hz and 200 Hz using an 

analogue filter. 

2.2.5 Structural MRI Scans 

Anatomical images were acquired at the Macquarie University Hospital, Sydney, using a 3 

Tesla Siemens Magnetom Verio scanner with a 12-channel head coil. Images were acquired 

using an MP-RAGE sequence (208 axial slices, TR = 2000 ms, TE = 3.94 s, FOV = 240 mm, 

voxel size = 0.9 mm3, TI = 900, flip angle = 9°). 

2.2.6 Analyses 

MEG data were analysed using BESA Research Version 6.0 (BESA Research GmbH: 

Grafelfing, Germany). Structural MRIs were processed, warped into Talairach space, and co-

registered with the MEG data using BESA MRI 2.0 (BESA Research GmbH: Grafelfing, 
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Germany). Data were analysed using a spatial filter consisting of bilateral dipoles fitted to the 

M100 component of auditory evoked fields (AEFs) elicited by the onsets of the acoustic 

stimuli. AEFs were epoched from -100 to 400 ms with respect to the onset of each stimulus. 

The epoched data was averaged across trials and band pass filtered between 2 and 20 Hz. Semi-

symmetric dipoles were fitted within the M100 latency window of 100 - 200 ms (see Figure 

2.A) for each subject (Schoonhoven et al., 2003). Here semi-symmetric refers to the left-right 

symmetric location but independent orientation of the two dipoles (Schoonhoven et al., 2003). 

Dipoles for all participants were located in the posterior superior temporal gyri (Figure 2), 

clustered around Brodmann areas 22 (primary auditory cortex) and 41 (auditory association 

cortex). The group mean dipole locations was (-50.3 ± 4.8, -20.2 ± 6.4, 4.2 ± 6.9) in the left 

hemisphere and (50.3 ± 4.8, -20.2 ± 6.4, 4.2 ± 6.9) in the right hemisphere.  

 

Figure 2 Individual dipole sources and group mean. (A) Overlaid sensor waveform epoched 
from -100 to 400 ms with respect to the onset and averaged across trials of a representative 
participant. (B) Semi-symmetric bilateral dipoles localized based on M100 of a representative 
participant using individual MRI. The bar of the dipole represents the source strength and its 
orientation represents the orientation of the equivalent dipole source. (C) Semi-symmetric 
bilateral dipoles of all the participants (blue dot) projecting on the axial plane defined by the 
group mean location (red cross) in the MNE MRI.  
 

A bilateral two-dipole source montage was applied to the raw MEG data of each 

individual to reconstruct the source waveform from each dipole in each hemisphere. Time-

frequency analyses were then carried out on the continuous source waveforms over a frequency 
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range of 1 to 80 Hz within an epoch window from 600 ms pre-stimulus to 9600 ms post-

stimulus. ERSPs were computed using the complex demodulation method (Hoechstetter et al., 

2004), with a frequency step of 1 Hz and a time step of 50 ms. The ERSP (Brugge et al., 2009; 

Makeig, 1993; Pfurtscheller and Silva, 1999) quantifies the increase or decrease in 

amplitude/power in a given frequency or frequency band with reference to the ongoing 

background brain activity recorded in the defined baseline. Amplitude was normalized 

independently in each frequency or frequency band. Specifically, the ERSP index is given by 

the following formula.   

𝐸𝑅𝑆𝑃(𝑡, 𝑓)   =   

𝐴! 𝑡, 𝑓 − 𝐴!"#$%&'$,      !(𝑓)
𝐴!"#$%&'$,      !(𝑓)

  ×  100%!
!!!

𝑁  

where  𝐴! 𝑡, 𝑓    is the absolute amplitude at time t and frequency f in trial n;  and 

𝐴!"#$%&'$,      !(𝑓) is the mean absolute amplitude at frequency f over the defined baseline in trial 

n.  

The phase-locked component of ERSP (PL) was computed by applying spectral analysis on 

averaged waveform, which is obtained from averaging the MEG signals across trials, using the 

following formula:  

𝑃𝐿(𝑡, 𝑓)   =   
𝐴 𝑡, 𝑓 − 𝐴!"#$%&'$(𝑓)

𝐴!"#$%&'$(𝑓)
  ×  100% 

where  𝐴 𝑡, 𝑓   is the absolute amplitude at time t and frequency f of the averaged signal; and 

𝐴!"#$%&'$(𝑓) is the mean absolute amplitude of the averaged signal at frequency f over the 

defined baseline. 

The non-phase-locked component of ERSP (NPL) was then computed by subtracting the PL 

from the amplitude change in single trial as indicated by the following formula:  

𝑁𝑃𝐿(𝑡, 𝑓) =

𝐴! 𝑡, 𝑓 − 𝐴!"#$%&'$,      !(𝑓)
𝐴!"#$%!"#,      !(𝑓)

  ×  100%  −   𝑃𝐿(𝑡, 𝑓)!
!!!

𝑁  
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The inter-trial phase locking (ITPC), which quantifies phase consistency cross trials for each 

frequency and time point, was computed using the following formula.  

𝐼𝑇𝑃𝐶 𝑡, 𝑓 =   
1
𝑁    𝑒!!!(!,!)

!

!!!

 

with N = total number of trials; and φ!(𝑓, 𝑡) = phase in trial k.  

Permutation tests were then carried out on the time-frequency data based on previously 

developed algorithms (Maris and Oostenveld, 2007) using custom MATLAB scripts to examine 

whether the envelope following pattern was statistically significant. The permutation tests were 

applied to response between 0.3 second after the stimulus onset to 9.3 second, during which 

time the temporal modulation of the stimulus swept from 1 Hz to 80 Hz. During permutation, a 

primary threshold was used to identify the top 5% values. The clustering algorithm used the 

sum of activities within a cluster (instead of the size of a cluster). Only clusters surviving a 

permutation with 1000 iterations at the significant level of 0.05 were accepted. To better 

visualize the relationship between stimulus modulation rate and brain response, a linearization 

procedure was applied to convert the time axis to modulation rate, based on the stimulus 

spectrogram function 𝑓 𝑡 =   80!/!. Model fitting was then performed in MatLab R2014a (the 

MathWorks Inc., Natick, MA, USA) using the Curve Fitting Toolbox (version 3.4.1) to model 

the correlation between modulation rate and frequency of brain response. A linear model 

(𝑓 = 𝑎 ∗𝑚 + 𝑏; here f is the frequency of brain response, m is the rate of modulation, a and b 

are two parameters set for free fitting) was used to fit the permuted data. EFR to AM at rate m, 

was identified as the mean magnitude within the bin [f-1 f+1]. Vector strength of the defined 

EFR was then re-plotted against the frequency of the AM to visualize the TMTFs. A 3 Hz 

smoothing window was applied to TMTF plots for visualization only.  

Being the first to use a discrete stimulation with an inter-stimulus interval using a rapid 

sweeping stimulus like the one we employed, one concern would be whether the current 

paradigm is sufficient for eliciting modulation-specific following responses. To this end, we 
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divided the total number of trials (i.e. ~ 180 - 200) into four subsets chronically, with about 45-

50 trials per subset. All time-frequency analyses described above were conducted for each 

subsets and difference between subsets were tested for statistically significance by performing 

permutation tests on the difference between two spectrograms of the same measure. If the rapid 

varying AM sweep employed in present study was sufficient to elicit following response in 

signal trial and the reset of auditory cortex during the ITI was not an interruption of temporal 

encoding, then no time effect should be observed and the dual temporal representations should 

be consistent across the four subsets.  

2.3 Results 

Computation of the PL activity, by averaging single trials in the time domain before computing 

the event-related spectral perturbations (ERSP) (Brugge et al., 2009; Makeig, 1993; 

Pfurtscheller and Silva, 1999), shows that our data replicate the low-pass TMTF reported in 

many previous EEG/MEG studies (Picton et al., 2003; Purcell et al., 2004), with a prominent 

peak around 40 Hz followed by a marked decline in magnitude above 50 Hz (see Figure 3.a-c). 

However the shape of the TMTF is considerably altered when total ERSP magnitude is 

computed (Figure 3.d-f). Here the TMTF profile measured with ERSP reflecting both PL and 

NPL activity, shows strong responses following the temporal patterns of the AM throughout the 

range of frequencies from 30-80 Hz (see Figure 3.d-f). The ERSPs at lower frequencies (1-30 

Hz) were much weaker and accompany with a significant beta band (13-25 Hz) 

desynchronization. This behaviour is difficult to accommodate within a model that views the 

auditory cortex as a simple low pass filter for temporal information.  

When both the NPL and PL components of the total ERSP were separated and plotted 

against modulation rate (Figure 4.c), we obtained a dual response profile that strongly 

resembles that described for single unit activity in auditory cortex of non human primates 

(Liang et al., 2002; Lu et al., 2001; Wang et al., 2003). This profile shows a predominantly PL 
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mode of responding at rates below 50 Hz, transitioning to a predominantly NPL mode of 

responding at rates above 50 Hz, and with an intermediate transition zone between 30 and 50 

Hz where both PL and NPL modes are prominent (see Figure 4).  

When the total number of trials was partitioned chronically to four subsets, the PL and 

NPL dual responses were consistently demonstrated in all the four subsets of data (Figure 5 and 

6). No significant difference was found based on permutation tests on the spectrogram of the 

difference between subsets (Figure 6.A).  

 

 

Figure 3. Event-related spectral perturbations in auditory cortex in response to the range of 
AM rates. Left plots show inter-trial phase coherence (ITPC) values, right plots show total 
amplitude change from the prestimulus baseline. (a) ITPC over the analysis epoch. Responses 
to onset and offset of the stimulus are seen at about 100 ms and 9400 ms respectively. (b) 
Linearised and permuted ITPC values. (c) Temporal modulation transfer function (TMTF) for 
ITPC as a function of AM rate. (d) Total amplitude change from baseline over the analysis 
epoch. (e) Linearised and permuted total amplitude values. (f) Temporal modulation transfer 
function (TMTF) for total amplitude change as a function of AM rate.  
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Figure 4. Phase-locked (PL) and non-phase-locked (NPL) components of event-related 
spectral perturbations (ERSPs).  All plots show group and hemisphere averaged MEG 
responses from bilateral auditory cortical sources. (a) Permuted and linearised spectrogram of 
PL component obtained by averaging individual trials in the time domain. Maximum amplitude 
changes are in the 30 - 50 Hz range of modulation rates. (b) Permuted and linearised 
spectrogram of NPL component obtained by subtracting PL component from individual trials. 
Maximum amplitude changes are in the ~55 - 80 Hz range of modulation rates. (c) PL and NPL 
components of the ERSP TMTF function. All non-zero data points are statistically significant (p 
< 0.05).  
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(A) 

  

 

 

 

 

(B)  

 

 

Figure 5. Phase-locked (PL) and non-phase-locked (NPL) event-related spectral 
perturbations (ERSPs) of four subsets partitioned chronically from the total dataset.  (A) PL 
component of ERSPs in four subsets. (B) NPL component of ERSPs in four subsets. Part 1-4 
stands for the first ¼, second ¼, third ¼, and the four ¼ respectively.  
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(A) 

 

(B) 

 

Figure 6. TMTFs of phase-locked (PL) and non phase-locked (NPL) evented-related spectral 
perturbations (ERSPs) of four subsets partitioned chronically from the total dataset. (A) 
Overlaid TMTFs of four subsets. (B) Dual PL and NPL responses in gamma band range (30 – 
80 Hz) in individual subsets.   

2.4 Discussion 

The human auditory SSR/EFR (hereafter, referred to by the more general term of EFR) has 

been the subject of considerable neuroscientific and clinical interest since interest in these 

responses was stimulated by Galambos et al.’s 1981 report on the auditory 40 Hz response. 

Since then these responses have been extensively characterised with EEG and MEG 
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measurements over a wide range of stimulation rates. There is now substantial data to show that 

the conventional phase-locked auditory EFR -- elicited with continuous stimulation and time 

domain averaging – falls off steeply in magnitude at stimulation rates above 50 Hz. Below 50 

Hz, the frequency characteristic shows a maximal amplitude of response at rates of about 40 Hz 

(the auditory 40 Hz response). Using non-continuous stimulation (to provide a reference 

baseline of prestimulus activity) and averaging in the frequency domain (to preserve non phase 

locked as well as phase locked responses), we show that the total amplitude change from 

baseline does not decline for rates above 50 Hz and is maintained at high levels to the maximal 

stimulation rate of 80 Hz.  On the other hand, the phase-locked portion of this amplitude change 

precisely replicates the conventional TMTF of the auditory EFR described above (see reviews 

by Picton, 2003; Ross, 2103).  

These results are interesting first because they show that the conventional phase-locked 

auditory EFR which has attracted substantial neuroscientific interest and clinical application 

(e.g., Galambos et al.’s 1981 paper has been cited nearly 1000 times to date, and steady-state 

auditory EFRs are now widely used in clinical audiometric testing) provides only a partial and 

incomplete picture of how the human auditory cortex responds to rapidly presented sounds. 

They are also interesting because they imply that the auditory cortex uses two distinct kinds of 

neuronal mechanisms to encode temporal modulations in high versus low temporal modulation 

rates in sounds. This possibility has been proposed in a variety of contexts in the last several 

decades and is consistent with a substantial amount of data from human psychophysics, 

functional MRI, and invasive studies in animals and humans.    

2.4.1 A novel response property of the auditory EFR 

Our results describe a novel property of the MEG brain response to rapidly amplitude-

modulated sounds, a non-phase locked oscillatory response following the AMs at rates higher 

than 30 Hz. This observation stands in contrast to a considerable and long-standing literature on 

auditory steady-state responses, auditory envelope following responses, and auditory transient 
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gamma band responses that all emphasize strongly phase-locked oscillatory responses in the 

low gamma range of 30 – 50 Hz (Galambos et al., 1981, Makeig, 1993, Roß et al., 2000, 

Brosch et al., 2002, Picton et al., 2003, Purcell et al., 2004, Mijares Nodarse et al., 2011), with a 

rapid fall off in the magnitude at rates higher than about 50 Hz. Since the high rates EFR is not 

phase-locked its absence in previous descriptions of the ASSR is not surprising, since these 

have invariably emphasized phase-locked signals to increase signal to noise ratio by averaging 

of signals in time domain or by extracting phase-locked signals in the frequency domain. Both 

of these analyses will destroy signals that are not strongly phase-locked to the inducing 

stimulus.   

The novel rate-sensitive, non phase-locked EFR described here provides a new look to 

the conventional auditory EFR, in several respects. First, this response strongly suggests a 

connection to the non-phase locked high gamma band auditory responses to transient stimuli 

that were initially described with invasive ECoG recordings in human patients (Brugge et al., 

2009; Edwards et al., 2009; Crone et al., 2001; Crone et al., 2011; Nourski et al., 2009; Nourski 

et al., 2013) and in non-human primates (Brosch et al., 2002; Steinschneider et al., 2008) and 

more recently with non-invasive MEG recordings of auditory transient responses in healthy 

humans (Sedley et al., 2012). In addition to their non-phase-locked nature, the properties of the 

“high gamma band” responses differ importantly from those in the low (circa 40 Hz) gamma 

band, with stronger responses to linguistic than to non-linguistic stimuli (Crone et al., 2001) and 

with more susceptibility to top-down influences of higher level processes (Hermann et al., 

2010).  Thus, the NPL EFR can potentially provide a neural marker of higher level cognitive 

processes than are indexed by the PL EFR.  

This more complete picture of auditory EFRs may also bear importantly on our 

understanding of the neural generators of both the new NPL EFR and those of the conventional 

PL EFR, which have been extensively debated but never completely resolved. In particular, the 

dual PL/NPL response profile of the EFT is well explained by mechanisms recently described 
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in in vitro preparations of auditory cortex of the rat.  Ainsworth and colleagues (2012) reported 

two fundamentally different distinct local circuit generators of low and high gamma rhythms. 

Low levels of cortical stimulation (i.e. increases in firing rate caused by application of the 

glutamate agonist kainite) resulted in a frequency-stable low gamma frequency (30-45 Hz) 

rhythm originating in layers 2/3 supragranular layers, while higher levels of stimulation resulted 

in a “frequency-labile” high gamma frequency (50 – 80 Hz) rhythm originating in granular 

layer 4. Notably, the frequency of the local field potential (LFP) high gamma rhythm increased 

as a direct function of the firing rates of principal cells. The rate-sensitivities of these two 

gamma rhythms match remarkably with those of our PL (phase-stable and maximal at stimulus 

repetition rates of 40 Hz) and NPL (non phase stable and increasing as a function of repetition 

rate greater than 30 Hz). If we accept that rate coding is employed for higher temporal 

modulation rates (see discussion below) then it is apparent that both the high gamma rhythm of 

rat auditory cortex and the high rates NPL response in human cortex are both modulated 

directly by increases in firing rate.   

One further point of interest is that both the high gamma rhythm of the rat cortex and 

the NPL response are narrow band phenomena: that is, they both exhibit a continuous range of 

gamma frequencies as a direct response to increasing driving input. In contrast, the high gamma 

responses to transient acoustic stimulation described above are typically responses of increased 

gamma power in fairly broad frequency bands of 60-80 Hz or much higher (Edwards et al., 

2009; Crone et al., 2001; Nourski et al., 2009; Brugge et al., 2009; Nourski et al., 2013). 

Ainsworth et al. (2012) reconciled these gamma responses by suggesting that different 

components of a complex acoustic stimulus will drive subsets of layer 4 neurons at different 

gamma frequencies (Kaiser et al., 2008), resulting in a broadband response across a nearly 

continuous range of high gamma frequencies with naturalistic stimuli (Uhlhaas et al., 2011).   

One may argue whether the novel findings of the present study are due to the fact we 

used a non-conventional paradigm for eliciting EFRs. We first would like to point out that both 
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the ITPC and PL metrics, which provide different measures phase-locked responses, closely 

replicated the typical low-pass filter profile with a cut off point at higher rates reported in 

previous studies (Ross et al., 2000, Picton et al., 2003, Purcell et al., 2004, Miyazaki et al., 

2013). Moreover, the PL metrics in the four chronically partitioned subsets of data showed a 

close resemblance, which indicated no time related enhancement or suppression. These together 

suggest that the current paradigm, consisting of a rapidly sweeping AM stimulus and a discrete 

stimulation procedure was sufficient for eliciting frequency-specific following responses that 

exhibit the capacity to track the temporal dynamics of the acoustic signal. Furthermore, the 

insertion of an inter-trial-interval (ITI) between each sweep allowed us to investigate how the 

brains encode the rapidly changing temporal dynamics after being reset to a quasi-resting state.  

2.4.2 Dual temporal encoding mechanisms 

Lu and colleagues (2001) reported two distinct populations of neurons in auditory cortex of 

non-anesthetised marmoset monkeys: a “synchronised” population that responded to acoustic 

stimulation with by synchronised its firing to the stimulus repetition rate; and a “non-

synchronised” population that responded to increases in stimulus rate with increases in firing 

rate that were not synchronised to the stimulus rate. The synchronised population was activated 

most strongly by low stimulus rates and responding fell off sharply at rates higher than about 50 

Hz; In contrast the non-synchronised population responded most strongly to stimulus rates 

above 50 Hz (this 50 Hz inflection point is remarkably similar to that seen for our PL and NPL 

responses). These authors interpreted these results to reflect the operation of two distinct 

mechanisms for encoding temporal information in sounds at the level of the auditory cortex: a 

temporal code that explicitly represents relatively slowly changing sound sequences (less than 

50 Hz), and a rate code that implicitly represents more rapidly occurring sequences.  

The use of two fundamentally distinct methods of encoding fast and slow times scales 

provides a parsimonious neurophysiological explanation for how we actually perceive temporal 

phenomena (Moore et al., 2001). Sounds presented at slow repetition rates (below about 30 Hz) 
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are perceived as individual events, consistent with a high fidelity representation of timing 

(Miyazaki et al., 2013; Nourski and Brugge, 2011). This type of representation appears to be 

limited to modulation frequencies associated with the perception of rhythm and the syllable 

structure of speech (Giraud and Poeppel, 2012; Poeppel, 2003; Poeppel et al., 2008). On the 

other hand fast periodic repetitions above 25 - 30 Hz are perceived as a single continuous sound 

(Miyazaki et al., 2013), consistent with a nonisomorphic encoding scheme that captures overall 

temporal rate but discards the individual identities of events. Fast temporal rates in the range 40 

- 500 Hz (Joris et al., 2004; Nourski and Brugge, 2011; Rosen, 1992) are important for the 

perception of periodicity pitch and underlie the discrimination of phonemes in speech (Crone et 

al., 2001; Eggermont, 2001; Langner, 1992). There are also intermediate perceptions like 

roughness, which has the strongest sensation at intermediate temporal rates of about 40 - 70 Hz, 

and may be explained by the co-existence of dual neuronal encodings (Langner, 1992; Wang et 

al., 2008). 

2.4.3 Beta band suppression 

Our data showed a striking suppression of lower beta band activity across all AM rates from 

stimulus onset to the end of the recording epoch (Fig. 3d). Very similar beta suppression by 

acoustic stimulation has been reported with intracranial recordings in human auditory cortex by 

Edwards et al. (2008; see Figure 2b); with noninvasive MEG recordings by Howard and 

Poeppel (2012; see Figure 3c,d and Figure 4b) and Kaiser et al. (2002); and noninvasive EEG 

recordings by Cacace and MacFarland (2003). Since beta suppression is classically associated 

with sensorimotor cortical activity (Engel and Fries, 2010), this effect suggests activation of the 

motor system during the presentation of the AM sound in our experiment, although no motor 

response was required in our passive listening task (nor in that of Edwards et al, 2008). A 

possible explanation comes from intracranial recordings from both humans and  non-human 

primates implicating the dorsal auditory pathway in the automatic activation of  articulatory 

representations and more generally in the preparation of behavioural responses to sounds 
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(Warren et al. 2005) and predictive coordination between auditory and motor systems (Fujioka 

et al. 2009; Fujioka et al. 2012). During a rhythm perception task, beta-band “rebound” 

(referring to the stronger beta rhythm which appears after the period of stimulus-induced 

beta suppression) adapts to rhythm timing in both the auditory and motor cortices (Fujioka et al. 

2009; Fujioka et al. 2012). For humans auditory-motor coordination may be particularly 

relevant for coordination of speech perception and speech production mechanisms, and rhythm 

perception and movement production mechanisms. However since no behavioural response was 

required and attention was directed away from the sounds in our passive listening task (and also 

in the tasks of Fujioka et al. 2009, 2012) this may indicate that the auditory system maintains an 

“open-line” with the motor system, such that passive listening to sounds with potential 

biological relevance leads to an activation of motor systems associated with the automatic 

preparation of orienting (Kaiser et al., 2002).  

2.4.4 Methodological considerations and limitations 

On its own, the estimate of the NPL component should be viewed with some caution because 

this calculation is susceptible to artifactual inflation by trial-to-trial variability of PL activity 

(Brugge et al., 2009; David et al., 2006). We emphasize that this problem does not apply to our 

calculations of total ERSP magnitude (Brugge et al., 2009; Steinschneider et al. 2008), so our 

main observation – that total amplitude change from baseline does not decline for rates above 

50 Hz and is maintained at high levels to the maximal stimulation rate of 80 Hz – is not affected 

by this consideration. Further, our calculations of PL magnitudes (Figure 4.a) are supported by 

an extensive literature on the human ASSR/EFR which have shown comparable or identical PL 

profiles (see reviews by Picton et al., 2003; Ross, 2014). Taken together, these two 

considerations strongly support our contention that the conventional phase-locked EFR 

provides only a partial picture of the human auditory system’s response to repetitive high rates 

stimulation.    



Chapter 2: MEG evidence 

 69 

A reviewer of this article has pointed out that our auditory EFRs may reflect modulation 

from the visual system because participants were asked to attend to a muted movie while 

ignoring the acoustic stimulus. Indeed, studies of cross-modal selective attention have 

demonstrated that directing attention to a visual scene has inhibitory effects on auditory cortical 

processing (Foxe et al., 2014; Gomez-Ramirez et al., 2011). However, since the inhibitory 

effects reported by Foxe et al. (2014) and Gomez-Ramirez et al. (2011) were manifested in the 

low EEG frequencies (specifically, as increases in alpha band amplitude for ignored auditory 

stimuli during attention to the visual modality) they do not affect the main conclusions of our 

study which are based on the gamma frequency ranges. However such effects underline the 

necessity for caution in selection of experimental tasks and indicate that future studies should 

investigate the effects of attentive listening on the auditory EFR. As alluded to above, these 

effects may well be different for the PL and NPL components of the EFR (Hermann et al., 

2010).  

In addition, gamma band activity was observed in the NPL spectrogram (see Figure 5B) 

at higher frequencies (i.e. ~60 to 80 Hz). More specifically, there was substantial amount of 

gamma activity exhibited in both Sub 1 and Sub 2. This was reduced in Sub 3 and it almost 

completely disappeared in Sub 4. The nature of this high gamma activity might be related to the 

muted movie the subjects watched through the experiment. It has been found in a recent ECoG 

study that macaque monkeys had visual cortical gamma-band activity during free viewing of 

natural images (Brunet et al., 2015). The reduction across chronically defined subsets could be 

caused by the decrease of attention over time (Müller et al., 2000).  Whether these broadband 

gamma activities would have enhanced the NPL in the corresponding frequencies is a question 

that needs to be addressed in future studies. This involve a comparison between conditions, 

with the same auditory stimilation being presented with or without visual input. 
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An important limitation of the present results is that the interpretation of the low 

frequency responses (below 50 Hz) are complicated by at least two factors. First, the 1/f 

frequency characteristic of the background EEG/MEG sharply reduces the signal to noise ratio 

of brain responses at low rates; second, responses in the low frequencies are further obscured 

by the sustained beta-band desynchronisation for the entire duration of the acoustic stimulus. 

Taken together, these factors strongly limited our ability to resolve brain responses to rates 

below about 30 Hz in the present experiment. Again however, these limitations do not affect 

our main observation that total amplitude change from baseline does not decline for rates above 

50 Hz.  

Finally, the scope of the present results is somewhat limited by the use of simple AM 

modulated noise stimuli, adopted because their spectral and temporal characteristics are well-

controlled (Lu et al., 2003). However as indicated above the results have clear relevance to our 

understanding of neurophysiological responses elicited by naturalistic sounds (Uhlhaas et al., 

2011; Ainworth et al., 2012). Further, we suggest that the results have strong relevance to 

current neurophysiological theories of language processing, which must explain our ability to 

simultaneously process temporal information at different times scales in the speech stream. A 

prominent and influential explanation is the asymmetric sampling in time (AST) theory 

proposed by Poeppel et al. (2003), which posits separate neural oscillatory mechanisms that are 

tuned to track and sample slow and fast temporal features (such as syllables and phonemes, 

respectively).   The PL and NPL mechanisms reported by Ainsworth et al. (2012) and suggested 

by the present results are entirely consistent with such a temporal sampling framework.   

2.5 Conclusions 

These results demonstrate that our current picture of the auditory EFR measured by EEG/MEG 

(Picton, 2003; Ross et al., 2014) is incomplete, and further suggest that two distinct neural 

mechanisms are used to encode slow and rapid temporal modulations in sounds. This dual 
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temporal encoding framework provides an efficient explanation for how we actually perceive 

sounds and speech at different time scales, and shows important linkages between mechanisms 

reflected in macrosopic MEG measurements in healthy humans, micro-level measurements 

from in animal models, and meso-level ECoG measurements from human patients. This 

framework also opens new windows for research that posits a temporal processing deficit in 

certain language disorders, such as specific language impairment and dyslexia, where 

investigations to date have considered only the conventional phase-locked auditory following 

response (Lehongre et al., 2011).  
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3.1 Introduction 

Temporal information delivered by the amplitude envelope of sounds is essential for speech 

perception and comprehension (Drullman, 1995, Shannon et al., 1995, Smith et al., 2002). 

Amplitude modulations (AMs) can be encoded in the auditory system through stimulus-neuron 

synchronization, which means that the spiking time of single neurons is aligned with the 

physical modulations of a sound (Joris et al., 2004, Eggermont, 2014). Such stimulus-neuron 

synchronisation is the most prominent encoding scheme for processing temporal information at 

lower levels of the auditory system but this capability declines progressively at higher levels 

(Joris et al., 2004, Eggermont, 2014). For example, the upper limit for phase synchronization in 

the auditory nerve is on the order of ~4 kHz, decreasing to ~256 Hz in the auditory brainstem 

(Joris et al., 2004, Wang et al., 2008, Eggermont, 2014). At the level of primary auditory 

cortex, the frequency range of precise phase synchronization in single neurons drops off sharply 

at rates above ~50 Hz (Giraud et al., 2000, Wang et al., 2003, Wang et al., 2008, Wang et al., 

2012). Consistent with the single unit evidence from animal studies, EEG/MEG measurements 

show that the amplitude of the stimulus-synchonised auditory steady state response (ASSR) or 

envelope following response (EFR) drops off steeply at modulation rates greater than about 50 

Hz (Picton et al., 2003, Purcell et al., 2004, Poulsen et al., 2007, Miyazaki et al., 2013).  

Single unit studies in the marmoset monkey have identified two distinct classes of rate-

sensitive neurons in primary auditory cortex: one that exhibits synchronization by phase-

locking to low stimulus rates (below about 50 Hz) and another that shows non-synchronised 

increases in firing rate at higher stimulation rates (Lu et al., 2001, Liang et al., 2002, Wang et 

al., 2003). These results have been interpreted to suggest a dual encoding scheme for processing 

temporal modulations in sounds in the cortex (Lu et al., 2001, Liang et al., 2002). According to 

this dual encoding scheme, temporal modulation at low rates are represented “isomorphically” 

or “explicitly” by synchronised neuronal firing; whereas high rates are represented “non-
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isomorphically” or “implicitly” with rate-based encoding that is not phase-locked to the 

stimulus periodicity (Lu et al., 2001, Liang et al., 2002, Wang et al., 2003). The results from the 

marmoset monkey (a new world monkey) have been confirmed in the macacque (an old world 

monkey) and with invasive electrophysiological recordings in auditory cortex of human patients 

(Steinschneider et al., 2008, Brugge et al., 2009), indicating that dual encoding is a general 

property of primate auditory cortex.  

Motivated by these results from invasive recordings, we reasoned that conventional 

ASSR/EFR measured with noninvasive EEG/MEG recordings (Picton et al., 2003; Purcell et 

al., 2004; Poulsen et al., 2007; Miyazaki et al., 2013) may provide only one part of the story of 

how human auditory cortex responds to temporal modulations. These responses are typically 

analysed by first averaging across trials before conducting spectral or time-frequency analysis 

at a given frequency or frequency range. As such, previous reports have typically provided 

information only about phase-locked responses and have effectively discarded any information 

about non-phase locked responses. In Chapter 2 we characterised the total power change, 

phase-locked and non-phase locked power change, of MEG EFRs to a range of stimulation 

rates.  Our results confirmed that there is substantially more total power than phase-locked 

power in EFRs to high modulation rates above about 50 Hz. These results are consistent with a 

dual encoding scheme and cannot be readily explained by a model that posits the auditory 

cortex acts as a simple low-pass filter for temporal information.  

In the present chapter we analyze the EEG data collected concurrently with the MEG 

data described in Chapter 2. MEG and EEG are complementary techniques that measure the 

magnetic field outside the head and the electric potential on the scalp, respectively (Nakasatp et 

al., 1994, Baillet et al., 2001, Sharon et al., 2007, Hansen et al., 2010). MEG is based on the 

measurement of the magnetic field at the location of the sensors generated mainly by 

intracellular currents (also called primary currents) in cortical pyramidal cells (Baillet et al., 

2001, Hansen et al., 2010). In contrast, EEG measures the electric potentials on the scalp 
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generated by the extracellular currents (also termed return currents) conducted through the 

volume of the head (Baillet et al., 2001, Buzsaki et al., 2012). To be measurable using EEG and 

MEG, the spatial arrangement of neural cell assemblies is crucial. It has been suggested that the 

main generators for EEG and MEG signal are the macrocolumns of tens of thousands of large 

pyramidal cortical neurons (Baillet et al., 2001). 

EEG and MEG provide complementary but non-identical measures of brain activity. An 

important feature of MEG is that, because the magnitude of the magnetic field decreases 

drastically with distance (de Jongh et al., 2005, Hansen et al., 2010), the detection of deep 

sources is limited. The brain signals that are detectable using MEG are mainly produced in the 

cerebral cortex, due to its relative proximity to the MEG sensors (Hillebrand and Barnes, 2002, 

Leijten et al., 2003). In contrast, EEG detects volume currents induced by primary currents and 

so the distance of the source and electrode is not an formidable obstacle for the measurement of 

these brain responses (Jones and Byrne, 1998, Tonnquist-Uhlen et al., 2003, Nunez and 

Srinivasan, 2006).  

A number of EEG studies have reported that both brainstem and cortical regions 

contribute to scalp recorded ASSRs or EFRs (Mauer and Döring, 1999, Herdman et al., 2002, 

Purcell et al., 2004). Mauer and Döring (1999) reported that both the brainstem and the 

temporal lobe were active during the ASSRs to noise that is amplitude modulated at rates 

between 24 and 120 Hz. Using dipole source analysis, they found that both brainstem and 

cortical regions (i.e. temporal lobe) were involved in generating the EFRs to modulation at low 

rates between 20 to 40 Hz. At higher rates between 70 to 110 Hz, the dominant responses were 

the brainstem following responses while the cortical responses decreased as the modulation rate 

increased. Similarly, an EEG study by Herdman and colleagues (2002) found that both the 

cortex and brainstem were simultaneously active and that the scalp recorded ASSRs were 

resulting from multiple generators with decreasing cortical participation as the frequency 

increased. Consistent with invasive recordings in cats (Kiren et al., 1994), Herdman and 
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colleagues (2002) reported that the brainstem was the primary source of the scalp recorded 

ASSRs at 88 Hz in humans. Using computational modeling on their experimental data, Purcell 

and colleagues (2004) investigated the multiple generators of the scalp recorded EFRs to 

amplitude-modulated at rates from 20 to 600 Hz. Model fitting of EFRs to rates between 20 to 

100 Hz resulted in a model of the EFR consistent with two EFR generators in the brainstem and 

cortex. The brainstem EFR showed a constant amplitude of 35 nV across the entire modulation 

frequency range between 20 to 100 Hz. Meanwhile, the cortical EFR showed a constant 

amplitude of 85 nV at the frequencies between 20 to 50 Hz and decrease linearly to zero at 95 

Hz.  

On the other hand, the MEG-recorded ASSR/EFRs are reported to be primarily 

generated in auditory cortex with little if any contribution from the brainstem even at high AM 

rates (Ross et al., 2000). Consistent with these findings, Miyazaki and colleagues (2013) 

reported that only cortical sources were involved in generating the EFRs to two-beat complex 

sound with amplitude-modulation sweeping from 3 Hz to 60 Hz and back to 3 Hz. Similarly, 

MEG recorded EFRs to white noise amplitude-modulated with rates changing linearly from 10 

Hz to 80 Hz exhibited cortical responses up to 80 Hz in both healthy adults and adults with 

dyslexia (Lehongre et al., 2011). Moreover, Schoonhoven and colleagues (2003) used MEG to 

record ASSRs to amplitude-modulated tones with modulation rate at around 40 Hz and around 

80 Hz concentrating on estimating underlying dipole sources (Schoonhoven et al., 2003). Their 

dipole modeling showed clear bilateral activation of regions within or near the auditory cortex 

at both low and high modulation rates. They concluded that MEG-recorded ASSRs are 

dominated by activity in the bilateral auditory cortex at both the 40 Hz and 80 Hz frequency 

rates.  

These seemingly contradictory results from EEG and MEG studies are actually expected 

from the different spatial sensitivities of the two techniques. Given that EEG and MEG provide 

complementary but non-redundant measures of brain functions, EEG was included in the 
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present study. The present chapter compares the EFRs measured by the two techniques, with 

two aims. First, since EEG and MEG both measure functioning of auditory cortex, we predicted 

that we should obtain similar a similar profile of PL and NPL cortical responses in the EEG as  

in the profile that was obtained using MEG. If this is correct, this will provide an independent 

validation of our Chapter 2 results, and generalise our MEG results to EEG, a technique that is 

much more widely available to auditory researchers and clinicians. The second aim was to 

exploit EEG’s sensitivity to deep brain sources, in order to compare cortical and brainstem 

EFRs. As described above, the responses of subcortical auditory neurons are primarily phase-

locked responses (Joris, 2004), and it has been well established that brainstem responses to 

modulation rates below about 250 Hz are strictly phase-locked (Eggermont, 2014). 

Accordingly, we predicted that EFRs from EEG cortical sources should consist of both PL 

responses (at low AM rates) and NPL responses (at higher AM rates) whereas in contrast, EFRs 

from EEG brainstem sources should comprised mainly or entirely of PL responses at all AM 

rates between 1-80 Hz.   

3.2 Methods 

3.2.1 Subjects 

Subjects were sixteen adults (10 females) aged 22 to 36 years (M = 29.1, SD = 3.9), from the 

group of 28 subjects reported in Chapter 2. All subjects showed normal thresholds of hearing 

(≤ 20 dB HL) for octave frequencies from 500 to 2000 Hz measured with an Otovation 

Amplitude T3 series audiometer (Otovation LLC, King of Prussia, PA). All procedures were 

approved by the Human Subjects Ethics Committee of Macquarie University. 

3.2.2 Acoustic stimulation and procedure 

The acoustic stimulus and procedures were the same as the first experiment described in 

Chapter 2. In short, the acoustic stimulus was an amplitude-modulated white noise. The 
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modulation depth was 100% with the rate swept exponentially from 1 Hz to 80 Hz in a 9-

second duration (see Figure 1 in Chapter 2). A 300 ms segment of un-modulated white noise 

was presented right before and after the AM sweep followed by a silent inter-stimulus interval 

of about 950 ms.  

3.2.3 EEG recording 

Brain activity (reported in Chapter 2) was recorded continuously using a whole-head MEG 

system consisting of 160 axial gradiometers with a 50 mm baseline (Model PQ1160R-N2, KIT, 

Kanazawa, Japan) located in a magnetically shielded room (Fujihara Co. Ltd., Tokyo, Japan). 

Concurrently, brain activity was also recorded using a 64-electrode, MEG-compatible whole 

head EEG system (BrainProducts GmbH, Gilching, Germany) with a sampling rate of 1000 Hz. 

All measurements were carried out with participants in a supine position.  

3.2.4 Structural MRI Scans 

The subjects’ structural MRI scans were obtained in a 3 Tesla Siemens Magnetom Verio 

scanner with a 12-channel head coil at the Macquarie University Hospital, Sydney. Anatomic 

images were processed using an MP-RAGE sequence (208 axial slices, TR = 2000 ms, TE = 

3.94 s, FOV = 240 mm, voxel size = 0.9 mm3, TI = 900, flip angle = 9°). 

3.2.5 Analyses.  

BESA Research Version 6.0 (BESA Research GmbH: Grafelfing, Germany) was used to 

analyse both the MEG and EEG data. Structural MRIs were co-registered with the MEG and 

EEG data using BESA MRI 2.0 (BESA Research GmbH: Grafelfing, Germany) after being 

warped into Talairach space.  

3.2.5.1 Source waveform reconstruction 

Bilateral primary auditory cortex source model. To determine whether the dual temporal 

representations shown in our MEG data (reported in Chapter 2) could be seen in our EEG data, 

we applied the same bilateral dipole sources used for reconstructing source waveforms for 
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extracting EFRs in MEG data. The rationale underlying this procedure relies on the assumption 

that neurophysiological signals measured in EEG and MEG principally originate from the same 

pyramidal cell assembly (Baillet et al., 2001). Additionally, compared with EEG, source 

localisation based on single subject MEG data is usually more accurate than single subject EEG 

data with the same experimental setting due to a better spatial resolution of MEG.  Having fixed 

the dipole location based on individual MEG data, the orientation of each dipole was re-

adjusted based on the N100 of each subject’s EEG data.  

Cortical-subcortical 3-dipole source model. The bilateral dipoles were fixed in orientation and 

position, and we added a third dipole at the midline lower brainstem using the individual 

subjects anatomical MRI (Giraud et al., 2000, Herdman et al., 2002). The orientation of the 

brainstem dipole was fixed to the vertical-lateral plane (i.e. x=0, y=0.7, z=0.7) (Herdman et al., 

2002).  

3.2.5.2 Time-frequency analysis 

The continuous source waveforms were first segmented with an epoch window from 600 ms 

pre-stimulus to 9600 ms post-stimulus. Time-frequency analyses were then carried out on the 

epoched source waveforms over a frequency range of 1 to 80 Hz using the complex 

demodulation method (Hoechstetter et al., 2004), with a frequency step of 1 Hz and a time step 

of 50 ms.  Time-frequency representations of both amplitude and phase were generated for each 

waveform and further analyses were conducted on these time-frequency representations of 

amplitude or phase.  

Inter-trial phase coherence (ITPC), which quantifies phase consistency cross trials for 

each frequency and time point, is usually computed from the single trial time-frequency 

representation using the following formula.  

𝐼𝑇𝑃𝐶 𝑡, 𝑓 =   
1
𝑁    𝑒!!!(!,!)

!

!  !!

 

where N = total number of trials; and 𝜑!(𝑓, 𝑡) = the phase in trial k. 
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Event-related spectral perturbation (ERSP), which quantifies the increase or decrease in 

amplitude/power in a given frequency or frequency band with reference to the ongoing 

background brain activity recorded in the defined baseline, was computed. Specifically, the 

ERSP index is given by the following formula (Makeig, 1993, Pfurtscheller and Silva, 1999, 

Brugge et al., 2009).   

𝐸𝑅𝑆𝑃(𝑡, 𝑓)   =   

𝐴! 𝑡, 𝑓 − 𝐴!"#$%&'$,      !(𝑓)
𝐴!"#$%&'$,      !(𝑓)

  ×  100%!
!!!

𝑁  

where  𝐴! 𝑡, 𝑓    is the absolute amplitude at time t and frequency f in trial n;  and 

𝐴!"#$%&'$,      !(𝑓) is the mean absolute amplitude at frequency f over the defined baseline in trial 

n.  

The phase-locked component of ERSP (PL) was computed by applying spectral analysis 

on averaged waveform, which is obtained from averaging the MEG signals across trials, using 

the following formula:  

𝑃𝐿(𝑡, 𝑓)   =   
𝐴 𝑡, 𝑓 − 𝐴!"#$%&'$(𝑓)

𝐴!"#$%&'$(𝑓)
  ×  100% 

where  𝐴 𝑡, 𝑓   is the absolute amplitude at time t and frequency f of the averaged signal; and 

𝐴!"#$%&'$(𝑓) is the mean absolute amplitude of the averaged signal at frequency f over the 

defined baseline. 

The non-phase-locked component of ERSP (NPL) was then computed by subtracting the 

PL from the amplitude change in single trial as indicated by the following formula:  

𝑁𝑃𝐿(𝑡, 𝑓) =

𝐴! 𝑡, 𝑓 − 𝐴!"#$%&'$,      !(𝑓)
𝐴!"#$%&'$,      !(𝑓)

  ×  100%  −   𝑃𝐿(𝑡, 𝑓)!
!!!

𝑁  

3.2.5.3 Statistical analysis 

Permutation tests were carried out on the time-frequency data based on previously developed 

algorithms (Maris and Oostenveld, 2007) using custom MATLAB scripts to examine whether 
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the envelope following pattern was statistically significant. The permutation tests were applied 

between 0.3 second after the stimulus onset to 9.3 second, during which time the temporal 

modulation of the stimulus swept from 1 Hz to 80 Hz. During permutation, a primary threshold 

was used to identify the top 5% of values. The clustering algorithm used the sum of activities 

within a cluster (instead of the size of a cluster). Only clusters surviving a permutation with 

1000 iterations at the significant level of 0.05 were accepted. To better visualize the 

relationship between stimulus modulation rate and brain response, a linearization procedure 

was applied to convert the time axis to modulation rate, based on the stimulus spectrogram 

function 𝑓 𝑡 =   80!/!. Model fitting was then performed in MatLab R2014a (the MathWorks 

Inc., Natick, MA, USA) using the Curve Fitting Toolbox (version 3.4.1) to model the 

correlation between modulation rate and frequency of brain response. A linear model 

(𝑓 = 𝑎×𝑚 + 𝑏; here f is the frequency of brain response, m is the rate of modulation, a and b 

are two parameters set for free fitting) was used to fit the permuted data. The EFR to AM at rate 

m, was identified as the mean magnitude within the bin [f-1 f+1]. The vector strength of the 

defined EFR was then re-plotted against the frequency of the AM to visualize the TMTFs. A 3 

Hz smoothing window was applied to TMTF plots for visualization only.  

 For statistical comparison of EEG and MEG data, spectrograms were first normalised 

within each frequency of brain response, and z-scores were calculated. Then the absolute value 

of the difference between the normalised spectrogram data of EEG and MEG was computed to 

form a new spectrogram. The same permutation test and statistical procedures were performed 

on this new spectrogram to determine if the difference was statistically significant. Cortical 

responses were averaged across two hemispheres to maximise the signal-to-noise ratios of the 

EEG and MEG data.  
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3.3 Results 

3.3.1 EFRs in the primary auditory cortex 

3.3.1.1 EFRs quantified with ITPC and ERSP 

Figure 1 (A) and (B) shows the EEG and MEG responses quantified with ITPC and ERSP. 

Clear tracking patterns during the presentation of the AM sweep was observed in both the EEG 

and MEG data, especially with an ITPC measure. From Figure 1 (C) and (D), we can see a 

close resemblance between the TMTF profiles extracted from the EEG data and the MEG data.  

  

Figure 1. EEG and MEG responses quantified with ITPC and ERSP during stimulation. (A) 
Top and bottom panels show the ITPC for MEG and EEG, respectively.  (B) Top and bottom 
panel show ERSP MEG and EEG, respectively. (C) TMTFs of ITPC recorded with EEG and 
MEG. (D) TMTFs of ERSP recorded with EEG and MEG.  
 

3.3.1.2 EFRs quantified with PL- and NPL-ERSP 

Figure 2 shows the spectrogram data of phase-locked and non phase-locked event-related 

spectral perturbation (ERSP in the primary auditory cortex recorded in both EEG and MEG. 
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From Figure 2, we can clearly see two distinct components of following response with the PL-

ERSP being observable almost through the whole range of frequency tested and peaked around 

40 Hz and the NPL-ERSP did not appear around 40 Hz and remained high in amplitude on 

frequencies above 40 Hz. These properties were also evident in the TMTF shown in Figure 3, 

which shows EFR profile plotted against the frequency of AMs. Clearly, the PL-ERSP and 

NPL-ERSP components demonstrated in our MEG data were also evident in the EEG data. The 

dominant frequency ranges for each of these two representations recorded with EEG were 

similar to the ones with MEG. 

 

Figure 2. Phase-locked (PL) and non-phase-locked (NPL) components of EEG and MEG 
responses. (A) and (B) show PL and NPL components, repectively, of brain responses recorded 
with EEG. (C) and (D) show PL and NPL component, repectively, of brain responses recorded 
with MEG. 
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Figure 3. EEG and MEG recorded envelope following responses demonstrated with TMTFs.  

3.3.2 EFRs in the cortical and subcortical sources 

3.3.2.1 EFRs quantified with ITPC and ERSP 

Figure 4 and 5 show the spectrograms of brain response measured with ITPC and ERSP when a 

third dipole was added to the bilateral dipole model when analysing the EEG and MEG data. 

Figure 6 presents the EEG and MEG recorded cortical and subcortical TMTF profiles of EFRs. 

From Figure 6(A), we can see both the cortical and subcortical ITPCs showed similarity in both 

the EEG and MEG data.  However, when permutation tests (alpha = .05, see method for details) 

indicated MEG recorded EFRs measured with ITPC were larger than that recorded with EEG at 

frequencies between 3 Hz to 15 Hz and between 40 to 66 Hz. However, the permutation tests 

indicated that the EEG recorded subcortical EFRs were larger than the one recorded with MEG 

from 28 Hz to 40 Hz with a reversed pattern between 51 Hz to 58 Hz.  Comparing cortical and 

subcortical responses shown in Figure 6(A), when the cortical ITPC showed a typical band-pass 

filter TMTF profile with a peak around 40 Hz, the subcortical ITPC, especially the one 

recorded in EEG showed a flat, sustained response between about 30 to 75 Hz. Permutation 
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tests indicated that MEG recorded cortical ITPC was larger than the subcortical ITPC at 

frequencies between 1 - 60 Hz and smaller between 66 Hz to 73 Hz. Meanwhile, similar 

cortical and subcortical differences were observed in the EEG data, cortical ITPC was larger 

between 9 Hz and 58 Hz and smaller between 66 Hz and 75 Hz.  

Figure 6(B) shows that the ERSP recorded with EEG has a similar pattern to the MEG 

ERSP. Although the mean ERSP was lower in the EEG, permutation tests indicated the 

differences were not statistically significant, probably due to larger variance across trials as 

well as across subjects in the EEG. A significant subcortical ERSP was only observed in the 

MEG data at frequencies between 42 Hz to 66 Hz. The MEG recorded cortical ERSP was 

significantly larger than the brainstem ERSP.  

 

Figure 4.  EEG recorded brain response in the auditory cortex (AC) and brainstem (BS). (A) 
and (B) shows the EEG recorded brain response quantified with ITPC in the AC and BS, 
respectively. (C) and (D) presents the EEG recorded brain response quantified with ERSP in 
the AC and BS, respectively.  
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Figure 5. MEG recorded brain response in the auditory cortex (AC) and brainstem (BS). (A) 
and (B) shows the MEG recorded brain response quantified with ITPC in the AC and BS, 
respectively. (C) and (D) presents the MEG recorded brain response quantified with ERSP in 
the AC and BS, respectively. 
 

 

Figure 6. EEG and MEG recorded cortical and subcortical envelope following responses 
demonstrated with TMTFs. (A) TMTFs of ITPC in auditory cortex (AC) and brainstem (BS). (B) 
TMTFs of ERSP in AC and BS.  
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3.3.2.2 EFRs quantified with PL- and NPL-ERSP 

Figure 7 and 8 show the cortical and subcortical PL and NPL components of the envelope 

following response. While both the PL-ERSP and NPL-ERSP were evident in the bilateral 

cortex, our analyses showed a significant PL response but no significant NPL response in the 

brainstem.  

 

Figure 7. Cortical and subcortical PL and NPL component of brain response recorded with 
EEG. (A) and (B) presents the EEG recorded PL component generated in the auditory cortex 
(AC) and the brainstem (BS), repectively. (C) and (D) presents the EEG recorded PL 
component generated in the auditory cortex (AC) and the brainstem (BS), repectively. For 
better visualisation, the scaling for cortical and subcortical spectrogram data is different.  
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Figure 8. Cortical and subcortical PL and NPL component of brain response recorded with 
MEG. (A) shows the PL component in the auditory cortex (AC); (B) shows the PL component in 
the brainstem (BS); (C) shows the PL component in the auditory cortex (AC); (D) shows the PL 
component in the brainstem (BS). For better visualisation, the scaling for cortical and 
subcortical spectrogram data is different. 

 

Figure 9. TMTFs of PL and NPL component of cortical and subcortical envelope following 
response recorded with EEG and MEG. AC stand for auditory cortex and BS stands for 
brainstem. No significant NPL following responses were observed in the brainstem source and 
therefore not plotted in this figure.  
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3.3.2.3 Effect of source modelling 

Figure 10 shows the PL and NPL components of the cortical EFRs recorded in EEG and MEG. 

The MEG recorded cortical EFRs were not affected whether or not a third dipole in the 

brainstem was added to the source modeling for reconstructing the source waveforms, when the 

brainstem dipole resulted reduction of the EEG recorded PL following response from 36 Hz to 

54 Hz and NPL following response between about 35 Hz and about 46 Hz.  

 

Figure 10. TMTFs of envelope following responses using different source models: ‘3 dips’ 
stands for source model with bilaterally placed dipoles in the primary auditory cortex plus a 
dipole placed in the brainstem. ‘bilateral’ stands for source model with only bilaterally placed 
dipoles in the primary auditory cortex. The primary auditory cortical locations were identified 
with dipole fitting to the M100 response for each subject based on their MEG data.  
 
 

3.4 Discussion 

The present study was designed to investigate whether the PL and NPL responses observed in 

our MEG-recorded EFRs (Chapter 2) are also present in the concurrently-recorded EEG 
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responses; and to compare PL and NPL responses in auditory cortex to brainstem responses that 

are (in principle) accessible in the EEG measurements but not in the MEG measurements.   

3.4.1 Phase-locked and non phase-locked components of the EEG-recorded 

envelope following response 

The EEG EFRs modelled with 2 bilateral cortical dipoles (Figures 1-3) strongly resemble the 

MEG responses described in Chapter 2. When ITPC and total power of the ERSP were 

compared in the EEG and MEG, the overall TMTF profiles showed nearly the same pattern, 

with EEG showing only slightly smaller mean magnitudes of both measures, differences that 

were not statistically significant.  Therefore it is clear that the EEG EFR shows the same PL 

and NPL components as in the EEG. These results provide confirmation that the MEG results 

of Chapter 2 cannot be attributed to methodological or analytical issues unique to the MEG, and 

also extend the generality of the MEG results to the EEG, an electrophysiological technique 

that is much more widely available to researchers and clinicians than the MEG. Given that the 

EEG and MEG are measuring complementary aspects of neuronal signals, the close 

resemblance between the EFRs responses recorded with MEG and EEG provides strong 

validation for a two-component view of the EFR and further support for the dual temporal 

encoding hypothesis.  

 Previous electrophysiological studies in humans have consistently demonstrated a 

TMTF profile that the cortical ASSR/EFR peaks around 40 Hz and declines steeply at 

frequencies higher than about 50 Hz (Ross et al., 2000, Picton et al., 2003, Purcell et al., 2004, 

Miyazaki et al., 2013). The extraction of ASSRs/EFRs in these studies were based on averaging 

methods in which the non-phase-locked activity is minimized through phase cancellation 

whereas the phase-locked responses survived as a result of their phase concentration (Makeig, 

1993, Pfurtscheller and Silva, 1999, Picton et al., 2003). This is an effective method for 

increasing the signal to noise ratio of strongly phase-locked signals, but effectively discards any 

information about non phase-locked responses. Accordingly, the ITPC metric used in the 
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present study, which quantifies the degree of phase-locking to the acoustic periodicity, results 

in a TMTF that peaks at stimulus rates of about 40 Hz and falls off steeply at rates higher than 

about 50 Hz. This profile closely replicates the phase-locked properties of ASSRs/EFRs 

reported in the previous literature. However the ERSP power metric, which quantifies the total 

power of both phase-locked and non-phase locked responses, results in a much different profile 

with maintained power at rates above 50 Hz. This ERSP response profile indicates that strongly 

phase-locked responses (Joris et al., 2004, Picton, 2013 ) provide only a partial and incomplete 

picture of how the auditory cortex responds to AM sounds.  The ERSP temporal pattern cannot 

be accommodated within our current understanding of cortical temporal processing in humans 

(e.g. Picton, 2013; Ross, 2001). The discrepancy between the two measures, ITPC and ERSP, 

indicates that in addition to the phase-locked responses, the non-phase-locked activity might be 

also involved in processing the temporal modulations. Specifically, the ERSP profile showed 

sustained EFRs at frequencies between about 30 Hz up to about 80 Hz, which clearly does not 

fit a view of reduced of auditory responsiveness at higher frequencies at the cortical level in the 

ascending auditory system  

Our results do accord well with recent results obtained with invasive 

electrophysiological measurements of ERSPs in primary auditory cortex elicited by click trains 

in monkeys and humans. An intracranial EEG study in the awake monkey by Steinschneider 

and colleagues (Steinschneider et al., 2008) found that power increases at low click rates was 

primarily phase-locked to the acoustic stimuli whereas power increases at higher frequencies 

were primarily non-phase-locked. This transition from predominantly phase-locked activity to 

predominantly non-phase-locked activity during auditory temporal processing was more 

directly demonstrated in ECoG study on epilepsy patients undergoing surgical examination. 

Brugge and colleagues (Brugge et al., 2009) showed that the periodicity of click trains elicited  

only phase-locked FFRs for click rates below 50 Hz. For higher rates at 100 and 125 Hz, in 

addition to the phase-locked FFRs a non-phase-locked broadband power increase was also 



Chapter 3: EEG evidence 

 97 

observed. For rates above 150 Hz, the phase-locked FFR was strongly attenuated and responses 

were dominated by a non-phase-locked broadband power increase. These results, taken together 

with the single unit results of Lu et al. (2001) and our own results with noninvasive EEG and 

MEG, all lead to the conclusion that the primate primary auditory cortex responds in (at least) 

two distinctly different ways to low and high temporal modulations in sounds.   

3.4.2 Phase-locked and non phase-locked responses in the brainstem 

In addition to establishing commonalities between MEG and EEG measurements, the present 

EEG study was also motivated by the possibility of exploiting the differential sensitivities of 

the two techniques. In particular, we drew on theoretical considerations that EEG 

measurements are sensitive to deep brain sources in the auditory brainstem (Jones and Byrne, 

1998, Tonnquist-Uhlen et al., 2003, Nunez and Srinivasan, 2006), and on empirical studies that 

have reported EEG measurements of the EFR have strong contributions from the brainstem at 

higher temporal modulation rates (Mauer and Döring, 1999, Herdman et al., 2002, Purcell et al., 

2004).  If we could detect brainstem responses with the EEG, we reasoned that we could 

establish clear differences between responses at low levels of the auditory system and the 

cortical responses described in the preceding section.  

Since the responses of subcortical auditory neurons are primarily phase-locked 

responses (Joris, 2004), and brainstem responses to modulation rates below about 250 Hz are 

strictly phase-locked responses (Eggermont, 2014), we predicted that, unlike the cortical 

sources, brainstem sources should show only PL responses over the 1-80 Hz range of 

modulation rates used in our study. As predicted, a dipole source in the brainstem showed clear 

EEG PL responses over a wide range of stimulation rates but showed no significant NPL 

activity at any stimulus rate.  

This dissociation between cortical and subcortical responsiveness to AM is in good 

agreement with results from single units at different levels of the ascending auditory pathway 

(Joris et al., 2004, Wang, 2007, Wang et al., 2008). Stimulus-neuron synchronized temporal 
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coding is prominent at lower levels of the auditory system but declines progressively at higher 

levels, with a transformation from predominantly synchronised responding to a predominantly 

nonsynchonised responding with increased in firing rate. This implies that in low frequencies 

(i.e. <~50 Hz) both subcortical and cortical regions are involved in processing AMs but only 

subcortical structures have the temporal resolution to encode AMs in higher rates in a phase-

locked manner (Schreiner and Urbas, 1986, Eggermont and Wang, 2011, Eggermont, 2014). 

Kuwada et al. (2002) suggested that the scalp-recorded amplitude modulation following 

response is a composite response from multiple brain generators, with the responses to high and 

low frequencies reflecting strong contributions from subcortical and cortical sources, 

respectively. More comprehensively, Giraud and colleagues investigated the cortical 

representation of AM frequencies using fMRI (Giraud et al., 2000). They found that multiple 

cortical and subcortical regions, including right lower brainstem and Heschl’s gyrus, were 

specifically responsive to AM.  

A surprising result of the current analyses was the observation of significant PL EFR 

(albeit smaller in magnitude and over a smaller range of modulation rates) in the MEG 

brainstem source. Because the MEG has a steeper dependence on sensor to source distance (de 

Jongh et al., 2005, Hansen et al., 2010) we expected there should be little or no significant 

response of any kind in the MEG brainstem source. One explanation for this result is that we 

have mismodeled the actual physiological situation: i.e. the addition of a brainstem source in 

the model where there is none in reality, resulting in the appropriation of some of the cortical 

activity by the third source. However midmodeling does not explain why only the PL and none 

of the NPL activity is misattributed from the cortical sources to the subcortical source. This 

leaves the possibility that the MEG does in fact have some sensitivity to deep auditory 

brainstem sources and in fact this has been demonstrated in a number of previous reports (Erné 

and Hoke, 1990, Iramina and Ueno, 1995, Lütkenhöner et al., 2000, Parkkonen et al., 2009).  It 

is not possible to adjudicate between these two explanations on the present evidence and this 
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issue merits further exploration in future studies. However whichever explanation holds these 

results provide good evidence that the PL and NPL responses have different spatial sensitivity 

profiles, because PL responses are detectable with both superificial and deep source models, 

while NPL responses are detectable only with superficial sources. This pattern is entirely 

consistent with the hypothesis that NPL responses are of cortical origin while PL responses are 

of cortical and subcortical origin.  

3.4.3 Limitations of the present study 

Our MEG results showed that there were two EFRs – NL and NPL. However, an important 

consideration is whether these results may be a consequence of energy leaking from evoked 

(PL) response to induced (NPL) response (David et al., 2006). In other words, the reported NPL 

following response in our MEG data could be a result of misrepresentation due to the spectral 

analysis within a short-time window. As discussed in Chapter 2, this issue is intrinsic to the 

time-frequency analysis for extracting the EFRs in electrophysiological recorded brain signals 

(David et al., 2006).  

Using simulated data, David and colleagues (David et al., 2006) demonstrated that the 

subtraction-based method to separate evoked (PL) and induced (NPL) power could be 

problematic due to the effect of latency jitter. Normally, the latency jitter is small and negligible 

when only low frequencies are considered. However, small latency jitter can cause evoked 

responses appear as induced power, particularly at higher frequencies. The un-detected 

“evoked” energy would leak into the “induced” power spectrogram if a simple subtraction 

method was used to compute the induce response. Moreover, this energy leaking would become 

larger for higher frequencies given the same latency jitter. Since our NPL ERSP showed an 

increase of magnitude as the frequencies increased from about 30 Hz to 80 Hz, and the PL and 

NPL components are negatively correlated, as would be predicted from an “energy leaking” 

explanation. Therefore, it is important to question here whether the NPL following responses 

can be partially or even completely attribute to the energy leaking from PL power spectrogram 
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to the NPL power spectrogram. This question is technically challenging due to the low 

precision in estimating the latency for each frequency in an AM sweep paradigm. Therefore, it 

is difficult to precisely quantify the amount of energy leaking at each frequency caused by the 

current time-frequency analysis algorithm.  

That being said, the absence of NPL in the brainstem when PL was clearly observed, at 

least, suggests that the energy leaking alone is unlikely to explain the NPL profile found in the 

auditory cortex. More importantly, if the NPL can be attributed to the energy leaking from PL, 

that means the actual (detected + undetected) phase-locked following responses would have a 

profile similar to the total ERSP, which shows a sustained following responses through the 

higher frequencies tested (40 through to 80 Hz). Such phase-locked following responses at high 

rates are unlikely according to converging evidence from electrophysiological studies in 

humans (Ross et al., 2000, Picton et al., 2003, Tlumak et al., 2011, Nodarse et al., 2012, 

Miyazaki et al., 2013) as well as single unit recordings in animals (Lu et al., 2001, Joris et al., 

2004).  

We emphasize that this mis-estimation problem does not apply to the total ERSP power 

computations used here (Steinschneider et al., 1998; Brugge et al., 2013). Therefore, regardless 

of whether our NPL ERSP results are attributable to energy leaking, or to the dual contributions 

of PL and NPL responses, they do demonstrate that our current understanding of the auditory 

ASSR/EFR is incomplete because it is based on analytic methods that emphasize phase-locking 

and essentially discard brain activity that is not tightly phase-locked to the periodicity of the 

acoustic stimulus.  

3.5 Conclusions 

The present EEG data confirmed the findings of both phase-locked (PL) and non phase-locked 

(NPL) components of EFRs in the MEG data reported in Chapter 2. This further supported the 

view that our current picture of the auditory EFR measured by EEG/MEG (Picton, 2003; Ross 
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et al., 2014) is incomplete and two distinct schemes are used to encode slow and rapid temporal 

modulations in sounds in the auditory cortex. Furthermore, the dissociation of PL and NPL in 

the cortical and subcortical structures in the auditory system was entirely consistent with the 

proposed transformation of encoding strategy along the auditory pathway (Joris et al., 2004, 

Wang et al., 2008).  
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Abstract 

Objective: This study investigated auditory cortical processing of linguistically-relevant 

temporal modulations in the developing brains of young children.   

Methods: Auditory envelope following responses to white noise amplitude modulated at rates 

of 1 - 80 Hz in healthy children (aged 3-5 years) and adults were recorded using a paediatric 

magnetoencephalography (MEG) system and a conventional MEG system, respectively.  

Results: For children, there were envelope following responses to slow modulations but no 

significant responses to rates higher than about 25 Hz, whereas adults showed significant 

envelope following responses to almost the entire range of stimulus rates. 

Conclusion: Our results show that the auditory cortex of preschool-aged children has a sharply 

limited capacity to process rapid amplitude modulations in sounds, as compared to the auditory 

cortex of adults.  

Significance: These neurophysiological results are consistent with previous psychophysical 

evidence for a protracted maturational time course for auditory temporal processing. The 

findings are also in good agreement with current linguistic theories that posit a perceptual bias 

for low frequency temporal information in speech during language acquisition. These insights 

also have clinical relevance for our understanding of language disorders that are associated with 

difficulties in processing temporal information in speech.  

  

Keywords: auditory cortex; auditory steady state response; development; envelope following 

response; language acquisition; temporal processing  
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4.1 Introduction 

Temporal modulations in the overall amplitude of sounds (“sound envelope”) contain critical 

information for the perception of speech (Drullman, 1995; Drullman et al., 1994; Rosen, 1992; 

Shannon et al., 1995). For example it is well known that the prosodic content of a spoken 

sentence is conveyed within the slow temporal fluctuations of the sound envelope (Peelle and 

Davis, 2012; Rosen, 1992). Conversely, impaired temporal processing has long been associated 

with language problems including word deafness (Jorgens et al., 2008; Phillips and Farmer, 

1990), deficits in speech discrimination (Ali and Jerger, 1992; Souza, 2000), and dyslexia (Ben-

Yehudah et al., 2004; Boets et al., 2007; Lehongre et al., 2011; Menell et al., 1999; Putter-Katz, 

2005; Walker et al., 2002).  

Interest in the topic of auditory temporal processing has been stimulated by recent 

neurolinguistic models that propose an essential role in speech perception for neural 

mechanisms that encode the speech envelope (Giraud and Poeppel, 2012; Goswami and Leong, 

2013; Gross et al., 2013; Peelle and Davis, 2012). According to such models, intrinsic brain 

oscillations play a critical role in the analysis of speech, serving to partition the continuous 

speech signal down into manageable units and to align neural activity with the temporal 

rhythms of the speech stream (Giraud and Poeppel, 2012; Peele and Davis, 2012).  Speech is a 

dynamic signal that delivers units of critical information at quite different time scales (e.g. 

intonation/prosody at 500-1000 ms, syllables at 150-300 ms, and phonemic features at 20-80 

ms). Therefore neural mechanisms are required for simultaneous sampling of these different 

speech units. The temporal sampling model proposed by Poeppel et al. (2003) proposes that 

intrinsic auditory cortical oscillations in the theta range (3-7 Hz) and gamma range (30 – 50 Hz) 

are “tuned” to track and sample the temporal features of syllables and phonemes respectively.  

Logically, such models of speech perception must account for the maturation of temporal 

processing during the critical periods for language acquisition. However at the present time 

little is known about sound envelope processing in the developing brain.    
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Behavioural evidence from psychophysical studies suggests that temporal processing undergoes 

a protracted maturational time course. For example, performance in gap detection continues to 

improve with age from 3-6 years (Trehub et al., 1995; Wightman et al., 1989) and reaches adult 

levels of performance at about 8-10 years (Davis and McCroskey, 1980; Irwin et al., 1985). 

Likewise, detection of amplitude modulations (AM) does not reach mature levels until mid- to 

late-childhood (Hall and Grose, 1994; Moore et al., 2011). In general, children consistently 

demonstrate poorer auditory temporal resolution than adults (Banai et al., 2011; Fox et al., 

2012; Hall and Grose, 1994; Hill et al., 2004; Moore et al., 2011; Trehub et al., 1995; 

Wightman et al., 1989). Nevertheless, the reported developmental profiles show considerable 

variability between studies. Some of this variability may result from children’s failure to attend 

to repetitive stimuli and their failure to comply with experimental requirements. For these 

reasons, it is difficult to know how much of the difference in performance between children and 

adults is due to physiological differences in their auditory systems, and how much is due to 

attentional and motivational variables (Bishop et al., 2011). Consequently it is essential to 

obtain direct and objective neurophysiological data on temporal processing in the developing 

brain. 

One direct and objective measure of temporal processing is the auditory steady-state 

response (ASSR), a brain response evoked by rapidly presented periodic stimuli and whose 

frequency components are stable in both amplitude and phase over a long temporal window 

(Regan, 1989). ASSRs recorded with electroencephalography (EEG) or 

magnetoencephalography (MEG) provide an objective and noninvasive metric of the extent to 

which a periodic stimulus “drives” a neurophysiological response, or conversely, the extent to 

which the brain response “follows” the temporal patterns of the physical stimulus (Picton et al., 

2003). As an alternative to constant stimulation at individual modulation rates, one can 

characterise brain responses to stimuli that undergo rapid transition (e.g. sweeps) through a 

range of rates. Since the evoked brain responses to such sweeps are not “steady”, these evoked 
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brain responses are referred to as envelope following responses (EFRs) (e.g. Lehongre et al., 

2011; Miyazaki et al., 2013; Purcell et al., 2004).  

Both ASSRs and EFRs can be characterised using their associated temporal modulation 

transfer functions (TMTFs). These transfer functions depict a system’s sensitivity to amplitude 

modulations of an acoustic signal as a function of the modulation rate (Viemeister, 1979). 

TMTFs for the adult auditory cortex exhibit a low-pass filter profile characterised by a best 

modulation frequency (BMF) occurring at about 40 Hz and an upper cut-off point at about 50 – 

55 Hz, above which the strength of the response begins to decline steadily (Lehongre et al., 

2011; Miyazaki et al., 2013; Picton et al., 2003; Poulsen et al., 2007; Poulsen et al., 2009; 

Purcell et al., 2004). This neurophysiological profile corresponds reasonably well to the 

psychophysical TMTF for the detection of the amplitude modulation of white noise 

(Viemeister, 1979).  

While ASSRs/EFRs have been extensively characterised in the adult brain, the 

development of these responses during childhood is less well understood (Picton et al., 2003). 

Considering the abundant psychophysical evidence suggesting lower temporal resolution in 

children, it is somewhat paradoxical that EEG measurements of the ASSR/EFR in sleeping 

infants have identified the BMF to be at about 80 Hz, which is much higher than the BMF for 

adults (Picton et al., 2003; John et al., 2004; Rickards et al., 1994; Nodarse, et al., 2012). 

However, EEG responses to rates at about 40 Hz reside primarily in the auditory cortex, 

whereas adult responses in the 80-100 Hz range primarily involve subcortical (brainstem) 

responses (Purcell et al., 2004). This suggests that the difference between children’s BMF at 

higher frequency, as compared to the lower BMF for adults, may simply reflect the earlier 

maturation of brainstem responses in children, as compared to their cortical response (Joris et 

al., 2004; Moore, 2002; Moore and Linthicum, 2007). The contribution of cortical responses in 

the infant studies may have been further reduced in previous studies because measurements 

were made when infants were either in sleep or sedated, both of which may have had 
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suppressive effects on auditory processing in the cortex (Cohen et al., 1991; Goldstein et al., 

1959; Lu et al., 2001). This suggestion is supported by a recent EEG study that examined the 

ASSR in children aged 6-9 years who were asked to maintain their attention to trains of tone-

burst at a range of repetition rates during the recording (Tlumak et al., 2012). The data from this 

study showed that the children’s ASSRs were adult-like at 80 Hz. Nonetheless, in contrast to 

previous studies in which infants and young children were asleep or sedated, the ASSRs at 20 

and 40 Hz in children were smaller than those of adults. Because the EEG ASSRs are 

dominated by brainstem responses at 80 Hz, but dominated by cortical response below about 50 

Hz (Purcell et al., 2004), these findings can be taken as an indication of different developmental 

trajectories of temporal processing in the cortex and in peripheral regions (Moore, 2002). 

Interestingly, the magnitudes of responses at low repetition rates (i.e. 0.75 Hz, 1.25 Hz, 2.5 Hz, 

and 5 Hz) school-aged children were larger than those obtained in adults (Tlumak et al., 2011; 

Tlumak et al., 2012).  

To our knowledge there are no EEG/MEG data on the ASSR/EFR for children who are 

older than infants or younger than school age. Yet, the preschool years between 3 and 5 years 

represent a crucial period for the acquisition of language. Given the emerging importance of 

temporal processing in neurobiological models of language perception (Giraud and Poeppel, 

2012; Goswami and Leong, 2013; Gross et al., 2013), it has become imperative to obtain 

objective neurophysiological data on cortical temporal processing capabilities in children 

during the years in which they are rapidly mastering the local language. To this end, the current 

study characterised the EFRs to a range of linguistically-relevant AM rates in a group of 

healthy, awake preschool-aged children and compared these responses to those of a reference 

group of healthy adults. In order to focus our measurements on the auditory cortex, EFRs were 

measured using MEG, which is relatively insensitive to subcortical signals, as compared to 

EEG (Baillet et al., 2001; Johnson et al., 2010; Nakasatp et al., 1994).   
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4.2 Methods  

4.2.1 Subjects 

Twelve children (4 female) aged 3 to 5 years (mean = 49.3 months) participated in the study. 

All children were right-handed and showed normal hearing based on their parents’ reports. 

Twelve adult participants (7 female) were aged from 22 to 36 (mean = 28.8 years). All the 

adults were right-handed. Their hearing thresholds were measured using an Otovation 

Amplitude T3 series audiometer (Otovation LLC, King of Prussia, PA). All adults showed 

normal hearing thresholds (≤ 20 dB HL) for octave frequencies from 500 to 2000 Hz. All 

procedures were approved by the Human Subjects Ethics Committee at Macquarie University. 

4.2.2 Acoustic stimulation 

The acoustic stimulus were created in MATLAB (Mathworks: Natick, MA) and 

consisted of a 9-second AM sweep in the middle; and 0.3-second segments of unmodulated 

white noise both at the beginning and the end of the AM sweep. The unmodulated segments of 

white noise served to separate the envelope following response from the participants’ responses 

to sound onset and offset. The AM sweep was generated by modulating a 9-second white noise 

with an equal duration sweep changing exponentially from 1 Hz to 80 Hz. A noise carrier was 

used to eliminate any spectral cues from the stimulus, and the modulation rates encompassed 

the range of linguistically-relevant AM rates (Rosen, 1992). The modulation depth was 100%. 

The exponential function used to create the stimulus was: 𝑓 𝑡 =   𝑓!×
!!
!!

!
!!, where 𝑓 𝑡  is the 

frequency changing by time, 𝑡, 𝑓! = 1 (Hz) is the starting frequency, 𝑓!= 80 (Hz) is the ending 

frequency, 𝑡! = 9   𝑠𝑒𝑐𝑜𝑛𝑑  is the sweep duration. The function therefore can be simplified as: 

𝑓 𝑡 =   80!/!.  

The temporal waveform of the complete stimulus and spectrogram of the sweep 

envelope are presented in Figure 1. The sounds were delivered binaurally using insert 



Chapter 4: EFRs in children 

 113 

earphones (Model ER-30, Etymotic Research Inc., Elk Grove Village, IL) at a level of 70-75 

dB SPL. 

 

 

Figure 1. Experimental paradigm. The acoustic stimulus (middle panel) had a total duration of 
9.6 sec, beginning and ending with 300 ms of unmodulated white noise. From 0.3 to 9.3 sec the 
white noise carrier was amplitude modulated (100% modulated depth) with a logarithmic 
sweep over modulation rates from 1-80 Hz. The top panel shows the spectrogram of this 
logarithmic sweep. The bottom panel shows auditory cortex source waveforms (average of both 
hemispheres) for a representative child (black) and adult (red).  
 

4.2.3 Procedure 

Participants listened to the stimuli passively while watching a muted movie. We adopted this 

passive listening strategy in order to make the experimental setup appealing enough for the 

child participants to remain in the MEG scanner for the duration of the experiment. Passive 

listening paradigms have been used in many previous EFR and ASSR studies (see Purcell et al., 

2004; Picton et al., 2003).  
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Stimulus presentation was controlled using Experiment Builder 1.10.165 (SR Research: 

Mississauga, Ontario, Canada). The acoustic stimulus was presented with a mean inter-stimulus 

interval of 950 ms, randomly selected from a rectangular distribution between 900 ms and 1000 

ms. 100 trials were presented in one block to children, while 200 trials were presented in two 

blocks to adults. For adult, there was a 5-minute break between two blocks. In the present 

analyses, only the first 100 trials of adult data were included for comparison to the child data. 

The full set of adult data will be presented in a separate report. To effectively convey 

instructions to young children and minimise head movement artifacts during MEG recordings, a 

child-friendly data acquisition protocol was employed (Johnson et al., 2010). The whole 

experiment took about half an hour including the MEG set up for children; the more 

comprehensive recordings in adults required about 1 hour.  

4.2.4 MEG recordings 

Prior to data acquisition, the participants were fitted with five head position marker coils. The 

position of the five coils and the head shape of the subject were digitised using a Polhemus 

Fastrak digitiser (Colchester, VT). Head positions were recorded before and after each block to 

measure head movement. Brain activity was recorded using a whole-head 64-channel paediatric 

MEG system (Model PQ1064R-N2m, KIT, Kanazawa, Japan) for children; and a whole-head 

160-channel MEG system (Model PQ1160R-N2, KIT, Kanazawa, Japan) for adults. Both MEG 

systems consisted of first-order axial gradiometers with a 50 mm baseline and located in the 

same magnetically shielded room (Fujihara Co. Ltd., Tokyo, Japan). Sensor configurations for 

the two systems are described in detail in Johnson et al. (2010). All measurements were carried 

out with subjects in a supine position. MEG data were acquired continuously with a sampling 

rate of 1000 Hz and band-pass filtered between 0.03 Hz and 200 Hz using an analogue filter.  
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4.2.5 Analyses 

MEG data were analysed using BESA Research Version 6.0 (BESA Research GmbH: 

Grafelfing, Germany). For both groups, the MEG data were coregistered to the template 

structural MRI implemented in BESA Research 6.0.  

4.2.5.1 Dipole fitting 

Data were analysed using a spatial filter consisting of bilateral dipoles fitted to auditory evoked 

fields (AEFs) elicited by the onsets of the acoustic stimuli (the P100m in children and the P50m 

in adults). AEFs were epoched from -100 to 400 ms with respect to the onset of each stimulus. 

The epoched data was averaged across trials and bandpass filtered between 2 and 20 Hz  (Aiken 

and Picton, 2008). Symmetric dipoles were fitted within a latency window of 100 – 200 ms for 

each child subject and 50 – 100 ms for each adult subject. For both groups, mean dipole 

locations were in the superior temporal gyri in the vicinity of the primary auditory cortex in 

each hemisphere (Figure 2 and Table 1). 

Table 1. Talairach coordinates for grand mean dipole locations (mm)  
    x (±)        y    Z 

Child  Mean  45.76    -14.53 9.13 
STD  4.79    10.93 12.93 

Adult Mean   51.12    -21.62 4.4 
STD  5.51     6.30 6.91 
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Figure 2. (A) Overlaid sensor waveforms for a representative child and adult participant. (B) 
Grand mean dipole source locations for P100m (children) and P50m (adults).  

 

Further analyses were conducted on the waveforms reconstructed from each dipole 

source. The dipole source analysis procedure takes into account the physical geometry of the 

measurement sensors with respect to individual head shapes (see Irimia et al., 2014 for a 

discussion of this issue), generating a stable and comparable source estimate from each data set 

and permitting comparison of brain responses recorded from the two different MEG systems 

(He et al., 2015).  

4.2.5.2 Spontaneous cortical oscillations 

 To depict the ongoing brain activities in the absence of auditory stimulation, the power 

spectrogram of part of the inter-stimulus interval (-600 to 0 ms) were computed using the two 

bilateral source montage derived from the dipole fitting procedure.   

4.2.5.3 Auditory evoked fields 

Source waveforms were constructed from each dipole in each hemisphere for each subject.  
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4.2.5.4 Time-frequency analyses 

Using the source montage of the bilateral auditory cortical sources derived from dipole fitting 

to the AEFs, spectral analyses were then carried out on the continuous source waveforms over a 

frequency range of 1 to 80 Hz within a new epoch window from 600 ms pre-stimulus to 9600 

ms post-stimulus. Time-frequency analyses were then conducted using the complex 

demodulation method implemented in BESA Research 6.0 (Hoechstetter et al., 2004), with a 

frequency step of 1 Hz and a time step of 50 ms.  

Inter-trial phase coherence (ITPC), which quantifies phase consistency cross trials for each 

frequency and time point, was computed from the single trial time-frequency representation 

using the following formula.  

𝐼𝑇𝑃𝐶 𝑡, 𝑓 =   
1
𝑁    𝑒!!!(!,!)

!

!  !!

 

where N = total number of trials; and φ!(𝑓, 𝑡) = the phase in trial k.  

The ITPC was used as an index of the EFR, because it offers a much more sensitive measure of 

stimulus-synchronised brain activity than response power (Ding and Simon, 2013).  

 Permutation tests (Maris and Oostenveld, 2007) were then carried out on the time-

frequency data for each group using custom MATLAB scripts to determine the statistical 

significance of the envelope following pattern. The permutation tests were applied to the 0.3 - 

9.3 second interval during which the temporal modulation rate of the stimulus swept from 1 Hz 

to 80 Hz. A primary threshold was used to identify the top 5% of values. This clustering 

algorithm used the sum of activities within a cluster. Only clusters surviving a permutation with 

1000 iterations at the significance level of 0.05 were accepted.  

To better visualise the relationship between stimulus modulation rate and brain 

response, a linearisation procedure was applied to convert the time axis to modulation rate 𝑚, 

based on the logarithmic function 𝑚 𝑡 =   80!/! used to generate the AM.  Model fitting was 

then performed in MatLab (MathWorks, Natick, MA) using the Curve Fitting Toolbox (version 
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3.4.1) to model the correlation between modulation rate and frequency of brain response. A 

linear model (𝑓 = 𝑎 ∗𝑚 + 𝑏; here 𝑓 is the frequency of brain response, 𝑚 is the rate of 

modulation, a and b are two parameters set for free fitting) was used to fit the permuted data. 

This linear modeling was conducted separately for each group. Individual EFRs to AM at rate 

m were identified as the mean magnitude within the bin [f-1 f+1]. The vector strength of the 

defined EFR was then re-plotted against the frequency of the AM, in oder to visualises the 

TMTF. Within each group, the same linear model generated from the permuted data was used 

to compute TMTF for each subject.   

The ITPC values are proportional data (valued between 0 and 1). The distributions are 

not Gaussian and do not meet the distributional assumptions required for linear tests, such as 

ANOVA or t-tests. Therefore whenever linear tests were performed on ITPC values, we the 

values were first converted to normalised values using the rationalized arcsine transform 

function (Studebaker, 1985).  

 

4.3 Results 

4.3.1 Spontaneous oscillations 

Figure 3 shows the average power of ongoing oscillations (combined hemispheres) as a 

function of its frequency in the absence of auditory stimulation. Both children and adults 

showed a prominent peak in the alpha band, with children showing a lower peak alpha 

frequency compared to adults (child: 8.67 ±  0.67 Hz, adult: 10.7 ±  1.27 Hz, p < 0.001), 

consistent with previous EEG measurements of peak alpha frequency in toddlers (Marshall et 

al., 2002; Saby and Marshall, 2012). Children showed significantly higher alpha amplitudes 

than adults (child: 28.77 ±  6.89 fT; adult: 16.82 ±  9.83 fT, p < 0.001). Figure 3 shows that 

children’s oscillations were larger in magnitude compared to adults throughout the low 

frequency range (< 10 Hz). While mean alpha amplitude was slightly larger in the right 
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hemisphere in both groups (Figure 3, inset), these differences were not statistically significant 

in either group.  

 

Figure 3. Group mean profiles of spontaneous brain oscillations from auditory cortical sources 
measured in the absence of acoustic stimulation. Shading shows one standard deviation. Main 
figure shows average of two hemispheres. Inset shows profiles for each hemisphere. 
 

4.3.2 AEFs 

Figure 4.A shows grand averaged AEF source waveforms in the two groups. In children the 

most prominent auditory AEF is a circa 100 ms peak (mean latency, 117 ms) termed the 

P100m, believed to be the precursor of the adult P50m response (Johnson et al., 2010; Johnson 

et al., 2013; Lippe et al., 2009). Surface topographic maps of the child P100m and adult P50m 

are shown in Figure 4. Statistical analyses showed no significant hemispheric difference in 

amplitude or latency for any of the adult or child AEF peaks.   
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Figure 4. Grand mean auditory event-related fields elicited by stimulus onsets and surface 
topographic distributions of P100m. 
 

4.3.3 EFRs 

Figure 5 shows ITPC spectrograms and TMTFs for children and adults. From Figure 5B and D, 

significant phase-locking was obtained for the full range of modulation rates with strongest 

phase-locking values in the range of 35-50 Hz (corresponding to the “auditory 40 Hz response”; 

see Galambos et al., 1981; Picton et al., 2003) in adults. In contrast, significant phase-locking 

was obtained in children only at modulation rages below ~25 Hz with maximal ITPC values at 

rates of 12-18 Hz (see Figure 5A, C, E).  

Figure 5E presents the grand mean and standard error of TMTF in both participant 

groups. Greater ITPC values for adults were visible in two frequency ranges (7 –	
  11 Hz, and 15 

–80 Hz). Mean ITPC value within each frequency range were then calculated for each group 

and t-tests (one-tailed) on these mean values confirmed that the these differences were 

statistically significant: 7-11 Hz: adults 𝐼𝑇𝑃𝐶(7-11 Hz) = 0.16, SD(7-11 Hz) = 0.05, children 𝐼𝑇𝑃𝐶 (7-
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11 Hz) = 0.10, SD(7-11 Hz)  = 0.02, p = 0.006; 15-80 Hz: adults 𝐼𝑇𝑃𝐶 (15-80 Hz) = 0.19, SD (15-80 Hz) 

=0.10, children 𝐼𝑇𝑃𝐶 (15-80 Hz)  = .10, SD(15-80 Hz) = 0.01, p = 0.008. These were post hoc t-tests 

based on prior observations. Because the test direction was known in advance, the use of one-

tailed t-tests was justified. 

Figure 6A and B show ITPC spectrograms computed separately for right and left 

hemispheres in the two groups. Figure 6C depicts the grand mean and standard error of 

hemispheric TMTFs in the two groups. Visual inspection of the children’s plots indicates 

slightly greater ITPC values in the right hemisphere (Figure 6A and C), at least within the 1-25 

Hz range where EFRs were statistically significant in this group (Figure 5C). T-test (two-tailed) 

confirmed that this difference is statistically significant: (mean left 𝐼𝑇𝑃𝐶(1-25Hz) = 0.11, SD(1-

25Hz) = 0.02; mean right 𝐼𝑇𝑃𝐶 (1-25Hz) = 0.13, SD(1-25Hz) = 0.03, p = 0.004).   

Figure 6D explicitly compares hemispheric lateralisation in the two age groups. For this 

plot, a lateralization index (LI) was computed as (right ITPC – left ITPC)/ (right ITPC + left 

ITPC), so that negative values indicate left lateralization and positive values indicate right 

lateralization. This plot indicates that children are more right lateralised than adults over a range 

of modulation rates between about 10-20 Hz. T-tests (two-tailed) were computed for the mean 

ITPC values over this range, and the results confirmed a significant difference in lateralization 

between the two groups (children 𝐿𝐼 (10-20Hz) = 0.03, SD(10-20Hz) = 0.03; adults 𝐿𝐼 (10-20Hz) = 0.01, 

SD(10-20Hz) = .0.04, p = 0.005).  
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Figure 5. Grand mean ITPC values measured from auditory cortical sources (average of two 
hemispheres) and indexed in (A) children and (B) adults. The pre-stimulus baseline is 
highlighted with a red rectangle. (C) ITPC values that survived permutation testing in children 
and (D) adults. Permutation tests were performed on data in A and B between 0.3 – 9.3 s 
(during the amplitude modulated portion of the stimulus). The exponential patterns in A and B 
are the envelope following responses plotted against time. Over the 0.3 - 9.3 sec time epoch the 
stimulus was amplitude modulated over rates of 1-80 Hz in an exponential fashion. 
Consequently, the EFR follows the exponential pattern of modulation rates (Fig 1 top). The 
linear patterns in Figure 5 C and D are the same data as Figure 5A and B, thresholded with 
permutation testing and replotted by converting the time axis to amplitude modulation rate. 
This has the effect of linearizing the EFR pattern to directly show the relationship between AM 
rate and frequency of the following response. (E) Comparison of child and adult TMTFs. 
Shading indicates standard errors.  
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Figure 6. Hemispheric comparison of EFRs for children and adults. (A) Grand mean 
spectrogram of ITPC in each hemisphere in children and (B) in adults. (C) Hemispheric 
comparison of ITPC values for both groups. (D) Between-group comparison of hemispheric 
lateralization index.  

4.4 Discussion 

The present results are the first comprehensive neurophysiological description of temporal 

envelope processing in the auditory cortex of preschool-aged children. The capacity to process 

temporal modulation is essential for speech perception and is presumably an important 

component of language acquisition. In agreement with psychophysical evidence for limited 

temporal processing capabilities in children, our data show that EFR phase-locking in 

children’s auditory cortex drops off sharply at AM rates higher than about 15 Hz, with no 

detectable phase-locking at rates higher than about 25 Hz. The immature phase-locking profile 

of children stands in sharp contrast to the adult profile which shows robust phase-locking 

throughout the range of AM rates, with maximal ITPC values in the range of 30-50 Hz. Tying 
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our results to the previous literature, we found that in the absence of acoustic stimulation, slow 

oscillatory activity of children’s auditory cortex demonstrated higher power than adults, 

consistent with previous EEG work (Marshall et al., 2002; Saby and Marshall, 2012; 

Yordanova, 2008).  In addition, while EFRs were relatively weak, stimulus onsets elicited 

robust AEFs in the same children, arguing against the possibility that there were deficiencies in 

either the delivery of the acoustic stimuli or in the neuromagnetic measurements of the children.    

4.4.1 Spontaneous brain rhythms 

Our finding of a greater magnitude of MEG slow oscillations in children during the inter-

stimulus intervals of the present experiment is in agreement with previous EEG studies 

describing age-related changes of the brain oscillations in resting state (Gasser et al., 1988; 

Whitford et al., 2007; Yordanova, 2008). Whitford and colleagues (2007) examined the EEG 

power in subjects aged from 10 to 30 years old. They found that slow wave (sub-alpha) EEG 

power declined as a function of age, with the most rapid decline during adolescence, and that 

this decline mirrored the age-related reduction in gray matter measured with structural MRI. 

The authors concluded that both the structural and neurophysiological changes were due to 

elimination of active cortical synapses during development.  

Our finding of a lower alpha peak frequency in children is also entirely consistent with 

previous EEG findings (Marshall et al., 2002; Saby and Marshall, 2012; Srinivasan, 1999). For 

example, Srinivasan (1999) measured alpha EEG in an older cohort of children (aged 6-9 years) 

and reported differences in peak alpha frequency between children (mean 8.9 Hz) and adults 

(mean 10.1 Hz) that are very similar to those obtained in the present MEG study (8.7 Hz and 

10.7 Hz respectively). These findings imply that the increase of alpha peak frequency may 

continue until at least 9 years of age.  In the EEG study, the measures of long-range alpha 

coherence also increased with age, indicating that the shift in peak alpha frequency is 

attributable to the establishment of long range cortico-cortical connections in the maturing 

neocortex. In general the maturation of the neocortex is characterised by a rearrangement of 
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cortical networks and an increase in temporal precision and synchrony of network interactions, 

resulting in changes of peak oscillatory frequencies within the network and an increase in 

magnitude of ongoing high frequency oscillations (Uhlhaas, 2010). Reduced temporal precision 

and synchrony of the immature cortex is likely to be responsible for our finding of sharply 

reduced EFR capacity in auditory cortex of children, discussed below. 

It has been shown that the waking brain rhythms in the alpha range encompass at least 

three functionally and spatially different oscillations: the classic posterior alpha rhythm, the 

rolandic mu rhythm, and a lesser-known temporal rhythm (or possibly, set of rhythms) 

described by various investigators as “auditory alpha rhythm” (Weisz et al., 2011), “tau 

rhythm” (Lehtela et al., 1997), “third rhythm” (Neidermyer, 1990) or “breach rhythm” 

(Neidermyer, 1991). While the spatial filtering of the bilateral auditory cortical dipoles 

employed in this study suggests that our analyses should be biased to the auditory alpha 

rhythm, it is entirely possible that the alpha peaks in Figure 3 represent some weighted 

combination of auditory alpha and the much larger amplitude posterior alpha and mu rhythms 

(Weisz et al., 2011). Therefore the present data cannot specify if the alpha peaks in Figure 3 are 

modality specific (i.e. generated in auditory cortex) or not. This issue merits examination in 

future studies. 

4.4.2 AEFs 

AEFs elicited by sounds onsets in children’s auditory cortex showed a P100m peak with a mean 

latency of about 120 ms. The P100m, and its EEG equivalent, the P100, have been reported in 

previous electrophysiological studies (Fujioka et al., 2006; Heim et al., 2003; Johnson et al., 

2010; Paetau et al.,1995; Ponton et al., 2000; Sharma et al., 1997) and is considered to be an 

immature version of the P50m/P50 in the adult response. The latency and amplitude of this 

P100m/P100 component decrease with increasing age, achieving a peak latency of about 50 ms 

in the adult brain (Ponton et al., 2000; Sharma et al., 1997).  
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4.4.3 EFRs 

Previous EEG studies of the ASSR/EFR in children have described a response that is at least 

partly and perhaps largely generated by subcortical sources (Purcell et al., 2004). MEG is 

considered to be relatively insensitive to subcortical sources, due to a much steeper dependence 

on distance from the measuring sensor compared to EEG (Baillet et al., 2001; Johnson et al., 

2010; Nakasatp et al., 1994). While it is in principle possible to detect brainstem signals with 

MEG, it requires extraordinary efforts (e.g. thousands of trials) to achieve the signal-to-ratio 

(SNR) required to extract subcortical responses such as wave V of the auditory brainstem 

response (ABR; Parkkonen et al., 2009). The present MEG results therefore represent responses 

that originate mainly or entirely from the auditory cortex with little or no contribution from 

subcortical regions. The ability to focus our measurements specifically on cortical activity is 

important because the subcortical and cortical components of the auditory system have quite 

different temporal encoding capabilities in the mature brain. Single unit measurements show 

that the upper limit of synchronizing via phase-locking to the periodicity of a sound decreases 

progressively and markedly at higher levels of the auditory system, from about 4 kHz at the 

level of the auditory nerve to about 50 Hz at the level of primary auditory cortex (Joris et al., 

2004). A further complication is that subcortical and cortical levels of the auditory system have 

quite different maturational trajectories (Moore, 2002; Moore and Linthicum, 2007).     

Our results indicate that the immature auditory cortex has a limited capacity to encode 

and represent sound periodicities relative to the adult brain, with a sharp drop-off in phase-

locking at rates higher than about 15 Hz and with no measurable following response to AMs 

faster than about 25 Hz. This indicates that sound envelope encoding, like other auditory 

cortical responses (Kraus et al., 1993; Moore, 2002; Moore and Linthicum, 2007; Ponton et al., 

2000; Sharma et al., 1997; Sussman et al., 2008; Wunderlich and Cone-Wesson, 2006) has a 

prolonged maturational trajectory, with earlier development of responses to slow envelope 

periodicities and much later development of responding to high frequency modulations.  
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4.4.4 Right lateralised temporal processing in the developing brain 

Children exhibited more consistent rightward dominance, whereas adults showed a combination 

of bilateral and leftward dominance within the alpha and beta bands. This developmental 

change in lateralization suggests a developmental delay in the functional specialization 

established at the level of sensory processing (Ross et al., 2005). In fact, the rightward 

dominance of EFRs in early development fits well with that hypothesis of prosody-dependent 

language acquisition. Specifically, the phonological bootstrapping hypothesis proposes that 

language acquisition in children relies on prosodic cues to segment the incoming auditory 

stream into linguistic units. In children, evidence has consistently pointed to a strong 

involvement of right hemisphere during speech prosody perception (Gandour et al., 2004; 

Homae et al., 2006; Plante, Holland, and Schmithorst, 2006; Wartenburger et al., 2007). For 

example, processing prosody in isolation elicits larger right hemisphere activation whereas 

normal speech is associated with greater activation in the left hemisphere (Wartenburger et al., 

2007). Since prosodic cues is conveyed in the slow modulations in speech, our finding of the 

right dominance is consistent with previous studies using other methods to present prosodic 

information in isolation, such as hummed speech (Wartenburger et al., 2007). It has been 

suggested that altered patterns of auditory lateralization are responsible for pathological (e.g. 

dyslexia and schizophrenia) and supranormal (e.g. absolute pitch) cognitive function (Abrams 

et al., 2009; Johnson et al., 2013; Poelmans et al., 2012; Tervaniemi and Hugdahl, 2003) 

4.4.5 Further implications 

The current study was designed to assess the temporal processing capabilities of auditory cortex 

in young children. While we used a non-speech (noise) stimulus in order to systematically 

characterise brain responses across a range of linguistically-significant temporal modulation 

rates, the results are relevant to theoretical frameworks that suggest an important role for 

temporal encoding mechanisms in speech perception and in language acquisition.   
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4.4.5.1 Implications for speech perception 

Recent neurolinguistic models suggest that the neural mechanisms of encoding temporal 

modulation of speech envelope play an essential role in speech perception (Giraud and Poeppel, 

2012; Peelle and Davis, 2012). Application of such models of speech perception to dyslexia 

draws on the logic that abnormal temporal sampling of speech will result in inaccurate 

representations of speech features and impaired speech processing. However it remains unclear 

what sampling rate is specifically affected and how this might impair phonological 

representations in dyslexia. A number of authors have suggested that the perceptual and 

phonological problems associated with dyslexia are specifically associated with impaired 

oscillatory processing in the slow theta range (Abrams et al., 2009; Giraud et al., 2005; 

Goswami et al., 2011). In the temporal sampling framework proposed by Goswami and 

colleagues (2011), impaired phase-locking of theta rhythms results in impaired syllable parsing 

and difficulties in perceiving the components of syllables. On the other hand, others have 

emphasised problems in temporal sampling at higher frequency gamma band rates, resulting in 

abnormal representations of phonemes (Lehongre et al., 2011). 

Notably, the temporal sampling models described above are presently based entirely on 

neurophysiological data obtained from adults.  The present study contributes to this issue with 

evidence that children show quite different cortical phase locking profiles than adults: The 

immature human auditory cortex emphasises low AM rates, and, in contrast to the adult 

reference group, show no measureable phase-locking at rates higher than about 25 Hz. These 

neurophysiological results are entirely consistent with behavioural evidence that children are 

strongly biased towards low frequency temporal information in the speech stream during 

language acquisition (Christophe and Dupoux, 1996; Christophe et al., 2003; Mehler and 

Christophe, 1995); with the fact that temporal modulations below about 20 Hz are most crucial 

for speech recognition/intelligibility (Drullman, 1995; Shannon et al., 1995; Smith et al., 2002); 

and with explanations of dyslexia that posit problems in sampling of low temporal rates in 
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speech (Abrams et al., 2009; Giraud et al., 2005; Goswami et al., 2011). Temporal sampling 

models of language perception in general must accommodate the fact that children’s temporal 

processing capabilities are sharply limited in comparison to adults. 

4.4.5.2 Implications for language acquisition 

Current views of language acquisition posit that the slow temporal rhythms associated with the 

prosodic content of speech are crucial for language acquisition (Peelle and Davis, 2012; Rosen, 

1992). One proposal, known as the phonological bootstrapping hypothesis, contends that 

infants and young children depend on phrasal prosodic cues to initially segment continuous 

speech to form pre-lexical representations for early word learning (Christophe and Dupoux, 

1996; Ramus et al., 1999). This provides a non-lexical method of finding word boundaries, 

which must exist for infants to acquire the words of a language (Christophe and Dupoux, 1996; 

Christophe et al., 2003; Ramus et al., 1999). On this view, prosodic cues are used by infants to 

segment the speech stream into prosodic units that are smaller than sentences but bigger than 

words. Lexical acquisition would then be performed on the basis of this prosody-segmented 

pre-lexical representation.  Such a representation would be useful for the acquisition of 

phonology and syntax (Christophe and Dupoux, 1996; Ramus et al., 1999). In other words, 

prosody or rhythm plays an important role in speech processing and phonological bootstrapping 

is an essential ingredient of language acquisition (Christophe and Dupoux, 1996; Christophe et 

al., 2003; Mehler and Christophe, 1995).  In this context our observed right hemispheric 

lateralization of EFRs in children is of interest because it has long been held that prosodic 

information is preferentially processed in the right hemisphere (Friederici and Alter, 2004; 

Gandour et al., 2004; Homae et al., 2006; Plante et al., 2006; Wartenburger et al., 2007).  

4.5 Conclusions 

These are the first MEG data on the auditory EFRs for healthy preschool-aged children, an age 

range that is under-represented in the neurophysiological and neuroimaging literatures. Our 
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results show that the auditory cortex of preschool-aged children has a sharply limited capacity 

to process amplitude modulations in sound that are faster than about 20 - 25 Hz. These 

neurophysiological results are consistent with psychophysical evidence for a protracted 

maturation time course for auditory temporal processing and with current linguistic theories 

that posit a perceptual bias for low temporal frequencies in speech during language acquisition. 

These insights also have clinical relevance for our understanding of language disorders 

associated with problems in processing temporal information in speech.   
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Final Discussion and Conclusions 

This chapter summarizes the general findings of the thesis and their implications for 

future research.  

5.1 Overview of thesis findings 

The purpose of this thesis was to investigate the encoding mechanisms associated with temporal 

modulation in the human auditory cortex both in the mature brain and in the developing brain. 

More specifically, the thesis was devoted to providing evidence both from a structural 

perspective and from a developmental perspective for the hypotheses that cortical temporal 

processing involves a dual encoding scheme, a scheme that includes both a temporal-based 

representation and a rate-based representation. There were four major findings reported in this 

thesis: 

1) Using the inter-trial phase coherence (ITPC) measure, amplitude 

modulations at the rate of 1 – 80 Hz elicited envelope following responses 

(EFRs) with a temporal modulation transfer function (TMTF) profile that 

closely replicated the typical TMTF profiles of ASSRs/EFRs in previous 

studies (Figure 3 in chapter 1). However, using the event-related spectral 

perturbation (ERSP) measure, the TMTF profile of the EFRs showed strong 

sustained following responses between about 30 Hz and 80 Hz, with no sign 

of declining.  

2) When phase-locked (PL) and non-phase locked (NPL) components of the 

ERSPs were separated, the PL component revealed a pattern of following 

responses that were phase-locked to the onset of each modulation. By 

contrast, the NPL component exhibited a pattern of following responses that 

were not phase-locked to the onset of modulations. The PL following 



 138 

responses peaked at around 40 Hz and declined above 50 Hz, whereas the 

NPL following responses increased nearly monotonically from about 30 Hz 

onward.  Below about 50 Hz, the PL component was dominant; between 

about 50 Hz and 80 Hz, the NPL following responses were dominant.  

3) These dual PL and NPL following responses were validated using EEG 

recordings and were exhibited only at the cortical level. When the signal was 

reconstructed in the brainstem, the AMs only elicited PL responses.  

4) In the developing brains of preschool children, neither the PL and NPL 

components of the ERSP were measureable in the current experimental 

setting. However, using ITPC, the phase concentration of phase-locked 

responses was revealed. The EFRs in preschool children were mainly limited 

to AMs with rates below about 25 Hz.  

 

5.2 Cortical processing of AMs in the mature brain 

This section discusses the implications of the findings from adults, recorded using MEG and 

EEG. 

5.2.1 Limitations of current views of cortical processing of AMs 

Current research in cortical processing of AMs have been largely limited to auditory evoked 

responses that are strictly phase-locked to the onsets of the stimuli or to the onset of each 

modulation in periodic stimuli (Ross et al., 2000, Joris et al., 2004, Eggermont and Wang, 2011, 

Nourski and Brugge, 2011). Stimulus-synchronised neuronal responses are evident and 

prevalent throughout the auditory system (Joris et al., 2004, Eggermont and Wang, 2011), but 

the upper limit of stimulus rates at which neurons can become synchronised declines as one 

ascends in the auditory system (Joris et al., 2004, Wang et al., 2008). Specifically, single unit 
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studies in the primary auditory cortex of awake marmoset monkeys showed that the stimulus-

synchronisation representation is mostly restricted to slow modulations or click trains below 

about 50 Hz (Lu et al., 2001, Liang et al., 2002). Non invasive EEG and MEG measurements in 

humans also show a low-pass TMTF with a high cut off at about 50 Hz, reaching a trough at 

around 70 Hz. (Another amplitude peak in the EEG TMTF at rates of 80 to 110 Hz is 

attributable to brainstem responses (John and Picton, 2000, Ross et al., 2000, Picton et al., 

2003, Purcell et al., 2004, Miyazaki et al., 2013)). These neurophysiological TMTF profiles are 

in good agreement with the psychophysically measured TMTF for detecting AMs in noise 

(Viemeister, 1979). Such results have suggested that the higher levels of the auditory system 

are organised to emphasize low frequency modulation rates in environmental sounds and 

speech (Drullman et al., 2014); some researchers have further posited that the temporal 

processing capabilities of the auditory system can be modelled as a simple low pass filter with a 

high cut-off frequency of about 50 Hz (Viemeister, 1979; see Ross, 2001 for similar MEG 

findings).  

This typical low-pass filter profile with a cut off point at higher rates was replicated in 

our ITPC measures of the following responses to AMs. This suggests that our rapidly sweeping 

stimulus, which delivered only about 2 cycles of each modulation rate step, is sufficient for 

eliciting frequency-specific following responses that exhibit the capacity to track the temporal 

dynamics of the acoustic signal. Furthermore, the insertion of an inter-trial-interval (ITI) 

between each sweep allowed us to investigate how the brains encode the rapidly changing 

temporal dynamics after being reset to a quasi resting state. More importantly, the close 

replication of the ITPC and previous findings show that our data are comparable to 

conventional ASSRs/EFRs recorded with a continuous stimulation paradigm with peak phase-

locking around 40 Hz and a rapid decline at rates above 50 Hz (Ross et al., 2000, Picton et al., 

2003, Purcell et al., 2004, Miyazaki et al., 2013), 

While the ITPC closely replicated previous findings in ASSR/EFR studies the ERSP 
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showed that the total amplitude of the response increased through the frequency range of ~30 

Hz to 80 Hz (Figure 3 in chapter 2). The discrepancy between the ITPC and the ERSP measures 

can be attributed to the fact the ITPC solely quantifies phase-locked activity whereas the ERSP 

quantifies both PL and NPL activity (Makeig, 1993, Tallon-Baudry et al., 1996, Pfurtscheller 

and Silva, 1999, Tallon-Baudry and Bertrand, 1999, Brugge et al., 2009). In fact, when the PL 

and NPL components were separated from the ERSP, the PL component showed a TMTF 

profile similar to that of the ITPC.  

The sustained amplitude increase at higher modulation rates indicates that phase-locked 

responses alone cannot account for the ERSP spectrogram, particularly at higher AM rates. 

These EEG and MEG results are entirely consistent with evidence from intracranial recordings 

in nonhuman primates (Lu et al., 2001; Steinschneider et al., 1998) and human patients (Brugge 

et al., 2009) and support the hypothesis that two distinct types of encoding schemes are 

employed to process low and high temporal modulation rates in auditory cortex (Lu et al., 

2001). Regardless of the underlying mechanisms, these findings underscore the value of 

applying methods that allow researchers to examine both PL and NPL activity in the brain 

(Makeig, 1993, Tallon-Baudry and Bertrand, 1999, Nourski and Brugge, 2011). Conventional 

analyses that emphasise only PL activity provide only a partial and incomplete picture of brain 

function (see Joris, 2004 for a similar view regarding over-reliance on measures of strongly 

phase-locked responses in single unit studies).  

5.2.2 Dual temporal representations 

The distinct TMTF profiles of the PL and NPL components are in keeping with those of 

synchronised and non-synchronised neuronal populations in primary auditory cortex of 

marmoset monkeys (see Figure 2 in Chapter 1) (Lu et al., 2001, Liang et al., 2002), as well as 

the repetition rate dependent transition from phase-locked frequency following responses 

(FFRs) to non-phase-locked broadband gamma responses that have been found in primary 
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auditory cortex of macaque monkeys (Steinschneider et al., 1998) and primary auditory cortex 

of human epilepsy patients (see Figure 4 in Chapter 1) (Brugge et al., 2009, Nourski et al., 

2013).  

Lu and colleagues reported that temporal modulations at different rates in acoustic 

signals are processed in the auditory cortex by two different types of neuron populations (viz., 

synchronised and non synchronised) (Lu et al., 2001, Liang et al., 2002). One type of neuron 

exhibited a spiking pattern that was strictly synchronised to the onset of acoustic events, i.e., a 

typical temporal representation. A second type of neuron showed no stimulus-synchronisation, 

but the firing rate increased monotonically as the repetition rate increased, so this can be 

considered to be a rate-based representation (Figure 1 in Chapter 1).  Examination of the 

percentages of activity of these two types of neuron populations as a function of the modulation 

or repetition rate indicated that the synchronised population was dominant when the rate was 

below about 50 Hz (inter click interval  = ~ 20 ms) and the non-synchronised population 

increased almost monotonically as the rate increased above about 20 Hz (ICI = ~ 50 ms) 

(Figure 2 in Chapter 1). 

In line with the single unit findings, recent ECoG studies in surgical patients has also 

revealed a clear transition from phase-locked FFRs to non-phase-locked broadband gamma 

responses in processing click trains (see Figure 4 in Chapter 1) (Brugge et al., 2009, Nourski et 

al., 2013). When the repetition rate of click-trains was below about 125 Hz, Brugge and 

colleagues (2009) were able to observe clear FFRs in the event-related band power 

spectrogram. Although weak FFRs were still visible at higher repetition rates (i.e. 150 Hz and 

200 Hz), these were strongly attenuated. The attenuated FFRs were accompanied by an increase 

in the broadband gamma responses between about 20 Hz to 150 Hz (see Figure 4 in chapter 1). 

Phase-locked FFR is thought to reflect temporal coding by stimulus-synchronisation; and non-

phase-locked gamma band responses are associated with rate-based coding (Nourski and 

Brugge, 2011).  
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The PL and NPL components of EFRs found in the current data showed a strikingly 

similar pattern with that found in the Lu et al. (2001) single unit study, when the two 

components of EFRs were plotted as a function as the modulation rates (see Figure 3 in Chapter 

2). The NPL following responses increased quasi-monotonically as the modulation rate 

increased from about 30 Hz to 80 Hz, whereas the PL following responses declined as the rate 

increased from about 40 Hz to 80 Hz. Within the gamma band frequency range (~ 30 Hz to 80 

Hz), there was a negative correlation between PL and NPL responses. The transition of a PL 

dominant following pattern to a NPL dominant following profile occurred around 50 Hz, the 

same point of transition observed between synchronised and desynchronised populations in the 

Le et al. (2001) study. Although a direct link between the neuronal activity in single unit and 

macro brain signals recorded in EEG/MEG needs to be made with caution (Buzsaki et al., 

2012), neurophysiological studies on monkeys have shown a positive correlation between 

gamma power and neuronal spike rates (Steinschneider et al., 2008, Ray and Maunsell, 2011).  

5.2.3 Functional significance of temporal-to-rate transformation  

The finding of a population of primary auditory cortex neurons that changes firing rate 

as a function of AM rate without synchronising to modulation frequency (Lu et al., 2001, Liang 

et al., 2002, Wang et al., 2003), is suggestive of of a progressive transformation from synchrony 

based temporal coding to rate-based (or rate-place based) coding as information ascends in the 

auditory system (Eggermont, 2014; Joris, 2004), a transformation that is evident by the level of 

the inferior colliculus (IC). Figure 1 illustrates the progressive reduction of temporal resolution 

along the ascending auditory pathway as well as increasing rate-based encoding at higher 

stations of the auditory system.  
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Figure 1 Dual encoding at higher level of the auditory system and the reduction of 
temporal resolution along the ascending auditory pathway illustrated by an overview of rate-
based coding represented by rMTF (left panel) and temporal coding represented by tMTF 
(right panel) properties at different anatomical levels. Each entry shows means or medians 
(circles) % SD (lines) and lowest and highest values (bar). Dark bars, thick lines, and solid 
circles are for rBMFs (left) and tBMFs (right); light bars, lines, and empty circles are for 
upper tMTF cutoff frequencies (right). For convenience of comparison, the left panel and the 
right panel are arranged mirror-symmetric. The population measures are taken from published 
data for one anatomical level, sublevel, or cell class; the numbered reference to the publication 
is shown next to the data, followed by a letter indicating the species (b, bat; c, cat; g, gerbil; 
gp, guinea pig; m, marmoset; r, rabbit; s, squirrel monkey), and the letter “U” if 
unanesthetized. Note that part of the differences between studies reflects differences in the 
metrics used (in particular upper cutoff, which is often defined as a corner frequency or 
alternatively as the upper limit of significant phase-locking). The dual encoding in inferior 
colliculus (IC) and primary auditory cortex (A1) is highlighted in yellow and pink, respectively. 
Figure courtesy of Joris (2004).  

 

The transformation from largely synchrony based encoding at low levels of the auditory 

system to largely rate-based encoding at higher levels has important functional implications 

(Wang et al., 2008). The significance of the rate-based, non-phase-locked neural responses 

hinges on the fact that these responses represent “processed” information rather than faithful 

representations of temporal structure in sounds. Considering that higher-level processing 

requires temporal integration over a time window preceding and following a particular time of 
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interest, this temporal-to-rate transformation seems necessary at the cortical level of the 

auditory system, for several reasons. For one, it permits integration of information over time 

and over different modalities  (such as vision, where temporal encoding at the periphery is 

much slower than audition). This implies that the reduction in the precision of temporal coding 

along the ascending auditory pathway, and the accompanying temporal-to-rate transformation, 

are necessary for the integration of rapid auditory information in the cerebral cortex with the 

intrinsically slower information flow from other sensory modalities. 

5.2.4 Perceptual relevance of dual temporal representations  

The existence of different neuronal mechanisms for encoding slow and fast temporal 

modulations accords well with how we actually perceive sounds (Moore et al., 2001). Temporal 

modulations at different rates are related to different perceptual sensations of non-speech 

sounds (Eggermont, 2001) and different linguistic units of speech (Rosen, 1992, Leong and 

Goswami, 2013). Temporal modulations that fluctuate slowly or acoustic events that are 

repeated with a low frequency (below about 25 Hz) are likely to perceived as discretely 

occurring individual events. Such slow temporal modulations are associated with the perception 

of rhythm and the syllabic structure of speech (Poeppel, 2003, Poeppel et al., 2008, Giraud and 

Poeppel, 2012). According to the dual representation hypothesis, the encoding of temporal 

fluctuations at these low rates is mostly conducted through a stimulus-synchronised coding 

scheme with a high fidelity representation of timing (Lu et al., 2001, Liang et al., 2002, Wang 

et al., 2003), which is critical for identifying a discrete acoustic event or locating the onset of a 

syllable in the speech stream.  

On the other hand, temporal modulations above about 40 Hz are perceived as a 

continuous sound (Miyazaki et al., 2013). This fits well with a rate-based encoding scheme that 

captures overall temporal rate but discards the individual identities of events. It has been 

reported that rapid-varying temporal fluctuations in the range 40 - 500 Hz (Rosen, 1992, Joris et 

al., 2004, Nourski and Brugge, 2011) are important for the perception of periodicity pitch and 
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discriminating phonemes in speech (Langner, 1992, Crone et al., 2001, Eggermont, 2001). 

Between about 25 Hz to 70 Hz, intermediate perceptions like roughness and may be explained 

by the co-existence of dual neuronal encodings (Langner, 1992, Wang et al., 2008). Taken 

together, these two fundamentally distinct methods of encoding fast and slow times scales 

therefore provide a parsimonious neurophysiological explanation for how we actually perceive 

temporal phenomena (Moore et al., 2001).  

5.2.5 Implications for speech perception  

It has been shown that the primary auditory cortex has the capacity to differentially encode 

perceptually significant features of speech, including formant transitions in vowels, and the 

place and manner of articulation in consonants (Mesgarani et al., 2008). This invites us to ask 

whether the neural temporal representations found in non-speech sounds in animals and 

surgical patients, as well as healthy adults reported in the present thesis have implications for 

human perception of speech. A recent study by Mesgarani and colleagues addressed this 

question using ECoG data recorded from epilepsy patients as they listened to natural, 

continuous speech (Mesgarani et al., 2014). Response selectivity to distinct phonetic features 

was identified in the superior temporal gyrus (STG) and the encoding of acoustic properties 

was mediated by a distributed population response. These researchers also discovered that 

phonetic features were directly related to tuning for spectro-temporal acoustic cues, some of 

which were encoded in a nonlinear fashion or by an integration of multiple cues. Taken 

together, the findings of the Mesgarani et al. (2014) study demonstrated the acoustic-phonetic 

representation of speech in the human STG. Given the relevance of encoding spectro-temporal 

features of phonemes in the auditory cortex, this finding underscores the importance of the 

current endeavor to understand how temporal features are being encoded at a cortical level.  

For neuroscientists, solving the puzzle of ‘speech perception’ involves understanding a 

list of processes, including the perceptual representations of the acoustic signal, the phonetic 
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tagging of those representations, accessing the phonological lexicons, and then accessing the 

semantics of those lexicons (Phillips, 1998). Recent advances in brain imaging using 

electrophysiological recordings have opened up a window for us to further looking into those 

processes involving in speech perception in healthy humans. One of the processes attracting 

intensive attention is how the human auditory cortex processes complex sounds, including the 

temporal processing involved in the perception of speech. The auditory cortex in humans is a 

pivotal region of the auditory system which is reciprocally connected with the thalamus, 

midbrain, and lower brainstem, as well as with more distant cortical areas of frontal and parietal 

lobes, where higher-level linguistic processing takes place (Wang et al., 2008). Understanding 

where and how temporal sound features are represented and encoded within the human auditory 

cortical complex continues to represent a challenge for auditory neuroscience (Nourski and 

Brugge, 2011). The current work on representations of temporal modulations in the human 

auditory cortex is only one small piece of the puzzle associated with speech perception. 

Nonetheless, given the important role of temporal envelope information in speech recognition 

(Drullman et al., 1994b, a, Drullman, 1995, Shannon et al., 1995, Smith et al., 2002), 

understanding how the temporal information is encoded in the auditory cortex is no doubt a 

crucial piece for solving the puzzle.  

Indeed, recent neurolinguistic models suggest that the encoding of temporal 

modulations of speech envelope plays an essential role in speech perception (Giraud and 

Poeppel, 2012, Peelle et al., 2012, Goswami and Leong, 2013). These models contend 

(Poeppel, 2003, Zeng et al., 2005, 2013) that there are multiple temporal structures embedded 

in the speech envelope, with each of these different temporal scales corresponding to a specific 

linguistic unit (such syllables and phonemes). Figure 2 provides an example of one 

correspondence between temporal structures and linguistic units. Models such as this provide a 

comprehensive framework for accommodating many existing results from psychophysical 

studies of temporal processing in humans. For example, damage to the temporal envelope of 
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speech by smearing (Drullman et al., 1994b) or by compressing speech in time (Ahissar et al., 

2001) causes difficulty in comprehending speech stimuli. More straightforwardly, replacing the 

spectral content of a speech signal with white noise, but preserving the temporal envelope using 

a speech-noise-chimaera technique, yields speech recognition that is perceived as accurately as 

natural speech (Smith et al., 2002).  

 

Figure 2. Example of multiple temporal structures of speech envelope. The top panel shows the 
waveform of a natural speech sentence (‘We become blind to what is familiar.’). The second 
panel is the overall speech envelope extracted from the speech waveform using Hilbert 
Transform. The bottom five panels present the multiple tiers decomposed from the speech 
envelope with predefined frequency range for each tier (Smith et al., 2002, Leong, 2012).  
 

In line with the multiple temporal structures in speech is the role of brain oscillations at 

different frequency bands in processing speech. The correspondence between low frequency 

syllabic structure and theta oscillations, and between high frequency phonemic structure and 

gamma oscillations, have been considered to reflect the underlying neural mechanisms (Giraud 

and Poeppel, 2012, Peelle and Davis, 2012). Regardless of frequency bands, the processing 

mechanisms that different frequency band oscillations undergo is a manner of phase-locking. 

This leads to the conclusion that deficits in temporal processing are purely a matter of “time”— 

or the corresponding frequency (Tallal, 2004, Goswami, 2011, Goswami and Leong, 2013). For 
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example, the application of such models of speech perception to dyslexia draws on the 

inference that abnormal temporal sampling of speech results in inaccurate representations of 

speech features and impaired speech processing. It remains unclear, however, what sampling 

rate is specifically affected and how this might impair phonological representations in dyslexia. 

A number of authors have suggested that the perceptual and phonological problems associated 

with dyslexia are specifically associated with impaired oscillatory processing in the slow theta 

range (Abrams et al., 2009, Goswami, 2011). In the temporal sampling framework proposed by 

Goswami and colleagues (2011), impaired phase-locking of theta rhythms results in impaired 

syllable parsing and difficulties in perceiving the components of syllables. On the other hand, 

others have emphasized problems in temporal sampling at higher frequency gamma band rates, 

resulting in abnormal representations of phonemes (Lehongre et al., 2011). Moreover, children 

with specific language impairment have been reported to exhibit a deficit in processing rapidly 

presented acoustic information, in the range of tens of milliseconds, which covers the phonemic 

level of speech perception and production (Tallal et al., 1993, Tallal, 2004). These conflicting 

results are difficult to reconcile in current theoretical models that focus on phase-locked 

neuronal responses.     

More importantly, the biggest challenge these models are facing is the current view 

about the limited capacity of auditory cortex in encoding rapid changing temporal information, 

which is crucial for the perception of phonemes (Poeppel et al., 2008, Giraud and Poeppel, 

2012). On other hand, a strictly phase-locking encoding scheme is not just neurophysiologically 

unavailable (i.e. limited resolution of temporal code in the cortex), but also linguistically 

unnecessary. For example, in phonetics, consonants are not acoustically independent from a 

following vowel and there is no single point at which consonant-vowel (CV) syllables can be 

broken apart into discrete phonological units as one is processing the continuous acoustic signal 

(see Figure 3 for an example). CV sequences are inextricably realized as single, dynamic 

acoustic entities. Therefore, at the level of phonetic structure, the exact timing of the 
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modulation onset is not clear-cut. The transformation of a temporal-based code to a rate-based 

code is therefore likely to be relevant for effective linguistic perception, especially in view of 

the fact that a rate-based code provides a more faithful representation of the acoustics.  

 

Figure 3. Limitations of speech segmentation.  (A) Acoustic waveform of a VCV syllable. (B) 
The highlighted part shows the acoustic waveform of consonant ‘d’. But a ‘d’ is not perceived. 
(C) and (D) The highlighted part shows the acoustic waveform of a perceptual prominent CV 
syllable. (F) Listen to the highlight part forms a perception between the CV syllable and the 
single vowel in isolation (Delattre et al., 1955, Liberman et al., 1967).  

 

The finding that there exist dual synchronisation-based and non-synchronisation-based 

representations of temporal modulations therefore offers a potential role for the non-phase-

locked encoding mechanism in speech perception. While the range of modulation rates does not 

comprehensively cover all the linguistically relevant temporal features, it includes low AM 

frequencies (from 1 to 30 Hz) that are essential for the perception of manner of articulation and 

for the syllabic rate, as well as for the high AM frequencies (above 50 Hz) that are essential for 

the perception of voicing and prosody (Rosen, 1992, Giraud et al., 2000, Nourski and Brugge, 

2011).  Whereas the PL plays a more prominent role in the analysis of speech in the lower 

frequency ranges, such as in the theta frequency band, the NPL comes to play a more prominent 

role in the higher frequency range, such as in the gamma frequency band. These dual 

representations therefore permit different features of the speech stream to be processed in 
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parallel at different time scales. It is worth noting in this regard that  the dual temporal-based 

and rate-based representations are consistent with the theta-gamma nesting model in which the 

amplitude of high frequency gamma oscillations is modulated by the phase of low frequency 

theta oscillations (Giraud and Poeppel, 2012).   

The different language deficits that have been suggested to result from difficulties in 

processing information at different frequency ranges might actually reflect deficits in a different 

type of encoding, instead of be purely impairments of processing at specific frequency bands.  

This proposal is consistent with the functional implications that follow from the dual PL and 

NPL representations, placing significance on the fact that the rate-based NPL neural responses 

represent processed instead of preserved temporal information. The prominence of NPL cortical 

processing indicates that the processing of continuous acoustic signals is conducted on a 

“segment-by-segment” basis rather than “moment-by-moment”, which is exactly how speech is 

parsed in higher-level processing. This feature of higher-level processing follows from the 

observation that it requires temporal integration over a time window preceding and following a 

particular time of interest. To fulfil the segment-based partitioning of speech, it is apparently 

necessary to engage a temporal-to-rate transformation at the cortical level of the auditory 

system. In other words, the reduction in the temporal limit on stimulus-synchronized encoding 

in the auditory cortex is a prerequisite for successful segmentation of speech and therefore 

crucial for later phonetic mapping. 

5.3 Cortical processing of AMs in the developing brain 

Chapter 4 reported the envelope following responses in normal hearing preschool-aged 

children, as measured using a pediatric MEG system. The data revealed EFR phase-locking in 

children’s auditory cortex at lower AM rates but this dropped off quickly at rates above about 

15 Hz. Above about 25 Hz, phase-locking was no longer detected in the present experimental 

settings. These results are consistent with behavioral evidence of limited temporal processing 
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capabilities in children, as obtained in psychophysiological studies (Irwin et al., 1985, 

Wightman et al., 1989, Trehub et al., 1995, Banai et al., 2011, Moore et al., 2011, Fox et al., 

2012, Buss et al., 2014).  

5.3.1 Underdeveloped temporal processing  

In the current data, the immature phase-locking profile of EFRs in children exhibited a bias 

towards slow modulations. Comparing our results to those from previous studies in children, we 

found that, in the absence of acoustic stimulation, the slow oscillatory activity of children’s 

auditory cortex demonstrated higher power than that of adults. Figure 2 in Chapter 4 

summarizes the power spectrogram of these children’s quasi-resting brain oscillations, which is 

consistent with previous EEG findings (Marshall et al., 2002; Saby and Marshall, 2012; 

Yordanova, 2008).  

Previous electrophysiological studies of children’s temporal processing has largely 

focused on the high frequency ASSR, e.g., 80 Hz (Levi et al., 1995). This might not be as 

informative as possible about the cortical processing in children, for two reasons: First, the 

ASSRs at high frequencies found in infants and young children are most likely generated in the 

subcortical structures such as the brainstem (Moore, 2002). Second, as compared with high 

frequency brain oscillations, the slow waves in the ongoing brain signals were more prominent 

in children. The bias of slow modulations in children, as uncovered in the present work, implies 

that auditory processing in children is more likely to be accomplished by slow oscillations 

rather than by oscillations at higher frequencies. This is also consistent with the observation that 

high-frequency gamma-band power increases with age (Tierney et al., 2013).  

Previous EEG studies of the ASSR/EFR in children have reported a response that is at 

least partly and perhaps largely generated by subcortical sources (Purcell et al., 2004). MEG is 

considered to be relatively insensitive to such subcortical sources, due to the greater 

dependence of MEG on distance from the measuring sensors, as compared to EEG (Baillet et 
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al., 2001; Johnson et al., 2010; Nakasatp et al., 1994). While it is in principle possible to detect 

brainstem signals with MEG, this usually requires extraordinary efforts (e.g., thousands of 

trials) to achieve the signal-to-ratio (SNR) that is required to extract subcortical responses such 

as wave V of the auditory brainstem response (ABR; Parkkonen et al., 2009). The present MEG 

results therefore represent responses that originate mainly or entirely from the auditory cortex, 

with little or no contribution from subcortical regions. The ability to focus our measurements 

specifically on cortical activity is important because the subcortical and cortical components of 

the auditory system have quite different temporal encoding capabilities in the mature brain. 

Single unit measurements show a progressive decrease in the upper limit of synchronizing via 

phase-locking to the periodicity of a sound at higher levels of the auditory system, from about 4 

kHz at the level of the auditory nerve to about 50 Hz at the level of primary auditory cortex 

(Joris et al., 2004). A further complication is that subcortical and cortical levels of the auditory 

system have quite different maturational trajectories (Moore, 2002; Moore and Linthicum, 

2007).     

Our results indicate that the maturing auditory cortex in children has a limited capacity 

to encode and represent sound periodicities relative to the adult brain, with a sharp drop-off in 

phase-locking at rates above 15 Hz, with no measurable following response to AMs faster than 

about 25 Hz. This indicates that sound envelope encoding, like other auditory cortical responses 

(Kraus et al., 1993; Moore, 2002; Moore and Linthicum, 2007; Ponton et al., 2000; Sharma et 

al., 1997; Sussman et al., 2008; Wunderlich and Cone-Wesson, 2006) has a prolonged 

maturational trajectory, with earlier development of responses to slow envelope periodicities 

and much later development of responses to high frequency modulations.  

5.3.2 Implications for language acquisition  

The capacity to process temporal modulations, especially modulation rates below about 20 Hz, 

is essential for speech perception and is presumably an important component of language 

acquisition. The phonological bootstrapping hypothesis for language acquisition posits that 
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phrasal prosodic cues are crucial for infants and young children to segment continuous speech 

in order to form the kinds of pre-lexical representations that are essential for early word 

learning (Christophe and Dupoux, 1996, Ramus et al., 1999, Christophe et al., 2003, Leong et 

al., 2014). For infants who are not equipped with lexical knowledge, a non-lexical method of 

identifying word boundaries is an essential component for the acquisition of the words of the 

local language (Christophe and Dupoux, 1996, Ramus et al., 1999, Christophe et al., 2003). 

Prosody or rhythm, which plays an important role in speech processing and phonological 

bootstrapping, is therefore an essential ingredient of language acquisition (Mehler and 

Christophe, 1995). Our finding of a strong preference in children’s brains for slow modulations 

is consistent with previous findings showing that infants and children are dependent on slow 

prosodic cues in segmenting speech. Analyses of speech temporal structures have shown that 

infant-directed speech is primarily stress-dominant, whereas adult-directed speech is primarily 

syllable-dominant (Leong et al., 2014). The stress-based dominance of infant-directed speech 

could reflect that the infant brain is more likely to tune to slower speech rhythms or cues in 

early language learning. In addition to the slow modulation preference, EFRs in children also 

showed a right hemisphere laterality in the present study. This is consistent with the previous 

finding that prosodic processing is preferentially processed in the right hemisphere in children 

(Friederici and Alter, 2004, Gandour et al., 2004, Homae et al., 2006, Wartenburger et al., 

2007).  

5.3.3 Implications for disorders in language development  

Recent neurolinguistic models contend that the neural mechanisms for encoding temporal 

modulations of the speech envelope play an essential role in speech perception (Giraud and 

Poeppel, 2012, Peelle and Davis, 2012). Application of such models of speech perception to 

dyslexia draws on the logic that abnormal temporal sampling of speech will result in inaccurate 

representations of speech features and impaired speech processing. However it remains unclear 

what sampling rate is specifically affected and how this might impair phonological 
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representations in dyslexia. A number of authors have suggested that the perceptual and 

phonological problems associated with dyslexia are specifically associated with impaired 

oscillatory processing in the slow theta range (Abrams et al., 2009, Goswami, 2011). In the 

temporal sampling framework proposed by Goswami and colleagues (Goswami, 2011), 

impaired phase-locking of theta rhythms results in impaired syllable parsing and difficulties in 

perceiving the components of syllables. On the other hand, others have emphasized problems in 

temporal sampling at higher frequency rates (e.g., the gamma band), resulting in abnormal 

representations of phonemes (Lehongre et al., 2011). However, the temporal sampling models 

described above are presently based entirely on neurophysiological data obtained from adults. 

The present study contributes to this issue by providing evidence that children show a quite 

different cortical phase locking profile than adults do: the maturing human auditory cortex 

emphasized low AM rates and, in contrast to the adult reference group, showed no measureable 

phase-locking at rates higher than about 25 Hz. Temporal sampling models of language 

perception in general must accommodate the fact that children’s temporal processing 

capabilities are sharply limited, as compared to those of adults. 

5.4 Limitations  

5.4.1 Energy leaking issue 

David and colleagues (David et al., 2006) demonstrated that the subtraction-based 

method to separate evoked (PL) and induced (NPL) power could be problematic due to the 

effect of latency jitter using computational simulation. Normally, the latency jitter is small and 

negligible when only low frequencies are considered. However, small latency jitter can cause 

evoked responses appear as induced power at higher frequencies. The un-detected “evoked” 

energy would leak into the “induced” power spectrogram if a simple subtraction method was 

used to compute the induce response. Moreover, this energy leaking would become larger for 

higher frequencies given the same latency jitter. Since our NPL ERSP showed an increase of 
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magnitude as the frequencies increased from about 30 Hz to 80 Hz, and the PL and NPL 

components are negative correlated. This fits well into the prediction of energy leaking 

hypothesis. Therefore, a critical question here is whether the NPL following responses can be 

partially or even completely attribute to the energy leaking from PL power spectrogram to the 

NPL power spectrogram? This question is technically challenging due to the low precision in 

estimating the latency for each frequency in an AM sweep paradigm. Therefore, it is difficult to 

precisely quantify the amount of energy leaking at each frequency caused by the current time-

frequency analysis algorithm.  

That said, the absence of NPL in the brainstem when PL could be clearly observed, at 

least suggests that the energy leaking alone is unlikely to explain the NPL profile found in the 

auditory cortex (Chapter 3). More importantly, if the NPL can be attributed to the energy 

leaking from PL, that means the actual (detected + undetected) phase-locked following 

responses would have a profile similar to the total ERSP, which shows a sustained following 

responses through the higher frequencies tested (40 through to 80 Hz). This sustained phase-

locked following responses would mean a high temporal resolution up to about 80 Hz for 

cortical processing of temporal modulations, which is very unlikely according the converging 

evidence from electrophysiological studies in humans (Ross et al., 2000, Picton et al., 2003, 

Tlumak et al., 2011, Nodarse et al., 2012, Miyazaki et al., 2013) as well as single unit 

recordings in animals (Lu et al., 2001, Joris et al., 2004).  

We emphasize that this mis-estimation problem does not apply to the total ERSP power 

computations used here (Steinschneider et al., 1998; Brugge et al., 2013). Therefore, regardless 

of whether our ERSP results are attributable to energy leaking, or to the dual contributions of 

PL and NPL responses, they do demonstrate that our current understanding of the auditory 

ASSR/EFR is incomplete because it is based analytic methods that emphasize phase-locking 

and essentially discard brain activity that is not tightly phase-locked to the periodicity of the 

acoustic stimulus.  
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5.4.2 Source modelling  

In the current studies, a bilateral equivalent current dipole (ECD) model was used for 

reconstructing the source waveforms, on which time-frequency analyses were performed. To 

locate the bilateral dipoles, dipole fitting was conducted based on the identified M100 response 

on single subject data. The use of a M100 as a locator for source waveform reconstruction for 

examining EFRs lies on the assumption that both AEF and EFR are generated in the core 

auditory region and spatially overlapped with each other (Herdman et al., 2003). We would 

point out that several studies have indicated that the neural sources of the ASSRs to AM 

sounds, especially at the low frequencies, might originate from many cortical networks, 

including both primary and non-primary auditory cortex (Liegeois-Chauvel et al., 2004, 

Gourevitch et al., 2008). Moreover, Lütkenhner and Mosher (Lütkenhöner and Mosher, 2006) 

showed that the equivalent current dipoles of the low-rate ASSR were located 5–10 mm more 

medially than the ECD of M100, which is consistent with ASSRs in the 40 Hz range reported in 

several MEG studies (Draganova et al., 2002, Herdman et al., 2003, Ross et al., 2005). 

Therefore, using the M100 as a locator for estimating the EFRs sources in the current study 

might cause a lower than optimal signal-to-noise for exacting EFRs. Nonetheless, given the 

spatial resolution of MEG, it is difficult to separate those neural sources very precisely, and the 

dipole location of a neural response is usually interpreted as the center of all its sources (Wang 

et al., 2012). Hence, despite the potential issues, it is reasonable to adopt such a method for 

source estimation.  

On the other hand, using the same ECD for the EFRs to all the AM rates might not be 

the optimal model given the ASSRs/EFRs to different modulation rates could be different. 

However, a fMRI study by Giraud and colleagues (Giraud et al., 2000) found distinct regions 

were activated during AM sounds, but at the cortical level, both high and low AM frequencies 

elicited different responses at the same cortical neural substrates. Recent MEG study by Wang 
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and colleagues (Wang et al., 2012) also reported that the ASSR ECD locations evoked by AM 

with different modulation rates between 3.5 Hz to 31.5 Hz were not distinguishable.  

5.5 Future research questions  

There are several ways in which the current thesis work on the temporal encoding of the sound 

envelope can be extended.  

5.5.1 Can the NPL component of EFRs be observed in isolation? 

The rationale for this question lies under this question is that if NPL reflects the rate-

based coding of temporal modulations by the non-synchronized neuron populations and this 

rate-based coding become more prominent in higher rates while temporal codes become absent 

above about 100 Hz (Wang et al., 2003, Wang, 2007), then using a AM sounds with modulation 

rates between 100 Hz to 200 Hz might allow us to observe the NPL following responses in the 

absence of PL component. This would not just provide further support for the dual temporal 

representations of AMs, but also evidence for the temporal-to-rate transformation in the core 

regions. In line with this, using a fixed rate AM sounds instead of a AM sweep would allow us 

to perform source localization directly on the ASSRs without using M100 as a locator. More 

accurate source estimation might then help to identify both the core and belt regions for EFRs. 

The PL and NPL components in the belt regions should show that NPL component dominated 

the processing of AMs. This can be directly predicted from the observation of mix-mode 

neurons in the core region, which indicates the temporal-to-rate transformation has not 

completed and the further transformation needs to take place in the belt region (Wang et al., 

2003, Yin et al., 2011).  

5.5.2 Are dual representations relevant to speech perception? 

Amplitude modulations deliver temporal cues for many linguistic features crucial for 

speech perception (Rosen, 1992, Drullman et al., 1994a, Luo and Poeppel, 2007, Doelling et al., 
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2014). On the other hand, the primary auditory cortex has been found encoding perceptually 

significant features, including formant patterns in vowels and place and manner of articulation 

in consonants (Mesgarani et al., 2008). Therefore the important question needs to address in 

future studies is whether these neural temporal representations found in non speech sounds can 

account for human perception of speech.   

5.5.3 When do the dual representations converge on the adult form? 

In the current thesis, we found that children did not show measureable ERSP PL and NPL 

components in their following responses. But this finding needs to be interpreted with caution. 

Although the ITPC measure revealed a phase-locked following profile in children, the ERSP 

measure showed no clear sign of envelope tracking. The absence of following pattern in ERSP 

is mostly likely due to the poor signal-to-noise ratio (SNR) in child’s data. Future studies need 

to endeavor to increase the SNR using a different paradigm, such as ASSRs to fixed rate AM 

sounds. Also, the current study only examined children at preschool age, a pool of children 

across a span of ages – from preschooler to teenagers would be important to address the 

question whether the dual representations can be observed in the developing brain. If yes, when 

do these representations emerge and reach adult form.  

5.6 Conclusions 

Most neurons in auditory cortex are limited in their capability to precisely synchronise to 

temporal modulation at rates faster than about 50 Hz. Hence, a central question in auditory 

neurophysiology concerns how the full range of perceptually relevant modulation rates might 

be encoded in the cerebral cortex. This thesis shows with that the human auditory cortex 

transitions between a phase-locked (PL) mode of responding to modulation rates below about 

50 Hz, and a non phase-locked (NPL) mode at higher rates. Precisely such dual response modes 

are predictable from the behaviors of single neurons in auditory cortices of non-human 
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primates. Our data point to a common mechanistic explanation for the single neuron and MEG 

results and support the hypothesis that two distinct types of neuronal encoding mechanisms are 

employed by the auditory cortex to represent a wide range of temporal modulation rates. This 

dual encoding model allows slow and fast modulations in sounds to be processed in parallel, an 

important requirement of theoretical frameworks that posit a multiplexed sampling of different 

time scales in speech. 
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