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General Abstract 

Invasive species have always been excellent models for understanding local adaptation 

through their colonization of new and varied environments. The house sparrow (Passer 

domesticus) has been a key model invasive species around the world and in this thesis, I have 

expanded this research to consider the Australian population across the current distribution 

over eastern Australia. Given that we believe most sparrows were introduced to Australia 

from England in the 1860’s they have colonized temperate biomes that are like their home 

range and very different climates in the tropical and arid biomes. I have found that genetic 

differentiation across this region is relatively strong, and this population structure over a range 

of climates can allow independent populations to adapt to local climates, over the past 150 

years. In line with this idea I have found evidence of significant differentiation in morphology 

across climatic gradients, in this species. In another passerine species, I demonstrated that this 

is likely largely explained by phenotypic plasticity. Additionally, using genomic SNP data 

and genome scan methods I explored links between differentiation in allele frequencies and 

climatic variation across populations. These models found many significant outlier loci, some 

of which were linked to genes on the reference genome relating to traits important to local 

adaptation, such as thermal tolerance, immune function and morphology. In addition to 

exploring climate as a selective force I consider the effects of heavy metal pollution on urban 

sparrow populations and found outlier genes that could be relevant to responding to lead 

contamination. These functional loci provide targets for future research describing the 

mechanisms behind local adaptation. Understanding how species adapt to different 

environmental conditions through both phenotypic plasticity and selection will be important 

for predicting the response of wildlife to the rapid changes in habitat and climate caused by 

humans.  
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Chapter One  

General Introduction 
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Invasive species are considered to be one of the most common threatening influences on 

endangered species and natural ecosystems (Gurevitch & Padilla 2004). An invasive species 

can be defined as a species which has been introduced, intentionally or due to human activity, 

outside of its natural range and is successfully reproducing and spreading its distribution 

(Blackburn et al. 2011). Invasive species are often thought of as ‘pests’ because their 

population size and density often become extremely high, leading to the exploitation of the 

ecosystem and the decline of native species or the exploitation of the agriculture industry 

(Pimentel et al. 2005; Saunders et al. 2010). Some well known examples of highly damaging 

invasive species in Australia include rabbits (Oryctolagus cuniculus, Cooke & Fenner 2003), 

Cane toads (Rhinella marina, Phillips et al. 2007), foxes (Vulpes vulpes, Fleming et al. 2006) 

and lantana (Lantana camara, Turner & Downey 2010). Invasive species can pose a 

significant threat to biodiversity. However, many introduced species do not become a serious 

threat to ecosystems and instead become a regular part of the community (Gurevitch & 

Padilla 2004). Even in less threatening cases invasive species will always have some impact 

to the community due to competition for resources (Ehrenfeld 2010) and their inclusion in the 

food web (Blackburn 2008).  

The importance of managing the impacts of invasive species has made them important 

targets of research investigating invasion biology and more broadly ecology and evolution 

(Blackburn 2008). Invasive species provide a valuable research opportunity because their 

introductions act as ‘natural’ experiments. A natural experiment is a study in which clusters of 

individuals are exposed to the experimental and control conditions via processes that are out 

of the control of the investigator. Natural experiments are still considered observational 

studies because experimental conditions are not controlled like traditional experiments. In 

invasion biology, the habitat pre-introduction or habitat in unaffected areas acts as a control 

for studying colonization dynamics and the climate of the source population can act as a 

control for studies on local adaptation and selection (Lee 2002; Sax et al. 2007). The field of 

invasion biology spans topics from the fundamentals of ecological interactions to modern 

studies of molecular evolution.  

From an evolutionary genetics point of view, invasive species are interesting because 

they overcome some primary threats to endangered species without any apparent difficulties 

(Estoup et al. 2016). For example, endangered species are often affected by demographic 

bottlenecks that can result in reduced genetic diversity and inbreeding depression which are 

detrimental to populations and a major threat to their survival (Frankham 2002, 2010; 

O’Grady et al. 2006). In contrast, invasive species are often affected by genetic bottlenecks 

when they are introduced but in many cases they still manage to adapt to novel environments 
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(Dlugosch & Parker 2008; Lima et al. 2012; Rollins et al. 2013). Many endangered species 

are also threatened by habitat destruction and climate change (Deutsch & Tewksbury 2008; 

Hoffmann & Sgrò 2011), while invasive species often live in highly disturbed habitats and 

across a broad range of climates (Lever 1985, 2005). For example, the house sparrow (Passer 

domesticus) was introduced to one area of North America and spread its distribution to cover 

a majority of the continent in around 100 generations (Selander & Johnston 1967; Johnston & 

Selander 1971; Moulton et al. 2010). This kind of rapid adjustment to highly varied climates 

is dependent on the ability of populations to change phenotypes through genetic adaptations 

and phenotypic plasticity (Lee 2002). How invasive species adapt to drastically different 

conditions to those of their native habitat is the primary question for researchers studying 

local adaptation at both genetic and epigenetic levels in invasive species.  

Because of its rapid spread across many different habitats, the house sparrow has been 

used as a model to demonstrate natural selection and local adaptation in invasive species for 

over 100 years (Anderson 2006; Liebl et al. 2015). A landmark study for natural selection 

investigated house sparrows. Bumpus (1899) compared a collection of 136 house sparrows 

that had either survived or perished after a severe storm in Rhode Island, USA. He found 

without the aid of statistical tests that surviving birds were shorter, lighter and less variable 

than the birds that perished. This indicated that these birds possessed favourable characters to 

survive the storm, which acted as a selection force. This study was one of the first reported 

observations of natural selection. Bumpus’ data set went on to be one of the most reanalysed 

data sets in evolutionary biology (Anderson 2006). The results of Bumpus’ work have 

remained mostly unchanged but the conclusions from these data have been debated over many 

decades (Johnston et al. 1972; Lande & Arnold 1983; Buttemer 1992; Pugesek & Tomer 

1996; Janzen & Stern 1998). This work was extended on in North America where the house 

sparrow was introduced in the 1850’s and 60’s from England and Germany and rapidly 

expanded its distribution (Grinnell 1919; Wing 1943). Lack (1940) used the house sparrow as 

a comparison for his work on the Galapagos finch to support the theory of natural selection. 

The species gave him the opportunity to “test the interesting evolutionary point of whether or 

not it had changed significantly since its introduction into the United States” (Lack 1940). He 

found low variation between introduced populations and that introduced populations were 

larger than the current populations in England but not Germany (Lack 1940). A later study by 

Calhoun (1947) used museum skins from North America to show house sparrows were larger 

in colder climates and this pattern was established prior to 1908. This data was collected only 

a couple of decades after the species had been established in western regions (Wing 1943). A 

series of studies by Johnston and Selander (Johnston & Selander 1964, 1971; Selander & 
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Johnston 1967) collected extremely high quality and comprehensive morphological data that 

demonstrated rapid differentiation between house sparrow populations within a period of 

around 100 generations. They interpreted these results as showing the emergence of new 

‘house sparrow races’ in a period of around 100 years, a phenomenon which was previously 

predicted to take around 4000 years (Johnston & Selander 1964; Selander & Johnston 1967).  

Since then, the house sparrow has been sampled across nearly all of its native and 

introduced distribution to examine the effect of climate on morphological variation (Murphy 

1985). These studies have used a mixture of skins, skeletons and live birds to collect 

measurements to support Bergmann’s rule (Translation in James 1970) which predicts that 

larger ‘races’ of a species will occur in colder climates. Bergmann’s rule is often shown by a 

cline in body size relative to climate or latitude. Bergmann’s rule has been demonstrated in 

the introduced populations of North America (Calhoun 1947; Johnston & Selander 1973; 

Murphy 1985). However, this pattern is not supported in the introduced populations of New 

Zealand (Baker 1980) and South America (Johnston & Selander 1973) possibly due to 

insufficient variation in temperature across the sampling area (Murphy 1985). Using skeletal 

measurements and latitude as a predictor of seasonality, Bergmann’s rule was initially not 

supported across the native range in Europe (Johnston 1973). Later, the data were reanalysed 

with winter temperature used as a predictor of seasonality and this factor was positively 

correlated with body size, revealing consistent support for Bergmann’s rule in both North 

America and Europe (Murphy 1985).  

Winter temperature is predicted to be the strongest force driving the morphological 

differentiation between house sparrow populations (Lowther 1977). Selective pressure 

resulting from winter temperature has also been shown to correlate with thermal conductance 

which is inversely related to measures of climatic variation (Blem 1974). This correlation 

illustrates that birds from colder climates lose body heat at slower rates due to better 

insulation (Blem 1974). A number of studies have monitored selection acting on house 

sparrow populations during winter periods in the colder climates where selection is strongest 

(Parkin 1987). Two studies on birds collected in Kansas, USA found evidence for colder 

winter temperatures selecting for larger males and smaller females (Johnston & Fleischer 

1981; Fleischer & Johnston 1984). To support the hypothesis that large males and smaller 

females have higher survival during the winter months the smaller males and larger females 

should be in worse condition (i.e. lower fat deposits) during the winter months but this was 

not supported by empirical evidence (Fleischer & Murphy 1992). This study instead found 

that average fat deposits were positively correlated with body size in both sexes and positively 

correlated with allozyme heterozygosis in fat tissue (Fleischer & Murphy 1992). There is 
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however a sexual size dimorphism in sparrows in which males are larger than females, that is 

consistent across the distribution (Packard 1967; Johnston & Selander 1973; Murphy 1985).  

Another pattern of morphological differentiation in house sparrow populations across 

hot and cold climates is consistent with Allen’s rule (Allen 1877). This rule predicts clinal 

variation in core-to-limb ratios that trends toward longer limbs and smaller core size in 

warmer climates. This pattern has been demonstrated using core-to-limb ratio measurements 

in a number of species (Mayr 1956; Symonds & Tattersall 2010). Strong support for Allen’s 

rule has also been found in European house sparrow populations where sparrows near the 

Mediterranean have smaller core-to-limb ratios which increases the surface area for heat loss 

compared to northern populations (Johnston 1969, 1973). This selection affects both limb 

length and core size and this pattern was demonstrated using skeletal measurements (Johnston 

1973). Allen’s rule is supported also in North American populations but the pattern is 

secondary to the effect of larger body size in colder climates (Johnston & Selander 1971). 

Fleischer and Johnston (1982) compared samples collected in autumn and the next spring in 

North America and found that there was an increased core-to-limb ratio that causes a lower 

surface-to-volume ratio which, in turn, reduces thermal conductivity (Blem 1974; Fleischer & 

Johnston 1982). The selective forces and mechanisms behind these clinal patterns are still not 

fully understood even after decades of extensive research (Ashton 2002; Meiri & Dayan 2003; 

Symonds & Tattersall 2010; Teplitsky & Millien 2014).  

Although variation in morphology is well demonstrated for this species it does not 

prove that this variation has an adaptive advantage and is a result of natural selection and not 

simple a by-product of environmental effects on phenotype or adaptive phenotypic plasticity. 

Future research should aim to partition the variation explained by genetic effects from the 

environmental effects on phenotypic plasticity. Morphological traits have high estimates of 

narrow sense heritability in intensively studied sparrow populations from Norway (Jensen et 

al. 2003) and there have also been genetic associations with variation in morphology in the 

same populations (Silva et al. 2017). This indicates that these global patterns in 

morphological variation could be linked to genetic variation. However, low genetic diversity 

in introduced populations as a result of small founder populations can limit the potential of 

populations to adapt to new climates (Hoffmann & Sgrò 2011).  

The house sparrow has again been an important model species for studying founder 

effects and inbreeding depression in introduced populations. One of the first studies to 

measure allozyme diversity in a bird species used house sparrow populations from North 

America, almost 100 years after the species was introduced (Klitz 1973). The study found that 
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the populations were monomorphic and had no variation for 19 out of the 20 allozymes 

surveyed (Klitz 1973). Allozyme hetrozygosity can be highly variable and sometimes very 

low (Nevo 1978). Later studies on the house sparrow have found no variation in other 

allozyme loci (e.g. in Norway (Väisänen & Lehväslaiho 1984) and England (Cole & Parkin 

1981)). Klitz (1973) concluded that his result was due to the enzymes being highly conserved 

in sparrows because even if a rare allele had a frequency of q = 0.05 the allele would still have 

a 98.5% chance of being represented in a founding population of only 20 individuals. 

Therefore, bottlenecks suffered by introduced house sparrows should change allele frequency 

and not necessarily wipe out all rare alleles. This hypothesis was supported by a comparative 

study in South Australia on two native species and the introduced house sparrow, the sparrow 

had the highest estimates of alloyzme hetrozygosity over the native species (Manwell & 

Baker 1975). Using a more polymorphic set of allozymes, Cole and Parkin (1981) were 

unable to find genetic differentiation across the connected landscape of the East midlands in 

England (Parkin & Cole 1984). Using the same allozymes, differences between England, 

Western Europe, Australia and New Zealand were detected (Parkin & Cole 1985). This 

differentiation was possibly due to the introduced populations of Australia and New Zealand 

having fewer rare alleles. The New Zealand populations also had lower levels of 

hetrozygosity. Surprisingly the highest level of genetic differentiation within a region was in 

Australia. Differentiation between house sparrow populations has also been linked to 

population size. Significant differentiation was detected between five small rural populations 

in Norway but, not between 6 larger populations (Bjordal et al. 1986). However, allozymes 

can have low amounts of variation, which makes identifying independent populations 

difficult. 

Population genetics research on house sparrows expanded rapidly with the 

development of species specific microsatellite primers (Neumann & Wetton 1996; Griffith et 

al. 1999, 2007; Dawson et al. 2012) and other conserved passerine microsatellite markers 

(Richardson et al. 2000; Dawson et al. 2006, 2010). These markers have been used in house 

sparrows to estimate: effective population size (Engen et al. 2007; Baalsrud et al. 2014), 

inbreeding coefficients (Jensen et al. 2007; Billing et al. 2012) and kin structure (Liker et al. 

2009; Vangestel et al. 2011) with the majority of the population genetics work on house 

sparrows focused on population structure (Liebl et al. 2015). The previously described 

population structure can be partly explained by the species biology. Sparrows have a highly 

fragmented distribution because they only exist with human settlements and the species also 

has a low natural dispersal ability and is very philopatric (Anderson 2006). However, with 

human influence, sparrows can disperse long distances (Schrey et al. 2014). In Finland, 
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limited dispersal has maintained connectivity between populations but the sea between 

Finland and Sweden acts as a dispersal barrier that has resulted in genetic population structure 

between the two populations (Kekkonen et al. 2011). This result is analogous to the alloyzme 

results from Norway, were they also found strong differentiation between Norway and 

mainland Europe (Bjordal et al. 1986). However, population structure has also been detected 

over a fine scale with microsatellites (Hole et al. 2002; Brommer et al. 2014). A recent study 

on mainland and island populations in Norway found the more isolated island population 

were more strongly affected by genetic drift and bottlenecks (Jensen et al. 2013), as we would 

expect in a fragmented meta-population. In a broader study on populations from North 

America, Europe and Kenya, differentiation between the invasive populations from America 

and the source populations in Europe was not large but more recently established populations 

did have lower genetic diversity (Schrey et al. 2011). The Kenyan population was totally 

distinct from the other populations with lower allelic richness but also higher private allele 

richness indicating this invasive population had a source population outside of Europe 

(Schrey et al. 2011, 2014). In general the house sparrow shows genetic differentiation across 

moderate distances and this has been compared to morphological differentiation in a limited 

number of cases (Kekkonen et al. 2012; Lima et al. 2012; Brommer et al. 2014). The next 

stage for genetic research on this model invasive species is to use genomic methods to 

understand the traits that are important to local adaptation and selection in the house sparrow. 

A number of genomic resources have recently been developed for the house sparrow 

including a transcriptome (Ekblom et al. 2013), a reference genome (Elgvin et al. 2017), a 

10K SNP array (Hagen et al. 2013) and even more recently a 200K SNP array has been 

developed for the house sparrow (Lundregan et al. in prep). These SNP arrays allow for 

thousands of Single Nucleotide Polymorphisms (SNPs) to be consistently genotyped across 

the house sparrow’s genome to observe changes in allele frequency that could be the result of 

selection. A number of analytical techniques have recently been developed to use genomic 

data to identify outlier loci that are physically linked to regions of the genome being affected 

by selection (de Villemereuil et al. 2014; Lotterhos & Whitlock 2014, 2015; Rellstab et al. 

2015). Outlier loci show signatures of selection that are characterised by having much higher 

than expected differentiation between populations or variation in allele frequencies that is 

highly correlated with environmental variation (Rellstab et al. 2015; Francois et al. 2016; 

Hoban et al. 2016). These outlier SNPs can then be associated with protein coding regions on 

the house sparrow’s reference genome. These current technological and analytical 

developments have brought us to a critical period for expanding our understanding of how 

species adapt to local environments. Understanding the molecular mechanisms behind local 
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adaptation to novel environments is fundamental to research on invasion biology and 

continues the work on the sparrow that was started by the pioneering work by Bumpus (1899) 

over a century ago.  

Aims and Thesis Outline 

The house sparrow has been used as a model to study many questions in evolutionary 

biology already and this thesis aims to add to this body of research. Introduced populations of 

house sparrows in Australia have been largely unstudied, and this is a major missing element 

to the global study of this model species. To fill this gap, I have collected comprehensive data 

from this region. Additionally, despite the extensive population and evolutionary genetics 

work investigating the house sparrow, modern genomic techniques have been little used in 

these investigations. Genomic approaches provide a new opportunity to identify and 

understand the molecular mechanisms behind local adaptation. The ultimate goal of this thesis 

is to identify some of the possible reasons why the house sparrow has been successful across a 

broad range of environments in Australia.  

Chapter Two: Detailed descriptions of introduction history are a fundamental part of a 

species natural history and will be beneficial to studies using invasive species as models for 

colonization biology and local adaptation. Many sources have reported details about the house 

sparrow’s introduction to Australia but none are comprehensive and many sources report 

contradicting details. My first aim is to make a systematic and comprehensive review of the 

house sparrows introduction history to create a complete picture of the events comprising the 

introduction and to address conflicting reports. 

Chapter Three and Four: The house sparrow has been used as a global model to look at 

morphological differentiation that is consistent with Bergmann’s rule. However, the house 

sparrow in Australia has not been surveyed to see if it fits with the global trend. It has also not 

been resolved if this pattern of larger body size in colder climates is a result of selection to 

winter temperatures or phenotypic plasticity during development. A growing number of 

studies suggest that the ultimate body size attained by avian species is influence by 

temperatures experienced during development. We aim to test this hypothesis using 

morphological data from house sparrow populations across Australia and New Zealand 

(Chapter Three). Observational data from across the distribution of the sparrow replicates 

classic studies but there is a lack of experimental data looking at the effects of temperature on 

avian development. Using the zebra finch (Taeniopygia guttata) as a model system we also 

analyse morphological data collected during development from finches in a wild population 

and from a temperature controlled experiment (Chapter Four). The zebra finch was used to 
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test whether the temperature during development directly affected body size because this 

species can be more easily breed in nest boxes and captivity than Australian sparrows.  

Chapter Five: Despite the global effort to study the species, house sparrow population 

structure has not been studied in Australia and New Zealand using microsatellite data. We aim 

to describe the population structure and identify how it relates to the species introduction 

history. In this region, we aim to use one of the most comprehensive sampling designs applied 

to house sparrow populations across a large geographic scale. This sampling aims to give a 

high resolution to describe population structure and connectivity. 

Chapter Six: House sparrows have colonized a range of climatic conditions in Australia 

but the genetic mechanisms, if any, the species uses to adapt to varied climates is still not 

understood. We use genomic SNP data from sampling localities across a range of climates to 

identify regions of the genome that are putative targets of selection, using genome scan 

analyses.  

Chapter Seven: Sparrows live in urban environments that are often contaminated by 

metal pollutants such as lead. In Australia, urban environments are generally affected by 

contamination from lead paint and petrol but this contamination is minor in comparison to 

contamination observed in some mining towns. It is still not known if sparrows can adapt to 

environmental contamination using genetic mechanisms. We use a genome scan approach 

known as an ecological association analysis to identify regions of the genome that show 

higher than expected differentiation that covaries with variation in lead pollution across 

Australian sampling sites.  

Chapter Eight: Is a general discussion summarising our results and the links between 

our findings from different chapters. as well as discussing a number of targets for future 

research.  
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Chapter Two  

Inaccuracies in the history of a well-known introduction: a case 

study of the Australian House Sparrow (Passer domesticus) 

 

Chapter Two Vignette 

Information on colonization history is important background knowledge for research on 

invasion biology. Details on the origin of the source population, the time of arrival and the 

number of individuals introduced can all be useful for framing future research. We knew at 

the start of this project that historical information on the introduction of the house sparrow to 

Australia would give the research on population and evolutionary genetics context. When we 

reviewed secondary sources that reported information on the house sparrow’s introduction to 

Australia we began to find many inconsistences. As a result, we began a systematic review of 

the literature and primary sources such as newspaper articles and the records of 

Acclimatisation Societies that introduced sparrows and a number of other species to Australia. 

This review turned out to uncover many plausible invasion scenarios for the introduction that 

will be the focus of our research on genetic population structure in this thesis. 

 

This manuscript is published in Avian Research and the final publication is presented 

here. 

 

See supplementary material for Chapter 2 at:  
https://figshare.com/s/dbc245f85f4cc3cdd5b1  

https://figshare.com/s/dbc245f85f4cc3cdd5b1
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Chapter Three  

Clinal variation in house sparrow body size is better explained by 

summer maximum temperatures during development, than cold 

winter temperatures 

Chapter Three Vignette 

The house sparrow is a classic model system for studying clinal variation in body size that is 

potentially a result of adaptation for thermal tolerance. Studies on introduced house sparrow 

populations in North America found that these clines were present in introduced populations 

that had been established for less than 100 years (Calhoun 1947; Johnston & Selander 1964). 

The clinal pattern of larger body size in colder climates, which is attributed to Bergmann’s 

rule, was initially expected to be the result of selection to adapt to extreme winter 

temperatures. In Australia, we have described the variation in population age in Chapter Two, 

ranging from ca. 150 to 50 years. In Chapter Three we hope to replicate the studies from 

North America in Australian introduced populations to see if there is similar morphological 

differentiation across climate gradients for winter or summer temperatures. Some recent 

studies have highlighted the potential for clinal variation in body size to be explained by 

developmental plasticity that is potentially resulting from temperature stress during 

development. We explore if summer or winter temperatures are the best predictor of clinal 

variation in body size.  

This manuscript is under review at The Auk, and is formatted as such. 
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Abstract 

 Across many taxa clinal variation in body size has been observed to follow Bergmann’s rule, 

which predicts larger body size in colder climates. For over a century, this pattern has 

typically been ascribed to selection for large body size in cold winter climates. Here, in 

spatially distributed observational data from 30 populations of house sparrow introduced into 

Australia and New Zealand, we show that this relationship appears to be explained by a 

negative relationship with high temperatures during the breeding season. Our results suggest 

temperature affects plasticity in growth, and suggest that a hotter climate during breeding 

periods could drive significant changes in morphology between populations (and potentially 

within populations as well if climate varies temporally across a breeding season). This idea, 

and our support for it, could account for much of the variation in body size that drives the well 

observed patterns first described by Bergmann, and that are still largely attributed to selection 

on adult body size during cold winters. Understanding the mechanisms behind any climate-

dependent developmental plasticity could prove useful for understanding how endotherms 

may be affected by climate change in the future.  

Keywords: Bergmann’s rule, phenotypic plasticity, morphology, Passer domesticus. 
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Introduction 

For over 100 years since the publication of Bergmann’s Rule in 1847 (Bergmann 1847) a 

clinal pattern of animals having larger body size in colder climates has been observed in a 

majority of the hundreds of species that have been examined (Mayr 1956, James 1970, 

Ashton et al. 2000, Ashton 2002, Meiri and Dayan 2003, Millien et al. 2006, Clauss et al. 

2013, Teplitsky and Millien 2014). To date, most studies still cite Bergmann’s original 

explanation that larger body size is favored by natural selection in colder climates because of 

the thermo-regulatory benefits of a smaller surface area-to-volume ratio (Briscoe et al. 2015, 

Cardilini et al. 2016, Salewski and Watt 2017). A classic example of clinal variation in avian 

body size was previously demonstrated in North American populations of the introduced 

house sparrow, Passer domesticus (Johnston and Selander 1964, 1973; Murphy 1985). If winter 

temperatures are the selective force responsible for this clinal variation, as predicted by 

Bergmann’s rule, then variation in body size between populations should be best explained by 

winter minimum temperatures. However, in hotter climates smaller body size can also be 

advantageous to an individuals’ ability to thermo-regulate by dissipating heat (Partridge and 

Coyne 1997), even though the benefits of minor changes in body size within species have 

been questioned for over 40 years (Scholander 1955, McNab 1971).  

Understanding the mechanisms creating the morphological differentiation described by 

Bergmann’s rule has gained fresh impetus as part of the study of the effects of a changing 

climate on animal populations (Gardner et al. 2011). Indeed, declining body size in a number 

of avian species has been linked to increasing temperatures consistent with climate change 

(Gardner et al. 2009, Van Buskirk et al. 2010), and it has been suggested that higher 

temperatures during development may act as an influence on plasticity in growth (Merilä and 

Hendry 2014). The idea that clines in body size are a result of phenotypic plasticity in 

morphology that is mediated by the affects of high temperatures on growth, is now gaining 

traction (Teplitsky et al. 2008, Van Buskirk et al. 2010, Yom-Tov and Geffen 2011). Whilst 
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in hot climates nests can potentially act to buffer ambient conditions they can still get very 

hot. Recent work found that zebra finch (Taeniopygia guttata) nests in the Australian desert 

were typically several degrees warmer than ambient conditions and internal nest temperatures 

occasionally exceeded 50 ºC (Griffith et al. 2016). Nest microclimates may therefore be a 

significant determinant of variation in developmental plasticity and have the capacity to affect 

development and growth. Even short periods of high ambient conditions can be stressful, and 

promote the excessive production of reactive oxygen species (Lin et al. 2008) and changes in 

the oxidative status of an individual.  

If the temperature during development is indeed important, then at the population 

level, summer maximum temperatures will be a better predictor of mean body size across 

locations than winter minimum temperatures. As with the house sparrows studied in North 

America (Johnston and Selander 1964, 1971; Murphy 1985), the species was deliberately 

introduced into Australia and New Zealand in the mid 19th Century from founders taken from 

north-western Europe (Andrew & Griffith 2016). Over the next century house sparrows 

expanded their range to occupy most of the urban areas across both North and South Islands 

of New Zealand and the eastern half of Australia (Andrew & Griffith 2016), and today are 

found in a range of climates that are far more variable and extreme than those in the area from 

which they were brought. The house sparrow populations in Australia and New Zealand 

therefore provide an opportunity to assess the extent to which a species responds to a 

changing climate in a relatively short period of time (around 160 years at most, and less than 

50 years for those populations at the extreme end of the range in northern and central 

Australia; Andrew & Griffith 2016). Here we use these populations to test the extent to which 

any clinal variation in body size relates to both winter minimum and summer maximum 

temperatures. This will provide new insight into the extent to which body size is a response to 

the climate during development (due to plasticity or selection) rather than a response to 

selection over the winter.  
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Methods  

Sampling 

Adult house sparrows were sampled from 26 locations (see Figure. 1 and Table S1, total 

number of males = 636, females = 512) across Australia with approximately 40 birds 

measured at each location. The Australian samples were collected from April to September 

2014 and in March 2015, under an Animal Research Authority of the Animal Ethics 

Committee at Macquarie University (ARA 2014/248). New Zealand samples were collected 

from four locations as part of earlier work (Table S1, total number males = 511, females = 

242) between June and August 2005. New Zealand house sparrow measurements were 

collected by a separate team from Otago University (Animal Ethics reference number 87/08). 

Birds were captured using mist nets and placed in bird bags until they were measured. Birds 

were not held for more than 30 minutes and were released as soon as possible.  

 

Measurements 

The age and sex of birds was determined using plumage and bill color. All juvenile birds that 

could be still growing were removed from the morphological analyses. All individuals 

sampled in Australia and New Zealand had tarsus and body mass recorded. Tarsus length was 

measured on the right leg, from the bottom of the tarsus with the toes bent forward to the 

ankle joint. Body mass was taken to the nearest 0.1g using a Pesola spring scale.  

All house sparrows sampled in Australia were measured by one of two measurers 

(S.C.G. and M.A.) and some birds were measured by both investigators to test the consistency 

of tarsus measurements (regression between tarsus length measurements was significant (R² = 

0.89, t = 20.20, P < 0.001). In New Zealand, all measurements were taken by a single 

investigator (Karin Ludwig, employed as a research associate by S.N.).  
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Geographic and Climatic data. 

Latitude and longitude and date of collection was recorded for each sampling site. We used 

the coordinates to extract Maximum Temperature of Warmest Month (BIO5), Minimum 

Temperature of Coldest Month (BIO6) and Temperature Seasonality (BIO4 = standard 

deviation *100) from Worldclim climate data (Hijmans et al. 2005). Maximum Temperature 

of Warmest Month (from now referred to as summer maximum) was our measure of high 

temperatures during the breeding season to test the developmental plasticity hypothesis. 

Minimum Temperature of Coldest Month (from now referred to as winter minimum) was 

used as a measure of winter extremes to test the cold adapted hypothesis.  

To test for a relationship between variation in temperature during the breeding season 

and variation in body size within populations we looked at the change in mean maximum 

temperature across the breeding season. The house sparrow breeding season typically occurs 

across September to December (Duursma et al. 2017). Using weather stations closest to our 

26 Australian sample sites we took the difference in mean maximum temperatures between 

December and September (BOM website: http://www.bom.gov.au, accessed 2015). Data for 

New Zealand was sourced from the National Institute of Water and Atmospheric Research 

(NIWA website: https://www.niwa.co.nz/education-and-training/schools/resources/climate). 

A second measure of climate variability in Australia used daily maximum temperatures from 

the three breeding seasons (September to December) prior to sampling (2011-2013). Daily 

maximum temperature for these 360 days were downloaded from Australian Water 

Availability Project (Jones et al. 2009) via http://www.bom.gov.au/jsp/awap/. Temperature 

variability for this period was calculated by adding the log of sample standard deviation to 

sample variance (Nakagawa et al. 2015). Temperature variability was found to be highly 

correlated with breeding season range in Australia (estimate = 0.11, t24 = 6.17, P < 0.001, R2 = 

0.61).  

http://www.bom.gov.au/
https://www.niwa.co.nz/education-and-training/schools/resources/climate
http://www.bom.gov.au/jsp/awap/
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Data analysis 

All statistical analyses were done using the R statistical program, version 3.3.1 (R Core Team 

2017). All R code and data to replicate our main results is provided as supplementary material 

(see Figshare, link: https://figshare.com/s/dbc245f85f4cc3cdd5b1). The individual body size 

measurements for mass and tarsus showed a normal distribution. We calculated the mean 

body size and variability within the sample populations. Variability was calculated by adding 

the log of sample standard deviation to sample variance, this method was chosen because it 

will be linearly related to the mean (Nakagawa et al. 2015). If temperature during 

development is affecting body size then we would expect higher variability in body size in 

locations where the climate shows a higher degree of variation in temperature during the 

breeding season, due to different groups of nestlings being exposed to different temperatures 

throughout the breeding season. For the mean and variability data linear models were fitted 

using the standard “lm” function in R. For mean and variability data males and females were 

analyzed separately as well as all birds combined. Summer maximum and winter minimum 

were used as fixed effects in models for mean size. Summer maximum and temperature range 

across the breeding season were used as fixed effects in size variability models. To account 

for differences in sample size all linear models included weights (sample weight = 2(n–1), 

Nakagawa et al. 2015). All linear models using variability included the log of the mean size as 

a predictor to account for any relationship between mean body size and variability. 

Linear Mixed Models (LMM) were used for fitting individual measurements of all 1901 

birds. For these models sample population was used as a random factor. Linear Mixed Models 

were fitted using the R package lme4 (Bates et al. 2015). For the LMM’s P-values and 

degrees of freedom were calculated with the R package lmerTest (Kuznetsova et al. 2016). 

Summer maximum, winter minimum and sex were included as a fixed effect in the LMM’s. 

Inter-class correlation coefficient (ICC) were also calculated for the random effect of sample 

https://figshare.com/s/dbc245f85f4cc3cdd5b1
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population to describe how much variation is partitioned between populations (Nakagawa and 

Schielzeth 2010). Inter-Class Correlation Coefficients (ICC), R2 and narrow sense heritability 

(h2) all estimate the proportion of the variance in the response variable that is explained by a 

fixed or random effect (Nakagawa and Schielzeth 2013). Because ICC is a proportion it can 

be compared between similar models such as our LMM that share the same fixed and random 

effects. To calculate the proportion of variance explained by random factors the residual 

variance and variance explained by fixed effects (known as Marginal R2) need to be included. 

As a result the total variance explained by the model can also be calculated which is called the 

Conditional R2 (Nakagawa and Schielzeth 2013). We report the Marginal (fixed effects) and 

Conditional (total model) R2 for both mass and tarsus models.  

To compare the predictive power of individual fixed effects we use semi-partial 

correlations for all our main models (Schielzeth 2010). Semi-partial correlations scale the 

response and predictor variables so the mean is 0 and the standard deviation is 1. This scaling 

results in estimates that are known as semi-partial correlations (from here on abbreviated to 

semi-partial r) and are relatable to estimates of other response variables within and between 

models. However, all P values and t values remain unchanged due to scaling. Scaling also 

allows for binary variables, such as sex here, to be coded as -1 and 1 which allows these 

binary factors to be directly compared to other continuous variables (Schielzeth 2010). We 

choose summer maximum and winter minimum as our two bioclimatic variables because they 

are the most relevant to our hypotheses and summer maximum is highly correlated with other 

bioclimatic variables such as Latitude and seasonality but not winter minimum (Table S2).  

 

Results 

Using the mean mass and tarsus measurements of house sparrow sample populations, we 

found that summer maximum was a better predictor of body size than winter minimum (for 

both tarsus length and body mass; Figure 2, Tables 1 and 2). Likewise, at the individual level 
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where both summer maximum and winter minimum were used as fixed effects in Linear 

Mixed Models (LMMs), summer maximum was a substantially better predictor for body mass 

(semi-partial r = -0.34 vs. semi-partial r = -0.01, respectively, see full LMM in Table 3). For 

tarsus length the fixed effect of summer maximum temperature was a stronger predictor than 

the winter minimum but they were similar to each other (semi-partial r = -0.13 vs. semi-

partial r = -0.10, respectively, see Table 3). The random factor of location explained a similar 

amount of variance for both body mass and tarsus length, 10.7% and 9.3% respectively (Table 

3).  

We would expect that populations breeding across the relatively long breeding period 

(September – December in this region), to encounter a wider range of ambient temperatures. 

In locations with higher temperature ranges we would expect that individuals are developing 

in a wider range of temperatures resulting in more variation in body size in those populations 

with the highest temperature range across the breeding season. We did not find any significant 

relationships between temperature range and variability in mass or tarsus (Table S3 and S4). 

However, the variability of body mass in our sample populations was positively related to 

summer maximum temperature, this positive relationship was also significant for females but 

not for males when they were analyzed separately (Figure 3, Table S3). For tarsus length, 

there was a nonsignificant positive relationship between summer maximum and tarsus 

variability in males, females and all birds combined (Figure 3, Table S4). There was not a 

strong correlation between the temperature range across the breeding season and summer 

maximum (estimate = 0.18, t28 = 2.63, P = 0.01, R2 = 0.20). 

 

Discussion 

Our observational work on the populations of house sparrow introduced into Australia and 

New Zealand essentially replicates earlier work in North America (Johnston and Selander 
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1964, 1973) and Europe (Murphy 1985), that has revealed latitudinal clines in body size in 

this species. As with most other similar studies across animal taxa, in these earlier papers, the 

clinal variation in body size was attributed to the selective effects of cold weather during the 

winter (Johnston and Fleischer 1981, Fleischer and Johnston 1984). However, there have been 

suggestions that a similar pattern may also be driven by developmental constraints affected by 

the climate experienced during development (Van Buskirk et al. 2010, Gardner et al. 2011, 

Cunningham et al. 2013). We found support for this idea through our observation that summer 

maximum temperatures better predicted body size variation than winter minimums. This 

observational finding, from house sparrow populations introduced into the range of climates 

found in Australia and New Zealand around 150 years ago (Andrew and Griffith 2016), 

supports the hypothesis that excessive environmental heat during development may be 

responsible for affecting growth (Van Buskirk et al. 2010, Gardner et al. 2011, Burness et al. 

2013), or survival. We also explored this hypothesis by looking at the relationship between 

variability in body size within populations and climate variability. We did not find any 

significant relationship between the temperature range across the breeding season and the 

variation in the traits of mass or tarsus length (Table S3 and S4). For the summer maximum 

predictor we found the expected positive relationship however it was not always significant 

(Tables S3 and S4). The nonsignificant results could be due to low statistical power (only 30 

populations) or a weaker effect on skeletal measurements (tarsus) than mass. The relationship 

between summer maximum and variability could be due to warmer climates being more likely 

to exceed possible “threshold temperatures” that significantly affect development. This new 

approach promises to be useful to future studies especially those with large numbers of 

sample populations, to test if this result can be replicated. Only a portion of the variation 

between sites was explained by temperature, ~10% of the variation in tarsus and mass was 

partitioned between locations by the random factor of location. This differentiation between 

populations could be linked to genetic differentiation or other environmental factors not 

included in the model such as the time of year that samples were measured. 
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Summer temperatures explained variation in both tarsus length and mass, with mass 

having a larger effect. A comparison of the three locations with the hottest, and coolest 

summer maximums revealed that sparrows in the hottest locations had tarsi that were 1.8% 

smaller and were 5.6% lighter. The greater magnitude of effect on mass than the skeletal 

measure of tarsus length is consistent with earlier studies showing greater plasticity of body 

mass and lower heritability (Alatalo et al. 1990, Jensen et al. 2003). Similarly, a study on 

North American migratory birds (249 species migrating during all four seasons) found 

increases in summer temperature caused a larger percentage decline in mass (0.34% per 

degree Celsius) than wing cord length (0.09% per degree Celsius; Van Buskirk et al. 2010). 

By comparison, in the house sparrow populations studied here mass declined by 0.33%, and 

tarsus declined by 0.11% per degree Celsius.  

The results presented here show a proportion of the variation in body size is explained 

by the average climatic temperatures during the breeding season. Our findings are consistent 

with Bergmann’s rule, but not the widely cited mechanism that cold temperatures select for 

large adults. Future studies should explore the mechanistic link between the climate 

experienced during development and the body size attained (or the size of extremities as 

predicted by Allen’s rule; Allen 1877, Symonds and Tattersall 2010). Possible mechanisms 

include Temperature constraining growth (Gardner et al. 2009), constraints on parental 

provisioning (Cunningham et al. 2013) and parental effects (Mariette and Buchanan 2016). 

Our study leads to the prediction that increasing summer temperatures at a given site would 

drive down mean body size in the population, but it remains to be tested whether this will 

increase average survivability in a warming climate or is just the result of constraints during 

development (van Gils et al. 2016). Our conclusion that high ambient conditions affects 

growth and development may also lead to the prediction that breeding phenology in birds, and 

perhaps animals more generally, should not be timed just in relation to the abundance of 
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resources (Both 2010), but also in respect to the avoidance of periods of climatic extremes 

(Duursma et al. 2017). 
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Tables 

Table 1. Multiple linear regression for house sparrow mean body mass. The mean mass was 

calculated for all 30 sample locations and for males and females separately. Significant effects 

are in bold. Summer maximum temperature had a significant negative relationship for all three 

models. Winter minimum was not a significant predictor in any of the three models.  

Male mass 
  Semi-partial r SE t df P 
Intercept -0.092 0.116 -0.790 27 0.436 
Summer max -0.549 0.120 -4.562 27 <0.001 
Winter min -0.191 0.132 -1.450 27 0.159 
Multiple R2     Adjusted R2 = 0.529 R2 = 0.561 
Female mass 
  Semi-partial r SE t df P 
Intercept -0.061 0.121 -0.504 27 0.619 
Summer max -0.728 0.129 -5.644 27 <0.001 
Winter min 0.069 0.135 0.509 27 0.615 
Multiple R2     Adjusted R2 = 0.530  R2 = 0.562 
All birds mass 
  Semi-partial r SE t df P 
Intercept -0.043 0.119 -0.365 27 0.718 
Summer max -0.686 0.124 -5.513 27 < 0.001 
Winter min -0.087 0.134 -0.646 27 0.524 
Multiple R2     Adjusted R2 = 0.567 R2 = 0.597 
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Table 2. Multiple linear regression for house sparrow mean tarsus length. The mean tarsus 

length was calculated for all 30 sample locations and for males and females separately. 

Significant effects are in bold. Summer maximum temperature was significantly negatively 

related to tarsus length for females and all birds combined however the same negative trend is 

not significant for males. Winter minimum was not a significant predictor in any of the three 

models. 

Male tarsus length 
  Semi-partial r SE t df P 
Intercept 0.230 0.172 1.335 27 0.193 
Summer max -0.301 0.178 -1.693 27 0.102 
Winter min -0.063 0.195 -0.321 27 0.751 
Multiple R2     Adjusted R2 = 0.069 R2 = 0.133 
Female tarsus length 
  Semi-partial r SE t df P 
Intercept 0.118 0.148 0.801 27 0.430 
Summer max -0.560 0.158 -3.543 27 0.001 
Winter min -0.100 0.166 -0.601 27 0.553 
Multiple R2     Adjusted R2 = 0.337 R2 = 0.383 
All birds tarsus length 
  Semi-partial r SE t df P 
Intercept 0.197 0.171 1.154 27 0.259 
Summer max -0.460 0.179 -2.568 27 0.016 
Winter min -0.082 0.193 -0.426 27 0.673 
Multiple R2     Adjusted R2 = 0.196 R2 = 0.252 
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Table 3. The LMM’s for house sparrow individual body mass and tarsus length 

measurements. These LMM’s use sampling location as a random factor and the measurements 

from 30 populations across Australia and New Zealand (n = 1901 individuals). Significant 

effects are in bold. Body mass had a significant negative relationship with summer max 

temperature but not winter minimum. For mass males were bigger than females but the 

difference between the sexes is only marginally significant. Tarsus length decreased with 

increasing summer maximum. For tarsus males were significantly bigger than females but the 

semi-partial correlation value is low indicating a small size difference between the sexes.  

 
Body Mass 

Fixed effects Semi-partial r SE t df P 
Intercept 0.010 0.068 0.140 25.2  
Summer max -0.339 0.071 -4.804 25.5 <0.001 
Winter min -0.007 0.066 -0.102 25.8 0.919 
Sex 0.043 0.021 1.998 1885 0.046 
 Variance SD n   ICC 
Marginal R2 0.120    0.116 
Location 0.111 0.334 30  0.107 
Residual 0.804 0.897 1901 Conditional R2 0.223 

Tarsus length 
Fixed effects Semi-partial r SE t df P 
Intercept -0.085 0.064 -1.334 26.9  
Summer max -0.134 0.066 -2.037 27.3 0.051 
Winter min -0.103 0.061 -1.675 27.8 0.105 
Sex 0.076 0.022 3.423 1888.5 <0.001 
 Variance SD n   ICC 
Marginal R2 0.046    0.046 
Location 0.093 0.306 30  0.093 
Residual 0.867 0.931 1901 Conditional R2 0.138 
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Figures 
 

 

Figure 1. Map of house sparrow sample sites. The map plots 26 catch sites in Australia (there 

are three points near Melbourne) and 4 in New Zealand. Not all catch sites are labelled for a 

full list see Table S1. 



64 
 

 

Figure 2. Mean body size for house sparrow populations. Dependent variables are plotted 

against the summer maximum temperature. Males and females are plotted separately with 

males as blue circles and females as red circles. The four New Zealand populations are 

marked as open circles. (a) plots mean mass against summer maximum, both males and 

females had significant negative relationships (Table 1). (b) plots mean tarsus length against 

summer maximum for male and female sparrows and there was a significant negative 

relationship for females (Table 2).  
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Figure 3. Body size variability for house sparrow populations. Variability is plotted against 

the summer maximum. Males and females are plotted separately with males as blue circles 

and females as red circles. The four New Zealand populations are marked as open circles. 

Panel (a) plots mass variability against summer max and there was a significant positive 

relationship for females but not for males. For mass variability there was also a significant 

positive relationship for all birds combined (Table S3). Panel (b) plots tarsus variability 

against summer maximum temperature and there was no significant positive relationship 

(Table S4).   
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Supplementary Materials for Chapter Three 

 

Clinal variation in avian body size is better explained by summer maximum 

temperatures during development and not cold winter temperatures 
 

Samuel C. Andrew, Monica Awasthy, Amanda D. Griffith, Shinichi Nakagawa, Simon C. 

Griffith 

correspondence to: samuel.andrew@students.mq.edu.au 

Table S1. Summary of house sparrow sampling populations. This table includes all the 
sample locations and sample sizes for all the house sparrow populations. This table also 
includes climatic variables.  
 

Sample 
Population Country Latitude Longitude 

no. all 
birds 

no. 
females 

no. 
males 

Summer 
max 

Winter 
min 

Season- 
ality 

Dubbo Aus -32.2214 148.6262 39 17 22 32.1 2.8 5609 
Cobar Aus -31.4923 145.8299 42 12 30 33.5 4.6 5873 
Broken Hill Aus -31.9464 141.4654 43 17 26 32.4 4.1 5512 
Wentworth Aus -34.1048 141.9166 25 11 14 33.1 4.4 5143 
Leeton Aus -34.5619 146.4154 49 20 29 32.4 3.3 5686 
Goulburn Aus -34.7633 149.6993 46 23 23 27 0.5 4838 
Torquay Aus -38.317 144.299 34 13 21 23.9 5.6 3261 
Geelong Aus -38.1783 144.3715 39 16 23 24.5 5.6 3357 
Melbourne Aus -37.7888 144.9149 43 20 23 26.2 5.5 3775 
Albury Aus -35.8373 146.8022 69 37 32 30.5 2.5 5487 
Townsville Aus -19.3191 146.8238 44 18 26 31.7 13.1 3098 
Atherton Aus -17.2145 145.4795 41 19 22 29.2 10.9 2687 
Armidale Aus -30.5161 151.6735 47 21 26 26.1 0 4742 
Toowoomba Aus -27.7218 151.6318 42 14 28 30 3.5 4719 
Roma Aus -26.5617 148.791 42 18 24 34 3.7 5480 
Charleville Aus -26.403 146.2511 47 22 25 34.5 3.9 5886 
Longreach Aus -23.4358 144.2554 43 13 30 37.3 7 5363 
Mount Isa Aus -20.7296 139.5025 104 49 55 37.1 8.3 4936 
Tennant Creek Aus -19.6567 134.1924 39 12 27 37.4 11.1 4668 
Hobart Aus -42.9358 147.3513 45 17 28 20.9 3.3 3014 
Bridport Aus -41.0001 147.3875 43 22 21 23.1 4.3 3154 
Wynyard Aus -40.9719 145.6532 44 20 24 21.2 4.6 2841 
Coober Pedy Aus -29.0063 134.748 18 11 7 36.3 5.9 5715 
Adelaide Aus -35.2324 138.4888 30 18 12 26.5 7.5 3507 
Mt Gambier Aus -37.8565 140.8481 37 30 7 24.2 5.4 3053 
Sydney Aus -33.6197 150.8163 53 22 31 28.9 3.7 4414 
Auckland NZ -36.8649 174.7757 210 72 138 24.2 6.9 3106 
Wellington NZ -40.6229 175.2877 257 71 186 22.9 4.9 3213 
Christchurch NZ -43.5318 172.6269 205 77 128 22.1 1.9 3736 
Dunedin NZ -45.8764 170.4957 81 22 59 18.9 1.7 3348 
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Table S2. Relationship between latitude and summer maximum and winter minimum 
temperature. Latitude was correlated with both summer and winter temperatures. The 
highest t value and most significant relationship was for summer maximum temperature. 
However, there was no significant correlation between summer and winter temperature for 
our 30 locations (estimate = 0.634, t28 = 1.951, P = 0.061, R2 = 0.120). The summer maximum 
(of the hottest month) was also correlated with seasonality which is a metric for climate 
variability (estimate = 0.038, t28 = 6.505, P < 0.001, R2 = 0.602). There was not as strong of a 
correlation between breeding season temperature range and summer maximum (estimate = 
0.177, t28 = 2.631, P = 0.014, R2 = 0.198).  
 
  Estimate SE Z df P 
Intercept 65.353 3.632 17.993 27   
Summer max -0.956 0.132 -7.221 27 <0.0001 
Winter min -0.985 0.243 -4.059 27 <0.001 
Multiple R2   Adjusted R2 = 0.789, R2 = 0.773 

 

Table S3. Multiple regression for house sparrow mass variability per population. We 
found a significant positive relationship between body mass variability and summer 
maximum temperature for female birds and all birds combined. The positive slope for 
summer maximum for male birds was not significant. A positive slope shows that in warmer 
climates there is more variability in body mass at the population level. For the variable 
temperature range across the breeding season there was no significant effect. 
 
Male Mass 
  Semi-partial r SE t df P 
Intercept 0.097 0.168 0.577 26 0.569 
Summer max 0.398 0.262 1.515 26 0.142 
Temp range -0.313 0.209 -1.498 26 0.146 
Mean mass 0.456 0.270 1.691 26 0.103 
Multiple R2     Adjusted R2 = 0.040 R2 = 0.140 
Female Mass 
  Semi-partial r SE t df P 
Intercept 0.009 0.146 0.064 26 0.949 
Summer max 0.640 0.221 2.902 26 0.007 
Temp range -0.015 0.172 -0.086 26 0.932 
Mean mass 0.305 0.236 1.296 26 0.206 
Multiple R2     Adjusted R2 = 0.200 R2 = 0.283 
All birds Mass 
  Semi-partial r SE t df P 
Intercept 0.070 0.156 0.447 26 0.659 
Summer max 0.646 0.249 2.594 26 0.015 
Temp range -0.126 0.185 -0.681 26 0.502 
Mean mass 0.456 0.248 1.837 26 0.078 
Multiple R2     Adjusted R2 = 0.117 R2 = 0.209 
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Table S4. Multiple regression for house sparrow tarsus variability per population. There 
was no significant relationship in all three models, for variability in tarsus length. There was a 
consistent nonsignificant positive slope for summer maximum temperature. A positive slope 
would mean in warmer climates there is more variability in tarsus length at a population level. 
For temperature range across the breeding season there was no significant effect.  
 
Male Tarsus length 
  Semi-partial r SE t df P 
Intercept 0.177 0.151 1.169 26 0.253 
Summer max 0.020 0.166 0.123 26 0.903 
Temp range 0.045 0.179 0.249 26 0.805 
Mean tarsus -0.321 0.163 -1.970 26 0.060 
Multiple R2     Adjusted R2 = 0.069 R2 = 0.165 
Female Tarsus length 
  Semi-partial r SE t df P 
Intercept -0.042 0.156 -0.270 26 0.790 
Summer max 0.267 0.216 1.232 26 0.229 
Temp range 0.032 0.180 0.176 26 0.862 
Mean tarsus -0.010 0.203 -0.050 26 0.961 
Multiple R2     Adjusted R2 = 0.018 R2 = 0.120 
All birds Tarsus length 
  Semi-partial r SE t df P 
Intercept 0.085 0.154 0.552 26 0.586 
Summer max 0.246 0.185 1.331 26 0.195 
Temp range 0.054 0.179 0.299 26 0.768 
Mean tarsus -0.135 0.168 -0.800 26 0.431 
Multiple R2     Adjusted R2 = 0.099 R2 = 0.193 
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Chapter Four  

Higher temperatures during development constrain body size in 

the zebra finch in the wild and under experimental conditions in 

the laboratory 

Chapter Four Vignette 

In Chapter Three we find that summer temperatures are a stronger predictor of clinal variation 

in house sparrow body size than winter temperatures. In Chapter Four we take the spatial 

observational data from the house sparrow one step further by look at temporal variation in 

the body size of zebra finch fledglings that are developing at different temperatures across the 

breeding season. Finally, we use a controlled captive experiment to look at the effects of 

temperature during development on the ultimate body size attained. This chapter aims to test 

the hypothesis that avian body size is negatively affected by higher temperatures during 

development. 

 

This manuscript is submitted to the Journal of Evolutionary Biology, and is formatted 
as such. 
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Abstract  

The most commonly documented morphological response across many taxa to climatic 

variation across their range follows Bergmann’s rule, which predicts larger body size in 

colder climates. Using here observational data from wild zebra finches breeding across a 

range of temperatures in the spring and summer, we show that this relationship appears to be 

driven by the negative effect of high temperatures during development. This idea was then 

experimentally tested on zebra finches breeding in temperature controlled climates in the 

laboratory. These experiments confirmed that those individuals produced in a hotter 

environment (30°C) were smaller than those produced in colder conditions (18°C). Our 

results suggest a proximate causal link between temperature and body size, and suggest that a 

hotter climate during breeding periods could drive significant changes in morphology within 

and between populations. This effect could account for much of the variation in body size that 

drives the well observed patterns first described by Bergmann, and that are still largely 

attributed to selection on adult body size during cold winters. The climate-dependent 

developmental plasticity that we have demonstrated is an important component in 

understanding how endotherms may be effected by climate change.  

Keywords: Bergmann’s rule, phenotypic plasticity, morphology, Taeniopygia guttata. 
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Introduction 

Since the publication of Bergmann’s Rule in 1847 (Bergmann, 1847) over a century of 

observational studies have supported the pattern of endothermic animals having larger body 

size in colder climates in a majority of hundreds of species (Mayr, 1956; James, 1970; Ashton 

et al., 2000; Ashton, 2002; Meiri & Dayan, 2003; Millien et al., 2006; Clauss et al., 2013; 

Teplitsky & Millien, 2014). To date, many studies still cite Bergmann’s original explanation 

that larger body size is favored by natural selection in colder climates because of the thermo-

regulatory benefits of a smaller volume-to-surface area ratio (Briscoe et al., 2015; Cardilini et 

al., 2016; Salewski & Watt, 2017). In hotter climates smaller body size can also be 

advantageous to thermo-regulation (Partridge & Coyne, 1997), even though the benefits of 

minor changes in body size within species have been questioned for over 40 years 

(Scholander, 1955; McNab, 1971). Understanding the phenomena underlying Bergmann’s 

rule has gained fresh impetus as part of the study of the effects of a changing climate on 

animal populations (Millien et al., 2006; Gardner et al., 2011). There is abundant evidence of 

the intuitive direct effects of environmental temperatures on growth and development in 

ectotherms (Walters & Hassall, 2006; Zuo et al., 2012). However, as endotherms maintain 

their body temperature within a fairly narrow thermal range, traditionally, it has seemed less 

intuitive that they would be directly effected by climatic conditions. As such, the most widely 

cited reason for clinal relationships in body size is selection (Ashton et al., 2000).  

The initially neglected alternative explanation, that temporal changes in body size are 

largely the result of temperature-mediated plasticity in growth rather than selection, is now 

gaining traction (Teplitsky et al., 2008; Van Buskirk et al., 2010; Yom-Tov & Geffen, 2011), 

but support remains limited by a lack of experimental evidence (Stillwell, 2010; Knudsen et 

al., 2011; Boutin & Lane, 2014; Gienapp & Merilä, 2014; Merilä & Hendry, 2014). Although 

birds are endothermic, they can become heat stressed when they are unable to balance the 

production and loss of heat (Calder, 1964), and even short periods of high temperature can 
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promote the excessive production of reactive oxygen species (Lin et al., 2008) and changes in 

the oxidative status of an individual (Costantini et al., 2012). Nestlings of altricial species are 

particularly vulnerable to heat stress because they are at a sensitive stage in their 

development; are poikilothermic up to about five days of age; and confined to a nest that may 

become hotter than ambient conditions due to its position. For example, nests of the zebra 

finch, Taeniopygia guttata in the Australian desert were typically several degrees hotter than 

ambient conditions and internal nest temperatures occasionally exceeded 50 ºC (Griffith et al., 

2016). In a recent study, Wada et al. (2015) demonstrated long-lasting effects of different sub-

optimal incubation temperatures on survival, physiological function and body mass in this 

same species in the laboratory, indicating a sensitivity to environmental temperatures.  

A classic example of clinal variation in avian body size was previously demonstrated in 

both North America and Europe populations of the house sparrow, Passer domesticus, 

(Johnston & Selander, 1964, 1973; Murphy, 1985). If winter survival is the selective force 

responsible for this geographical pattern as predicted by Bergmann’s rule, body size should be 

best explained by winter minimum temperature. In addition to clinal variation across latitudes, 

declining body size in a number of avian species has been linked to increasing temperatures 

consistent with climate change (Gardner et al., 2009; Van Buskirk et al., 2010). Although the 

changing climate will raise winter minimums, it will also lead to higher temperatures during 

avian breeding seasons (Knutti & Sedláček, 2013), and that could result in reduced body size 

during development.  

Experimentally testing the effect of environmental temperature on development in 

endotherms has rarely been conducted, with two previous laboratory studies of mammals 

(Barnett & Dickson, 1984; Riek & Geiser, 2012), and none of post-natal birds (Teplitsky & 

Millien, 2014). Here we used an endemic Australian passerine that is amenable to intensive 

study in the field and laboratory, the zebra finch Taeniopygia guttata, to test the hypothesis 

that high temperatures during post-natal development impact growth.  
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The only previous examination of clinal variation in the zebra finch across a latitudinal 

gradient in Australia provides some weak evidence that is consistent with Bergmann’s Rule (a 

nonsignificant cline in wing length across its extensive latitudinal distribution; P = 0.07, R2 = 

0.09, n = 37, see Higgins et al. [2006]). The zebra finch is highly mobile with no apparent 

genetic structure across the Australian continent (Balakrishnan & Edwards, 2009), and 

consequently, adults captured at any location might have developed under a different climate 

to that in which they are caught. However, at any particular location, zebra finches breed 

across many months of the year and at a population level the developing young from 

successive broods hatched from late winter to late summer are exposed to a substantial range 

of weather conditions with maximum daily nest temperatures ranging from below 15 ºC to 

above 40 ºC in a field study of nest temperature during breeding (Griffith et al., 2016). The 

zebra finch therefore provides the opportunity to address the consequence of climatic 

variation during breeding through an observational study in the field, across a range of 

weather conditions, at a single site. Furthermore, they are relatively easy to breed in captivity 

and this permits the experimental study of climatic effects in controlled climate laboratory 

conditions, which can remove confounding effects of parental, seasonal and other 

environmental variation.  

 

Materials and methods  

Wild zebra finch nestlings (n=901 nestlings) were measured at Fowlers Gap Arid Zone 

Research Station, Western NSW, Australia, over three consecutive breeding seasons in 2007, 

2008 and 2009. Nest-boxes were checked every one to three days to record laying, hatching 

and fledging dates, as well as clutch size and brood size. When nestlings were one to three 

days old, half of the nestlings in each brood were cross-fostered between two or three nests 

hatched within two days of each other to facilitate brood size manipulations (under Animal 

Ethics Approval ARA ARA2007/038; further details in Mariette and Griffith [2013]). All 
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surviving nestlings were then measured and weighed shortly before fledging, at about 12-days 

old (mean days old = 12.54 ± 1.00 SD). We were limited to measuring tarsus at that point 

because nestlings will emerge from the nest prematurely if disturbed after around day 14, and 

given their mobility after fledging, we rarely recapture offspring measured in the nest as 

adults. 

Captive zebra finches were reared under controlled conditions at Macquarie University 

(under Animal Ethics approval ARA 2013/029). In short, 24 pairs of domestically bred zebra 

finches were force paired and housed as pairs (70x47x130cm cages) in temperature controlled 

rooms using a repeat breeding experimental design. Rooms were then set to 18ºC or 30ºC (the 

12 pairs in each treatment were swapped to the opposite treatment after the first breeding 

attempt) for two weeks prior to giving the birds two 13.5x15cm rattan nests and nesting 

material (November grass, white cotton thread, and emu feathers). The first clutch that each 

pair laid was removed once it was completed (for other work), and each pair was then allowed 

to lay a second clutch that they were left to rear. Birds were exposed to the experimental 

temperature and supplemented food (green pea-spinach mash with hard-boiled egg, and 

sprouted seed) for four weeks before laying the clutch of eggs that produced chicks for this 

study. Chicks were reared and maintained at the experimental temperature for at least 35-days 

post hatch, at which time they were moved to a 25ºC holding room. Morphological measures 

were taken at post hatch day 12, 28, and over 90 days for the final adult offspring measure. 

Adult offspring measurements were taken for all birds at the same time in the 25ºC holding 

rooms. After the completion of a whole reproductive attempt at 18ºC or 30ºC, pairs were 

switched to the other temperature and the whole procedure was repeated. As usual for this 

species in captivity (Griffith et al., 2017), some pairs failed to breed in either one of the trials 

and therefore only sixteen pairs successfully bred at both temperatures and were used in the 

models to test the effect of temperature on growth. The analysis is therefore a within-family 

balanced design. Nine of the pairs bred at 18ºC first and then 30ºC, and the other seven pairs 

bred in the hot conditions first. 
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Tarsus length and mass were recorded for both wild and captive zebra finches using the 

same method. Tarsus length was measured on the right leg, from the bottom of the tarsus with 

the toes bent forward to the ankle joint. Body mass was taken to the nearest 0.1g using a 

Pesola spring scale. Tarsus length is the most widely applied measure of skeletal size in 

passerine birds, and body mass relates to overall size as well as being more indicative of 

condition in passerine birds. The two measures, tarsus and body mass, therefore both provide 

information on body size, but in slightly different ways. All wild and captive zebra finch 

measurements were taken by a single measurer (wild: M.M.M.; captive L.L.H.).  

 

Climate data for wild zebra finches 

Daily temperature data for the Fowlers Gap research station were extracted from the 

Australian Water Availability Project (Jones et al., 2009) website (www.csiro.au/awap). We 

estimated both the mean maximum and minimum temperatures experienced by each nestling 

during development, from hatching to 10-days old. To do so, we calculated the average daily 

maximum and average daily minimum temperatures for that 10-day period, from the hatching 

date of each individual nestling in the dataset. These two variables were highly correlated (R2 

= 0.78) so all further analyses just use maximum temperature as a predictor.  

 

Data analysis 

All statistical analyses were done using the R statistical program, version 3.3.1 (R Core Team 

2017). All R code and data to replicate our main results is provided as supplementary material 

(see Figshare, link: https://figshare.com/s/dbc245f85f4cc3cdd5b1).  

For the wild zebra finch data we predicted that body size would be smaller when 

nestlings developed during hot weather periods. To test this hypothesis we used Linear Mixed 

models (LMM) fitted using the R package lme4 (Bates et al., 2015). For the LMM’s, P-values 

and degrees of freedom were calculated by the R package lmerTest (Kuznetsova et al., 2016) 

when running models using lme4. Predictors in the model were mean maximum temperature 

https://figshare.com/s/dbc245f85f4cc3cdd5b1


77 
 

during development, brood size (number of chicks after cross fostering) and age (days since 

hatching) as continuous fixed effects (Breeding season was also trialled as a fixed effect). The 

continuous fixed effect of offspring age on the day of measurement was included to account 

for its confounding effect on size. The temperatures recorded for broods within months also 

increased from August to December as we would expect (estimate = 2.299, t9 = 3.915, P = 

0.004, R2 = 0.630) meaning the two variables of month and temperature are conflated and 

were therefore not included in the same model. As broods were cross-fostered in this study, 

we used genetic clutch ID (broad-sense heritability) and foster nest box (common 

environment and parental care) as random factors with independent intercepts. These two 

random effects allowed the models to account for the genetic and environmental effects on 

growth that are not explained by the included fixed effects. Inter-class correlation coefficient 

(ICC) were also calculated for the random effects to describe how much variation is explained 

by them (Nakagawa & Schielzeth, 2010). Statistics such as ICC, R2 and narrow sense 

heritability (h2) all estimate the proportion of the variance in the response variable that is 

explained by a fixed or random effect (Nakagawa & Schielzeth, 2013). Because it is a 

proportion it can be compared between similar models such as our LMM that share the same 

fixed and random effects. To calculate the proportion of variance explained by random 

factors, the residual variance and variance explained by fixed effects (known as Marginal R2) 

need to be included. As a result the total variance explained by the model can also be 

calculated which is called the Conditional R2 (see Nakagawa and Schielzeth [2013]). We 

report the Marginal (fixed effects) and Conditional (total model) R2 for all models. 

We also ran models for tarsus and mass with a reduced data set that included only pairs 

that had two clutches recorded. These models had the same fixed effects and the random 

factor of clutch ID, which had random slopes and intercepts by using the interaction between 

the fixed effect of temperature and clutch ID. Sometimes both parents were not tagged (see 

methods Mariette and Griffith [2013]) so if an individual was observed breeding twice in the 

same season with an unknown partner we assumed it was the same pair of birds. Paternity 
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was not considered in this study because extra pair paternity is low in wild populations of 

zebra finch and accounts for only about 2% of nestlings (Griffith et al., 2010). 

For the captive zebra finch study temperature treatment and brood size were used as 

fixed effects. Breeding pair ID was used as a random effect with random intercepts and slopes 

by using the interaction between temperature and pair ID. The interaction can be used because 

each pair reared a clutch at both temperatures due to the repeat-breeding experimental design. 

Clutch order was not a significant factor in the model and did not change the temperature 

result so was excluded to simplify the model. Calculating ICC, Marginal R2 and Conditional 

R2 for random slope models is different from models with just random intercepts. See Johnson 

(2014) for a description of the method and the supplementary R code for examples.  

 

Results 

Wild zebra finch nestling size 

In an analysis of approximately 900 zebra finch nestlings at a single site, the mean maximum 

temperature experienced across the first 10 days of each individuals’ development was used to 

test the effect of temperature on body size. Mean maximum temperature experienced during 

growth negatively affected the body mass attained by around day 12 (Table 1; Fig. 1). Tarsus 

length showed a negative yet nonsignificant relationship (Table 1). Tarsus length has not 

typically finished growing at 12 days of age. In the wild birds measured here we found that 

day 12 tarsus length is typically around 95.8% of adult tarsus length (t-test, t253 = -8.49, P < 

0.001, fledglings were compared to a random sample of 108 wild adults). 

The effects of common nest environment and relatedness also suggest higher plasticity 

in mass than tarsus in wild zebra finches (see random factors Table 1). This negative co-

variation of body mass and maximum temperature was detected above the effect of a brood 

size manipulation, which corrected for seasonal variations in reproductive investment (brood 

size) and parental effort per offspring. In this overall dataset, zebra finches reared in the 
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hottest 20 % of conditions (mean 33.2 ⁰C, range 31.2- 41.4 ⁰C) were 4.1 % lighter in mass 

than finches reared during the coolest 20 % of conditions (mean 25.1 ⁰C, range 20.6 - 26.6 

⁰C). However, there may be variation in the quality of adults breeding at different times of the 

season and food quality. To address this, we used a reduced dataset of offspring produced by 

the same pair (n = 34 pairs; n = 242 offspring) in different broods (and therefore at different 

times of the season). As in the full data set there was a significant negative relationship 

between maximum temperature and nestling mass (Table 2) and similarly a negative 

relationship between nestling tarsus length and temperature, albeit a nonsignificant one (Table 

2). For these pairs that produced two sets of offspring in different conditions, we divided 

broods between those that developed in the hottest (mean 30.9 ⁰C, range 26.0 - 34.9 ⁰C) and 

coolest temperatures (mean 26.7 ⁰C, range 20.9 – 31.2 ⁰C). For these groups mass was 7.9 % 

lighter, and tarsus was 0.9 % shorter for the nestlings reared in the hotter conditions, 

compared with their full siblings reared in the cooler conditions. 

Wild zebra finches were sampled across three breeding seasons (2007-2009). The 

temperatures recorded for broods from 2009 were higher than 2007 (Tukey’s test, diff = 1.39, 

P < 0.001) and 2008 (Tukey’s test, diff = 1.37, P < 0.001). Interestingly when we add year as 

a factor in our models the 2009 cohort was also smaller (mass difference between 2007 vs 

2009; estimate = -0.76, t237 = -4.399, P < 0.001), this effect was also true for tarsus (2007 vs 

2009; estimate = -0.508, t237 = -3.043, P < 0.001). There was no significant difference 

between 2007 and 2008 for temperature, mass and tarsus. However, adding year to the models 

did not change how we would interpret the main results for temperature (Table 1) so it was 

excluded due to the collinearity between year and temperature, to improve the interpretability 

of the model (but can be evaluated using the supplementary data and R code). Due to 

collinearity, the two predictors would explain a shared portion of the variance in the model 

that is impossible to separate in this observational study. 
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Climate Controlled zebra finch experiment 

Data from our climate controlled breeding experiment was consistent with the patterns 

observed in the wild. Zebra finch offspring reared at 30°C were significantly smaller at 28 

days post-hatching, than their full siblings reared at 18°C (Fig. 2). In this case, temperature 

negatively impacted both mass and tarsus (Table 3). Zebra finches produced in the hot 

treatment had tarsi that were 1.2 % shorter and were 5% lighter than those produced in the 

cool treatment. The random factor of breeding pair in these models explained 34.4% of the 

variance in mass and 21.8% of the variance in tarsus length. The factor of brood size was non-

significant in both models (Tables 3). In these captive bred birds, day 12 tarsus was 96.6% of 

the final tarsus reached when fully grown (paired t-test, t105 = -7.45, P < 0.001). Day 12 tarsus 

length measurements were not highly correlated with day 28 measurements (linear model, 

estimate = 0.93, t97 = 6.07, P < 0.0001, R2 = 0.28) and the same was true for both day 12 and 

28 mass measurements (linear model, estimate = 0.77, t97 = 6.32, P < 0.0001, R2 = 0.29). 

 

Discussion 

Using temporal variation in weather conditions in a wild population of zebra finches, we 

found that fledglings that hatched during hotter periods attained less mass than those that 

developed during cooler periods, supporting the hypothesis that temperature negatively effects 

growth. However, as with other studies (Cunningham et al., 2013; Kruuk et al., 2015), this 

difference in offspring size across a season might have been confounded by unmeasured 

parameters such as foraging conditions, differential mortality of nestlings due to an interaction 

between size and temperature or adult body condition, and parental investment, that may also 

vary temporally. This limitation is common throughout the largely observational literature 

that has examined Bergmann’s rule. We did not find that tarsus length was significantly 

smaller in those nestlings that developed in hot conditions, but in these wild nestlings we were 

unable to measure this skeletal measure when fully developed.  
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To address the limitations of work on wild birds (both in terms of not being able to 

measure offspring as adults, and uncontrolled sources of variation), we bred birds in 

experimental climates with a within-pair repeat-breeding design that enabled us to control for 

most genetic and parental variation, and found further support for smaller body size at higher 

temperatures. Offspring produced in the hot climate were smaller and lighter at 28 days (fully 

grown juvenile age), than their full siblings produced in the cooler climate. Interestingly, the 

differences were not statistically significant when the offspring were 12 days old (although 

the semi-partial r values were similar between the wild and captive models). This supports the 

idea that the effects of heat on tarsus length are perhaps less clear at this early stage of 

development compared to those on body mass.  

Across both datasets, temperature effects were associated with reductions in size and 

mass, but the effects were of greater magnitude for body mass. This is consistent with much 

other work showing greater plasticity of body mass and lower heritability compared to 

skeletal measures (Alatalo et al., 1990; Jensen et al., 2003). Similarly, a study on North 

American migratory birds found increases in summer temperature caused a larger percentage 

decline in mass (0.34% per degree Celsius) than wing chord length (0.09% per degree 

Celsius) across 61 species measured in summer (Van Buskirk et al., 2010).  

The results presented here show a significant proportion of the variation in body size is 

explained by phenotypic plasticity influenced by increasing temperatures during growth. In 

this, our study extends the recent work by Wada et al. (2015) that demonstrated the effect of 

sub-optimal experimental effects of incubation temperature on development and growth. Our 

experimental hot treatment of 30°C was below the optimal incubation temperature of around 

37 °C in this species (Zann & Rossetto, 1991), and the experimental temperatures used by 

Wada et al. (2015; 36.4-38.4°C). As a result, it is unlikely that our treatment changed the 

incubation thermal regime of the embryos in our experiment (which was provided by the heat 

transferred by incubating parents). As such our findings, are most likely to reflect either the 
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direct effect of the environmental temperature on the nestlings post-hatch, or perhaps 

indirectly through effects on their parents during the rearing period. It would be interesting for 

follow-up work to examine the extent to which the effects of temperature before and after 

hatching are additive or interact with each other.  

Our findings are entirely consistent with the pattern described by Bergmann (1847), but 

in this case have not been produced by selection on adult body size. If we accept 

thermoregulatory advantages of large and small bodies in cold and hot environments 

respectively (Mayr, 1956; Ashton, 2002), then the plasticity observed here could be 

considered as adaptive because it is in the direction we would expect local adaptation to take 

(Ghalambor et al., 2007). Our study did not examine selection on body size at all, and 

therefore is unable to determine the influence of selection on changes in body size over 

climatic gradients. However, our results indicate that even in the absence of such selection, or 

indeed fixed genetic differences between populations, clinal patterns are likely to exist due to 

the plasticity that we have demonstrated. Our study indicates that the mechanisms underlying 

Bergmann’s rule and its adaptive advantages are still not fully understood (Scholander, 1955; 

McNab, 1971; Partridge & Coyne, 1997). Future studies should explore the mechanistic link 

between the climate experienced during development and the body size attained (or the size of 

extremities as predicted by Allen’s rule (Allen, 1877; Symonds & Tattersall, 2010)). Possible 

mechanisms include physiological constraints (Gardner et al., 2009), constraints on parental 

provisioning (Cunningham et al., 2013) and parental effects (Mariette & Buchanan, 2016). 

Our study did not address any of these potential underlying mechanisms, but our data do 

suggest that hot temperatures affect development, and provide justification for further work 

addressing these possible mechanisms. Our study leads to the prediction that increasing global 

temperatures will generate smaller body sizes, but it remains to be tested whether this will 

improve their ability to adapt to a warming climate or is just the result of constraints during 

development (van Gils et al., 2016). Our conclusion that high ambient conditions affect 
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growth and development may also lead to the prediction that breeding phenology in birds, and 

perhaps animals more generally, should not be timed just in relation to the abundance of 

resources (Both, 2010), but also in respect to the avoidance of periods of climatic extremes 

(Duursma et al. 2017).  
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Tables 

Table 1. The LMMs for wild zebra finch mass and tarsus length. Measurements are from 

fledglings sampled from nest boxes at Fowlers Gap, mean fledgling age was 12.5 days. These 

LMMs used clutch ID (genetic relatedness) and nest ID (accounting for common environment 

due to cross fostering) as random factors. Significant effects are in bold. There was a 

significant negative relationship between mean maximum temperature during development 

and body mass as we would predict but not for tarsus. For both traits, older chicks were larger 

as expected. Larger brood size had a negative effect on mass but not tarsus, possible due to 

food competition affecting condition. Nest ID explained a ten times larger proportion of the 

variance in mass than clutch ID, 57.2% and 6.1% respectively (ICC = Inter-class Correlation 

Coefficient). For tarsus length, Nest ID and clutch ID explained a similar proportion of the 

variance, 20.7% and 20.5% respectively. 

 
Total body mass 

Fixed effects Semi-partial r SE t df P 
Intercept 0.029 0.060 0.490 213.3  
Max temp -0.189 0.053 -3.555 263.4 <0.001 
Brood size -0.201 0.053 -3.802 212.8 <0.001 
Chick age 0.250 0.032 7.761 853.5 <0.0001 
 Variance SD n   ICC 
Marginal R2 0.134    0.128 
Nest ID 0.598 0.773 227  0.572 
Clutch ID 0.065 0.254 257  0.062 
Residual 0.249 0.499 878 Conditional R2 0.762 

Tarsus length 
Fixed effects Semi-partial r SE t df P 
Intercept -0.005 0.053 -0.102 202.3  
Max temp -0.030 0.050 -0.607 238.5 0.544 
Brood size 0.054 0.044 1.246 155.8 0.214 
Chick age 0.331 0.040 8.302 642.6 <0.0001 
 Variance SD n   ICC 
Marginal R2 0.110    0.100 
Nest ID 0.229 0.476 226  0.207 
Clutch ID 0.226 0.478 255  0.205 
Residual 0.538 0.734 873 Conditional R2 0.512 
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Table 2. The LMMs for the wild zebra finch paired data for mass and tarsus. For this 

data mean fledgling age was 12.5 days. These models only used data from 34 pairs that reared 

two broods in monitored nest boxes. To account for the balanced design we used independent 

intercepts and slops by using an interaction between Temperature and the random factor of 

Pair ID. The significant fixed effects in this model are the same as the full data set (Table 1). 

Importantly, for mass we found a significant negative relationship with mean maximum 

temperature which is consistent with the full dataset but the trend is not significant for tarsus. 

 
Total body mass 

Fixed effects Semi-partial r SE t df P 
Intercept -0.006 0.095 -0.067 31.89  
Max temp -0.394 0.088 -4.481 25.54 <0.001 
Brood size -0.269 0.053 -5.107 229.17 <0.0001 
Chick age 0.259 0.060 4.295 174.67 <0.0001 
 Variance SD Correlation n ICC 
Marginal R2 0.278    0.254 
Pair ID 0.218 0.467  34 0.319 
Temp interaction 0.132 0.363 0.28  Conditional R2 
Residual 0.469 0.685  241  0.572 

Tarsus length 
Fixed effects Semi-partial r SE t df P 
Intercept 0.008 0.105 0.073 31.8  
Max temp -0.096 0.075 -1.270 18.94 0.220 
Brood size 0.017 0.053 0.326 225.8 0.745 
Chick age 0.414 0.058 7.129 125.42 <0.0001 
 Variance SD Correlation n ICC 
Marginal R2 0.180    0.173 
Pair ID 0.288 0.537  34 0.347 
Temp interaction 0.075 0.273 0.67  Conditional R2  
Residual 0.502 0.709   242 0.519 
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Table 3. The LMMs for the experimental effects of warm ambient temperatures on mass 

and tarsus at day 28. These LMMs used breeding pair as a random factor with independent 

slopes by using the interaction with the fixed effect of temperature. In this dataset all pairs 

successfully bred at both temperature treatments. There was a significant negative relationship 

between both traits and temperature as we would expect based on the results from the wild 

data.  

 
Total body mass 

Fixed effects Semi-partial r SE t df P 
Intercept -0.039 0.172 -0.225 15.4  
Temperature -0.272 0.112 -2.438 14.2 0.029 
Brood size -0.067 0.139 -0.478 28.5 0.636 
 Variance SD Correlation n ICC 
Marginal R2 0.064    0.062 
Breeding pair 0.335 0.579  16 0.344 
Temp interaction 0.034 0.184 0.4  Conditional R2 
Residual 0.613 0.783   100 0.407 
      

Tarsus length 
Fixed effects Semi-partial r SE t df P 
Intercept -0.026 0.145 -0.181 13.6  
Temperature -0.221 0.103 -2.152 65.04 0.035 
Brood size -0.240 0.125 -1.914 48.78 0.062 
 Variance SD Correlation n ICC 
Marginal R2 0.067    0.065 
Breeding pair 0.192 0.438  16 0.218 
Temp interaction 0.016 0.127 -1.00  Conditional R2 
Residual 0.743 0.862  100 0.283 
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Figures 

 

Figure 1. Mean body mass across 7 months of observations from a wild zebra finch colony. 

We calculated the mean mass and mean maximum temperature for all fledgling measured 

within a month (n > 70 per month) across the three breeding seasons. When we ran a linear 

model on these data, using weights to account for different sample sizes, we found a 

significant negative relationship (estimate = -0.12, t5 = -3.23, P = 0.02, Adjusted R2 = 0.61). 

When we included four extra months with low sample sizes (n < 30) we still find the same 

relationship (estimate = -0.10, t9 = -3.42, P = 0.008, Adjusted R2 = 0.52). The trend line shows 

the liner relationship. 
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Figure 2. Captive zebra finch growth experiment. Birds were reared at two temperatures 

treatments. The mean body size for the 18⁰C treatment are marked as squares (■) and the 30⁰C 

treatment are marked as triangles (▲). Significant differences are indicated with a star, the 

effect of temperature on body size was tested using LMM’s (see Table 3 and supplementary R 

code). The offspring were measured at three time points 12-days, 28-days and adult, adult 

measurements of offspring were taken after birds were removed from experimental conditions 

and keep in neutral ambient temperatures. At 28-days old both mass and tarsus length were 

significantly smaller in the high temperature treatment birds. Both are not significant at 12-

days and only tarsus is significantly smaller in the high temperature birds when they were 

measured after the temperature treatment. 

Supporting Information  

Supplementary data for all primary data 

Supplementary R code for analyses 

Available at Figshare, link: https://figshare.com/s/dbc245f85f4cc3cdd5b1 
 

  

https://figshare.com/s/dbc245f85f4cc3cdd5b1
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Chapter Five  

The genetic structure of the introduced house sparrow 

populations in Australia and New Zealand is consistent with 

historical descriptions 

 

Chapter five Vignette  

We detected some morphological differentiation between house sparrow populations from 

Australia and New Zealand, the next stage is to explore to what extent this differentiation is 

mirrored by genetic differentiation. Reproductive isolation can result in genetic differentiation 

at functional loci that are being acted on by selection for local adaptation. The population 

structure of invasive species is important information for the general biology of the species 

and is valuable to the design of genomic studies on local adaptation. Cost effective genetic 

markers (per sample) such as polymorphic microsatellites and mtDNA sequence are often 

used to identify population structure and reconstruct invasion histories (Cristescu 2015). 

These markers can provide similar information about population structure and the 

colonization history when compared to the more expensive population genomics methods that 

are growing in popularity (Jeffries et al. 2016). Due to the affordability of population genetics 

markers they can be useful in pilot studies or for studies with high resolution sampling 

designs. There are many valuable questions population genetics studies can answer. First, are 

population boundaries closely linked to physical barriers to dispersal? Alternately, do the 

borders of climatic regions define the boundaries of genetic populations (Orsini et al. 2013). It 

is also valuable to know what model of demographic history and dispersal the sampled 

populations fit? Simulations have shown populations that fit the equilibrium Isolation By 

Distance model (IBD-eq) or the Island model (IM) have lower false positive rates when 

identifying outlier loci affected by selection, than populations that fit the model of non-
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equilibrium IBD due to expansion from multiple refugia (Lotterhos & Whitlock 2015). It can 

also be advantageous to estimate the level of inbreeding, effective population size and the size 

of genetic bottlenecks (Foll & Gaggiotti 2008).  

Modern molecular techniques have been applied to native and introduced house sparrow 

populations around the world. Here we aim to gain a comprehensive understanding of the 

population structure and demographic history of Australian and New Zealand house sparrow 

populations in order to design a more focused genomic study of local adaption in an 

introduced bird species. 

 

This manuscript is under review at Biological Invasions, and is formatted as such. 
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Abstract 

The house sparrow is one of the most widely introduced vertebrate species around the world, 

making it an important species for the study of invasion ecology. Population genetic studies 

of these invasions provide important insights into colonisation processes and adaptive 

responses occurring during invasion. Here we use microsatellite data to infer the population 

structure and invasion history of the introduced house sparrow (Passer domesticus) in 

Australia and New Zealand. Our results identify stronger population structure within Australia 

in comparison to New Zealand and patterns are consistent with historical records of multiple 

introduction sites across both countries. Within the five population clusters identified in 

Australia, we find declines in genetic diversity as we move away from the reported 

introduction site within each cluster. This pattern is consistent with sequential founder events. 

Interestingly, an even stronger decline in genetic diversity is seen across Australia as we move 

away from the Melbourne introduction site; secondary historical reports suggest this site 

imported a large number of sparrows and was possible the source of a single range expansion 

across Australia. However, private allele numbers are highest in the north, away from 

Melbourne, which could be a result of drift increasing the frequency of rare alleles in areas of 

smaller population size or due to an independent introduction that seeded or augmented the 

northern population. This study highlights the difficulties of elucidating population dynamics 

in introduced species with complex introduction histories and suggests that a combination of 

historical and genetic data can be useful.  
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Introduction 

The recent and rapid colonization history of invasive species can make them valuable systems 

for the study of colonization events and their ecological impacts (Barrett 2014). Exotic 

introductions also provide excellent ‘natural’ experiments to test hypotheses about local 

adaptation in species that have been introduced to different environmental conditions than are 

found in their native range (Lee 2002; Sax et al. 2007; Blackburn 2008). Studies of 

colonization ecology or the extent to which introduced species have become locally adapted 

benefit from background knowledge such as the time of arrival and the identity of the original 

source population. To an extent this information can be reconstructed or confirmed using 

population genetic approaches (Estoup and Guillemaud 2010). Introduced and/or invasive 

populations are regularly affected by multiple introductions, population bottlenecks and 

successive founder effects as they colonize new areas (Dlugosch and Parker 2008). These 

colonization processes leave genetic signatures that can be used to reconstruct invasion 

histories (Benazzo et al. 2015; Cristescu 2015). A challenge for studies of local adaptation is 

that these ‘genetic signatures’ of colonization history and population structure can hamper the 

use of genetic methods to identify true signals of local adaptation (Excoffier et al. 2009b; 

Günther and Coop 2013; de Villemereuil et al. 2014; Lotterhos and Whitlock 2014). As a 

result, population genetic data are valuable in helping us to characterize and limit the 

confounding effect of these phenomena, before the successful implementation of genomic 

studies of local adaptation (De Mita et al. 2013; Rellstab et al. 2015; Francois et al. 2016).  

Without the benefit of population genetic data, invasion history may be based on 

assumptions derived from historical records. These are inherently prone to error because their 

sources may be unreliable or may lack a global understanding of the invasion. Potential 

complexities that can result in inaccurate accounts include multiple unreported introductions 

to the same, or different localities. Due to direct and indirect anthropogenic influences, the 

colonization history of invasive species is likely to be more complex than naturally distributed 
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species (Miller et al. 2005). In many cases these anthropogenic colonization events have even 

been organised and intensive, with some of the most notable examples of introductions being 

from global chapters of Acclimatisation Society in the mid 1800’s (Lever 1985; Lever 1992; 

Lever 2005). At the time when Acclimatisation Societies were active, private introductions 

were also taking place, that were motivated by similar philosophies, but were probably less 

well documented (Balmford 1981). 

Acclimatisation Societies focused on a number of species but a few, including the house 

sparrow (Passer domesticus), were introduced widely across the world. Currently, the house 

sparrow is one of the most broadly distributed bird species in the world (Anderson 2006), 

largely due to human introductions starting in the mid 1800’s to North America, South 

America, Australasia and Africa (Lever 2005). The species’ native distribution covers most of 

the Palaearctic; this distribution was probably established after the species formed a 

commensal relationship with humans about 10 000 years ago and spread throughout Eurasia, 

concurrent with the spread of agriculture from the Middle East (Sætre et al. 2012). The house 

sparrow was introduced to Australia and New Zealand in the 1860’s mostly by 

Acclimatisation Societies (Lever 2005). The species was a very successful colonizer and 

expanded its distribution to cover almost all the climatic conditions across Australasia 

(Higgins et al. 2006). Although Acclimatisation Societies kept detailed records of their 

introductions, many details may have been lost or miscommunicated through time. This is 

demonstrated by an investigation of primary literature for house sparrow introductions to 

Australia, which uncovered repeated introductions, new successful introductions and source 

populations that were previously unrecognised in the scientific literature (Andrew and Griffith 

2016). The house sparrow was also introduced to New Zealand from England in the 1860’s 

with five reported introduction points (see Table S1. and Thomson [1922]).  

The house sparrow’s broad distribution and its close proximity to humans has made this 

species an excellent and broadly studied species for invasion genetics (Liebl et al. 2015). 
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However, to date the introduction history and local adaptation in Australasian house sparrow 

populations has not been studied using modern molecular techniques. Early work on 

Australian and New Zealand populations using allozymes found that introduction events 

reduced genetic diversity and increased differentiation in introduced populations compared to 

native populations in Europe (Parkin and Cole 1985; Cole and Parkin 1986). More recent 

molecular techniques have been applied to native and introduced house sparrow populations 

around the world. These studies cover a number of topics including population structure 

(Schrey et al. 2011; Kekkonen et al. 2011b; Jensen et al. 2013; Schrey et al. 2014) 

demographic factors (Vangestel et al. 2011; Kekkonen et al. 2011a; Baalsrud et al. 2014) and 

observing the link between phenotypic and genetic differentiation (Lima et al. 2012). The 

Australasian house sparrow populations provide a nice opportunity to replicate findings from 

other introductions and examine the evolution of the species in the context of the Australasian 

landscape and climate. 

Genetic population structure and demographic history are unique for each introduction 

and should be characterised as part of the basic biology of an introduced species. Here we 

investigated the introduced house sparrow populations of both Australia and New Zealand 

using neutral genetic markers (microsatellites). We predict: i) independent introduction events 

with varied propagule size and origins will have caused genetic differentiation and population 

structure between introduction sites due to initial differences in allele frequency and genetic 

diversity; ii) range expansions from the original sites of introduction will have caused 

declines in genetic diversity with successive founder events (Peter and Slatkin 2015); iii) 

successive founder events will have resulted in population differentiation that is strongest at 

the range edge, due to genetic drift; iv) Across the broad geographic sampling range in 

Australia we expect to see a pattern like Isolation by Distance (IBD) due to the recent 

colonization and the species low natural dispersal ability across the large distances of 

uninhabitable habitat between isolated human settlements (in this highly commensal species). 
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We discuss the relevance of our findings to historical records of the introduction of these 

house sparrow populations and related systems. 

 

Materials and Methods 

Sampling  

Adult house sparrows were collected from 25 urban localities across Australia with 

approximately 40 birds sampled at each locality (total number of birds genotyped = 1027, 

Table 1, Fig. 1). The Australian samples were collected during April to September 2014 and 

March 2015 under the Animal Research Authority of the Animal Ethics Committee at 

Macquarie University (ARA 2014/248). Samples from New Zealand were collected from four 

localities between June and August 2005, under the ethics approval of Otago University 

(Animal ethics reference number: 87/08). Approximately 40 individuals were genotyped from 

each of the four localities in New Zealand (n = 170, Table 1). Blood samples from a 

population in Morthen, South Yorkshire, UK were also sourced from a previous study to be 

included as a comparison for an English source population (n = 40) (Ockendon et al. 2009). 

Birds were captured using mist nets and placed in bird bags until a blood sample could be 

taken. Blood was taken from the brachial vein with a capillary tube (ca. 40 µl) and was stored 

in 800 µl of absolute ethanol in a 1.5ml microcentrifuge tube. Birds were not held for more 

than 30 minutes and were released as soon as they had been sampled and banded. In total, 

1237 birds were genotyped from 30 localities (Table 1, Fig. 1). 

 

Molecular methods 

DNA was extracted using a Gentra PureGene tissue kit (Qiagen, Valencia, CA, USA) 

following manufacturer’s instructions. Samples were genotyped using two multiplexes 

developed by Dawson et al. (2012) which included 13 polymorphic loci and a sexing locus 
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(Multiplex 1: Ase18, Pdoµ1, Pdoµ3, Pdoµ5, Pdoµ6, Pdo9, Pdo10, P2D/P8; Multiplex 2: 

Pdo16A, Pdo17, Pdo19, Pdo22, Pdo27, Pdo40A). PCRs were carried out using 5 µl reactions. 

For each reaction 1 µl of genomic DNA (ca. 100 ng/µl) was added to 2.5 µl of Master Mix 

(Qiagen, Valencia, CA, USA), 0.5 µl of primer mix (see concentrations in Dawson et al. 

[2012]) and 1 µl of Milli-Q water. Both multiplex reactions used the same PCR thermal cycle 

with a hot-start denaturing phase of 10 min at 95 °C followed by 33 cycles of 94 °C for 30 s, 

57 °C for 90 s and 72 °C for 90 s, before a final extension at 72 °C for 10 min. The post PCR 

product was diluted and genotyped on the ABI 3730XL DNA analyzer using GS500 (LIZ) as 

a size standard for Multiplex 1 and GS1200 for Multiplex 2. Microsatellite alleles were scored 

using the GeneMapper program version 3.7 (data included with online supplementary 

material on Figshare link: https://figshare.com/s/dbc245f85f4cc3cdd5b1). 

 

Genetic analyses 

Missing data percentages were calculated in Microsoft Excel, and loci with more that 5% 

missing data were excluded. Deviations from Hardy-Weinberg Equilibrium (HWE) were 

tested in ARLEQUIN version 3.5.2.2 (Excoffier et al. 2005). Null allele frequency estimates 

were calculated using CERVUS (Marshall et al. 1997) and loci with null allele frequencies 

greater than 10% were excluded. GENEPOP (Raymond and Rousset 1993) was used to test 

linkage disequilibrium (LD) between loci within sampling localities. Allelic richness, number 

of alleles and genetic diversity (expected heterozygosity) were calculated using FSTAT 

version 2.9 (Goudet 1995). ARLEQUIN was used to produce a pairwise FST matrix and to run 

Analysis of Molecular Variance (AMOVA) to estimate among population differentiation 

(FST), for all sample sites and for pooled Australian and pooled New Zealand samples 

separately. Using the mmod package in R, Hedrick’s G’st was also calculated. GENALEX 

version 6.503 (Peakall and Smouse 2006; Peakall and Smouse 2012) was used to calculate 

private allele frequencies. Using R version 3.3.1 (R Core Development Team, 2017), allele 

https://figshare.com/s/dbc245f85f4cc3cdd5b1
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frequency heat maps were drawn for each locus to show differences between population 

clusters, as a graphical aid to describe population genetic diversity.  

STRUCTURE (Pritchard et al. 2000) was used to identify populations using a model-

based Bayesian clustering method that calculates the probability an individual belongs to a 

cluster when a given number of clusters (K) is specified. To infer the number of clusters with 

the most support in each analysis we used the delta K method (Evanno et al. 2005). Delta K 

and mean LnP(K) and other summary statistics were calculated in STRUCTURE 

HARVESTER (Earl and VonHoldt 2012). The delta K method will identify the upper most 

level of structure, we also looked at hierarchical population structure within the genetic 

groups defined by our initial models (Rollins et al. 2009). For our final STRUCTURE 

analyses we used a MCMC length of 1 000 000 iterations and a burn-in period of 100 000 and 

10 repeats for each value of K using a admixture model. The range of K values used in our 

final runs were chosen based on shorter preliminary runs with fewer iterations (200 000 - 400 

000) that included values of K equal to our number of sample localities. We confirmed the 

peak in delta K was a true signal by checking that the variance in mean LnP(K) was stable 

between values of K because some repeats were not converging (see Table S2). We 

determined there was greatest support for one cluster (K=1) when mean LnP(K) was highest 

for K = 1. Q-plots for the most highly supported value of K were drawn using the results of all 

10 repeats with the programs CLUMPP (Jakobsson and Rosenberg 2007) and DISTRUCT 

(Rosenberg 2004).  

The STRUCTURE method relies on demographic assumptions about the study 

populations that are rarely met in the real world (e.g. no pattern of IBD). For this reason, we 

also used a second method to look at population structure that does not make assumptions 

about demographic models. The R package adegenet (Jombart 2008) was used for a 

Correspondence Analysis (CoA) of microsatellite data for all 30 localities; this multivariate 

approach uses a summary of sample site allele frequencies to create a distance matrix that is 
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used to generate Principal Component (PC) values for each locality, similar to a Principal 

Coordinate Analysis (PCoA) of individuals. Our CoA used 5 PC’s because we only had 30 

sample localities (PC’s must be less than n), and were enough to explain almost all the 

variance in the data. To visualise patterns of population structure which can be compared with 

the results from the STRUCTURE clustering analyses, we used the PC values from the CoA 

in a Discriminant Analysis of Principal Components (DAPC) in adegenet (Jombart et al. 

2009; Jombart et al. 2010). The number of genetic clusters was inferred using the 

“find.clusters” function and the optimal number of clusters was decided based on BIC 

reduction. The cluster labels were then used in the first DAPC of the PCs from the CoA to 

make a scatter plot. Using the cluster labels defined by the “find.clusters” function, we ran a 

second DAPC using the individual data to calculate the percentage of individuals that were 

correctly assigned to their population clusters defined by the first DAPC of localities. We 

choose to use the PC from a CoA of sample site (that uses allele frequencies, also accounting 

for the presence and absence of alleles) to define the main genetic clusters, because we predict 

founder effects will have had the clearest effect on allele frequency and allelic diversity 

between localities. 

Neighbour-joining trees are often used to reconstruct invasion histories by using the 

branching pattern to describe invasion routes (Estoup and Guillemaud 2010). We tested if 

there were any clear invasion routs across Australia by drawing a neighbour-joining tree 

based on the genetic distance metric of Cavalli-Sforza & Edwards (1967) with the program 

POPULATIONS (Langella 2002). Bootstrap values for the tree were calculated over 1000 

iterations that used different subsets of loci.  

To test for Isolation by Distance (IBD) we used Mantel tests, in R using the package 

adegenet (Jombart 2008). We used the function “mantel.randtest” which used 999 replications 

for the tests. The Mantel tests used Edwards' Euclidean distance (2nd method option) to 

calculate genetic distance. We ran this analysis for all Australian sampling sites and for the 
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larger population clusters independently to look for differences in connectivity at different 

special scales. We also modelled the effects of sequential founder effects on genetic 

differentiation (pairwise FST) within population clusters. For this question, the response 

variable was the FST between each sample site and the sample site nearest the original historic 

introduction site (this removed introduction sites from the model). The predictor was “year 

established” (see methods below) and we expected FST to be higher for more recently 

established populations.  

To infer the relationship between colonization history and genetic diversity we used 

Linear Mixed Models (LMM). The LMMs were run in R using the package lme4 (Bates et al. 

2015) with the package lmerTest (Kuznetsova et al. 2016) to calculate degrees of freedom and 

P values. To model the effects of range expansion and founder events on genetic diversity we 

collected data on the “year established” (the year populations were first recorded as being 

present in a locality, as previously described in Andrew & Griffith [2016]) and the “distance 

from source” (distance from the proposed original introduction site location (km)) to be used 

as fixed effects. The two fixed effects of “year established” and “distance from source” were 

found to be highly correlated (estimate = 0.072, t27 = 7.664, P < 0.0001, R2 = 0.685), so could 

not be used together in the same model. We chose to use year established as a proxy for range 

expansion and sequential founder events in the LMMs. Demographic and genetic non-

independence was accounted for by using the “population” clusters from the DAPC analysis 

as a random factor. The response variables used to measure genetic diversity were allelic 

richness and expected heterozygosity; these response variables were used in separate models 

with the same structure as described above. We calculated marginal R2 and Intra-class 

Correlation Coefficients (ICC) values for all LMM’s using the method described in 

Nakagawa & Schielzeth (2013). To visualise the patterns in the data we used scatter plots for 

all combinations of the two response variables vs the two predictor variables, and a third 
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predictor variable “Sample site distance from Melbourne” was also plotted. Lines of best fit 

were plotted using a linear regression between the two variables.  

 

Results 

We used 11 polymorphic loci (Ase18, Pdoµ1, Pdoµ3, Pdoµ6, Pdo10, Pdo16A, Pdo17, Pdo19, 

Pdo22, Pdo27, Pdo40A) for analyses after removing Pdo9 due to more than 5 % missing data. 

Pdoµ5 was also removed for being out of HWE in more than 20 % of localities, which may be 

owing to a high null allele frequency (15.1%, Table S3). The remaining loci were not out of 

HWE in more than 5 % of the sample sites. No loci were found to be consistently affected by 

LD within sampling localities. In total, we genotyped 1237 individuals from 30 sample sites, 

summary genetic diversity statistics for each sampling locality are presented in Table 1.  

Tests of genetic differentiation using an AMOVA found significant differentiation 

among sampling localities. For all 30 localities, among population FST = 5.60% (df = 29, P < 

0.001); for only Australian samples, among populations FST = 6.01% (df = 24, P < 0.001); and 

for only New Zealand samples, among population FST = 1.90% (df = 3, P < 0.001, see Table 

S4 for all AMOVA results). Pairwise FST comparisons also found strong evidence for genetic 

differentiation between sampling localities, with significant differentiation in over 95% of 

pair-wise comparisons (420 out of 435) after Bonferroni corrections (Fig. S1). The Global 

Hedrick’s G’st for all loci was also calculated for all sample sites (G’st = 0.265), Australia 

(G’st = 0.274) and New Zealand (G’st = 0.109), to compare to amoung population FST. 

Population structure was visualised using a DAPC approach (Fig. 2). A multivariate 

analyses (CoA) of population structure that used a distance matrix for the 30 sample sites 

based on allele frequencies, was used in a find clusters analysis as part of the DAPC to 

identify the number of meaningful clusters in the data that provided the lowest BIC. We found 

BIC levelled off and stopped improving at eight clusters (Fig. 2a, 2b). The eight cluster ID’s 
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for the sample sites were then applied to the individual genotype data and used to run a 

second DAPC. We found that greater than 80% of individuals (range 80 – 96%) were 

correctly assigned to their population ID’s from the first DAPC, giving support for these 

population clusters (Fig. 2c). The names for the eight clusters in Fig. 2 are based on the 

capital city within a polygon drawn around the clusters sample sites or the geographic region. 

Apart from these eight clusters the DAPC also visualises a very clear divide between the 

“northern Australia” localities and all the other localities (including southern Australia, New 

Zealand and England). 

The results from the model-based clustering analysis in STRUCTURE (Fig. S2) were 

similar to the results from the DAPC approach. After accounting for substructure we found 10 

clusters using STRUCTURE which are summarised in Fig. 2b. The only inconsistencies 

between the STRUCTURE and the DAPC method was that the northern Australia localities 

are broken into four rather than two clusters respectively and STRUCTURE grouped Cobar 

with the Melbourne cluster rather than with the Sydney cluster (Fig. 2b). The scatter plot in 

Fig. 2a, however, shows that the eight northern Australia localities (hence referred to as 

Brisbane cluster) are closely grouped, indicating weak structure within that region; The 

Melbourne and Sydney clusters were also relatively close together. A neighbour-joining tree 

of Australian localities found localities from the same cluster were grouped within clades but 

the branching pattern of the tree did not have any significant support (most boot strap values < 

70%) for possible invasion roots across Australia (Fig. 3).  

Population structure established by founder effects could have been eroded since the 

original colonization events due to gene flow. If gene flow is low then regions that had 

independent shipments of sparrows into Australia could have maintained private alleles. We 

visualise allele presence absence between genetic populations using heat maps (Fig. S3). 

Predictably, New Zealand and England had alleles that were not observed in Australia for 

most loci. Between the five Australian population clusters, the total number of private alleles 
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(including those with minor frequencies) were: Melbourne = 9, Brisbane = 8, Sydney = 4, 

Adelaide = 4, Hobart = 1. The number of private alleles with a frequency > 1% (to avoid 

falsely identifying rare alleles that are easily missed without comprehensive sampling) are 

much lower, the Brisbane cluster had three, the Melbourne cluster had two and the Hobart 

cluster had one private allele. 

To further look at patterns of dispersal, we tested for IBD. The Mantel test found strong 

support for IBD across sample sites within Australia (R2 = 0.758, n = 25, P = 0.001). This 

pattern is consistent within the two main population clusters of Brisbane (northern Australia, 

R2 = 0.545, n = 8, P = 0.024), southern Australia (R2 = 0.767, n = 17, P = 0.001) and for the 

Melbourne cluster within southern Australia (R2 = 0.520, n = 6, P = 0.020) when analysed 

separately (see Fig. S4 for details). Other sub-clusters had a smaller number of sample 

localities so were not also analysed separately. However, the relationships were less strong 

within the Brisbane and Melbourne clusters (Fig. S4). 

In invasions, sequential founder events can reduce genetic diversity and increase FST. 

We predict that sequential founder effects have created population differentiation, where 

pairwise FST between sample sites (and the putative source) should be positively correlated 

with the “year established”. Using linear models, we found a significant positive relationship 

between the “year established” and the “pairwise FST comparison with the sample site nearest 

the putative site of introduction” (estimate = 0.0003, t23 = 4.651, P < 0.001, R2 = 0.485).  

The LMMs for the effects of range expansion (year established) on genetic diversity 

also found allelic richness and expected heterozygosity declined in more recently established 

populations (Table 2). We also found that the random factor of “population” explained a large 

proportion of the variance in the data (Table 2), where lower intercepts corresponded to lower 

levels of genetic diversity (Fig. S5). We have used “year established” as a proxy measure of 

sequential founder events, but distance from the putative introduction site is also correlated 

with this variable and genetic diversity (Fig. 4). The distance from the putative introduction 
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site was negatively correlated with genetic diversity (Fig. 4b, 4e). The negative correlation 

with genetic diversity is even stronger when we calculate the distance of each site from 

Melbourne (Fig. 4c, 4f). However, Melbourne is in the south of Australia and genetic 

diversity is higher in the south versus the north, allelic richness (t23 = 4.506, P < 0.001, R2 = 

0.469) and expected hetrozygosity (t23 = 7.007, P < 0.0001, R2 = 0.681) are both positively 

correlated with latitude. Therefore, this relationship for Melbourne could be true for any 

southern locality. A summary for the linear models for the lines of best fit in these scatter 

plots in Fig. 4 are given in Table S5.  

 

Discussion 

Across our Australian and New Zealand sampling locations and the founding population 

(England), we identified significant population structuring with eight population clusters 

identified by the DAPC method (Fig. 2). The main population structure in Australia was 

found between northern Australia (Brisbane cluster) and the rest of the sampling localities 

(southern Australia). The two population ‘sub-clusters’ within the Brisbane cluster were very 

genetically similar and this separation is likely due to sequential colonization events and 

isolation. Therefore, we refer to the eight northern localities as the Brisbane cluster. The 

English locality clustered with the South Island of New Zealand although they are clearly 

independent reproductive populations but have similar genetic compositions. This population 

structure was also supported using a Bayesian clustering analysis (Fig. S2) which suggests 

these results are repeatable and relatively robust.  

We find evidence of IBD across our Australian sampling localities and this violates one 

of the assumptions of the widely used STRUCTURE analyses that could potentially influence 

our results (Frantz et al. 2009; Jombart et al. 2009). Therefore, we have focused on a DAPC 

method to identify population structure. We suggest the DAPC method will be useful in 

future studies of population structure in invasive species with complex introduction histories 
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because the method does not rely on demographic assumptions (Jombart et al. 2009; Jombart 

et al. 2010). This method also has flexibility in its application because the genetic data can be 

used to define population clusters or to test the accuracy of predefined clusters. Predefined 

populations could be based on sampling design, the species biology or results from related 

analyses, as was done here in the second DAPC. 

The high level of genetic differentiation found among populations (AMOVA and 

pairwise FST) across both Australia and New Zealand is expected for a relatively sedentary 

species such as the house sparrow that has gone through sequential colonization events. 

Levels of population differentiation (pairwise FST) reported for house sparrow populations 

around the world report some similar patterns (Schrey et al. 2011; Lima et al. 2012; Jensen et 

al. 2013). However, genetic differentiation was found to be very low (FST among Finnish 

populations = 0.004 ± 0.001 s.e.) across a broad distribution of native house sparrow 

populations in Finland (Kekkonen et al. 2011b). Although house sparrows are generally 

sedentary, individuals have been shown to naturally disperse up to 50 km in an island 

archipelago off of Norway (Tufto et al. 2005). The sparrow, can also disperse long distances 

across uninhabitable landscape to reach new human settlements by hitchhiking on human 

modes of transport such as trains, trucks and boats (Long 1988). This mode of range 

expansion has been proposed in introduced sparrow populations in Africa (Schrey et al. 2014) 

as well as in other invasions that show evidence of long distance unintentional anthropogenic 

introductions (Miller et al. 2005; Pascual et al. 2007; Preuss et al. 2015). Long distance 

dispersal events would have been necessary for the colonization of remote Australian towns. 

The isolation between rural towns in Australia has led to independent populations and high 

population differentiation that is characteristic of a meta-population (pairwise FST, Fig. S1). In 

contrast, the highly populated areas sampled around Melbourne show lower levels of 

differentiation (Fig. S1) and the neighbouring populations of Albury and Burrumbuttock show 

no significant differentiation at this much smaller spatial scale (ca. 30km apart, FST = 0.004). 
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The pairs of sample sites within the north and south islands of New Zealand also show low 

differentiation (FST = 0.006 and 0.001 respectively, both n.s.).  

We find across all our 25 Australian sampled localities a clear pattern of IBD (Fig. S4a). 

However, within smaller regions linked to the same population cluster the trend is less strong, 

possibly because there is more connectivity and gene flow (Fig. S4b and S4d). Another 

explanation of this result is Simpson’s Paradox which describes instances where if data is 

divided into known categories and analysed separately the original result using the full dataset 

is no longer supported (Wagner 1982). When we look at IBD across all of Australia the two 

main categories are comparisons within and between population clusters. There is strong 

population structure between northern and southern Australia so these pairwise comparisons 

have high FST and are also far apart but this genetic differentiation is not necessarily explained 

by distance alone but also potentially by independent introduction events and low subsequent 

gene flow between the two populations. Northern Australian sample sites also have lower 

genetic diversity than southern sites and differences in genetic diversity will affect estimates 

of genetic differentiation (FST) with lower diversity increasing FST (Jakobsson et al. 2013). 

These differences in genetic diversity can be explained by differences in founder population 

size as well as genetic drift. There is also the possibility we see genetic diversity decline 

towards the range edges after a single range expansion from a single introduction point. In 

Australia, the single point could be Melbourne, which has the highest genetic diversity; we do 

see a decline in genetic diversity as we move away from the Melbourne area in the South of 

Australia (Fig. 4). Although the neighbour-joining tree found no significant support for an 

invasion originating from Melbourne and expanding across Australia (Fig. 3). We also see an 

overall decline in genetic diversity going from the south to the north of Australia (Table S5). 

In this study, it is most likely that the latitudinal pattern in genetic diversity is best explained 

by introduction history.  
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Acclimatisation Societies have documented five main introduction sites in Australia and 

they were all found to be linked to distinct genetic populations (Fig. 2). These five sites were 

the capital cities that supported Acclimatisation Societies: Melbourne, Sydney, Hobart, 

Adelaide and Brisbane. The localities in the Melbourne population show the highest levels of 

genetic diversity (Table 1 and Fig. S5), which is consistent with the historical records that 

report the largest numbers of birds being imported into Melbourne (Andrew and Griffith 

2016). The Sydney population is reported as being founded by individuals imported in the 

1860’s from the newly established population in Melbourne. This event would explain why 

these populations are close to each other in Fig. 2a, but population structure due to founder 

effects has been maintained possible due to limited gene flow between the two regions. 

Similarly, if the Hobart population on the island of Tasmania was originally founded by birds 

sent from Melbourne in 1867 (Andrew and Griffith 2016) then the subsequent genetic drift 

due to founder effects could have created genetic differentiation with the mainland. The sea 

barrier between the two islands of New Zealand has also maintained differentiation between 

the two island populations, that were likely established by separate introductions (see 

Thomson [1922] and Table S1). Interestingly the English sample has grouped with the South 

Island of New Zealand which is also genetically similar to the North Island. The New Zealand 

populations could be more similar to England than Australian populations because sparrows 

were imported from England and India to Melbourne with potential successful introgression 

between sparrows from these two sub-species (P. d. domesticus and P. d. indicus, [Andrew 

and Griffith 2016]).  

Independent shipments from England were also reported to have successfully 

introduced sparrows to Brisbane and Adelaide. The sparrows contributing to the primary 

introduction into Brisbane may include those arriving by ship in 1869 and 12 sparrows sent 

from Melbourne in 1868 (Andrew and Griffith 2016). There are also clear primary reports that 

house sparrow populations were established in Brisbane as well as Adelaide in the 1870’s, 
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well before sparrows spread naturally out of Victoria without human intervention (Andrew 

and Griffith 2016). The DAPC (Fig. 2) shows a clear gap between all the sample sites in the 

Brisbane cluster and the rest of Australia. The Brisbane population also had the most private 

alleles (three) with a frequency greater than 1%. This is surprising since the Brisbane 

population also had the lowest number of alleles. These results suggest that the Brisbane 

population is more than just a subset of the genetic diversity found in the south. However, 

sequential founder events and genetic drift can also make rare alleles much more common so 

this population structure could be explained by demographic bottlenecks during colonization 

(Excoffier et al. 2009a). The Melbourne and Adelaide population clusters are not as 

differentiated, indicating more connectivity within the southern half of the species distribution 

in Australia, if there was a successful independent introduction to Adelaide in the 1860’s. It is 

also possible that both the Adelaide and Melbourne introductions had similar source 

populations.  

The complexity of invasion histories and the demographic bottlenecks experienced by 

invasive species can provide unique challenges for studies of local adaptation. In parallel with 

genetic changes due to local adaptation, there are a number of neutral processes driving 

population subdivision such as sequential colonization events (Peter and Slatkin 2015), small 

population size/inbreeding (Keller and Waller 2002) and admixture (Orsini et al. 2013). The 

recent development of genome scan methods and the identification of confounding genetic 

drift add new value to the study of genetic population structure in invasive species (Excoffier 

et al. 2009b; Günther and Coop 2013; de Villemereuil et al. 2014; Lotterhos and Whitlock 

2014). Information on population structure and demographic history that is gathered through 

high resolution genetic sampling, can improve the sampling design of genome scan projects 

and the informative power of results (De Mita et al. 2013; Rellstab et al. 2015; Francois et al. 

2016). A more general benefit of describing population structure in invasive populations is to 

propose general patterns of genetic differentiation in invasive populations. these observations 
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will help us to draw conclusions about the origin and dynamics of biological invasions that 

have limited historical information.   

 

The large number of reported introduction events of the house sparrows in Australia and 

New Zealand is probably not unusual for species that were introduced by Acclimatisation 

Societies to many locations around the world in the mid 1800’s (Long 1981; Lever 1992; 

Lever 2005). The house sparrow has also been used as a model species to study invasion 

genetics globally (Liebl et al. 2015). Here we have described the population structure of the 

house sparrow within the last major region of the world that had not been previously 

subjected to study by genetic markers. The population structure that we have characterised 

within Australia and New Zealand is consistent with our expectations for this relatively 

sedentary species that has gone through reasonably well documented sequential colonization 

events. Furthermore, the relatively strong structuring that we have characterised suggests that 

there is reasonable scope for local adaptation to have occurred, even in the relatively short 

period of time since the introduction, just over 150 years ago. The populations of introduced 

house sparrows around the world remain a good target for further studies of evolution and 

ecology (Liebl et al. 2015), particularly given the genomic resources that are coming online 

for this species (Hagen et al. 2013). The population structure that we have described provides 

a very useful foundation for further work in this area.  
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Tables  

Table 1. Population information including: Locality ID number (No.); Location name; State 

within country; Name of population cluster (Population cluster); sample size (n); The year the 

population was reported as established (year est.); Distance from the proposed introduction 

site (Dist. (km)); Mean allelic richness across loci (mean Ar); mean observed hetrozygosity 

(mean HO); mean expected hetrozygosity (mean HE). 

No. Location State 
Population 
cluster n Lat Long 

year 
est. 

Dist. 
(km) 

mean 
Ar 

mean 
HO 

mean 
HE 

1 Tennant Ck NT Brisbane 40 -19.66 134.19 1978 1986 6.64 0.70 0.68 

2 Mt Isa QLD Brisbane 77 -20.73 139.50 1965 1454 10.25 0.71 0.74 
3 Longreach QLD Brisbane 43 -23.44 144.26 1970 880 9.31 0.73 0.72 
4 Atherton QLD Brisbane 42 -17.22 145.48 1965 1328 9.39 0.73 0.73 
5 Townsville QLD Brisbane 42 -19.32 146.82 1965 1055 9.78 0.74 0.73 
6 Charleville QLD Brisbane 43 -26.40 146.25 1960 553 9.55 0.70 0.72 
7 Roma QLD Brisbane 42 -26.56 148.79 1955 309 9.28 0.69 0.71 
8 Toowoomba QLD Brisbane 42 -27.72 151.63 1875 0 10.83 0.74 0.77 
9 Armidale NSW Sydney 44 -30.52 151.67 1905 354 11.27 0.81 0.82 
10 Dubbo NSW Sydney 39 -32.22 148.63 1905 257 10.63 0.79 0.79 
11 Sydney NSW Sydney 42 -33.62 150.82 1865 0 10.32 0.80 0.80 
12 Goulburn NSW Sydney 44 -34.76 149.70 1905 163 12.19 0.78 0.78 
13 Cobar NSW Syd/Melb 38 -31.49 145.83 1905 524 12.11 0.81 0.82 
14 Wentworth NSW Melbourne 39 -34.11 141.92 1905 490 13.62 0.81 0.83 
15 Burrumbuttock NSW Melbourne 25 -35.84 146.80 1905 274 11.20 0.81 0.83 
16 Albury NSW Melbourne 35 -36.07 146.94 1905 274 12.36 0.86 0.83 
17 Melbourne VIC Melbourne 42 -37.79 144.92 1863 0 12.97 0.81 0.82 
18 Geelong VIC Melbourne 40 -38.18 144.37 1863 64 14.27 0.82 0.85 
19 Mt Gambier SA Adel/Melb 41 -37.86 140.85 1868 360 11.49 0.78 0.79 
20 Broken Hill NSW Adelaide 41 -31.95 141.47 1897 458 11.84 0.81 0.81 
21 Adelaide SA Adelaide 42 -35.23 138.50 1865 0 10.97 0.78 0.81 
22 Coober Pedy SA Adelaide 20 -29.01 134.75 2000 777 7.69 0.82 0.77 
23 Wynyard TAS Hobart 38 -40.97 145.65 1875 260 12.36 0.83 0.82 
24 Bridport TAS Hobart 43 -41.00 147.39 1875 215 11.04 0.83 0.82 
25 Hobart TAS Hobart 43 -42.94 147.35 1867 0 11.30 0.77 0.80 
26 Auckland North 

Is  
North NZ  41 -36.87 174.78 1867 0 13.18 0.79 0.81 

27 Wellington North 
Is  

North NZ  43 -40.62 175.29 1866 0 13.36 0.79 0.82 

28 Christchurch South 
Is 

South NZ  42 -43.53 172.63 1867 0 11.73 0.84 0.83 

29 Dunedin South 
Is 

South NZ  44 -45.88 170.50 1868 0 13.27 0.83 0.84 

30 Morthen UK  South NZ  40 51.75 -1.25 NA NA 12.98 0.81 0.85 
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Table 2. Effects of range expansion on allelic richness and genetic diversity (HE). Year of 

population establishment and distance from source introduction could not be used as fixed 

effects in the same model due to high collinearity. We choose to use “year established” as a 

proxy for sequential colonization events. There is a consistent significant negative 

relationship between the year populations were established and genetic diversity. These 

relationships are plotted in Fig. 4. Mean allelic richness and expected heterozygosity was 

calculated using the 11 loci for the 29 populations in Australian and New Zealand. The 

marginal R2 is the variance explained by the fixed effect of year established and the 

Conditional R2 is for the total model.  

a) Mean allelic richness 
  Estimate SE df t P 
Intercept 64.32 10.61 16.1 6.06 <0.0001 
Year established -0.028 0.006 15.9 -5.00 <0.0001 
  Variance SD n   ICC 
Marginal R2 1.473    0.527 
Population 0.227 0.477 6  0.081 
Residual 1.095 1.047 29 Conditional R2 0.608 

b) Mean genetic diversity 
  Estimate SE df t P 
Intercept 1.667 0.23 26.4 7.33 <0.0001 
Year established -0.0004 0.0001 26.4 -3.84 0.0007 
  Variance SD n   ICC 
Marginal R2 0.0004    0.301 
Population 0.0006 0.024 6  0.437 
Residual 0.0003 0.019 29 Conditional R2 0.739 
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Figures 

 

Figure 1. Map of sampling sites. The numbers next to the points for the sampling localities 

are the same as the ID numbers in Table 1. The colour coding is linked to the genetic 

population clusters described in Fig. 2. The five labelled sites on Australia are those closest to 

the major cites that housed acclimatisation society chapters that are link to the sparrows’ 

introduction. The two stars represent two sample sites with uncertain population allocations 

possible due to admixture.  
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Figure 2. Discriminant Analysis of Principle Components. Panel a) shows the scatter plot 

for the DAPC of the 30 sample localities that found 8 clusters (see figure key). Panel b) shows 

the membership probability of each locality to the clusters, only 13 (Cobar) had mixed 

membership. Below the membership probabilities is a summary of how localities were 

allocated to clusters using STRUCTURE (Fig. S2). Panel c) uses the 8 genetic population 

ID’s from panel a) and calculates the membership probabilities of individuals using a second 

DAPC. The percentages show the proportion of individuals correctly assigned to their 

predicted cluster.  
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Figure 3. Neighbour joining tree of Australian localities. Labels to the right link localities 

in the same population cluster from the DAPC (Fig. 2). The Tree puts the sample sites linked 

to the Brisbane cluster in a clade with a large separation from the other sites. Sample sites 

linked to the Sydney, Adelaide and Hobart clusters are consistently grouping in their own 

independent clades. Cobar is on a branch between the Sydney and Hobart clades showing 

again that it is not consistently grouping with the same localities in different analyses. The 

localities linked to the Melbourne population are mixed across multiple clades. Bootstrap 

percentages for nodes are also included on the tree, calculated using subsets of loci. In general 

sister branches on the tree are sample sites with low pair-wise FST (Fig. S1). Bootstrap values 

are relatively high within clades but there is no clear relationship between clades illustrating 

invasion roots across Australia. 
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Figure 4 Genetic diversity has a negative relationship with time and distance from 

introduction sites. Both allelic richness and expected hetrozygosity decline with the recorded 

year the population was established (panel a and d) and the distance from the proposed 

introduction site (panel b and e). However, the same negative relationship exists between 

these diversity metrics and the distance a population is from the Melbourne introduction site 

(panel c and f). Melbourne was probably the release point for the largest number of sparrows 

imported to Australia and currently has relatively high levels of genetic diversity. These 

graphs plot the raw data for each locality, lines of best fit and R2 values are from linear 

regressions using the two variables (see Table S5 for details).  
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Supplementary Figures 
 

 

Figure S1 Pair-wise FST Matrix. This matrix includes all thirty localities from Australia, New 
Zealand and England. After Bonferroni correction significant P values are less than 0.0001 (equivalent 
to a FST of less than 0.013). Nonsignificant pair-wise comparisons are underlined. Nonsignificant P 
values ranged from 0.0001 to 0.318. 420 out 435 pair-wise comparisons were significant.  
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Figure S2. (see legend below) 
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Figure S2 (Above). Q-plots from STRUCTURE Analyses. Q-plots were drawn using the summary of 
10 iterations for the most supported value of K (Table S2). Populations are ordered so they are next to 
sample sites from the same geographic region. Population clusters are labelled by proposed 
introduction sites in the region (“intro”). After accounting for substructure we have identified 10 
clusters (summary Figure 2b). This first level of population structure clearly separated the populations 
north of the NSW/QLD border from the populations in southern Australia, New Zealand and England 
(Figure S2a). We also found clear substructure within these two main clusters. For the north 
Australian sample sites, a separate analysis found the most supported value of K was 4 (Figure S2b, n 
= 8 sites). Within these four northern clusters, we found no substructure (results not presented). In the 
second main cluster including southern Australia, we found substructure that supported a K of four 
(Figure S2c, n = 22 sites). Individuals from the localities near Melbourne had mainly mixed 
allocations (see Figure S2c). The one inconsistence between Figure S2c and S2d is Mt Gambier 
appears to no longer be grouping with Adelaide. 
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Figure S3. (See legend below) 
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Figure S3. Private allele heatmaps comparing all major populations. This figure plots the allele 
frequencies for each locus separately. Allele frequencies are plotted for the 7 major groups of localities 
(Table 1). The alleles are ordered by their frequency in the Melbourne cluster (VIC) so that it is easy 
to identify Alleles that are not present in this population but are present in tother regions that are 
reported to have had independent introductions: Brisbane (N_Aus), Adelaide (S_Aus) and New 
Zealand (NZ). There were also reported introductions to Hobart (Tas) and Sydney (NSW) from the 
recently established population in Victoria in the 1860’s. The home range of England (Eng) is also a 
group but this group had only one sampling locality. Localities are assigned to groups based on 
genetic populations, Cobar and Mt Gambier were removed from the analysis because they had mixed 
allocations between methods. Dark red indicates an Allele frequency of 0 and loci with light yellow to 
white shading indicate alleles with the highest frequencies observed within a population.  

 

 

Figure S4. Isolation by distance plots. Panel a) is a IBD plot for all 25 of the Australian sampling 
sites, there is a highly significant relationship that indicates IBD (R2 = 0.758, n = 25, P = 0.001). Panel 
b) Uses the eight localities linked to the Brisbane cluster and shows a significant relationship (R2 = 
0.545, n = 8, P = 0.024). Panel c) Uses the 17 southern Australian localities and there is also a highly 
significant effect of IBD (R2 = 0.767, n = 17, P = 0.001). Panel d) uses only the six localities that 
cluster together with the Melbourne introduction in Figure S2d (R2 = 0.520, n = 6, P = 0.020).  
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Figure S5. Differences in genetic diversity between populations. Panel a) plots the intercepts for the 
random factor of population in the LMM for Allelic richness (Table 2a). Panel b) plots the intercepts 
for the random factor of population in the LMM for expected hetrozygosity (Table 2b). This visualizes 
differences in average genetic diversity between population clusters from different regions rather than 
as individual localities. These intercepts are also from models that include the estimated year 
populations at localities were established. The Melbourne cluster had the highest intercept for both 
models with New Zealand second. Brisbane has the lowest intercept for Allelic richness and expected 
hetrozygosity. Expected hetrozygosity is significantly lower than all other clusters for Brisbane. The 
x-axis is the Best Linear Unbiased Prediction (BLUP) of the intercept of the different random factor 
levels with 95% C.I. 
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Supplementary Tables 

Table S1. Notes on house sparrow introduction history to New Zealand. We found no indication that 
sparrows were imported from any location other than Great Britain to New Zealand. Thomson (1922) 
gives multiple examples of advertisements in English newspapers for travellers to bring sparrows to 
sell in New Zealand to Acclimatisation Societies. However, it is still possible sparrows were imported 
from other countries. 

Introduced 
to 

Date Origin of 
birds 

Number 
of birds 

Quotes from the 
source text 

Reference  Our Comments 

Auckland August 
1859 

From 
England on 
the 
"Swordfish" 

300 
liberated 
by Mr 
Brodie 

"Already helping with 
the Caterpillar plague by 
September 1859" 

Hargreaves A 
(1943) Introduction 
of Sparrows. 
Victorian 
Naturalist, 60, 96. 

This source is 
highly 
contradictory to a 
newspaper article 
that reports all 
birds perished on 
the voyage (See 
below).  

Auckland July 
1859 

From 
England on 
the 
"Swordfish" 

300 died 
at sea 

"The attempt to import 
sparrows from England 
has been very 
unfortunate: out of 300 
put on board the 
Swordfish, which arrived 
at Auckland on the 11th, 
not one survived the 
excessive bad weather." 

The Sydney 
Morning Herald, 
NSW, 30 July 
1859, page 7) 

 

Nelson 
Society 

1862 
and 
1864 

Shipped 
from 
England 

1 bird 
arrived in 
each 
attempt 

"But the Nelson Society 
forestalled Wanganui, for 
they succeeded in 
bringing in one sparrow 
in 1862." "In 1864 the 
Nelson Society imported 
a number of sparrows, 
but only one was landed 
alive." 

Thomson GM 
(1922) The 
Naturalisation of 
Animals and Plants 
in New Zealand. 
Cambridge: 
University Press. 

  

Auckland 1865 From 
Glasgow, 
Great 
Britain on 
the "Viola" 

2 "landed two sparrows out 
of six dozen which were 
shipped" 

Thomson (1922) 
 

Wanganui 
Society 

1866 Shipped 
from 
England 

Possible 
as many 
as 200 

"According to Sir Walter 
Buller the Wanganui 
Society introduced 
sparrows in 1866," 

Thomson (1922) 
and Williams G 
(1953) The 
dispersal from New 
Zealand and 
Australia of some 
introduced 
European 
passerines. IBIS, 
95, 676–692. 

 

Canterbury 
Society 

1867 Shipped 
from 
England 

40 "The Canterbury Society 
in 1864 printed a list of 
prices which they offered 
to immigrants for each 
Pair... the same Society 
liberated forty sparrows 
in 1867, and the annual 
report for 1871 states that 
they are "thoroughly 
established and need no 
further importation"" 

Thomson (1922) 
and Lever C (2005) 
Naturalised Birds 
of the world. In:, 
pp. 204–218. T & 
A D Poyser, 
London. 

By 1871 the 
species was fully 
established 
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Auckland 
Society 

1867 Shipped 
from 
England 

47 "This Society liberated 
47 sparrows in 1867 and 
in the annual report for 
1868, "consider them 
thoroughly 
acclimatised."' 

(Thomson 1922) A letter by Mr T. 
B. Hill (see 
Thomson (1922)) 
reports that he 
purchased 
sparrows and 
successful breed 
them and even 
gave some to 
"friends in the 
country who were 
anxious to get 
them". 

Otago 1868, 
1869 

Shipped 
from 
England 

3, 11 "The Otago Society 
liberated three in 1868 
and 11 in 1869." 

(Thomson 1922) 
 

Stoke 1871 Shipped 
from 
England 

6 "In 1871 six were 
introduced, and were 
liberated at Stoke, where 
they soon increased." 

(Thomson 1922) These birds soon 
increased in 
number. 
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Table S3. Microsatellite loci summary. Including: the number of individuals genotyped (n); number of 
alleles genotyped for the locus; observed hetrozygosity (HO); expected hetrozygosity (HE); allelic 
range; and estimates of null allele frequencies (Null freq.). Loci in bold were removed from further 
analyses because of the parameter in bold and italics. 

Locus n 
No. 
Alleles HO HE 

Allelic 
range 

Null 
freq. 

Ase18 1222 15 0.81 0.87 62 0.035 
Pdoµ1 1236 16 0.78 0.85 46 0.041 
Pdoµ3 1237 17 0.83 0.87 64 0.028 
Pdoµ5 1208 15 0.58 0.78 36 0.151 

Pdoµ6 1234 106 0.94 0.98 224 0.020 
Pdo9 1054 19 0.72 0.82 56 0.067 
Pdo10 1231 16 0.81 0.87 34 0.037 
Pdo16A 1236 14 0.83 0.87 25 0.023 
Pdo17 1228 25 0.77 0.83 60 0.038 
Pdo19 1237 7 0.58 0.59 64 0.014 
Pdo22 1237 14 0.68 0.76 31 0.055 
Pdo27 1236 13 0.69 0.76 25 0.055 
Pdo40A 1216 15 0.84 0.91 34 0.038 

 

Table S4. AMOVA’s for population differentiation among sample localities. The first AMOVA 
calculates among population FST for all 30 localities. Separate AMOVA’s for Australian and New 
Zealand sample localities were also run. 

  AMOVA for all 30 localities 

Source of Variation d.f. 
Sum of 
squares 

variance 
components 

Percentage 
of variation P 

Among populations 29 734.5 0.255 5.6 <0.001 
Among individuals 
within populations 1207 5226.4 0.032 0.7 0.037 
Within individuals 1237 5277.5 4.266 93.7 <0.001 
Total 2473 11238.4 4.553     
  All Australian localities 

Source of Variation d.f. 
Sum of 
squares 

variance 
components 

Percentage 
of variation P-Value 

Among populations 24 636.9 0.272 6.01 <0.001 
Among individuals 
within populations 1002 4273.2 0.018 0.41 0.182 
Within individuals 1027 4342 4.228 93.58 <0.001 
Total 2053 9252.1 4.518     
  New Zealand localities 

Source of Variation d.f. 
Sum of 
squares 

variance 
components 

Percentage 
of variation P-Value 

Among populations 3 36.2 0.088 1.9 <0.001 
Among individuals 
within populations 166 766 0.079 1.71 0.046 
Within individuals 170 757.5 4.456 96.39 <0.001 
Total 339 1559.7 4.623     
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Table S5. Summary of linear models for lines of best fit in Fig. 4 (see main text). Ar stands for mean 
allelic richness and He is for mean expected hetrozygosity. 

Test Estimate d.f. t value P value R2 
Ar vs Year established -0.032 27 -6.512 < 0.0001 0.611 
He vs Year established -0.001 27 -7.298 < 0.0001 0.664 
Ar vs Distance from intro -0.002 27 -4.951 < 0.0001 0.476 
He vs Distance from intro -0.0001 27 -5.866 < 0.0001 0.560 
Ar vs Distance from Melbourne -0.002 23 -6.319 < 0.0001 0.635 
He vs Distance from Melbourne -0.0001 23 -8.860 < 0.0001 0.773 
Ar vs Latitude 0.164 23 4.506 < 0.0001 0.469 
He vs Latitude 0.005 23 7.007 < 0.0001 0.681 
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Chapter Six  

Signatures of genetic adaptation to extremely varied Australian 

environments in introduced European house sparrows 

 

Chapter Six Vignette  

The house sparrow has expanded its distribution to cover a wide range of Australian climates 

that contrast the conditions experienced by the primary source populations in Western Europe. 

The population structure created by the colonisation of the fragmented habitat of town and 

cities across Australia (Chapter Five), provides a good system for studying local adaptation in 

an invasive species. The relatively high isolation between populations in different climates 

allows for allele frequencies to change at specific loci targeted by selection. These changes in 

allele frequencies are the signatures of selection that are expected to be present in locally 

adapted populations. Using genome wide SNP data from the house sparrow 200K SNP array 

we hope to identify these signatures of selection using genome scan methods. These genome 

scan methods identify outlier loci with levels of differentiation above the background levels of 

differentiation across the genome that is a result of the population structure created by neutral 

genetic drift. The development of advanced analytical techniques that account for the 

underlying population structure, make the study of local adaptation in introduced species with 

complex demographic histories more viable.  

 

This manuscript is prepared for submission to Molecular Ecology, and is formatted as 
such. 
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Abstract 

Due to its history of multiple introductions to novel environments world-wide, the house 

sparrow has been used as a model species to study local adaption in invasive avian species. 

New genomic resources such as a custom 200K SNP array and a house sparrow reference 

genome provide great prospects for studying rapid local adaptation in this invasive species. 

Here we analyse high-density genome-wide genetic data collected across an extensive range 

of temperate, arid and tropical climates, in Australian populations that were introduced from 

Europe 150 years ago. We used both Population Differentiation (PD) and Ecological 

Association (EA) methods to identify putative loci subject to selection across these varied 

climates. A majority of the outlier SNPs thus identified were through the use of the Latent 

Factor Mixed Models (LFMM) EA method but the BayeScEnv EA method had the strongest 

overlap with the outliers from the two PD methods. Out of all the 971 outliers identified 

across the different methods, 38.3 % were physically linked (within 20 kbps) to 575 known 

protein coding regions in the house sparrow reference genome. Interestingly, some outlier 

genes had been previously identified in genome scan studies of broadly distributed species or 

had strong links to traits that are expected to be important to local adaptation e.g. heat shock 

proteins, immune response and HOX genes. However, many outliers still have unknown 

relevance or could be false positives. Our results identify an opportunity to use the house 

sparrow to further study outlier genes that are potentially linked to local adaptation in an 

invasive species.  
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Introduction 

Phenotypic variation is critical to natural selection and local adaptation, and evidence of 

selection acting across varied environmental conditions is often provided by observing 

phenotypic differentiation between populations (Ashton 2002; Arthur et al. 2008). Clinal 

phenotypic variation can be explained by a combination of both phenotypic plasticity linked 

to the environment and selection acting on molecular variation linked to both protein coding 

genes and gene regulation (Price et al. 2003). Genome scan studies aim to identify regions of 

the genome that are strongly differentiated between populations due to selection for 

adaptation to local conditions (Savolainen et al. 2013). Genome wide SNP markers can be 

used to identify the putative loci that are influenced by selection due to them being physically 

linked with loci responsible for variation in fitness and natural history traits (Hoban et al. 

2016). An increasing number of studies in evolutionary ecology have studied the genetic 

regulation of a variety of traits such as: thermal tolerance (Hoffmann et al. 2003, 2012; 

Thomas et al. 2017), immune function (Zueva et al. 2014; Sin et al. 2014; Kim et al. 2015; 

Shultz et al. 2016) and reproductive life history (Barson et al. 2015). Since 2010 there have 

been an increasing number of genome scan studies focused on non-model organisms (Haasl & 

Payseur 2016), but those that have linked outlier loci to phenotypic and fitness variation, or 

genes related to fitness traits, are still very limited (Jensen et al. 2016). 

Currently the most common genome scan methods use thousands of SNP markers 

across the genome to identify the loci that are subject to selection. There are two primary 

methods for identifying signatures of local adaptation in wild populations. Population 

Differentiation (PD) methods identify outlier loci across the genome with levels of 

differentiation among populations that are significantly above the background levels across all 

loci (Beaumont & Nichols 1996). Loci can be outliers due to higher than expected inter-

population variation in allele frequency or heterozygosity due to directional selection on the 

linked trait, or lower than average differentiation due to balancing selection on the trait. 
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Selection can also drive significant ‘clinal’ phenotypic differences between populations due to 

minor changes in allele frequency that are correlated with the environment, without there 

needing to be significant overall inter-population differences in allele frequencies. 

Accordingly, Ecological Association (EA) models scan genomic markers for those that show 

changes in allele frequency that have the strongest clinal relationships with the environmental 

variables of interest (De Mita et al. 2013). Commonly targeted environmental variables for 

EA studies are the extreme temperatures experienced during both summer and winter as well 

as other important factors affecting survival, such as aridity, water availability and vegetation 

cover (Frichot et al. 2013; de Villemereuil & Gaggiotti 2015; Gautier 2015; Benestan et al. 

2016).  

Introduced species offer unique opportunities to observe genetic adaptation to 

drastically different environments than those they were adapted to in their natural home range 

(Colautti & Lau 2015). Another advantage of studying local adaptation in invasive species is 

that they provide a unique opportunity to observe evolutionary consequences of natural 

selection over short time scales. Introductions to environments that contrast with those in the 

source population(s) act as a kind of ‘natural’ experiment for local adaptation. Some 

introduced populations have been established for over 100 generations which is a reasonable 

amount of time for species to respond to dramatically different climate conditions and cause 

the changes in allele frequencies that are the signatures of local adaptation. 

Here we aim to test if local adaptation has left strong signals of selection across the 

introduced house sparrow populations of Australia, that were established from introductions 

over 150 years ago (Andrew & Griffith 2016). The house sparrow (Passer domesticus) is an 

obligate commensal species with humans (Anderson 2006), and although the urban habitat 

and food sources that it derives from humans and their livestock are broadly similar across the 

world, they are exposed to considerable climatic variation. Australian house sparrow 

populations that were primarily introduced from temperate climates in Western Europe now 
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cover a wide range of climates with varied temperature extremes (Table 1). The distribution 

of the species now covers all of eastern Australia including temperate, tropical and arid 

biomes. The temperatures experienced in these hot arid regions are known to be near the 

physiological limits of even arid adapted avian species such as the zebra finch (Calder 1964). 

Climatic variables are therefore the focus in our own EA models. Climate is known to be 

linked in house sparrows to traits such as reproductive timing, feather density, moulting 

(Anderson 2006) and potentially thermal tolerance (Feder & Hofmann 1999). Genes with 

functional annotations relating to known fitness and life history traits are the primary target of 

genome scan studies. Studies in other species have previously identified some loci associated 

with adaptation to climate. For example genes associated with thermal tolerance in domestic 

ungulates (Kim et al. 2015), climatic variability in grey wolves (Canis lupus, Schweizer et al. 

2016) and water temperature tolerance for coral reefs (Thomas et al. 2017). A group of genes 

that have broadly been associated with responding to heat stress are Heat Shock Proteins 

(HSP), these proteins are also expected to be related to local adaptation to extreme 

temperatures (Feder & Hofmann 1999; Sørensen et al. 2003; Bentley et al. 2017).  

The house sparrow Affymetrix 200K SNP array (Lundregan et al. in prep) was used to 

generate high density genomic SNP data from introduced house sparrow populations across 

Australia. Using these data we aimed to identify loci that show levels of differentiation 

significantly above the general background levels across the genome by using methods that 

account for the existing population structure. These outlier loci will then be linked to genes on 

the annotated house sparrow reference genome (Elgvin et al. 2017). We test the replicability 

of our results by using two PD and two EA methods. We predict that in this introduced 

species significant outliers identified with PD methods will be of very low frequency across 

the genome due to high neutral differentiation caused by genetic drift (because of founder and 

bottleneck events, and relatively small population size in general), masking these signatures 

of selection. We also predict the EA methods will identify clinal changes in gene frequency 
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that are correlated with climatic variation due to selection, even in these recently established 

populations. Furthermore, HSP were selected as candidate functional loci identified a priori 

in the house sparrow reference genome to make focused observations of changes in allele 

frequency that covary with climate.  

 

Methods 

Sampling design 

Background knowledge on genetic population structure will benefit the sampling design of 

genomic studies. For example, a paired sampling design uses pairs of sample sites that are 

taken within a genetic population but maximises their environmental differentiation. This 

design with multiple pairs of sites can increase the statistical power of models to detect 

consistent changes in allele frequency due to selection rather than stochastic changes due to 

drift and founder effects (Lotterhos & Whitlock 2015; Rellstab et al. 2015). When 

determining sampling design, population genetic information can also be used to avoid 

including the most inbred and bottlenecked populations to reduce the false discovery of 

outliers (Foll & Gaggiotti 2008). Previous descriptions of the Australian house sparrows’ 

introduction history (Chapter Two [Andrew & Griffith 2016]) and population structure 

(Chapter Five) have helped inform the sampling design of this study. Specifically in earlier 

work we identified independent genetic clusters reflecting the introductions of the species into 

the Melbourne, Adelaide, Hobart, Sydney and Brisbane regions (Chapter Five). We used 

samples from each of the main climatic regions that the species occupies in Australia and 

avoided sample sites that had potentially been through the most recent demographic 

bottlenecks. We also used pairs of sample sites within the same genetic cluster and tried to 

maximise their climatic differentiation. 
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Adult house sparrows were sampled in urban areas from 11 towns/cities across 

Australia, we genotyped 16 male individuals from each of our sampling localities (Table 1, 

Figure 1). Only males were genotyped because of other research goals and males also have 

the advantage of being the homogametic sex for consistent analysis of Z chromosome loci. 

The sampling was carried out during April to September 2014 and in March 2015 under the 

Animal Research Authority of the Animal Ethics Committee at Macquarie University (ARA 

2014/248). Birds were captured using mist nets and placed in bird bags until a blood sample 

could be taken. Blood was taken from the brachial vein with a capillary tube (ca. 40 µl) and 

was stored in 800 µl of absolute ethanol in a 1.5ml Eppendorf tube.  

 

Environmental data 

The latitude and longitude of sample sites was used to extract climatic data from the 

Worldclim bioclimatic variables data base (Hijmans et al. 2005). We extracted three variables 

for analysis from Worldclim: Maximum Temperature of Warmest Month (BIO5, hence 

referred to as “Summer maximum”), Minimum Temperature of Coldest Month (BIO6, hence 

referred to as “Winter minimum”) and Temperature Seasonality (BIO4 = standard deviation 

*100). Seasonality uses the standard deviations of mean monthly temperatures across the year 

to quantify temperature change throughout the year. A fourth climatic variable was average 

Vapour Pressure Deficit (VPD) which is the difference between the current water vapour in 

the air and the saturated vapour pressure at the current temperature. We calculated average 

daily VPD using the daily maximum temperature and daily vapour pressure at 3pm. These 

climatic variables were downloaded from Australian Water Availability Project (Jones et al. 

2009) via http://www.bom.gov.au/jsp/awap/. The esat function in the R library plantecophys 

(Duursma 2015) was used to convert daily maximum temperature to saturated vapour 

pressure. The VPD was averaged across the period of 1950 to 2016 for each site, and was 

used as a standard measure of each site’s “dryness/aridity” (Jones 1992).  

http://www.bom.gov.au/jsp/awap/
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Molecular methods 

DNA was extracted using a Gentra PureGene tissue kit (Qiagen, Valencia, CA, USA) 

following manufacturer’s instructions. DNA concentrations were standardised to ca.12ng/µL 

(in 0.1 mM EDTA/10mM Tris buffer) and 100 µL of DNA in buffer was sent off for 

genotyping on the house sparrow Affymetrix 200K SNP array (Lundregan et al. in prep). 

DNA from 176 individuals were sent to CIGENE (Ås, Norway) for genotyping. Genotype 

clustering and initial quality checking of SNPs was done by CIGENE: 185 249 SNPs were 

found to be polymorphic high quality SNPs, and in total 14 751 SNPs where identified as low 

quality due to factors such as low call rate and/or being monomorphic. Using these 185 249 

high quality SNPs we did further quality control and filtering. We removed SNPs with a 

minor allele frequency of less than 5% and SNPs that had been genotyped in less than 91% of 

individuals. After this filtering only one individual had over 5% missing data but it was only 

marginally over (5.3%) so all individuals were kept for future analyses. Finally, there were 

162 299 SNPs used in further analysis and 176 individuals from eleven Australian sample 

sites. Calculating minor allele frequencies and missing data was done using the program 

PLINK (Purcell et al. 2007). Data conversion between PED, TPED and RAW formats was 

also done using PLINK.  

 

Statistical Analyses 

We began by describing the genetic population structure for our sample sites using the SNP 

data. The number of population clusters was visualised using a Discriminant Analysis of 

Principle Components (DAPC) in adegenet (Jombart 2008; Jombart et al. 2010). Due to the 

large size of the SNP dataset we split our data into 32 portions (ca. 5 000 SNPs in each) to be 

used in replicate analyses. Using the “optim.a.score” function, we identified 8 Principle 
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Components (PCs) as the best number for our DAPCs. Too many or too few PCs can lead to 

low repeatability of results and over or under fitting the data. The first DAPC was run using 

the sample site IDs as cluster labels. We also used the “find.clusters” function to identify the 

best number of meaningful clusters in our data (number of clusters with the lowest BIC). 

These cluster labels were then used in the DAPC to make a scatter plot.  

Markers physically linked to loci affected by selection can show much higher than 

expected differentiation between populations and hence be a signal of directional selection 

(Whitlock 2015). However, not all differentiated loci are true signals of natural selection on 

genetic variation. The demographic history and population structure of study populations has 

been show to affect the False Discovery Rates (FDR) of outliers in genome scan analyses (de 

Villemereuil et al. 2014; Lotterhos & Whitlock 2014, 2015; Francois et al. 2016). Simulations 

have shown that populations that fit different demographic models such as Isolation By 

Distance, have different FDR estimates (Lotterhos & Whitlock 2014). Information on 

demographic history can therefore be important in selecting the most appropriate statistical 

methods for the genomic data (de Villemereuil et al. 2014; Lotterhos & Whitlock 2014). For 

example some methods account for the genetic population structure observed in the data or 

perform well when the population has been through a range expansion (de Villemereuil & 

Gaggiotti 2015; Rellstab et al. 2015). We choose two Population Differentiation methods 

(PD, outlier loci) and two Ecological Association methods (EA, Allele frequencies correlated 

with environmental variance) that have been shown in simulations to be most suitable for 

working on populations with similar demographic histories to invasive species. OutFLANK 

(Whitlock & Lotterhos 2015) and PCAdapt (Luu et al. 2017) were selected as the two PD 

methods because they were shown to have the lowest false discovery rate in range expansion 

simulations (Luu et al. 2017). A separate study also found that OutFLANK was a strong 

performer in simulations of meta-populations with complex demographic histories (Whitlock 

& Lotterhos 2015). Our two EA methods were LFMM (Frichot et al. 2013) and BayeScEnv 
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(de Villemereuil & Gaggiotti 2015). LFMM had a good balance of power and a low FDR in 

simulations with different demographic models (de Villemereuil et al. 2014). The newly 

developed ecological association method of BayeScEnv also appears to perform well in 

simulations of complex demographic scenarios and was intentionally designed to have a 

capability to account for underlying population structure (de Villemereuil & Gaggiotti 2015).  

The PD methods of OutFLANK and PCAdapt were run in the statistical program R (R 

Core Team, 2017). All figures were also plotted in R and Venn diagrams were drawn using 

the package VennDiagram (Chen 2016). The options used for the OutFLANK analyses were 

as follows: the left and right trim used before the likelihood function was applied was 0.05; 

the minimum hetrozygosity required for inclusion was 0.1 and the desired false discovery rate 

threshold was 0.05 (q˗threshold). The same q-threshold was used to identify outliers from the 

PCAdapt analyses using the R package qvalue (Dabney et al. 2010). PCAdapt is a PCs 

method for identifying outliers (Duforet-Frebourg et al. 2016; Luu et al. 2017). To work out 

the correct number of PCs to use in our PCAdapt analyses we started with K = 20 PCs, and 

identified 4 useful PCs using the method described in the tutorial for the package (Link: 

http://membres-timc.imag.fr/Michael.Blum/PCAdapt.html). The final analyses presented here 

used these 4 PCs. We also ran a Communality analysis with PCAdapt, this method option 

uses the first PC and generates a differentiation statistic more similar to FST (Luu et al. 2017). 

The EA methods were run using the same genetic data and four separate environmental 

variables (see above). The LFMM analyses were run in R using a single repeat for each 

environmental variable, 10 000 iterations and a burn-in of 5 000. The specified K was 6 

(number of population clusters, see methods above). For this method we choose the relatively 

strict q˗threshold of 0.001 to define outliers. Preliminary runs using LFMM produced 

consistent results with the final repeat (more than 95% of all significant SNPs remained 

unchanged).  

http://membres-timc.imag.fr/Michael.Blum/PCAdapt.html
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The BayeScEnv models were run separately for each environmental variable using the 

same options: 10 pilot runs with 2 000 iterations; a thinning interval of 10; 5 000 outputted 

iterations and a burn-in length of 10 000. All other options were kept as the default. 

Environmental variables were given in the form of environmental differentiation by using the 

difference of site values to the mean of all sample sites. The difference/distance was then 

standardised by dividing by the standard deviation across all sites. This is the recommended 

method for preparing environmental data for BayeScEnv (de Villemereuil & Gaggiotti 2015). 

 

Linked genes and gene ontologies 

The physical position of significant SNPs from each analysis were used to identify if the 

SNPs that were physically linked to functional regions on the reference genome. The house 

sparrow reference genome has 14 260 know protein coding genes (Elgvin et al. 2017). The 

average LD across the house sparrow genome drops to approximately half the background 

level at ca. 20 kbps, so this was used as a window for physical linkage between SNPs and 

genes (Lundregan et al. in prep). We recorded all genes within 20 kbps of each SNP and if the 

SNP was within a gene or within a known exon of a gene. The proportion of SNPs linked to 

genes was calculated for all analyses.  

In many cases the genes from the house sparrow reference genome have been linked to 

analogous genes in other species with annotations for their function. These gene names are 

used across many species and have been given general functional descriptions called Gene 

Ontology terms (GO terms [Ashburner et al. 2000]). To assess if our lists of outlier genes 

included groups of genes with shared GO terms that are more common than we would expect 

if they were being sampled at random, we used the PANTHER (Mi et al. 2013, 2016) gene 

ontology analysis. Analyses were run with both the Homo sapiens and Gallus gallus (chicken) 

reference genomes. 
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Results 

Out of the 200 000 SNPs on the house sparrow SNP array 185 249 were identified as high 

quality SNPs by CIGENE. This was a very similar number to the original filtering of 

Norwegian sparrow data (Lundregan et al. in prep). Within our Australian data we found 21 

491 loci with a minor allele frequency of less than 5%. After this filtering, we removed a 

further 1459 loci for having a low call rate (less than 91% of individuals genotyped) which 

gave a final overall missing data frequency of less than 1%. There were 162 299 loci 

remaining for further analysis, that had been genotyped in 176 individuals from 11 sampling 

locations.  

Across our sampling localities we found similar patterns of population structure, using 

the DAPC method, to previous descriptions of the house sparrow’s population structure using 

microsatellite data (Chapter Five). Based on multiple iterations using different subsets of ca. 

5000 SNPs we found the most support for 6 ‘meaningful’ clusters across our 11 sampling 

locations (See details in supplementary Figure S1). As expected from the genetic structuring 

results based on microsatellites, our 11 sampling locations (Figure 1) fall within independent 

genetic populations that experience the same climate, e.g. the Arid environments of Broken 

Hill and Mt Isa and the Temperate climates of Melbourne, Mt Gambier and Adelaide. Some 

sampling localities were within the same genetic population but experience contrasting 

climates, e.g. Adelaide and Broken Hill, Toowoomba and Townsville (Tropical). This 

climatic variation within genetic populations fits with our intention for a paired sampling 

design (see methods). 

 

OutFLANK and PCAdapt Population Differentiation results 
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The OutFLANK analysis found one significant outlier, this SNP (SNPa492110) was located 

inside an exon of a gene analogous to RNF20, on the Z chromosome. This SNP is potentially 

a target of balancing selection because all but one of the 176 males genotyped were 

heterozygous at this locus. The PCAdapt analysis using Mahalanobis Distance found 41 

significant outliers. Of these SNP’s 13 were physically linked to 21 protein coding regions 

identified on the house sparrow reference genome (Table 2). The Communality analysis 

method in PCAdapt found a more similar result to OutFLANK with no significant outliers. 

We extracted the top 100 OutFLANK loci with the smallest P values (“Suggestive outlier 

SNPs”) to test if they were consistent with the PCAdapt significant outliers or those from the 

EA models. Manhattan plots for the OutFLANK and PCAdapt analyses are presented in 

Figure S2. 

FST values from OutFLANK were correlated with the Mahalanobis Distance 

differentiation statistics from PCAdapt (estimate = 58.04, t161094 = 446.20, P < 0.0001, R2 = 

0.55, Figure S3a). The correlation between FST from OutFLANK and the Communality 

analysis from PCAdapt was even stronger (estimate = 1.30, t161094 = 594.14, P < 0.0001, R2 = 

0.69, Figure S3b). However, only two SNPs were represented in both the lists of the 

OutFLANK top 100 suggestive outliers and the 41 PCAdapt outliers (Figure 2a). These two 

methods show some repeatability but they also show an ability to identify outliers using 

different patterns of differentiation. For example, the RNF20 outlier was significant using 

OutFLANK because it showed much lower than expected levels of differentiation across 

populations but, was not identified by PCAdapt which only identifies differentiated loci.  

 

LFMM and BayeScEnv Ecological Association results 

The LFMM models for all four environmental variables identified 856 SNPs in total and 644 

unique SNPs that were significantly linked to the environmental gradients. The overlap 
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between the significant SNPs for each environmental variable is shown in Figure 2b. A 

summary of the number of significant SNPs for each environmental variable is given in Table 

2. The proportion of outlier SNPs physically linked to genes ranged from 33 to 42 per cent 

between environmental variables (Table 2). Manhattan plots of the log transformed P values 

are presented in Figure S4. 

The BayeScEnv models for all four environmental variables identified 287 significant 

SNPs in total and 216 unique SNPs that were significantly linked to the environmental 

differentiation using the q-value method. Using the Posterior Error Probability (PEP) there 

were 143 significant SNPs in total and 114 unique SNPs. The overlap between the significant 

SNPs for each environmental variable is shown in Figure 2c. A summary of the number of 

significant SNPs for each environmental variable is given in Table 2. The proportion of 

significant SNPs physically linked to genes ranged from 33 to 40 percent for q-values and 38 

to 42 percent for PEP (Table 2). Manhattan plots of log transformed q-values are presented in 

Figure S5. 

Overall, there was not a strong overlap between the significant SNPs from the LFMM 

and BayeScEnv methods with only three shared SNPs (Figure 2a). However, there was an 

overlap between significant SNPs from correlated environmental variables (Figure 2b-c). The 

mean and SD of HE did not fluctuate much between populations or with summer maximum 

temperature (Figure 3a). However, mean HE was significantly negatively related to the 

estimated year of colonisation (estimate = -0.0002, t9 = -5.211, P < 0.001, R2 = 0.75, 

colonization dates from Andrew & Griffith (2016) Chapter Two). The mean HE also showed a 

very strong negative relationship with the SD of HE (estimate = -1.277, t9 = -23.05, P < 0.001, 

R2 = 0.98).  

 

Heat shock Proteins 
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For a visual illustration of the changes in SNP frequency at a few target regions of the house 

sparrow genome we used the heat shock proteins. There are 25 genes on the house sparrow 

reference genome that are analogues to heat shock proteins (Table S3). Of these 19 had 

physically linked SNPs (within ca. 20 kbps) in our final dataset. Two pairs of genes were 

linked to the same SNP. The SNP linked to the HSPD1 and hspe1 genes on the house sparrow 

genome, was significantly associated with the Vapour Pressure Deficit environmental variable 

in the LFMM analysis. The allele frequencies of this SNP and one other linked SNPs were 

significantly correlated with summer maximum temperature using linear models (Table S3 

and Figure 3b). 

 

GO analysis 

A summary of the significant outlier SNPs from the OutFLANK (top 100 suggestive SNPs), 

PCAdapt, LFMM and BayeScEnv methods are listed in Table S1. A full list of the physically 

linked genes to these SNPS, that are used in GO term analyses is given in Table S2. A GO 

analysis was run using PANTHER to test if the same GO terms were overrepresented for the 

OutFLANK and PCAdapt outliers. Both groups of outliers had no significant GO terms 

(Table S4).  

For the LFMM outliers no significant GO terms were identified for individual 

environmental variables (data not presented) but for genes linked to all four variables 

combined there were some significant terms (Table S4). Similarly, for the BayeScEnv linked 

genes (using q-value significant SNPs), no significant GO terms were identified for individual 

environmental variables (data not presented) but for all four variables combined there were 

some significant terms (Table S4). Most of the significant GO terms appear to relate to cell 

metabolism and not directly to any of the traits we predicted to be involved in local adaptation 

in the Australian house sparrows, such as life history, morphology and thermal tolerance. 
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Discussion  

All four genome scan methods identified significant putative SNPs that are potentially linked 

to local adaptation in introduced Australian house sparrow populations. However, between 

methods the number of outlier SNPs varied and the number of SNPs that were significant 

across multiple methods was limited (Figure 2a). Interestingly the strongest overlap between 

methods was between the top 100 suggestive SNPs from OutFLANK and the BayeScEnv 

outliers. This result shows that some of the loci with the highest FST values had differentiation 

in allele frequencies that also covaried with climatic differentiation. There is a large contrast 

between these four methodologies and as a result they appear to identify outliers using 

different signatures of selection. Although there are always going to be some false positives 

when using genome scan methods (Francois et al. 2016), we do find some supporting 

evidence that there could be some true signals of local adaptation in these introduced 

populations. This adaptation has occurred relatively rapidly over periods ranging from 26 to 

75 generations since the establishment of sampled populations across the invasive range in 

Australia (generation time in the species being around two years [Jensen et al. 2013]).  

The OutFLANK PD method, identified only one outlier that was significant because of 

extremely low levels of differentiation due to nearly all individuals being heterozygous for 

this SNP. This outlier was inside an exon of a gene analogous to RNF20 which has been 

linked to the epigenetic regulation of gene expression and chromatin structure (Nakamura et 

al. 2011). Four other Ring Finger Protein’s were also linked to outliers (RNF10, RNF123, 

RNF13 and RNF41, there are 101 RNF genes on reference genome and they are 1.23 times 

over represented in the list of outliers) as well as other proteins that have functions relating to 

epigenetic gene regulation (e.g. TRMR13 and NR2C1). The next 99 suggestive SNPs had 

relatively high FST (mean ± SD = 0.344 ± 0.080) but were not found to be significantly 

different from the background differentiation across the genome by OutFLANK (mean FST ± 
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SD for all SNPs = 0.060 ± 0.048). The other PD method, PCAdapt found 41 outliers but only 

2 overlapped with the suggestive OutFLANK loci.  

The LFMM method identified the largest number of significant loci and also found the 

largest number of significant GO terms (Table S4). The BayeScEnv method found the highest 

proportion of SNPs linked to genes and found a number of consistent outliers with the PD 

methods (Figure 2a). Accordingly, 9 of the PCAdapt loci, and 16 of the suggestive 

OutFLANK loci overlapped with the BayeScEnv outliers. The BayeScEnv loci were more 

consistent with the PD methods than the second EA method (LFMM had only 3 shared loci 

with BayeScEnv). The BayeScEnv Outliers over the LFMM outliers, also showed stronger 

linear relationships with the raw allele frequencies and environmental variables when 

compared to random subsets of loci (see Figure S6 and S7). Across the BayeScEnv models 

for the four climatic variables the strongest liner relationships were between the climatic 

variables and the allele frequencies for the summer maximum and VPD outliers. These two 

variables are highly correlated (t9 = 8.98, P < 0.001, R2 = 0.90) and a majority of the outlier 

SNPs overlapped for both variables (Figure 2c). The strong relationships between clinal 

variation in summer maximum and VPD (a metric of aridity) could indicate that extreme high 

temperatures are a strong selective force in the Australian context. the lack of any relationship 

for the LFMM outliers is potentially explained by the method identifying significant 

associations between SNPs frequencies and climatic variation after accounting for genetic 

population structure, which is not corrected for in these linear models that were used to 

visualise changes in SNP frequency (Figure S6). 

At present, we have too many loci to describe in depth their potential adaptive function 

relating to the house sparrow. We have identified some key genes of interest (Table 3) and 

significant GO terms (Table S4) that could be the target of future research that collects 

phenotypic and gene expression data. The genes listed in Table 3 were physically linked to 

our outlier loci and were significant loci in other studies on local adaptation and functional 
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genetics. Out of all the genes linked to our outlier loci the family of genes with the highest 

representation was the Solute Carrier Family (SLC) with 17 linked genes (there are 326 SLC 

genes on reference genome and are 1.29 times over represented in the outliers). These SLC 

genes are responsible for transporting charged and uncharged molecules across cell 

membranes and could be important to a number of traits (César-Razquin et al. 2015). Follow 

up research on hundreds of outlier loci is not viable in most cases, however, we would suggest 

the prioritising of those such as the few genes relating to the heat shock proteins that were 

linked to an outlier SNP here (Table 3 and Figure 3b). These genes would be the best 

candidates for future research aimed at explaining phenotypic variation in thermal tolerance. 

However the complex interactions between genes and environment plus the interactions 

between genes regulating polygenic traits has made it difficult to do follow up research on 

outlier loci (Haasl & Payseur 2016; Jensen et al. 2016)  

Introduced populations are influenced by several factors that will cause changes in 

allele frequencies due to genetic drift, occurring simultaneously with any selection (Shultz et 

al. 2016). Introduced species are potentially difficult targets for studying local adaptation due 

to their complex demographic histories resulting in high levels of neutral genetic drift 

between invasive populations (Estoup & Guillemaud 2010; Cristescu 2015). Despite the fact 

that genetic drift is expected to affect the whole genome consistently (Messer et al. 2016), 

when we screen thousands of loci it is difficult to verify if an outlier SNP is a result of 

selection or extremely unlikely patterns of genetic drift. One way to validate if a SNP is 

linked to adaptation is to identify if the function of any linked genes is consistent with any 

predicted or observed patterns of local adaptation. However, some SNPs may not be linked to 

annotated or protein coding regions but still may be important to selection because they are 

linked to variants of promoter regions (Grubert et al. 2015) and non-coding RNA (Mercer et 

al. 2009) loci that regulate the gene expression patterns that drives phenotypic variation. As 

we develop our understanding of the complexity of trait regulation and use that information to 
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identify important: promoter regions, epigenetic markers and non-coding RNA on the house 

sparrow reference genome our interpretation of outlier loci should improve. the outlier loci 

found here may provide clear links to traits that are important to adapting to climatic variation 

in the future once we annotate the loci regulating gene expression in house sparrows. 

Many molecular ecology studies that use genomic SNP data have used RADseq and 

genotyping by sequencing methods to identify SNP mutations (Puritz et al. 2014). However, 

many questions have been asked about the ability of these methods to sample evenly across 

the genome (Lowry et al. 2017). If only a few regions of the genome are influenced by 

selection then RADseq approaches will have a high probability of missing important results 

(Tiffin & Ross-Ibarra 2014). The house sparrow is one of the only invasive species to have a 

SNP array specifically developed for it, and this genotyping method overcomes some of the 

biggest weaknesses of the RADseq methods. The house sparrow 200K SNP array was 

developed in Norway using populations from Scandinavia (Lundregan et al. in prep). For the 

first time the SNP array has been successfully used on populations outside of that region 

(although the founders of the Australian population came from Western Europe). This success 

highlights the potential of the SNP array to be a useful tool for studying evolution at a global 

scale in this species. Previously a review on the study of invasion genetics in the house 

sparrow by Liebl et al (2015) identified that the future development of research on this model 

species relied on asking questions on a global scale. The consistence of the SNP array allows 

for the same informative loci to be genotyped consistently across most of the genome with 

minimal missing data which allows for questions to be asked coherently at a global scale. 

Important traits and loci identified using the house sparrow model system will be valuable to 

our understanding of their biology and the biology of other related systems that will benefit 

the conservation of diversity and evolutionary potential within species.  
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Tables 

Table 1. Sample site information. Locality ID number (No.) and population cluster names are 

the same as used in figures. Information on sample site coordinates and environmental 

variables are included. Mean expected hetrozygosity (HE) and the Standard deviation for HE 

(SD) are also reported. 

 

No. Location 
Population 
cluster Latitude Longitude 

Summer 
max  

Winter 
min 

Season-
ality VPD HE SD  

1 Hobart 
VIC & 
Tasmania -42.936 147.351 20.9 3.3 3014 1.07 0.330 0.150 

2 Melbourne 
VIC & 
Tasmania -37.789 144.915 26.2 5.5 3775 1.44 0.341 0.138 

3 Mt Gambier 
Mt 
Gambier -37.857 140.848 24.2 5.4 3053 1.22 0.327 0.152 

4 Adelaide South Aus -35.232 138.489 26.5 7.5 3507 1.51 0.329 0.151 

5 Broken Hill South Aus -31.946 141.465 32.4 4.1 5512 2.46 0.334 0.145 

6 Sydney NSW -33.62 150.816 28.9 3.7 4414 1.87 0.327 0.153 

7 Armidale NSW -30.516 151.674 26.1 0 4742 1.47 0.326 0.152 

8 Toowoomba East QLD -27.722 151.632 30 3.5 4719 2.06 0.322 0.155 

9 Townsville East QLD -19.319 146.824 31.7 13.1 3098 1.94 0.314 0.161 

10 Longreach 
North 
west QLD -23.436 144.255 37.3 7 5363 3.82 0.300 0.171 

11 Mt Isa 
North 
west QLD -20.73 139.503 37.1 8.3 4936 3.95 0.305 0.168 
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Table 2. Proportion of outlier SNPs linked to Protein coding regions. The four analysis 

methods are included in this table. The LFMM and BayeScEnv analyses used four 

environmental variables and BayeScEnv had two statistics for significance (q-value and PEP). 

Less than half of the significant SNPs were physically linked (within 20 Kbp) to known genes 

but many SNPs were also linked to multiple genes. A summary of all unique SNPs is also 

given, out of 1427 outliers across all analyses there were 971 unique SNPs. 

Analysis 
Total 
SNPs 

No. SNPs 
linked to 
genes 

No. of 
genes 
linked to 
SNPs 

Percentage 
of SNPs 
linked to 
genes 

Percentage 
of SNPs 
within 
genes 

Percentage 
of SNPs 
within 
exons 

All SNPs 971 373 575 38.29 16.29 1.93 
OutFLANK 100 39 57 39.00 15.00 2.00 
PCAdapt 41 13 21 31.71 12.20 0.00 
LFMM       

Summer max 137 58 92 42.34 18.25 0.00 
Winter min 261 109 171 41.76 17.24 2.30 
Seasonality 223 73 125 32.74 13.00 0.45 

VPD 235 96 154 40.85 17.87 1.28 
BayeScEnv       
Summer max: q-value 51 17 24 33.33 17.65 3.92 

PEP 24 9 13 37.50 16.67 4.17 
Winter min: q-value 107 38 64 35.51 13.08 1.87 

PEP 56 21 34 37.50 16.07 1.79 
Seasonality: q-value 40 16 28 40.00 17.50 5.00 

PEP 19 8 16 42.11 26.32 5.26 
VPD: q-value 89 36 51 40.45 20.22 4.49 

PEP 44 18 28 40.91 15.91 2.27 
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Table 3. Previously identified candidate genes linked to selection. Our outlier loci were 

physically linked to 575 genes (Table S2). Due to FDR and the fact that some outlier SNPs 

were linked to multiple genes not all of these genes are likely to be targets of selection. Some 

of the linked genes we identify here have been described in similar studies on local adaptation 

and fitness traits in vertebrates so are the most likely candidates for local adaptation in 

sparrows. 

Gene 
name 

Analysis 
that found 
outlier 

Function Previously 
identified 
gene 

Reference Note 

HSPD1, 
Hspe1 

LFMM 
VPD 

Heat Shock 
Proteins 

Multiple 
HSP genes 

(Bentley et al. 
2017) 

Up regulation of HSP 
genes in stressed turtle 
embryos 

GNA11 BayeScEnv 
winter min 

Thermal-
tolerance 

GNAI3 (Kim et al. 
2015) 

Found to be associated 
with thermal-tolerance 
in goats and sheep. 
Both genes are G 
Proteins. 

APOD LFMM 
VPD and 
Summer 
max 

cholesterol 
binding and 
control 

APOB (Schweizer et 
al. 2016) 

Associated with local 
adaptation to climatic 
variation in broadly 
distributed grey 
wolves 

 
IL22RA2 

BayeScEnv 
winter min 

Inflammatory 
response 

IL1R1 (Kim et al. 
2015) 

Linked to nervous and 
autoimmune response 
for goats and sheep 
across climates. 

TLR4 BayeScEnv 
winter min, 
PCAdapt, 
OutFLANK 

Inflammatory 
response 

TLR4 (Martin et al. 
2011), 
(Grueber et al. 
2013) and 
(Hartmann et 
al. 2014) 

Expression increases 
in captive house 
sparrows, affects 
fitness in Stewart 
Island Robin and 
survival probability in 
Ecuadorian 
Brushfinch.  

NPY2R LFMM 
seasonality, 
BayeScEnv 
VPD 

Feeding 
behaviour 
and body fat 

NPY2R (Kuo et al. 
2007; 
Coccurello et 
al. 2009) 

Linked to stress 
dependent fat 
acquisition in humans 
and rodents. 

BMP4 LFMM 
VPD 

Growth and 
development 

BMP4 (Kim et al. 
2015) and 
(Doyle et al. 
2016) 

Associated with 
adaptation in 
goats/sheep and 
golden eagles. 

HOXA4, 
HOXA5, 
HOXA7, 
HOXA9 

LFMM 
Winter min 

Embryonic 
development 

All HOX 
genes are 
linked to 
regulating 
development 

(Montavon & 
Soshnikova 
2014; 
Zappavigna 
2017) 

How HOX genes 
regulate embryonic 
development and limb 
formation has been 
studied broadly. 57 
HOX genes on 
sparrow reference 
genome (3.05 times 
over represented) 

HOXC6 LFMM 
seasonality 

Embryonic 
development 

hoxd3, 
HOXD8 

BayeScEnv 
seasonality 

Embryonic 
development 
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Figures 

 

Figure 1. Map of sample sites across Australia. The points are colour coded based on the 

genetic populations defined in Figure S1. 
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Figure 2. Venn diagrams of Outlier loci. Panel a) shows a comparison between the outliers of 

the OutFLANK, PCAdapt, LFMM and BayeScEnv methods. Here we used the top 100 loci 

with the smallest P values from OutFLANK and the 41 significant outliers from PCAdapt. 

For the two EA methods, LFMM and BayeScEnv, all duplicates of loci that were significant 

for multiple environmental variables were removed. Panel b) is a Venn diagram showing the 

overlap of significant loci identified for the four environmental variables using the LFMM 

method. Panel c) shows the overlap between the significant loci identified using the 

BayeScEnv method. For this Venn diagram significant loci were identified by the q-value (q-

value < 0.05). The PEP is a more conservative statistic for significance from BayeScEnv, as a 

result there were more significant loci using the q-value than for PEP method, 287 and 143 

respectively (totalled across the four environmental variables).
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Figure 3. Genetic diversity and functional loci. Panel a) plots the mean HE of different 

sampling populations against the mean maximum summer temperature. The error bars show 

the standard deviation. Panel b) plots the linear relationship for the allele frequencies of SNPs 

linked to heat shock proteins against the maximum summer temperature. Significant 

relationships have lines of best fit in colour and points for the sample sites are also plotted. 

Non-significant relationships are plotted as black lines of best fit (See full results in Table 

S3). The red line of best fit is for the SNP linked to HSPD1 and Hspe1, the blue line is for the 

SNP linked to two genes analogues to hsp30c.   
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Supplementary Material Chapter Six 

Supplementary tables on Figshare (link: https://figshare.com/s/dbc245f85f4cc3cdd5b1) 

Table S1. List of all significant SNPs from each analysis. See summary information in table 

2. 

Table S2. List of all linked genes to outlier SNPs used in GO analyses.  

Table S3. Table of Heat Shock proteins in the house sparrow reference genome plotted in 

Figure 3b. 

Table S4. Summary of GO term Analyses using PANTHER. 

https://figshare.com/s/dbc245f85f4cc3cdd5b1
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Supplementary Figures  

 

Figure S1. Population structure across sampling localities. Panel a) is a DAPC using the 11 
sample site labels for the individuals. The colour coded and numbered clusters correspond to 
the following sample sites: 1 Hobart, 2 Melbourne, 3 Mt Gambier, 4 Adelaide, 5 Broken Hill, 
6 Sydney, 7 Armidale, 8 Toowoomba, 9 Townsville, 10 Longreach, 11 Mt Isa. Panel b) is a 
scatter plot of a DAPC that used the cluster labels from the “find clusters” method to find the 
best number of meaningful clusters for the data. The “find clusters” method did not find a 
consistent best number of clusters using different subsets of the SNP loci. Based on the first 
DAPC in panel a) and previous population genetics studies of Australian house sparrows six 
appeared to be the best number of meaningful clusters for our data. Using a K of 6 for the best 
number of clusters, individuals from the same sample site were consistently grouped within a 
cluster and membership probability was 100% for individuals. The sample sites included in 
the six clusters were: South Aus (sites 4 & 5); NSW (sites 6 & 7); VIC & Tasmania (sites 1, 
2); East QLD (sites 8 & 9); North west QLD (sites 10 &11) and Mt Gambier (site 3). Panel c) 
shows the membership probability of individuals to their sample site ID (11 sites, 16 per 
sample site, n = 176 columns) used in the first DAPC in panel a). Most individuals had 100% 
membership probability for their sample site.   
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Figure S2. Manhattan plots for Population Differentiation methods. Panel a) shows the 

OutFLANK results and panel d) show PCAdapt result. Significant loci are plotted above the 

dashed line.  
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Figure S3. Comparison between population differentiation methods. Panel a) shows the 

correlation between PCAdapt Mahalanobis Distance and OutFLANK FST values from the 

analyses shown in Figure S2. Panel b) shows the correlation between the PCAdapt 

communality values (a PC version of FST) and OutFLANK FST values. Darker shading shows 

where there is a higher density of overlapping points.
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Figure S4. (see figure legend below) 
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Figure S4. LFMM Manhattan plot results. Panel a) is a for the model using the summer 

maximum temperature as a predictor. Panel b) has the Manhattan plot for the model using the 

winter minimum temperature. Panel c) is the Manhattan plot for the Seasonality predictor. 

Panel d) shows the Manhattan plot for the VPD model. Significant loci are plotted above the 

dashed line.  

 

 

Figure S5. BayeScEnv Manhattan plots (See below). Panel a) is a Manhattan plot for the 

model using the summer maximum temperature as a predictor tor. Panel b) shows the 

Manhattan plot for the model using the winter minimum temperature. Panel c) is the 

Manhattan plot for the Seasonality predictor. Panel d) shows the Manhattan plot for the VPD 

model. Significant loci are plotted above the dashed line.  
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Figure S5. (See figure legend above) 
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Figure S6. (see figure legend below) 
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Figure S6. Summaries of linear regressions of raw SNP frequencies against climatic 

variables. Each plot is the density distributions for the significant SNPs from the LFMM 

models and a random subset of SNPs (equal in number to the significant SNPs). The mean 

value for all loci is plotted as a vertical black line. The top row is for summer maximum 

temperature (LFMM = 137 SNPs), second row is for winter minimum (261 SNPs), third row 

is for seasonality (223 SNPs) and the forth row is for VPD (235 SNPs). The beta coefficients 

are plotted in column 1, the T-values in column 2 and the R2 values are plotted in column 3. 

For these plots, we expect the beta coefficients to be higher than the random subset of SNPs. 

We also expect the T-values and the R2 values to be much higher for the significant SNPs 

over the random subset. We do not see the expected pattern for beta coefficients but the T-

values and R2 Values have more high values than some of the random subsets. Beta 

coefficients and T-values are all converted to be positive for consistency because all SNPs are 

binary so the direction of the slope is not meaningful. 

Figure S7. BayeScEnv density distributions plots (see below). These plots are density 

distributions of summary statistics from linear regressions between climatic variables and the 

frequency of the significant SNPs from the BayeScEnv models and a random subset of SNPs 

(equal in number to the significant SNPs). The mean value for all loci is plotted as a vertical 

black line. The top row is for summer maximum temperature (BayeScEnv = 51 SNPs), 

second row is for winter minimum (107 SNPs), third row is for seasonality (40 SNPs) and the 

forth is for VPD (89 SNPs). Beta coefficient plots are in column 1, T-value plots in column 2 

and R2 plots are in column 3. We have the same predictions as for the LFMM SNPs. For 

summer max, seasonality and VPD the beta coefficients were much higher than the random 

distribution and the overall mean. This pattern is also true for the T-values and R2 for summer 

max and VPD but not as clear for seasonality. There is no clear expected pattern for winter 

minimum. 
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Figure S7. (see figure legend above) 
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Chapter Seven  

Living in a heavy metal environment: Evidence for selection in the 

house sparrow to varied urban environments contaminated with 

trace elements 

 

Chapter Seven Vignette  

House sparrows live in a variety of climates as well as a variety of urban environments. 

Human activities create heterogeneity in the environment that house sparrows must respond 

to. A primary example of this is pollution that is toxic to humans as well as wildlife. In 

particular, heavy metals such as lead are known to be hazardous to the health of both humans 

and wildlife. Environmental contamination is also known to be a stressor to wildlife so is 

potentially a significant selective force for species living in highly contaminated 

environments. Lead is a naturally occurring trace element that has no biological function but 

due to human activity it now occurs in dangerously high concentrations in some 

environments. The negative effects of lead on health has been identified as a serious problem 

in heavily contaminated mining towns around Australia. The house sparrows’ presence in 

these mining towns and other urban environments across Australia creates a ‘natural’ 

experiment for observing local adaptation to heavy metal contamination. This chapter aims to 

explore another aspect of local adaptation that is more specific to the urban environment this 

species specialises in due to it relationships with humans.  

 

This manuscript is prepared for submission to Molecular Ecology, and is formatted as 
such. 
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Abstract 

Metals and metalloids at elevated concentrations can be toxic to both humans and wildlife. In 

particular, lead exposure can act as a stressor to wildlife and cause negative effects on fitness. 

The ability of species to adapt to stress caused by the negative effects of exposure, should be 

beneficial for species living in contaminated environments. However, the mechanisms for 

responding adaptively to metal contamination are not fully understood in free-living 

organisms. The Australian house sparrow (Passer domesticus) provides an excellent 

opportunity to study adaptation to lead contamination because they have a commensal 

relationship with humans and are distributed broadly across Australian settlements including 

many long-term mining and smelting communities. To examine the potential for an 

evolutionary response to long-term metal exposure, we collected genomic SNP data using the 

house sparrow 200K SNP array, from 11 localities across the Australian distribution including 

two mining towns (Broken Hill and Mount Isa, that are two genetically independent 

populations) that have well characterised and high levels of lead contamination (and other 

heavy metals). We contrast these known contaminated locations with other lesser-

contaminated environments. Using an ecological association genome scan method to identify 

genomic differentiation associated with estimates of lead contamination we identified 26 

outlier loci across two tests. We were able to identify physical links between some of these 

outliers and a total of 13 genes on the house sparrow reference genome. The significant and 

suggestive candidate genes included genes relevant to lead exposure, such as two metal 

transporters that can transport metals including lead and zinc across cell membranes. 

Candidate genes such as these provide targets for future studies using common garden 

experiments to observe the phenotypic adaptations between populations with varied lead 

exposure.   
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Introduction 

Environmental contaminants such as lead and other metals are dangerous for humans and 

wildlife when found in high concentrations (Ray et al. 2014; Peterson et al. 2017). The 

alarming effects of these pollutants on health has led to a large body of research aimed 

towards understanding how humans and other species respond to contaminants in their 

environment (Baccarelli & Bollati 2009; Pierron et al. 2011; Lattin et al. 2014; Varian-Ramos 

et al. 2014; González et al. 2017; Li et al. 2017). These pollutants are not always lethal and 

can have subtle negative effects on health. For example, the accumulation of contaminates 

inside individuals living in contaminated environments is known to be a stressor for animals 

(Romero & Wikelski 2001; Wikelski et al. 2002; Lattin et al. 2014). Stressors result in 

physiological responses that can have negative effects on fitness and reproduction (Romero 

2004; Cyr & Romero 2007; Bonier et al. 2009). The negative effects of stress are known to be 

an important threatening process due to a loss of fitness that can cause population decline 

(Wikelski & Cooke 2006). Physiological responses to stressors can also alleviate stress and 

return the individual to equilibrium. Due to the negative effects of stress on fitness there 

should be positive section for any adaptations that reduce the impact of environmental 

contaminates on individuals living in polluted environments. It is still unknown if many 

species possess traits that can respond to alleviate the impacts environmental contamination 

caused by humans.  

One of the most studied metal contaminants is lead (Pb) because of its toxicity and its 

known adverse impacts on human health (National Toxicology Program 2012; Lanphear 

2015). Environmental lead in aerosols, dusts and soils inter alia are elevated in most global 

urban city environments due to the former massive emissions of lead from industrial 

emissions dominated by leaded petrol (Olszowy et al. 1995; Laidlaw & Taylor 2011; Mielke 

et al. 2011; Kristensen 2015; Ericson et al. 2016; Kristensen et al. 2017; Laidlaw et al. 2017; 

Rouillon et al. 2017). These industrial emissions and depositions remain present in the 
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environment in a highly bioavailable state (Mackay et al. 2013; Laidlaw et al. 2017) and 

consequently present a risk of harm to organisms living in urban environments. In Australia, 

there are a number of specific locations that have a protracted history of environmental lead 

emission from lead mining and smelting practices (Morrison 2003; Taylor et al. 2010, 2014a; 

Mackay et al. 2013; Dong et al. 2015; Kristensen & Taylor 2016). Environmental exposures 

in lead producing communities as well as those impacted by former leaded petrol depositions 

are typically via the ingestion of soils and dusts (Gulson et al. 2013, 2014). Unlike dust, soil 

metal concentrations have national guidelines values promulgated under the NEPM (2013). 

The most relevant NEPM (2013) soil lead value is the NEPM (2013) guideline of 300 mg/kg, 

which is formally associated with standard residential dwellings and is designed to ensure 

blood lead levels remain below 7.5 µg/dL. However, it is well-accepted that there is no safe 

lower threshold for blood lead exposure (Lanphear et al. 2005) and moreover, exposure to 

blood lead as low as 2 µg/dL is considered deleterious to human health (National Toxicology 

Program 2012). Therefore, we use the lowest upper acceptable limit (300 mg/kg for soil lead) 

provided in the NEPM (2013) as a benchmark for assessing the level of contamination that 

the studied sparrow populations are exposed to (Table 1).  

Understanding how species adapt to metal contamination in urban environments and 

more broadly in the environment could be important to urban ecosystem management. The 

introduced house sparrow (Passer domesticus) in Australia provides a good model system to 

investigate evolutionary adaptation to polluted urban environments. House sparrows are an 

obligate commensal species with humans and they are typically constrained to the urban 

environment (Anderson 2006). Sparrows also have sedentary populations with relatively 

strong genetic population structure and low gene flow between broadly spaced human 

settlements across Australia (Chapter Five). This species also has a broad distribution that 

covers a range of urban environments and a number of mining communities in Australia. The 

invasion of the house sparrow to different mining communities provides an opportunity to 
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observe how the populations are responding today to the environmental stressor and whether 

these populations have acquired a capacity to cope with the stressor through the process of 

local adaptation over a relatively limited, and known number of generations. For example, 

sparrows have been present in the mining communities of Broken Hill (New South Wales) 

and Mount Isa (Queensland) for approximately 100 and 50 years respectively (Chapter Two, 

Andrew & Griffith 2016). Long term mining practises, and relatively high levels of 

contamination have potentially allowed for selection to take place over dozens of generations 

(50 and 25 in the two towns respectively [Jensen et al. 2013]) to reduce the deleterious effects 

of lead and/or heavy metal pollution on fitness. The genetic structuring that we have 

previously demonstrated and the independent origins of the Broken Hill and Mount Isa 

populations (Chapter Five) means that these two populations are to an extent genetically 

independent replicates in which genetic changes over the time since the populations were 

founded are likely to have occurred independently. As such, the study is based on the premise 

that any patterns of selection that are seen in these two populations and not in the other nine 

populations are likely to be associated with the high levels of pollution experienced by these 

two populations. Whilst there may be selection at other loci in either one of the populations 

(that we are not detecting through the approach used here), we will pick up the signal of 

selection that has occurred twice, once in each location.  

There are many potential physiological mechanisms sparrows could employ to 

adaptively respond to lead contamination in their environment. Lead (Pb) is not essential to 

life and is a non-biodegradable element, meaning there are no efficient pathways of 

metabolization and elimination, thus it tends to accumulate in the different organs and tissues 

of individuals exposed to lead (Peakall & Burger 2003). The primary line of defence for 

species against lead would be through trying to reduce the unintentional uptake of lead into 

the body through external surfaces like the inner ear (Ding et al. 2014), the respiratory system 

(Ribeiro et al. 2014), or the alimentary canal (Madigosky et al. 1991). Another suggested trait 
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involved in adapting to lead contamination is increased exclusion through the accumulation of 

lead in the kidneys and other tissues to reduce the amount lead bioavailable in the body 

(Ribeiro et al. 2014). Lead is also known to be a stressor to the endoplasmic reticulum of 

cells, affecting protein production, however this effect can also be countered through different 

molecular pathways that remove misfolded proteins (Qian & Tiffany-Castiglioni 2003; 

Shinkai et al. 2010). Alternatively, sparrows could also be responding to lead by trying to 

avoid contamination through behavioural modifications that reduce exposure.  

We have collected genomic data from 11 sparrow populations across Australia 

including the mining towns of Broken Hill and Mount Isa, using a 200K SNP array. This is an 

observational study, in which we aim to explore genetic differentiation across loci, and relate 

it to geographical variation in lead contamination across localities in Australia, and are 

particularly interested in the contrast between the heavily polluted towns of Broken Hill and 

Mount Isa, and the other nine populations. We predict that some of the loci that are 

significantly associated with lead contamination will be physically linked to genes on the 

house sparrow reference genome that are related to known traits associated with lead 

contamination. We will also discuss how candidate loci for adapting to lead pollution can be 

used in future research to fully understand the mechanisms behind this form of local 

adaptation.  

 

Methods 

Sampling and genetic data collection 

Adult house sparrows were sampled in urban areas from 11 towns/cities across Australia and 

16 male individuals from each of our sampling localities were used for genotyping in a 

previous study (see details in Chapter Six). The sampling was carried out under the Animal 
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Research Authority of the Animal Ethics Committee at Macquarie University (ARA 

2014/248).  

The individuals were genotyped on the house sparrow Affymetrix 200K SNP array 

(Lundregan et al. in prep). After quality filtering (See Chapter Six) there were 162 299 SNPs 

used in further analyses and 176 individuals. SNP filtering for minor alleles (removing loci 

with less than 5%) and missing data (loci with more than 91% missing data) was done using 

the program PLINK (Purcell et al. 2007). Data conversion between PED and BayeScEnv 

formats was performed using PGDSpider (Lischer & Excoffier 2012).  

 

Environmental lead estimations 

Soil lead concentrations are characteristically heterogenous, even over small areas (Rouillon 

et al. 2017). However, mean soil lead levels in most urban areas around Australia are 

typically higher than background levels (ca. less than 30 mg/kg (Callender 2014)). A report 

by Olszowy et al. (1995) illustrates this pattern clearly by describing mean lead levels in 

environments with different levels of urbanisation across the main states of Australia. 

Empirical data has shown that Mount Isa and Broken Hill have much higher than typical 

average concentrations of lead and other heavy metals, and are elevated above most of the 

state capital cities of Australia (Taylor et al. 2010, 2014a; b; Mackay et al. 2013; Kristensen 

& Taylor 2016). Lead levels in inner Sydney are also elevated (74% of homes > 300 mg/kg) 

relative to outer suburbs (< 99 mg/kg) and background values (20-30 mg/kg) due to the 

former use of leaded paint and petrol historically (Kristensen 2015; Rouillon et al. 2017). This 

study relies on available soil lead data to characterise concentrations at the different sample 

sites. We have focused on using soil lead measurements because these deposits are stable over 

time (Semlali et al. 2004) and house sparrows spend a large amount of time on the ground 

foraging and dust bathing. Relevantly, atmospheric lead emission from automotive vehicles, 



193 
 

industry or mining typically accumulate in the uppermost section of the soil profile, i.e. the 

top 2 cm (Taylor et al. 2010), which would form the most significant component of the soil 

horizon exposed to the sparrows. We found relevant soil lead measurements for all our 

sampling localities (Table 1).  

The lead data were prepared for use in the genomic analysis method BayeScEnv (de 

Villemereuil & Gaggiotti 2015). This method was chosen because it compares genetic 

differentiation to environmental differentiation to find loci across the genome that have the 

strongest covariation with the environmental variable of interest. This covariation is likely 

caused by selection in many cases. The BayeScEnv method which associates environmental 

differentiation with genetic differentiation is preferable because our estimates of lead 

contamination do not have a continues distribution which would be more important in a linear 

ecological association analysis such as LFMM (Frichot et al. 2013). The best way to pass 

environmental data to the BayeScEnv model is to use standardised distances of environmental 

differentiation. This requires defining a mean environmental condition and calculating how 

many standard deviations each location is above or below that mean for a given 

environmental variable. These values should not be more than 3 standard deviations above or 

below the mean to avoid over stressing the model (de Villemereuil & Gaggiotti 2015). Here 

we define our mean environmental condition as the average lead contamination in non-mining 

towns. We then standardised the distances from this mean by dividing by the standard 

deviation of non-mining towns (See Table 1). The two towns of Mount Isa and Broken Hill 

were considered as outliers so were not used to calculate the mean environment or standard 

deviation. Consequently, the locations of Mount Isa and Broken Hill had environmental 

differentiation scores that were greater than 3 so all of our environmental differentiation 

scores were scaled down by dividing by three (Table 1). For Broken Hill and Mount Isa we 

still had to round the environmental differentiation scores to 3 to minimise supplying the 

model with excessive outliers (Mount Isa only changed from 3.1). A full summary of the soil 
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lead values applied to the different locations is detailed in Table 1. To try to account for 

inaccuracies in estimates of environmental differentiation scores we replicated our analysis 

with predicted estimates of lead contamination that assumed the mining towns had extreme 

lead contamination and were given a score of 3 and all other towns had an average score of 0. 

This provided an exploratory model to compare our results from the estimated contamination 

model.  

 

Statistical analyses 

The Program BayeScEnv was used to do Ecological Association (EA) analyses with our 

estimates of environmental lead levels. The model was run separately using exploratory 

values and estimates of environmental lead contamination (See Table 1). Models were run 

using the same options: 10 pilot runs with 2 000 iterations; a thinning interval of 10; 5 000 

outputted iterations and a burn-in length of 10 000. All other options were kept as the default. 

Lead estimates were given in the form of environmental differentiation (see methods above). 

This is the recommended method for preparing environmental data for BayeScEnv (de 

Villemereuil & Gaggiotti 2015). All figures and additional analyses were done using R (R 

core team, 2017). 

 

Linked genes and gene ontologies 

The physical position of significant SNPs from each analysis were used to identify if the 

SNPs that were physically linked to functional regions on the reference genome. The house 

sparrow reference genome has 14 260 know protein coding genes (Elgvin et al. 2017). The 

average LD across the house sparrow genome drops to approximately half the background 

level at ca. 20 kbps, so this was used as a window for physical linkage between SNPs and 

genes (Lundregan et al. in prep). We recorded all genes within 20 kbps of each SNP and if the 
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SNP was within a gene or within a known exon of a gene. The proportion of SNPs linked to 

genes was calculated for all analyses. Supplementary tables with lists of outliers SNPs and 

linked genes are available on Figshare (link: https://figshare.com/s/dbc245f85f4cc3cdd5b1) 

 

Results 

The BayeScEnv EA models test if there is a significant association between the differentiation 

in allele frequencies of our 162 299 SNP loci and lead contamination. The two BayeScEnv 

models identified 26 significant SNPs in total (exploratory model = 19 and estimated 

contamination model = 10 SNPs, using q-values, Figure 1 and Table S1), there were three 

SNPs significant in both models (Figure 2). The 26 Significant SNPs were found to be 

physically linked to 13 genes, within 20kbps of the SNP (see details Table 2 and S2). Of the 

three SNPs significant in both models: SNP (SNPi41730) on chromosome 3 was linked to the 

FAM167A gene which is associated with endoplasmic reticulum membrane structure; the 

second SNP (SNPa160965) on chromosome 5, was within 42 kbps of the TMEM251 gene 

and the UBR7 gene, this is still a plausible distance for physical linkage (Lundregan et al. in 

prep); The closest gene to the third SNP (SNPa395289) on chromosome 1A was GATA3 (ca. 

326 kbps away), a GATA-binding factor linked to transcription regulation (Table S2). Out of 

the genes within 20 kbps in the exploratory model one was a metal ion transmembrane 

transporter (solute transporter protein SLC39A9) associated with the transport of zinc and 

other metals. Interestingly, the 25th SNP (SNPa222796) with the smallest q-value (q-value = 

0.092) in the estimated contamination model was within 20kbps of another zinc transporter 

(Slc39a8). In the estimated contamination model, the SNP linked to the SLC39A9 gene was 

also nearing significance (q-value = 0.061) and was the SNP with the 15th smallest q-values 

out of all 162 299 SNPs. There were no other analogous outlier genes (Table S2).  

The exploratory model used average lead levels (score of 0) for all localities except the 

mining towns of Mount Isa and Broken Hill which were given the maximum lead score of 3. 

https://figshare.com/s/dbc245f85f4cc3cdd5b1
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This run identified five significant SNPs on the 1A chromosome that were within 40kbps of 

each other. This was the only peak of significant SNPs that were linked to each other and 

interestingly the nearest downstream gene was a third solute transporter protein (SLC6A15, 

ca. 400kbps away, Table S2). 

 

Discussion 

After scanning 162 299 SNPs across the house sparrow genome we found 26 significant 

outlier SNPs associated with estimates of lead pollution in the 11 locations investigated (two 

with high levels of lead). Some of the significant SNPs identified here were physically linked 

to genes that were previously described to be linked to traits related to lead pollution in other 

species. For example, the SLC39A9 gene that was a significant in the exploratory mode, is a 

known zinc transporter in chicken B cells (Taniguchi et al. 2013). In the house sparrow this 

transporter could also be involved in the transport of lead or other metals that are common in 

the mining towns of Broken Hill and Mount Isa such as zinc itself (Taylor et al. 2010, 2014b; 

Dong et al. 2015). Another zinc transporter that was linked to a SNP nearing significance in 

the estimated contamination model was Slc39a8. This highly conserved gene codes for the 

ZIP8 zinc transporter which is known to be one of the three primary transporters of lead in 

many taxa (Liu et al. 2008; Nebert et al. 2012; Ding et al. 2014), only two of the three 

transporter genes are present on the house sparrow reference genome (ZIP8 and ZIP14 but not 

DMT1). The Slc39a8 transporter can also transport cadmium which is another toxic metal 

pollutant (Liu et al. 2008; Prozialeck et al. 2008). The Slc39a8 gene has been shown to be 

expressed in the inner ear of rats (Rattus norvegicus, Ding et al. 2014) and selection for the 

down regulation of these metal transporters could result in less lead and other trace elements 

entering the body. For example, in a transcriptomics study Slc39a8 was down regulated in rats 

exposed to high lead concentrations (Schneider et al. 2012). The SLC39 family of zinc 

transporters are generally involved in bringing metals into the body rather than excreting them 
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(Jeong & Eide 2013). Therefore, perhaps the most likely mechanism for responding to lead 

contamination is to down regulate transporters on external surfaces to reduce the amount of 

lead unintentionally entering the body.  

Lead is known to be a stressor/suppressor of the functioning of the endoplasmic 

reticulum inside cells (Shinkai et al. 2010). In both BayeScEnv models a SNP linked to the 

FAM167A gene was found to be significant and this gene is connected to the structural 

formation of the endoplasmic reticulum (Table S2). Another SNP Significant in both models 

was linked to the UBR7 gene, this genes ontology is ubiquitin protein ligase activity, this 

process is important for breaking down incorrectly folded proteins on the endoplasmic 

reticulum (Smith et al. 2011; Teixeira & Reed 2013) and more specifically E3 ubiquitin 

ligases like UBR7 (Sriram et al. 2011; Christianson & Ye 2014). For another example 

UBE2J1 has been linked to the task of breaking down terminally misfolded proteins on the 

endoplasmic reticulum (Burr et al. 2011). The SNPa291647 SNP is physical linked to the 

UBE2J1 gene on the house sparrow reference genome, this SNP has the 32nd lowest q-value 

(out of 162 229) in the estimated contamination model (q-value = 0.108). The outlier SNPs 

that are physically linked to genes relating to lead transport and endoplasmic reticulum 

function give support for the presence of local adaptation in Australian sparrows to lead 

contamination. For all four genes that appear to be relevant to lead contamination the SNP 

frequency reached fixation in both mining towns (Figure 3). As Broken Hill and Mount Isa 

are in separate genetic populations this suggest two independent instances of selection.  

In total 3 of our 26 significant SNPs and 2 suggestive SNPs were physically linked 

(within ca. 20 - 40 kbps) to genes that had prior associations to traits relating to lead pollution 

(Shinkai et al. 2010; Burr et al. 2011; Nebert et al. 2012; Jeong & Eide 2013; Teixeira & 

Reed 2013). It is unclear at this stage if other significant loci are associated with traits with 

unknown relationships to mechanisms relating to how sparrows might be responding to 

contamination from lead and other metals. Many loci may be part of a gene network that is 
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responsible for regulating a polygenic trait. Loci that are not physically linked to protein 

coding regions can also be important to gene networks because they are associated with loci 

important to gene regulation e.g. promoter regions, epigenetic markers and non-coding RNA 

segments (Gutierrez-arcelus et al. 2015; Koch 2015; Novère 2015; Allis & Jenuwein 2016). 

As we develop our understanding of gene regulation it may become easier to identify links 

between candidate loci and the target traits which are predicted to respond to natural selection. 

This development can happen with improvements to the annotation of the house sparrow 

reference genome, to include non-protein coding loci that are important to gene expression 

(Elgvin et al. 2017). However not all significant loci are going to be true signals of natural 

section. false discovery rates are almost unavoidable for genome scan methods (de 

Villemereuil et al. 2014; Whitlock & Lotterhos 2015; Francois et al. 2016). Demographic 

history and high neutral genetic drift in introduced species can also increase false discovery 

rates (de Villemereuil et al. 2014; Hoban et al. 2016; Shultz et al. 2016).  

The samples used in this study were primarily collected to study invasion biology and 

adaptation to climate but, adapting to pollutants in the environment will also be important for 

this species. Future work can help expand our understanding of how sparrows adapt to lead in 

more detail. The first step would be to quantify blood lead levels in sparrow populations 

across Australia. We predict that sparrows living in mining towns will have higher than 

average blood lead levels but maybe not as elevated relative to levels in the soil, due to 

adaptations to mitigate lead contamination. To test this hypothesis a 2x2 common garden 

experiment could be used. Sparrows from mining and non-mining towns could be collected 

from the wild and brought to controlled captive environments. After a holding period blood 

lead levels could be measured before introducing the two groups of birds to two treatments of 

low (average levels across Australia) and high lead concentrations (levels equivalent to those 

observed in mining towns). After an exposure period birds could be returned to a controlled 

zero lead environment for a recovery period and a third blood measurement. We would expect 
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the birds from the mining communities to have a lower accumulation of lead and a faster 

recovery. Follow up studies from this could look at mechanisms relating to lead tolerance 

further by measuring gene expression and physiological variation. 

Some of the strongest examples of evolution have been observed when species are 

exposed to drastically different conditions to what they have originally occupied (Reid et al. 

2016). Human caused pollution has arisen over a relatively short evolutionary time scale and 

we still need to understand how it is affecting wildlife using a wide range of model species. 

Here we have found evidence that suggests local adaptation is taking place at a genetic level 

in introduced Australian house sparrow populations, even after a relatively short period of 

time. We propose that the house sparrow will be a good model system to study these 

mechanisms further.  
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Tables 

Table 1. Mean lead data and Environmental differentiation calculations (see below). The 

“Environmental differentiation” statistic was used for BayeScEnv analyses. The conservative 

threshold for safe lead levels in areas with urban dwelling is 300 (mg/kg) (NEPM 2013). The 

two towns above the threshold are heavily affected by mining (Mount Isa and Broken Hill, 

see Mean/threshold column). Environmental differentiation was calculated using the mean 

(112 mg/kg) and standard deviation (56 mg/kg) of mean lead contamination at non-mining 

sites. We scaled these values by dividing by 3 to account for very high lead levels in the two 

mining towns (Environmental differentiation = ((site value – mean)/SD)/3). 
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Table 1. (see table legend above) 

Pop 
No. Location State 

Mean 
Soil lead 
(mg/kg) Citation 

Mean/ 
threshold 

Environmental 
differentiation Comments/Notes 

1 Hobart TAS 92 
(Olszowy 
et al. 1995) 0.31 -0.119 

See Table 4 data in Olszowy et 
al. (1995) for Hobart. 

2 Melbourne VIC 173 

Laidlaw et 
al. (in 
press) 0.58 0.363 

Similar estimate to Olszowy et 
al. (1995) for Victoria. 

3 Mt Gambier SA 54  
(Olszowy 
et al. 1995) 0.18 -0.345 

Used mean for low traffic 
areas in SA no data for Mount 
Gambier specifically.  

4 Adelaide SA 144 
(Olszowy 
et al. 1995) 0.48 0.190 

Air and soil lead are also 
relatively low in Kristensen et 
al. (2016) for the wine regions 
of McLaren Vale which is 
where we sampled this 
population. 

5 Broken Hill NSW 1500 

(Kristensen 
& Taylor 
2016)  5 8.262 (3) 

Similar in Dong et al. (2015). 
Background levels ca. 100 
mg/kg. 

6 Sydney NSW 210 
(Laidlaw et 
al. 2017) 0.7 0.583 

Similar in other studies that 
find about 50% of samples 
above threshold. 

7 Armidale NSW 46 
(Rouillon 
et al. 2013) 0.15 -0.393 

We used data from the regional 
centre of Lithgow which is 
similar to background levels 
across NSW (Olszowy et al. 
1995; Rouillon et al. 2017). 

8 Toowoomba QLD 79 
(Olszowy 
et al. 1995) 0.26 -0.196 

Used QLD mean for old 
suburbs with low traffic. 

9 Townsville QLD 128 
(Taylor 
2015) 0.43 0.095 

Mean from supplementary 
Table 4. 

10 Longreach QLD 79 
(Olszowy 
et al. 1995) 0.26 -0.196 

Used QLD mean for old 
suburbs with low traffic. 

11 Mount Isa QLD 638 

(Taylor et 
al. 2010; 
Mackay et 
al. 2013) 2.13 3.131 (3) 

Taylor (mean 346, n = 60, < 
180 µm grain size) and 
Mackay (mean = 1560, n = 19) 
were averaged to get a mean. 
Mackay was focused on 
mining sites.  
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Table 2. Summary of significant SNPs from both models using BayeScEnv. From 
BayeScEnv significant outliers, due to ecological association with the environmental variable, 
can be assessed using q-values or the more conservative PEP (Posterior Error Probability) 
statistic. The exploratory model assumed all localities had average lead levels, score of 0, 
except for Broken Hill and Mount Isa that had high lead scores of 3. The estimated 
contamination model used the best estimates of lead from the literature (Table 1). We present 
both models because the estimates are similar and neither are likely to be 100% accurate. 

  

Analysis 
Total 
SNPs 

No. 
SNPs 
linked to 
genes 

No. of 
genes 
linked to 
SNPs 

Percentage 
of SNPs 
linked to 
genes 

Percentage 
of SNPs 
within 
genes 

Percentage 
of SNPs 
within 
exons 

Exploratory model 
 – q-value 

19 6 9 0.316 0.105 0 

PEP 11 3 5 0.273 0.091 0 
Estimated model 

  – q-value 10 3 5 0.3 0 0 
PEP 3 2 3 0.667 0 0 
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Figures 
 

 

Figure 1. Manhattan plots for both BayeScEnv runs. The first exploratory model has an 
interesting peak on chromosome chr1A with 5 significant SNPs that are very close to each 
other. The exploratory model scored most of the locations as having normal levels of lead 
except for Mount Isa and Broken Hill which were allocated high environmental lead levels. 
The results for the estimated contamination model uses estimates of environmental lead from 
the literature (see Table 1). These plots display the log transformed q-values and SNPs above 
the dashed line are significant. 
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Figure 2. Venn Diagram for the overlap between the significant SNPs from the two models.  

 

 

Figure 3. Allele frequencies for the SNPs linked to the four genes that are related to lead 
exposure. For all four genes the SNP frequency dropped to 0 in the Broken Hill and Mount 
Isa (lead level = 3). This is one pattern we might expect to see if there is selection taking place 
in the most differentiated environments but less so in the more moderate environments.  
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Chapter Eight  

General Discussion 

 

 

 

  



215 
 

The globally distributed house sparrow (Passer domesticus) has historically been a model 

species for studying evolutionary ecology (Anderson 2006; Liebl et al. 2015). In Australia, 

the house sparrow has been introduced to a broad range of climates, creating a ‘natural’ 

experiment that can be used to observe how the species adapts to highly varied environments. 

In this thesis, we have: made a full description of the house sparrows’ introduction to 

Australia using primary and secondary sources (Chapter Two); Observed clinal variation in 

morphology across the Australian and New Zealand distributions that is associated with 

average summer temperatures (Chapter Three); Described population structure using 

microsatellites, across the Australian and New Zealand distribution (Chapter Five); Identified 

signatures of local adaptation associated with climatic variation at a continental scale in the 

house sparrow using a high density SNP array (Chapter Six); Finally we have found 

convincing evidence of natural selection due to lead contamination in an avian species using a 

genome scan approach (Chapter Seven). Each of these studies connects to tell the story of 

how this species has become a ubiquitous member of urban environments across eastern 

Australia.  

The house sparrow was successfully introduced to a number of locations in eastern 

Australia. The first introductions occurred in the 1860’s and the current distribution across 

eastern Australia was established by the 1970’s (Chapter Two, see Figure 1). This range 

expansion likely took multiple roots from several introduction sites near the capital cities 

where Acclimatisation Societies introduced a number of species to Australia (Rolls 1969; 

Courcy 2003; Lever 2005). The introductions to the five capital cities in eastern Australia are 

consistent with the five main genetic populations we see today across Australia (Chapter 

Five). The birds introduced to Sydney and Hobart were reported to have been sourced from 

the population imported to Melbourne (Chapter Two). Independent introductions of sparrows 

sent from England in the 1860s were made in Adelaide and Brisbane (supplemented with 

birds from Melbourne) (Chapter Two). A majority of the house sparrow shipments to 
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Australia and New Zealand contained birds from Great Britain and Western Europe. 

However, there are also reports of birds being imported from India to Melbourne (Chapter 

Two). With the collection of more genetic data from India it will be possible to resolve if 

there has been genetic admixture between the P. d. domesticus subspecies from Europe and 

the P. d. indicus subspecies from India. Admixture between these two subspecies could have 

resulted in increased genetic diversity and the addition of functional genetic diversity from the 

Indian sparrows that come from hotter and more tropical climates than the temperate 

European climates. This admixture with Indian sparrows could have provided genetic 

variation that helped the sparrows colonise Australia’s hotter climates, and we are still 

attempting to obtain samples from India to test this hypothesis. Invasion history is a 

fundamental component of the biology of an invasive species and can be important for 

planning research on these species. It has become clear from our work on the sparrow that 

general sources of information on introduction history (Long 1981; Lever 2005; Higgins et al. 

2006) are not always complete or consistent. The case of the house sparrow suggests this 

problem could be more widespread and these reporting inconsistences could affect future 

research on other systems. 

Invasive species can be excellent systems for studying evolution and local adaptation. 

The potential for species to respond to ‘overnight’ changes in environment as they get 

translocated to new environments and climates can be realized by immediate adjustments 

through phenotypic plasticity as well as selection over multiple generations. The most studied 

ecogeographic rule that describes morphology differentiation across different climates, is 

Bergmann’s rule (Blackburn et al. 1999). This rule predicts endotherms will have a larger 

body size in colder climates. This pattern can be observed within species and amongst closely 

related species with varied distributions (Salewski & Watt 2017). The house sparrow has been 

used in classic studies of Bergmann’s rule that focused on the introduced populations of North 

America (Johnston & Selander 1964, 1971) and the native populations of Europe (Johnston 
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1969). When these studies were replicated in Australia and New Zealand, the best predictor of 

the clinal variation in body size (of larger body size in colder climates) was summer 

maximum temperature rather than the previously more studied winter minimum temperature 

(Chapter Three).  

There is growing support for a hypothesis that predicts that the temperature 

experienced during development could be affecting avian body size, with higher temperatures 

resulting in a smaller body size attained (Adams 2008; Gardner et al. 2009, 2014a; b; Van 

Buskirk et al. 2010; Gienapp & Merilä 2014). To measure the effects of temperature on 

development we moved to the zebra finch (Taeniopygia guttata), a species more amenable to 

breeding experiments. We analysed observational data from wild zebra finch fledglings 

growing across the breeding season and experimental data from fledglings reared in 

temperature controlled rooms, to test if this negative relationship between temperature and 

body size, is explained by developmental plasticity that is regulated by temperature exposure 

during growth (Chapter Four). We found consistent results that showed higher temperatures 

during development result in a smaller body size. This phenotypic plasticity is in a direction 

that is consistent with Bergmann’s rule and the thermoregulatory rule that a smaller body size 

increases the surface area to volume ratio, which increases heat dissipation. Therefore, the 

plasticity observed here is in the direction we would expect local adaptation to take so it 

should be considered as adaptive plasticity (Ghalambor et al. 2007). The results presented in 

Chapters Three and Four suggest Bergmann’s rule needs to be reconsidered so researchers 

acknowledge that this clinal variation within species can be explained by a combination of 

phenotypic plasticity driven by developmental temperatures and genetic differentiation due to 

selection, working either independently or in combination. For the house sparrow populations, 

in addition to the response variable of summer temperature, approximately 10 % of the 

variation in body size was explained by the random factor of location (Chapter Three see 

Table 3). This random factor could be partitioning out variation explained by other 



218 
 

environmental variables not conflated with temperature or by genetic differentiation between 

populations.  

Genetic population structure is relatively strong across the Australian house sparrow’s 

distribution (Chapter Five). This population structure seems to fit with the introduction and 

range expansion of the species. To achieve their current distribution, this obligate commensal 

species must have had to make some significant jumps between the isolated towns in the rural 

areas of Australia away from the coast. These jumps between suitable habitat likely resulted 

in demographic bottlenecks and this is demonstrated by the decline in genetic diversity in 

more recently established populations (Chapter Five see Figure 4). Across Australia, we 

observe significant pair-wise FST and a pattern similar to Isolation by Distance (IBD), even 

though it is technically not one continuous distribution. These results suggest the populations 

in towns and cities across Australia form a meta-population spread across isolated habitat 

patches. This meta-population, which is spread across a broad range of climates, provides a 

good context for evolutionary research. Population genetics studies on invasive species are 

not just important for learning more about the population structure and introduction history, 

the information can also be useful for informing the study design of genome scans for local 

adaptation. The primary benefit of information about population structure and demographic 

history is that it can improve sampling design for genome scan projects and hence the 

reliability of results (De Mita et al. 2013; Rellstab et al. 2015; Francois et al. 2016). 

Therefore, broader sampling and genotyping with a few genetic markers can be advantageous 

for focusing in on a subset of populations for intensive genome scan studies.  

Using genomic SNP data, we tested if signatures of selection were present across 

Australian house sparrow populations. We applied both Population Differentiation (PD) and 

Ecological Association (EA) genome scan methods and found hundreds of significant outliers 

(Chapter Six). Approximately 38% of these SNPs were physically linked to know protein 

coding genes on the house sparrow reference genome (Elgvin et al. 2017). It is not feasible to 
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do a detailed evaluation of all these outlier genes here but we did find that a number of them 

were previously identified in studies on local adaptation in other species and were related to 

traits such as thermal tolerance, immune function and morphology that are expected to be 

relevant to local adaptation (Chapter Six see Table 3). Interestingly, the only outlier gene that 

was significant in three out of four methods was a gene linked to body fat production. The 

NPY2R gene is linked to a pathway that regulates feeding behaviour and fat acquisition in a 

number of species (Kuo et al. 2007; Coccurello et al. 2009). This gene could be linked to the 

observed differentiation in body mass across Australian sparrow populations that is not 

explained by temperature (Chapter Three) and should be considered as an important target for 

future research. However, not all of the outlier loci are likely to be true signals of natural 

selection, recent colonization events and high genetic drift can make it hard to identify true 

signals of natural selection due to increased false discovery rates (de Villemereuil et al. 2014; 

de Villemereuil & Gaggiotti 2015; Francois et al. 2016). The research presented in Chapter 

Six asks similar questions to research on Norwegian house sparrows using the 200K SNP 

array, however, our sample sites are spread over a larger geographical area that covers a wider 

range of climates in comparison to a concentrated effort on a small part of the Norwegian 

coast (Lundregan et al. in prep; Jensen et al. 2013; Silva et al. 2017). This work is also novel 

because it is one of the first to have performed genome scan analyses to look for local 

adaptation in an introduced avian species at a continental scale.  

Apart from living across varied climates, the house sparrow also faces other challenges 

in the urban environment including pollution and contamination from trace elements such as 

lead (Kristensen 2015; Kristensen et al. 2017). Lead (Pb) contamination is known to be toxic 

to avian species and other animals (Beyer et al. 1988, 2000; Lanphear et al. 2005; National 

Toxicology Program 2012; Lanphear 2015; González et al. 2017). Lead levels can be 

extremely elevated in urban environments due to human industry (Mielke et al. 2011; 

Callender 2014; Kristensen 2015; Kristensen et al. 2017). It would seem plausible that there 
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would be some selection pressure for adaptations that reduce the uptake of lead or the impact 

of lead on the body in sparrow populations from highly contaminated mining and smelting 

communities (Taylor et al. 2010; Dong et al. 2015; Kristensen & Taylor 2016). We tested if 

there were signs of selection as a result of lead contamination across Australia. An EA 

analyses using different estimates of lead contamination detected a small number of 

significant outlier loci (Chapter Seven). Interestingly, some of these outliers could be relevant 

to lead contamination. One outlier was linked to a metal transporter (SLC39A9) and another 

suggestive outlier (top 30 lowest q-values) was linked to a second metal ion transporter 

(SLC39A8) on a separate chromosome (Chapter Seven). These transporters primarily 

transport zinc but the second transporter has also been shown to transport lead and other 

heavy metals (Liu et al. 2008; Ding et al. 2014). Another outlier gene was associated with 

endoplasmic reticulum structure, and the endoplasmic reticulum is known to be stressed by 

increased lead exposure (Qian & Tiffany-Castiglioni 2003). This stress may result in 

misfolded proteins on the endoplasmic reticulum. Interestingly, another outlier and a 

suggestive outlier were linked to two ubiquitin proteins that break down misfolded proteins 

on the endoplasmic reticulum (Burr et al. 2011; Smith et al. 2011). These results show that 

there are outlier loci that show a significant association between genetic differentiation and 

environmental variation in average lead contamination (Chapter Seven). Some of these outlier 

loci were also linked to candidate genes that could be part of mechanisms involved in 

responding to lead contamination. If society wants to increase diversity in habitat heavily 

affected by human disturbance then understanding how species need to adapt to 

contamination from trace elements should be a critical focus for future research.  

Changes in the allele frequencies of functional loci is the fundamental mechanism 

behind evolution. Our ability to observe the changes in allele frequency that are the signatures 

of selection, above the general genetic differentiation between populations due to drift, is 

possible due to current genome scan analyses methods. The ability to detect changes in allele 
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frequency that covary with climate across different genetic populations is important for 

identifying if natural selection is taking place. The demographic history of the house sparrow 

in Australia is relatively complex for studies of local adaptation due to multiple introduction 

events, successive founder events and demographic bottlenecks. Recently, improved genome 

scan analyses methods have been developed to start addressing these issues (de Villemereuil 

et al. 2014; Lotterhos & Whitlock 2014; Rellstab et al. 2015; Francois et al. 2016; Hoban et 

al. 2016). The characteristics of the house sparrow’s introduction have created genetic 

population structure due to genetic drift, across a broad range of climates. This population 

structure and environmental variation creates an excellent ‘natural’ experiment to observe 

local adaptation. Across this broad range of climates, we see morphological differentiation 

that is partially explained by adaptive plasticity. In addition to plasticity, we find signatures of 

genetic adaptation that are observed above the existing genetic population structure at 

potentially ecologically relevant loci (Chapters Six and Seven). These patterns are exactly 

what we would expect to observe in an invasive species that has expanded its distribution to 

new environments and has had to adapt to the new conditions. There is still high potential for 

future research to use the house sparrow system to build our understanding of local 

adaptation. One important goal for future research relating to Bergmann’s rule is to develop 

an understanding of the mechanisms behind the developmental plasticity in body size that is 

affected by temperatures during development. The mechanisms behind thermal tolerance in 

sparrows is another important trait for future research and the heat shock proteins that had 

linked SNPs that were significantly associated with summer maximum temperature provide 

targets for future research (Chapter Six). The consistent genotyping of thousands of SNPs 

across the house sparrow genome using the 200K SNP array, mean it should be viable to scale 

up these studies to collect genomic data across the global distribution of the species to explore 

these questions further and replicate the genomic results at a global scale.  
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The PD and EA genome scan methods discussed here consider changes in the allele 

frequency of loci independently across the genome. However, many of the traits which we 

expect to be important for local adaptation are likely to be polygenic. Within the gene 

network of a polygenic trait there may be many small-effect loci that do not show any 

significant differentiation or an association with environment, due to selection acting more 

strongly on combinations of large-effect loci. This problem is similar to the technical issues 

faced in Quantitative Trait Loci (QTL) and Genome Wide Association Studies (GWAS) 

analyses used to identify loci that explain phenotypic variation (Ernst & Steibel 2013; Van De 

Geer et al. 2014; Zhu et al. 2016; Li et al. 2017). When using these methods to identify the 

genetic architecture of polygenic traits, small-effect loci can be missed and these methods do 

not always accurately estimate the effect sizes of loci resulting in inflated estimates and false 

positives due to this random inflation (Kemppainen et al. 2016; Mcfarlane et al. 2016). Both 

GWAS and QTL methods have also been criticised for the long standing issue of ‘missing 

heritability’, because the combined variance explained by the significant QTL and GWAS 

loci is often much lower than the variance explained by traditional narrow sense heritability 

(h2) (Brachi et al. 2011). One potential direction for improving our understanding of the 

genetic architecture of traits and for closing the ‘missing heritability’ gap is by combining 

genomic data (GWAS) with gene expression data (eQTL) (Zhu et al. 2016).  

The most interesting direction I see for expanding our understanding of the house 

sparrow system in Australia is to collect phenotypic data on key traits such as bill morphology 

(Silva et al. 2017), immune response (Liebl & Martin 2009) and thermal tolerance (if 

possible), and combine it with high density SNP and gene expression data (Chutimanitsakun 

et al. 2011; Smith et al. 2013; Ekblom et al. 2014). The GWAS and gene expression 

(transcriptome sequencing) outliers significantly associated with phenotypic variation could 

then be used to estimate ‘Outlier Loci Heritability’, this new measure would be similar to 

SNP heritability (h2
SNP) which is an estimate of the phenotypic variance explained by the 
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additive contributions of SNPs (Speed et al. 2017). The combination of genetic and gene 

expression outliers would estimate the similarity between individuals using the loci that are 

most strongly associated with phenotypic variation, and use this kind of ‘relatedness’ to 

estimate heritability. This strategy could help elucidate the networks of loci responsible for 

phenotypic variation and close the missing heritability gap.  

Invasive species have always been excellent models for understanding adaptation to 

different environments and to rapidly changing environmental conditions through 

colonization (Lee 2002; Sax et al. 2007). The house sparrow has been one of these key model 

species with work undertaken on this species around the world (Anderson 2006; Liebl et al. 

2015). In this thesis, I have expanded this research to the Australian continent, collecting data 

from populations across the broad range of the species in this region. However, there is still a 

long way to go before we can fully characterise the mechanisms behind the house sparrow’s 

resilience and adaptability, that makes this species such a successful climate generalist. 

Common species such as the house sparrow represent a disproportionately large part of 

ecosystem biomass and have a large effect on spatial species richness (Gaston 2008) and are 

therefore enormously important to the overall composition and functioning of ecosystems 

(Gaston 2010). Understanding what makes species common and how to prevent their decline 

or localised extinction, is fundamental to conserving the diversity of ecosystems (Gaston 

2010). Ultimately, the success of conservation will depend on an overall understanding of 

biology that includes the few common species and the many uncommon species. 

Understanding how species adapt to different environmental conditions through both 

phenotypic plasticity and selection will potentially make it possible to predict the response of 

wildlife and ecosystems to rapid changes in habitat and climate caused by humans. If 

humanity is going to act to preserve threatened species, we need to understand the 

mechanisms behind the traits that are limiting the potential of threatened species to adapt and 

respond to change.   
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