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ABSTRACT

Wireless data transfer saw development as early as the late 19th century. Since
that time it has evolved and become prevalent amongst society. Moore’s Law of
integrated circuit transistor count is an exponential projection against time, re-
garding the density increase of transistors on a wafer of semi-conductor material.
This paves the way for the research and conclusions proposed in this project: to
analyse past and present wireless communication technologies and draw a valid
phrase or figure of merit to describe relevant trends in data transfer rate pro-
gression in wireless technologies over time. This project will primarily take into
account Moore’s law, transistor theory and various forms of wireless technology
implementations over time and suggest a relevant relationship; Thus providing
access to such noticeable trends in data transfer rate progression over time. [t will
also investigate the development of the transistor and its relation to Monolithic

Microwave Integrated Cicruit technology progression in wireless communications.
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Chapter 1

Introduction

1.1 Background

When technology was first emerging with the discovery of the advantages of Silicon in the
electronics industry, a Chemist by the name of Gordon E. Moore [72] presented a theory
along the lines of * computing power doubles every 18 months’ [75] [42]. This powerful
statement was based in regards to the number of components fitted onto a silicon wafer
of a given size. At the time, this law’s credibility gave us expectations in regard to the
future of the semiconductor industry.

In the current era it is closely estimated that 62.9% of the world’s population in the
vear 2016 own a form of wirelessly connectable device with growth expected to reach 67%
by 2019 [70]. As the percentage of wireless users increase, there is a natural increase
in wireless infrastructure in order to maintain the functional operation of the system.
Concurrently data transfer rates have climbed respectively. It is to be noted that the
infrastructure alone is not the sole influence in this positive outcome.

This leads us to the subject of this project: can a relationship be drawn between data
transfer rates and any other underlying factors, which may be used to present a valid
figure of merit to forecast wireless communications. A law that can reliably predict the
data transfer rate per unit time would be a useful tool in the ideation of future models
which predict the possible outcomes of the future of * wircless’.
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1.2 Aim

The fundamental aim of this project is to undertake an approach similar to that of Gordon
Moore’s in finding a law or ‘figure of merit’ aimed at wireless communication data transfer
rates. Primarily all relationships between data transfer rates and any other underlying
factors will be analysed. Subsequently, such a figure of merit will reliably predict the data
transfer rate for wireless communications per unit time.

1.3 Scope
The scope of this project is to:
e Understand the meaning behind Moore's Law and how his derivation came about.

e Analyse and tabulate a broad spectrum of past and present wireless technology data
transfer rates with respect to time.

e Detail the opertaion, hisorical development, material composition and relevent math-
ematical modelling of the Transistor.

e Outline the nature of the Technology Node with respect to wireless technologies and
Transistors accordingly.

e Disect current and relevant literature which can aid in the development of a ‘wireless
figure of merit’

¢ Collate all background work and related literature to support all extrapolated rea-
soning and calculated results.

e Analyse all results and compile an appropriate reasoning behind a proposed figure
of merit, phrase or law to support any claimed trends, if they exist.

1.4 Report Structure

Chapter 2 of this report will detail historical milestones, evolution and current wireless
technologies with close respect and reference to the general underlying meaning of Moores
Law. It will delve into the mathematical relationships which characterise transistors. Sim-
ilarly, it explores the increasing data transfer rates seen in wireless technologies around
the world.

Chapter 3 gives an insight into similar work performed in wireless communications
and extracts measures of power efficiency and a means of assessing component efficiency
in wireless systems design.




1.4 Report Structure 3

Chapter 4 will look at the trends of data transfer rates over time in wireless communi-
cations and the relationship between the physical scaling of transistors, transistor count
and the respective speeds obtained i.e data transfer rates.

Additionally, Chapter 5 will address any future work or research which could assist
in further supporting the long life and validity of the theories drawn in this Report for
a Wireless Moores Law and Chapter 6 presents a concise summary of the successes and
drawbacks in this project.




Chapter 1. Introduction




Chapter 2

Background and Related Work

2.1 Moore’s Law

Gordon Earle Moore was born in California on January 3, 1929 [16] [20]. From a young
age, Moore uncovered a strong desire to study Chemistry. By 1954, he was awarded a
Ph.D in Chemistry and Physics [16]. Following his interests he examined the ‘physical
chemistry of solid rocket propellants used by the U.S. Navy in missiles’ [16].

The recent invention of the Transistor hy Willian Shockley, further eluded Moore into
researching manufacturing methods of the transistor. Moore then resigned, alongside
seven of his colleagues from Shockley’s Semiconductor Laboratory to concurrently co-find
the Fairchild Semiconductor Corporation and the Fairchild Camera and Instrumentation
Corporation. In 1968, Robert Noyce and Moore left to create the Intel Corporation [16].
From this, Gordon Earle Moore derived his ever so famous law, commonly known today
as Moore's Law.

2.1.1 Moore’s Original Law

In 1965, Moore was approached to write a small article on his predictions regarding the
number of transistors per silicon wafer over the next decade. From this, the infamous
Moore’s Law was conceived. ‘The number of transistors per silicon chip doubles each
year’ [16] [42]. When this powerful statement went global at the time, very little attention
was paid to its life. It did appear to be a long term proposal, however the rate in which
technology has advanced amongst the world has occurred at a non-anticipated rate.

2.1.2 Moore’s Revised Law

In 1975, Moore revised his initial prediction as he noticed a trend in the timeline since
initial production grew. He amended his law to read ‘the number of transistors per silicon
chip doubles every two years’ [16] [42]. However, 40 years on from this revision we can
clearly identify a trend that ‘the number of transistors per silicon chip doubles every

5
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eighteen months’ [16]. Figure 2.1 [42] below represents Moore's original plot to derive
his theorem over an observed period from 1959 to 1975. Figure 2.2 [48] below represents
Moore’s Law over the past 46 years from 1970 to 2016. Both Figures summate the data
samples of transistor counts on a given silicon wafer size across respective intervals of
time.

A BIPOLAR ARRAYS
B MOS LOGIC
64K (@MOS ARRAYS

b ® BIPOLAR LOGIC
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=

COMPONENTS PER CHIP
n
&

Figure 2.1: Moore’s Law Graph: Approximate Component (Transistor) Count for Sili-
con Chips [42].

Figure 2.1 incorporates data from a period of the early 1960’s until 1975 when Moore
approximated his law.
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Figure 2.2: Moore’s Law Graph: Transistor Count on Integrated Circuits per Year
(1971-2016) [48].

Figure 2.2 appends the years from 1971 to the present era so we have a longer spectrum
of data to view. From this, Moore’s law can be seen to have highly regarded validity with
some slight oscillation. The plot straightens up in the later years as we introduce Dennards
scaling factor (to be detailed in Section 2.6.1) to transistors, and manufacturers implement
Moore’s law as a guide for challenges rather than a prediction of future technologies.
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2.2 Bandwidth

Bandwidth can be defined as ‘the range of frequencies occupied by a modulated radio-
frequency signal’ [12]. In simpler terms, it can be recognised as a measure of how much
data can be transmitted and or received in a fixed time interval, commonly known as
Hertz (Hz). Since bandwidth is time difference between upper and lower frequencies of
a wave, with advancements in the operational frequency range of RFIC’s and primarily
MMIC’s in wireless technologies, we can sample data at extremely fast rates, hence we
can achieve imense data transfer rates in modern times.

Peak

-3 dB

bandwidth

fa fe fa

Figure 2.3: Indication of Bandwidth On a Carrier Wave [7] [14].

2.2.1 Bandwidth Vs. Speed

The term speed is widely used when making reference to any form of digital system. It can
be used to describe all relevant criterion in regards to moving digital information across
a medium; this includes, but is not limited to, theoretical data transfer rates, actual data
transfer rates and connection speed. However, misconceptions exist when referring to
bandwidth and speed at the same time. They can be seen to complement one another
and work hand in hand. Speed can be defined as the physical limitation of a network such
as maximum cable data transfer rates and bandwidth can be generalised as ‘the amount
of speed available for use’ [23].

Assessing a simple example allows us to gain more clarity. If we have a service provider
supplying a home with a 100 Megabit wireless service and the home uses a 500 Megabit
wireless connection, the allocated bandwidth will be 100 Mbps and the speed will be 500
Mbps [23]. With the extremely high frequencies we are capable of operating at in the 21st
century, the amount of data sent and received in a given cycle is concurrently increasing
Therefore, we can allocate increased amounts of bandwidth without overloading system
limits. Thus yielding much faster download and upload speeds across multiple networks
worldwide.
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2.3 Wireless Technology

With evolution of technology, naturally the diversification into many wireless forms has
resulted. This section presents all relevant wireless technologies in order of data trans-
fer rate from lowest to highest. It summarises their release, functionality, iteration (if
applicable) and respective data transfer rate to be used for the length of this project.

2.3.1 Global System for Mobile Communication

Global System for Mobile Communication (GSM) is a digitally based mobile phone sys-
tem widely adopted in most parts of the world, especially Europe. It was originally made
public in Finland in 1991 and still serves mobile phone users worldwide, where newer
forms of telephony have not yet been implemented. GSM operates with a combination of
Time Division Multiple Access (TDMA), GSM itself and Code Division Multiple Access
(CDMA). TDMA is a way to allow multiple user access on the same frequency by dividing
the channel into a range of time slots. CDMA is a type of multiplexing, thus allowing
multiple data signals to travel along the same transmission channel simultaneoulsy. In
GSM, data is essentially converted using a Digital to Analogue Convertor (DAC), com-
pressed and sent over two time streams with identifiable time slots [6].

GSM supports data transfer rates of up to 14.4Kbps [73] [44]. For the duration of this
project, GSM will have its maximum approximate data transfer rate converted to Bits
per Second at 14,400 b/s.

2.3.2 Advanced Mobile Phone System

Advanced Mobile Phone System (AMPS) operates in the 850 MHz cellular band and was
widely deployed across the United States of America which later saw adoption into other
countries around the world. It is a standard system for analog based signal cell telephones
which was developed in 1970, when the Federal Communications Commission (FCC) first
allocated parts of the electromagnetic radiation spectrum for communications use [39]. It
was later rolled out by American Telephone and Telegraph (AT&T) [5] in 1983 and widely
encompassed American citizens in one of the most large scale cellular networks of its time.

AMPS works based on a cell system, where a user of a mobile telecommunications
device, (cell phone) places a call thus, transmitting and receiving signals through the cov-
erage area commonly referred to as a cell. As the cell user progresses through various cell
boundaries, the signals are transferred across differing channels so interference does not
result. Towards the end of AMPS’ life, there were enhancements including the addition
of TDMA which converted the once was analog system to a digital cellular service known
as D-AMPS [59].

AMPS supports data transfer rates of up to 19.2Kbps [44]. For the duration of this
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project, AMPS will have its maximum approximate data transfer rate converted to Bits
per Second at 19,200 b/s.

2.3.3 General Packet Radio Service

General Packet Radio Service (GPRS) is a packet type data delivery service and is used
within the GSM communication network [62]. GPRS is fundamentally the transmission
and reception of data packets by occupying a number of channels concurrently for data
transfer whenever it is needed. When a user is not sending data, these channels are vacant
and can be used by others with capable devices [33].

GPRS supports data transfer rates of up to 53.6Kbps [61]. For the duration of this
project, GPRS will have its maximum approximate data transfer rate converted to Bits
per Second at 53,600 b/s.

2.3.4 Code Division Multiple Access

Code Division Multiple Access (CDMA) is a combination of protocols used in 2nd and 3rd
Generation wireless communication topographies [67]. It was unveiled at a commercial
level in 1995 and progressed towards being the worlds fastest growing wireless technology
of its time [13]. CDMA is a form of multiplexing used to allow numerous amounts of
signals to inhabit a single channel of transmission, hence resulting in optimised use of
bandwidth. It is used in Ultra High Frequency (UHF) mobile or cellular telephone sys-
tems in the 0.8 to 1.9 GHz spectral band [67].

CDMA uses Analogue to Digital Conversion (ADC) to digitize audible data in binary
form. This data is then transmitted at a specific varied frequency so that it can only
be received by the intended receiver. The receiver is programmed with the defined fre-
quency or code of the transmission which acts as a data specific encoder/decoder style
system to increase privacy and inhibit interception, since the volume of possible frequency
sequences that are possible is quite large. Unlike AMPS discussed earlier, CDMA em-
ploys a pass over called soft handoff to pass a signal from one cell to another during an
active data transfer such as a phone call. This minimizes the chance of signal breakup [67].

CDMA supports data transfer rates of up to 115 Kbps [67]. For the duration of this
project, CDMA will have its maximum approximate data transfer rate converted to Bits
per Second at 115,000 b/s.

2.3.5 Wide Area Paging

Wide Area Paging (WAP) is a network of radio frequency based base stations. Motorola
first introduced the first consumer purchasable pager called the ‘Pageboy’ in 1974 [6]. It
consisted of basic functionality with no screen, unlike newer pager developments, and was
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capable of ‘paging’ the user that a message had been sent. By the 1994, pager usage
surged into sub 60 million users on a global scale and has steadily declined with mobile
telephone technology rapidly evolving on a yearly basis [6].

WAP works in a sense that a series of messages are spread across the entire base sta-
tion network until the pager user is found and the message can be delivered. These radio
signals operate in the Very High Frequency (VHF') range, which in turn, renders them a
more reliable source of message delivery as they can be used in concrete dense areas such
as hospital environments for doctors [77].

WAP supports data transfer rates of up to 115Kbps [44]. For the duration of this
project, WAP will have its maximum approximate data transfer rate converted to Bits
per Second at 115,000 b/s.

2.3.6 ZigBee

ZigBee is a form of wireless networking technology standards which were developed for
implementation in remote locations and intended for ‘harsh radio environments’ [68]. It
was first released in 2005 and labeled ZigBee 1.0 (2004). Following this release, there were
multiple revisions up until 2009 that refined previous versions respectively. These being:
ZigBee 2006, 2007, PRO and RF4CE [54]. ZigBee is built upon the Institute of Electrical
and Electronics Engineers (IEEE) 802.15 standard and aimed at use in remote sensing
and data acquisition fields. It is primarily a low expense and low power consumption
Machine to Machine (M2M) and Internet of Things (IOT) type of network [68].

In contrast to standard WiFi networks, ZigBee supports far less data transfer rates
and prides its existence on low data requirement control systems. There are a profound
number of industry partners who host ZigBee in many of their services such as the grow-
ing phase of the Smart Home era [6G8].

ZigBee supports data transfer rates of up to 250Kbps [56]. For the duration of this
project, ZigBee will have its maximum approximate data transfer rate converted to Bits
per Second at 250,000 b/s.

2.3.7 Enhanced Data Rate for GSM Evolution

Enhanced Data Rate for GSM Evolution (EDGE) is an enhancement to data delivery in
the GSM service, and was adopted in the year 2000. The EDGE implementation was
also commonly referred to as EGPRS as it was essentially very similar to its predecessor
GPRS but offered speeds up to 384 Kbps, twice the theoretical maximum of GPRS [53].
The eye opening speed of EDGE compared with GPRS is with regard to a modulation
change from Gaussian Minimum Shift Keying (GMSK) in GPRS to 8 Phase Shift Keying
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(8PSK) Modulation [78].

EDGE supports data transfer rates of up to 384Kbps [53]. For the duration of this
project, EDGE will have its maximum approximate data transfer rate converted to Bits
per Second at 384,000 b/s.

2.3.8 Bluetooth

Bluetooth is a low power short range wireless communication type. Bluetooth Version 1.0
was released in 2003, Bluetooth Version 2.0 in 2007 and Bluetooth Version 3.0 in 2009. It
operates on the 2.4 GHz frequency band and is capable of only short range communica-
tion. All versions of Bluetooth are backward compatible with their predecessor and each
has unique refinements to their data transfer rates. Bluetooth operates using GFSK as
a modulation means and is used for streaming audio, broadcasting information between
devices and transferring various data forms across many platforms [79)].

Bluetooth Low Energy (BLE) works in a similar nature to that of Bluetooth Versions
1.0, 2.0 and 3.0 previously outlined and was introduced in 2010. Bluetooth by definition
is a short range low energy communication form. However, the main difference between
BLE and the previous versions is the way in which the connections are established. Or-
dinary bluetooth maintains a continuous connection using point to point topology types
for one to one device communications [9].

BLE however, uses short burst technology to establish connections for small periods of
time and not continuously, hence if it were connected for half the time, power consump-
tion would decrease by a factor of half. Bluetooth Versions 1.0, 2.0 and 3.0 are ideal for
applications such as wireless audio, headsets and hands free close personal communication
systems. BLE is ideal for devices such as health monitoring bands and fitness trackers
which require long term data transmission at reduced power consumption rates [9].

BT1 supports data transfer rates of up to 720 Kbps [79]. For the duration of this project,
BT1 will have its maximum approximate data transfer rate converted to Bits per Second
at 720,000 b/s.

BT2 supports data transfer rates of up to 2.1 Mbps [79]. For the duration of this project,
BT2 will have its maximum approximate data transfer rate converted to Bits per Second
at 2,100,000 b/s.

BT3 supports data transfer rates of up to 24 Mbps [79]. For the duration of this project,
BT3 will have its maximum approximate data transfer rate converted to Bits per Second

at 24,000,000 b/s.

BLE supports data transfer rates of up to 2.16 Mbps [79]. For the duration of this
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project, BLE will have its maximum approximate data transfer rate converted to Bits per
Second at 2,160,000 b/s.

2.3.9 Wi-Fi

Wi-Fi is a wireless networking protocol which allows device to device communication.
Essentially it is a radio wave based variant of the Local Area Network (LAN) protocol
and is based on the 802.11 networking standard, to later be defined as the IEEE 802.11
base standard [49]. It was released in 1997 and supported up to 2 Mbps [49] [30]. Wi-Fi
for household applications surfaced in 1999 and sky rocketed up until present time where
adoption is still current on a global scale. Wi-Fi operates on two main frequency bands,
2.4 GHz and 5 GHz [76].

As the years progressed, new variants of Wi-Fi were released such as IEEE 802.11 a,
b. g. n or ac with the common trends of improved data transfer rates each time. The
release of IEEE 802.11n in 2009 introduced the fastest Wi-Fi speeds yet. This great im-
provement in speed was attributed to by the implementation of Multiple Input Multiple
Output (MIMO) antenna technology which was being commonly implanted over vari-
ous wireless system technologies for their ability to maximize transmission and reception
power without sacrificing bandwidth [76].

Currently, the 2.4 GHz stream is the preferred option of connectivity due to its ap-
pealing range benefits; naturally as Wi-Fi becomes more prevalent, this increases the
local area density of Wi-Fi radio waves. As the density of Wi-Fi increases, the resulting
overcrowding becomes a significant problem. In recent times, 5 GHz streams have been
slowly transitioning into regions as the more ideal means of connection. However, the use
of the 5 GHz stream has a smaller range of coverage as compared to 2.4 GHz [76].

In 2012 IEEE 802.11ac was introduced with four times the capable data transfer rates
as its predecessor IEEE 802.11n and was directed at enhancing the experience of the 5
GHz channel. It consisted of an increased number of antennas for the MIMO systems
which meant the transmission frequency of data as well as the reception frequency of data
transfer could increase greatly hence improving the data transfer rate [76).

IEEE 802.11 supports data transfer rates of up to 2 Mbps [30]. For the duration of this
project, IEEE 802.11 will have its maximum approximate data transfer rate converted to
Bits per Second at 2,000,000 b/s.

IEEE 802.11a supports data transfer rates of up to 54Mbps [30]. For the duration of
this project, IEEE 802.11a will have its maximum approximate data transfer rate con-

verted to Bits per Second at 54,000,000 b/s.

IEEE 802.11b supports data transfer rates of up to 11Mbps [30]. For the duration of
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this project, IEEE 802.11b will have its maximum approximate data transfer rate con-
verted to Bits per Second at 11,000,000 b/s.

IEEE 802.11g supports data transfer rates of up to 54Mbps [30]. For the duration of
this project, IEEE 802.11g will have its maximum approximate data transfer rate con-
verted to Bits per Second at 54,000,000 b/s.

IEEE 802.11n supports data transfer rates of up to 600Mbps [30]. For the duration
of this project, IEEE 802.11n will have its maximum approximate data transfer rate con-
verted to Bits per Second at 600,000,000 b/s.

IEEE 802.11ac supports data transfer rates of up to 1.3Gbps [57]. For the duration
of this project, IEEE 802.11ac will have its maximum approximate data transfer rate
converted to Bits per Second at 1,300,000,000 b/s.

2.3.10 Universal Mobile Telecommunication Service

Universal Mobile Telecommunications Service (UMTS) is a 3rd generation broadband
based data packet delivery service [60]. UMTS is a service based on the widespread GSM
standards and was introduced in 1998 with the first release in 1999 [80]. With the in-
creased bandwidth and data rate handling, additional functionality was implemented to
the network such as video conferencing and multimedia messaging [60].

UMTS supports data transfer rates of up to 2Mbps [60]. For the duration of this
project, UMTS will have its maximum approximate data transfer rate converted to Bits
per Second at 2,000,000 b/s.

2.3.11 Infrared Data

Infrared Data (IrDa) was first introduced in 1993 and was an industry sponsored commu-
nication type. IrDa is fundamentally a radio transmission in which a focused ray of light
is modulated with data and sent from a transmitter directly to a receiving destination
across a relatively small distance. The ray of light in question is in the infrared frequency
range of the invisible light spectrum [63].

Still to this day, in almost every household around the world, there is some device
which employs a means of communication via infrared, such as a television remote con-
trol. IrDa is extremely convenient for sending small forms of information quickly just by
holding two devices together or keeping them in a short range of one another with an
unimpeded line of sight between them. It eliminates the need to pair devices, such as in
bluetooth applications, and offers relatively competitive transfer speeds [63].

According to the [rDA-1.1 standard the maximum data size that may be sent is 2048
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bytes and the maximum transmission rate is 4 Mbps [63]. For the duration of this project,
IrDa will have its maximum approximate data transfer rate converted to Bits per Second
at 4,000,000 b/s.

2.3.12 High Speed Packet Access

High Speed Packet Access (HSPA) is a type of broadband mobile communication technol-
ogy released in 2007 and is of the 3rd generation nature. HSPA references two fast acting
and highly specific protocols used back to back. These are High Speed Uplink Packet
Access (HSUPA) and High Speed Downlink Packet Access (HSDPA) [65].

HSPA supports data transfer rates of up to 7.2 Mbps [52]. For the duration of this
project, HSPA will have its maximum approximate data transfer rate converted to Bits
per Second at 7,200,000 b/s.

2.3.13 High Speed Packet Access Evolved

High Speed Packet Access Evolved (HSPA+) is a ‘new and improved’ version of the pre-
viously discussed HSPA technology. The newly evolved decendant of HSPA was released
in 2008 and utilizes dual cell deployment and MIMO structures to achieve greater data
transfer rates of up to 42 Megahytes per cell. Each release of HSPA+ aimed to improve
the existing release of HSPA by adding greater functionality or improving a current fea-
ture or parameter [65].

The points below list data transfer rates and year of release for each HSPA+ revision:

HSPA+ Release 6

e Released in 2008 [73]

e 14,400,000 Bits per Second [73]
HSPA+ Release 7

e Released in 2009 [73]

e 28,000,000 Bits per Second [73]
HSPA+ Release 8

e Released in 2010 [73]

e 42,200,000 Bits per Second [73]
HSPA+ Release 9

e Released in 2012 [73]

e 84,400,000 Bits per Second [73]
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HSPA+ Release 10

¢ Released in 2013 [4] [73]

e 168,800,000 Bits per Second [4] [73]
HSPA+ Release 11

e Released in 2014 [4]

e 336,000,000 Bits per Second [4]

2.3.14 WiMAX

Worldwide Interoperability for Microwave Access (WiMAX) was formed in April of 2001
by multiple organizations of the industry [50]. The primary aim being to promote and cer-
tify interoperability of most broadband capable access equipment that complies with both
(IEEE) 802.16 and European Telecommunications Standards Institute (ETSI) HIPER-
MAN standards [2] [50].

Operation of WiMAX is similar to that of WiFi. However, WiMAX speed capabilities
extend far over that of WiFi with the added advantage of much greater distance cover-
age for a broad range of users. WiMAX offers theoretical maximum data transfer rates
nearing 70Mbps [51].

WIMAX supports data transfer rates of up to 70Mbps [51]. For the duration of this
project, WiMAX will have its maximum approximate data transfer rate converted to Bits
per Second at 70,000,000 b/s.

2.3.15 Long Term Evolution

Long Term Evolution (LTE) is a technology of the 4th generation broadband architec-
ture and was launched on a commercial level by AT&T in 2010. It was given the name
LTE by the Third Generation Partnership Project (3GPP) as it closely represented the
leap forward from GSM and UMTS. LTE adopts a modulation technique referred to as
Orthogonal Frequency Division Multiplexing (OFDM). As LTE was further improved it
integrated MIMO antenna technologies similar to the ones used in IEEE 802.11 WLAN
applications. Through using MIMO antennas combined with OFDM modulation, much
higher Signal to Noise Ratios (SNR) were attainable at the receiving end resulting in
greater scope of reception. The intention of LTE was to bring wireless connectivity to
mobile users such that is emulates that of a wired system. [64].

LTE supports data transfer rates of up to 100 Mbps [64]. For the duration of this
project, LTE will have its maximum approximate data transfer rate converted to Bits per
Second at 100,000,000 b/s.




2.3 Wireless Technology 17

2.3.16 Long Term Evolution Advanced

Long Term Evolution Advanced (LTE-A) is an improvement to the prior LTE release in
2010 with the added advantage of highly increased data transfer capability. LTE-A em-
ploys similar MIMO technologies as its predecessor to deliver outstanding data transfer
rates. MIMO technology requires a matrix of antenna systems receiving groups of signals
in unison, thus use in smart phones and compact form devices at the time of its release
limited its adaptability until later years. The main purpose of LTE-A was to refine LTE
and obtain the approval of the International Telecommunications Union (ITU) to meet
the established requirements of the Fourth Generation (4G) standards [66].

LTE-A supports data transfer rates of up to 1 Gbps [52]. For the duration of this
project, LTE-A will have its maximum approximate data transfer rate converted to Bits
per Second at 1,000,000,000 b/s.

2.3.17 Ngara by CSIRO

Ngara is a point to multipoint wireless communications technology aimed at maximising
spectral efficiency [34]. It has been designed by the Commonwealth Scientific and Indus-
trial Research Organization (CSIRO) [15]. Ngara has been in development since 2009 and
presents three associated technologies. These are point to multipoint, point to microwave
and point to point E-band. Lab testing has proven effective and real world implementa-
tion is in practice today. The Ngara network in trial uses a point to multipoint backbone
to deliver wireless performance higher than existing wireless infrastructure by a factor of
10. It is considered to be the most spectrally efficient wireless technology of the modern
era and lies in the 3.4 GHz frequency. It is currently hosted by Optus for the duration of
the trial [34].

The Ngara system works by delivering simultaneous standalone connections at a min-
imum of 35 Mbps per direction to six select locations around the trial area. Each direc-
tion only requires 14 MHz of total spectral consumption and this is a result of CSIRO’s
patented Ngara spatial multiplexing technology. The aim of the Ngara trial is to success-
fully test new wireless technologies that will replace existing systems and form the future
base infrastructure for mobile communications [34].

Ngara supports data transfer rates of up to 5 Gbps [32]. For the duration of this
project, Ngara will have its maximum approximate data transfer rate converted to Bits
per Second at 5,000,000,000 b/s.
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2.3.18 Fifth Generation (5G)

5th Generation (5G) is another of the many forms of wireless mobile technologies in de-
velopment and set to enhance cell phone use with the aid of increased bandwidth and
data transfer capabilities. Today, mobile broadband is shaping the way we use our mobile
devices with media streaming of all forms a prerequisite wherever we may be [55]. 5G has
profound theoretical data rates of up to 10 Gigabits per second. This speed is achievable
with 5G’s plans to employ Millimeter Wave (MW) or Extremely High Frequency (EHF)
technology between the 30 - 300 GHz frequency band. As we progress higher into the fre-
quency band of the invisible spectrum, data sampling rates increase per cycle. With this
beneficial increase comes the dilemma of transmission distance and shorter wavelength
interferences from buildings, internal structures or even weather events [27].

5G technology as of 2017 has has not yet been released. A successful implementation
of 5G technology would require a number of factors heavily considered. An increase in
antenna density is essential to cater for the now reduced transmission range, since oper-
ational frequency has dramatically increased. Mobile device efficiency must increase to
handle to power requirements of dealing with higher frequencies of operation, and existing
LTE-A foundations must be free of dysfunction as a base for 5G [27].

5G supports data transfer rates of up to 10 Gbps [71] [36]. For the duration of this
project, 5G will have its maximum approximate data transfer rate converted to Bits per
Second at 5,000,000,000 b/s.
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2.4 Wireless Communications and Antennas

In all wireless technologies there must be both transmitters to send radio waves and
receivers which detect these radio waves. Both of these systems employ antennas as a
medium to make their transmission/reception characteristics possible. Communications
systems in wireless forms would be rendered useless without extensive forethought in the
area of how to transmit and recieve data without a physical medium, hence an ‘An-
tenna’. An antenna as defined by the National Aeronautics and Space Administration
(NASA) [18] to generally be a large and relatiely tall structure of metallic make designed
to emit and/or receive electromagnetic radio waves [40].

Apart from the system as a whole, antennas should be considered the most important
component of any wireless topography, as without their full functional presence no data
can be sent or received. Antennas are not always of large stature and are designed for the
type of wireless system environment they are to be implemented with. Across the many
micro to global scale wireless systems, a number of varying antenna technologies are used.
Such technologies include wideband and multiband antennas [37].

2.4.1 Transmitters

Transmitters bridge the gap between a signal in a circuit telemetry and a radio wave to
be sent through the atmoshpere. Without them, there would be no way of producing a
type of data in a form simple enough to send to its intended destination. They can work
in multitudes of variations, but they do not solely send the radio waves by themselves.
Transmitters require the aid of antennas to focus the radio waves they produce into a
receivable form [28].

A basic transmitter works by performing a modulation technique, depeding on the
relevant wireless technology, to a generated base VHF oscillating carrier wave with a
digital form of data from an encoder further up in the circuit. The oscillating carrier
wave frequency is what is changing over time, inherently resulting in faster data transfer
speeds with the ability to transmit information at greater rates per cycle. This modulated
radio frequency data carrying wave is then amplified, so it can progress through the circuit
to the inline antenna for sending across the atmosphere to a select destination or broad
group [28]. Figure 2.4 is an overview of how the transmitter produces the digital signal to
an antenna for sending into the atmosphere for reception by the recepticle style circuit.
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Figure 2.4: A Digital Input Signal in a Transmitter Circuit Telemetry and Application
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2.4.2 Receivers

Like the necessity for a transmitter in a wireless communications system, a receiver must
also be present, or there will be no way to intercept incoming radio waves and process
them into a useable data form. A receiver, as its name describes, has an intended purpose
to only detect radio frequencies of a given range in which they are tuned for.

Ultimately, a receiver is just a transmitter operating in reverse with an additional
amplifier inline in some instances. From sensing the correct radio frequency on the given
spectrum range through the antenna, the signal is then amplifed and passed through a
demodulator to seperate the data signal from the carrier wave. The data signal is then
processed further up the cireuit chain wherever it is needed to be used such as an output
to a transducer, audio or video circuitry [28].
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2.4.3 Codependency of Transmitters and Receivers

Transmitters and Receivers can be seen to have a co-depenedent like nature. In wireless
systems transmitters and receivers do not necessarilly need the presence of each other
to perform their intended function, however wireless systems are dependent on both in
order to send and receive data in radio frequency form. They are solely responsible for
eliminating wired topographies and birthing the foundations of ‘wireless’ in communica-
tions. As we progress through the invisible spectrum and increase the radio frequency
at which wireless technologies operate, both transmitters and receivers must be concur-
rently redesigned and improved so they can work in unison to continue seamless wireless
performance into the future.
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2.4.3.1 Monolithic Microwave Integrated Circuits in Wireless Communica-
tions

Monolithic Microwave Integrated Circuits (MMICs) are also referred to as Integrated Cir-
cuits (ICs) [8]. Their range of operation can vary from 1 GHz to in excess of 100 GHz
in the microwave frequency range [69]. Essentially a MMIC is a circuit operating at mi-
crowave frequencies in which both the active and passive componentry are ‘fabricated on
the same semiconductor substrate’ [58].

Silicon is a widely desired doping agent in the semiconducter industry, however for high
frequency microwave applications such as MMIC’s, Gallium Arsenide (GaAs) is often the
preferable material [69]. This is due to silicons undesirable resistive properties being too
high [69]. The first GaAs based MMICs were not heavily complex circuits and consisted
of an array of diodes and microstrip lines. Microstrip lines in MMIC fabrications are the
micro level planar type electrical transmission lines for which microwave frequency signals
travel along. Their makeup consists of a conducting strip, isolated from a ground plane
by a substrate or dielectric layer [58] [35].

MMIC circuits can input a baseband low frequency signal, upscale its frequency and
process it through multiples of subcircuits in their construction at microwave frequencies.
This allows processing time to dramatically reduce as the dependency of external cirenitry
is lessened. Through low noise amplifiers, resulting from technological advancements in
transistor technologies and shrinking minimum feature size, MMICs are becoming more
and more capable of efficiently handling long term operation at even higher microwave
freqeuncies.

As the technology node (to be detailed in Section 2.6) changes hence shrinking the
minimum feature size, designers and manufactures can rework MMICs. This will reduce
overall package dimensions, increase performance, increase operating frequency and im-
prove efficiency in their intended applications whilst reducing the number of components
on the device itself.

2.4.3.2 Radio Frequency Integrated Circuits in Wireless Communications

Radio Frequency Integrated Circuits (RFICs) are generally operational in the 900 MHz
to 2.4 GHz frequency range [69]. RFICs are of similar nature to MMICs, but due to their
lower end frequency of operation they are composed in more of an analogous fashion.
Complementary Metal Oxide Semiconductor (CMOS) fabrication are viable processes
and are very high yielding cheap solutions to the fabrication of RFICs [11].
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2.5 The Transistor

Ideally a transistor can be seen as a semiconductor device that can act like a switch
or amplify a signal of electronic nature. Their sole development was influenced by the
desire to replace vacuum tubes due to their large nature, inefficiency and unreliability.
Transistors today come in many different forms and can be a range of sizes [26]. The
very first transistor was quite large and hand-built, to say the least, but with driving
technological advances there has been successful construction and operation of transistors
as small as 1 nanometer long in recent times [26] [81].

2.5.1 Discovery

The very first transistor (Figure 2.7) was developed by William Shockley and his as-
sociates John Bardeen and Walter Brattain, while working under the roof of Bell Labs
in 1947. The grand design of the point contact transistor consisted of two gold con-
tacts gently resting on a germaium crystal that was on a metal plate and connected to
a voltage power source. This was to be the worlds first ever solid state style amplifier [25].

In 1948 the transistors design was reworked into what is known today as the Bipo-
lar Junction Transistor (BJT) which superceeded the initial point contact type in 1947.
Bell Labs progressed the transisitor into public release in 1948 which revolutionised the
electronics sector at the time, by the replacement of vacuum tubes and large unneces-
sary mechanical relays. Shockley then left Bell Labs to start the Shockley Semiconductor
Company in California, to be later known as Silicon Valley [25].

Figure 2.7: The First Transistor in 1947 [17].
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Today, Transistors are readily available at local electronics retailers in many pack-
ages. They are constructed of varying material types and range from tangible size to
microscopic. They can range from, but are not limited, to Bipolar, Darlington, Insulated
Gate Bipolar Transistor (IGBT) and Metal Oxide Semiconductor Field Effect Transistors
(MOSFET) [24]. Figure 2.5 shows just a small segment of the range available today in
through-hole applications.

For the length of this project, most transistor references will solely relate to those
fabricated using lithographic technology on silicon wafers and the changing nature of
their minimum feature size.

Figure 2.8: Various Through-Hole Transistor Types [19].

2.5.2 Operation

Conceptially, a transistor is basically a three legged assembly composed of an Emitter,
Base and Collector see (Figure 2.9). As an example, for an N-P-N type device both the
emitter and collector are connected to the n-type substrates. The base is positive charge
deficient and so the flow of current across the emitter and collector is stationary. When
a small current is applied at the base with a positive charge, electrons are pulled from
the emitter into the base and then into the collector and a flow of large current is then
initiated and the transistor is effectively in its ‘ON’ switched like state. When the current
to the base is reduced and stopped, little or no current flows from emitter to collector
and the transistor effectively switches ‘OFF’. The base can be seen as the input trigger
for the switching of the solid state device [31].

For a P-N-P type transistor the emitter and collector would be connected to a positive
substrate and the base will be electron deficient, hence applying a ‘ground’ or 0 input will
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enable the transistor ‘ON’ and inputting a positive voltage greater than 0 will switch it
‘OFF” [31].

SOURCE DRAIN
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N-TYPE

DIRECTION OF
CURRENT FLOW

Figure 2.9: Flow of Electrons in a N-P-N Type MOSFET Transistor

2.5.3 Material Composition

The material elements which compose a transistor are not only key to its operation, but
also its efficiency. These elements are of semiconductor nature and are commonly identifi-
able as group III - V elements in the periodic table of elements. Germanium was the first
of elements bearing appropriate properties for use in transistor applications. Its discovery
came about with identification of its ability to allow or inhibit the flow of current [82].

Silicon also has the ability to block or allow the flow of current but it has the added
properties of its heavy abundance and wider bandgap to that of Germanium. A bandgap
in semiconductors is the ‘energy like barrier’” which must be overcome to start the flow
of current in a given direction. This is an ideal characteristic in transistor design, as it
reduces the likelihood of current leak whilst it is not in a state of operation. Finally, Sil-
icon possesses greater thermal conductivity properties, making heat draw a much easier
process so circuitry can be kept cooler, more easily [82].

In current fabrication methods, especially semiconductor technologies where compo-
nentry counts are in excess of tens of billions, GaAs is the preferable material. It has a
greater bandgap to Germanium and Silicon and an electron mobility approximately twice
that of Germanium and six times that of Silicon. Indium Arsenide (InAs) has the lowest
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bandgap of all the semiconductors but an electron mobility of approximately four times
GaAs [82]. There are multiple specialty semiconductor element combinations feasible for
transistor design in many applications. However, GaAs is the preferable material in the
current period of fabrication due to previously outlined factors.

2.5.4 Cut-off Frequency fr

In all transistor fabrications, a desired property in the progession of technology to be
considered is the increase in cut-off frequency (fr). The cut-off frequency can be defined
as the frequency at which the current gain for the transistor is unity and also describes
the volume of electrons which can move from source to drain per unit time. If we pass the
cut-off frequency and the unity gain surpasses 0 Decibels (dB), the transistor will begin
operating inefficiently and introducing unwanted levels of distortion dependent on how
far past the cut-off point we are. In a long-channel MOSFET the unity gain frequency

can be expressed as shown in Equation 2.1 [39].
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In a short-channel MOSFET the unity gain can be expressed as shown in Figure
2.2 [39].
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Equations 2.1 and 2.2 will be used in Chapter 4 to show the relationship between tran-
sistor gate length and the cut-off frequency of a transistor, hence affecting its operational
speed.
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2.6 The Technology Node

The Technology Node, also referred to as the minimum feature size of any given semicon-
ductor, is effectively the the minimal length of the Metal Oxide Semiconductor (MOS)
between the source and drain. This term is also often referred to as the current technology
node and is scaled every 18 to 24 months as per Moore’s Law, as a benchmark or target so
to speak. From the design and implementation of the very first transistor, to the current
MFS, there has been a constant design goal to effectively double the number of transis-
tors fit onto semiconductor technologies. Moore's Law in modern times is being used a
challenge with our technological ability to conform to such elaborate design conditions [38].

As we improve the MFS through the years, we not only relieve space constraints, but
improve the operational characteristics resulting in an onflow of benefits. Thus, reducing
the overall transistor length will decrease the required current to place the transistor in
a state of operation and also reduce heat generation. Inherently lowering the transient
response time of gate switching hence achieving faster overall performance in system
designs, reducing costs of fabricating existing devices and improving the technology as a
whole. [29].

2.6.1 Dennards Law of Scaling

In 1974, Robert H. Dennard and associated members of the IEEE proposed a ‘scaling
factor’ for decreasing MOSFET device size whilst improving performance characteristics.
This factor was labelled as kK = V2 and was based on the main scaling parameter of
transistor gate length. Each semiconductor manufacturer primarily aimed at developing
technology with regard to the next challenge set on the International Technology Roadmap
for Semiconductors (ITRS) and effectively used Dennard’s scaling factor to multiply the
current transistor gate length by 1/k = % [10].

By scaling the length of the gate by % we can see that the transistor as a whole would
effectivley scale down by half its current size and hence provide space for twice the number
of transistors. For example, if the current technology node is at 180 Nanometers (nm)
then 18-24 months along the ITRS we could estimate to aim for an approximate transistor
gate length of 180 x iﬁ ~ 130nm. Concurrently scaling the total current transistor area
is a bi-product of transistor gate length reduction, and is scaled by

(ﬁf ~ 0.5 = 50%




28

Chapter 2. Background and Related Work




Chapter 3

Literature Review

3.1 A Consumption Factor for Wireless Communica-
tion System Design

In wireless communictions, especially mobile applications, energy efficiency is highly pri-
oritised. What good would a high powered device be with five minutes battery life, or
a device that has an extensive battery life that cannot deliver to the approximate stan-
dards it should be capable of in its current time. For mobile devices, estimated power
consumption plays a key role in the development and hence in the article ‘Consumption
Factor: A Figure of Merit for Power Consumption and Energy Efficiency in Broadband
Wireless Communications’, James Murdock and Theodore Rappaport propose a means
of estimating ‘the power efficiency of wireless communications devices or links’. This
universal figure of merit identified in their research has been deemed the ‘Consumption
Factor’ (CF) [43].

The CF, (Equation 3.1 [43]) essentially measures the ‘maximum ratio of data rate ver-
sus consumed power as a function of transceiver subsystem and channel parameters’ [43].
It provides a good metric for an individual component analysis for improving systems
efficiency in wireless architectures. Stepping through the components of the CF we can
set the desired properties of the system we intend to design such as data rate and SNR.
The remaining subcomponents that comprise the system such as gain, efliciency, power
consumption etc can be reworked in many configurations to alter the CF and obtain the
most desirable outcomes [43].
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If we apply the CF, Equation 3.1 with repsect to ‘high powered’ radio applications in
terms of SNR we can see this also gives us viable data. Just from looking at the equation
we can extrapolate that the SNR is a variable of great importance in the formula. Thus,
higher SNRs will yield a greater ratio of data rate versus consumed power. This is highly
regarded in modern system designs and is easily achievable and as technology develops.
We are continually targetting not only efficient system designs but aiming for increased
SNRs to acquire the supreme level of data transfer rates we are capable of, given the
correct design measures.

If we apply the CF with lower SNR equipped radio systems we can see that the
CF estimation begins to decrease, and our system approaches the inefficient side of the
spectrum. Hence when using the proposed CF as an esitmation tool in wireless systems
design, aiming for higher component sensitivity with increased SNRs will effectively result
in higher achievable data transfer rates. As we progress through the previously mentioned
technology nodes in (Chapter 2.6), integrated circuit technology simultaneously evolves,
previous technologies can be reworked, thus rendering them more efficient.




Chapter 4

A Wireless Law

This Chapter consolidates all research, tables, figures produced and details the decision
making process behind a Wireless Moore’s Law. Section 4.1 gives a brief overview of the
trends in data transfer rates in terms of bits per second per year. Section 4.2 summates
modern transistor counts to produce a current Moore’s Law based trend. Section 4.3
applies Moore’s Law to select results for verification of extrapolated trend in Section
4.1. Section 4.4 presents the transistor and its properties as an underlying factor to be
scientifically explained, thus increasing data transfer rates in wireless technologies.

4.1 A Trend Over Time

In Chapter 2, a range of wireless communications technologies are detailed and their
respective data transfer rates highlighted. These data samples were processed and tabu-
lated as seen in Table A.1: Wireless Technologies and their Data Transfer Rates. From
driectly reviewing the collection of data over the past 4 decades, we begin to see that as
we would expect, there is an increase in data transfer rates over time. Furthermore, these
data points can be plotted on a logarithmic scale versus time as shown below in Figure 4.1.
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Figure 4.1: Trend in Data Transfer Rates Over Time (1970-2020)

The collection of bit rates obtained from Table A.1 have been plotted in units of bits
per second on the vertical axis against time in years on the horizontal axis. From viewing
the data in its graphical form, we can see that from 1970 when AMPS was introduced
through to modern wireless technologies such as LTE-A and 5G, the data follows a vi-
sually linear path. Furthermore, we can clearly see two distinet trend lines which are
parallel. Both identified trend lines follow an exponential relationship over time. The
reason for the existance of two seperate trendlines rather than a singular linear path, is
due to a later release along the technology timeline, either a major wireless technology
release or development, or a refinement of an existing base wireless technology. All of
these factors are represented by the line shifted approximately 20 years forward as shown
in Figure 4.1.

Since the appropriate lines of best fit of this graph are visually linear whilst the
vertical axis increases by a factor of 10 over its duration, we can deduce that wireless data
transfer rates have increased exponentially in relation to time. The previously identified
exponential trend gives some insight into the beginning of an explanation of how to relate
data transfer rates with semicondutcor technologies over time. It is to be noted that there
may be a simultaneous trend similar to that of Moore’s. Therefore, it is appropriate to
examine respective transistor counts over the same period of time to produce a modern
Moore’s Law graph for formulation and verification purposes (see section 4.3).
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4.2 A Continuation of Moore’s Transistor Count Law

In Section 4.1 the data transfer rates in wireless communications revealed their exponential
nature. Following this, a range of modern Integrated Circuits were tabulated in terms
of their Transistor Counts. These Integrated Circuits were selected due to them sharing
the same release year as their relevant wireless technology data transfer