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Abstract

The universal property of the Yoneda embedding which exhibits the presheaf category Ĉ as
the free cocompletion of C is well-known to category theorists. On the other hand, restriction
categories are less well-studied (having only been introduced since the early 1990’s). In this
thesis, we describe free cocompletion within the restriction setting by introducing the notion
of restriction presheaf. We also motivate and give a definition of cocomplete M-category
and cocomplete restriction category.
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1
Introduction

The notion of restriction category was first introduced by Marco Grandis [1], and studied
extensively by Cockett and Lack [2] [3] [4] as a continuation of work done on categories of
partial maps. Informally, a restriction category is a category C where every arrow is assigned
an idempotent on its domain object which measures its degree of partiality. In the case where
C is the category of sets and partial functions, this idempotent gives precisely the domain of
definition of the partial function.

In the world of ordinary categories, we have a good notion of cocompleteness, and it is well-
known that for any small category C, the Yoneda embedding y: C → [Cop, Set] has the
universal property of exhibiting the presheaf category [Cop, Set] as the free cocompletion of
C. We would like to be able to define a notion of cocompleteness with respect to restriction
categories, as well as an analogue of free cocompletion in the restriction world. To address
these two questions, we begin by revising necessary background material from Cockett and
Lack [2] in Chapter 2.

Chapters 3 and 4 are original work. In Chapter 3, we introduce the notion of restriction
presheaf on any restriction category X. We define the restriction presheaf category X̂r , and
give an embedding yr : X → X̂r . We show that this embedding yr is the same embedding
described in Cockett and Lack [2] (up to an equivalence).

In Chapter 4, we define cocomplete M-category and cocomplete restriction category, and
show that the embedding yr exhibits the restriction presheaf category X̂r as the free cocom-
pletion of any small restriction category X. We conclude by discussing possible continuation
of this work in relation to the notion of join restriction category [5].
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2
Restriction categories

2.1 Restriction structures and total maps

Everything in this chapter is revision of material from Cockett and Lack [2]. A restriction
category is a category X together with a family of assignations {FA,B} (one for each pair of
objects A, B ∈ X), where each FA,B is a map

FA,B : X(A, B) → X(A, A), f 7→ f

and f satisfies the following conditions:

(R1) f ◦ f = f

(R2) g ◦ f = f ◦ g for f : A→ B, g : A→ C

(R3) g ◦ f = g ◦ f for f : A→ B, g : A→ C

(R4) h ◦ f = f ◦ h ◦ f for f : A→ B, h : B → C

We call the family of assignations {FA,B}A,B∈X the restriction structure on X, and call f the
restriction of f .

Example 1. Denote by Pfn the category of sets and partial functions. We can make Pfn into
a restriction category by defining the restriction of each partial function f : A ⇀ B to be an
another partial function f : A ⇀ A as follows:

f (a) =

a; if f (a) is defined at a ∈ A
undefined; otherwise
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Example 2. Let M denote the one-object category whose arrows are the natural numbers
(including 0), and where composition is defined by m ◦ n = max(m, n). Then M may be
given a restriction structure by defining n = n.

The restriction of any arrow in a restriction category has certain properties, and we list some
of them below.

Lemma 3. Suppose X is a restriction category, and f : A→ B and g : B → C are arrows in
X. Then

(1) f is idempotent.

(2) f ◦ g ◦ f = g ◦ f

(3) g ◦ f = g ◦ f

(4) f = f

(5) If f is a monomorphism, then f = 1A.

Proof. (1) Applying (R3) and (R1), we get f ◦ f = f ◦ f = f .

(2) Applying (R2) then (R3) and finally (R1) gives

f ◦ g ◦ f = g ◦ f ◦ f = g ◦ f ◦ f = g ◦ f

(3) Applying (R4) then (R3), and using the previous result gives

g ◦ f = f ◦ g ◦ f = f ◦ g ◦ f = g ◦ f

(4) By Lemma 3 (3),

f = f ◦ 1A = f ◦ 1A = f

(5) By (R1), f ◦ f = f = f ◦ 1A. Therefore, if f is monic, then f = 1A. �

We say that a map f in X is a restriction idempotent if f = f . So what maps in X are
of this form? By the previous result, maps of the form f = g (for some g) are restriction
idempotents. Hence, f is a restriction idempotent if and only if f = g (for some g).

Now we can also define a partial order on the set of restriction idempotents on a fixed object
in a restriction category. If e : A → A and e′ : A → A are two such restriction idempotents,
then define e ≤ e′ if and only if e = e′e. For example, in the restriction category of sets and
partial functions, the restriction idempotents e and e′ correspond with subsets of A, and the
ordering described correspond with the usual ordering of subsets. More generally, if X is a
restriction category and A, B are objects in X, we can define a partial order on X(A, B) by
f ≤ g if and only if f = g ◦ f .

Definition 4. A map f : A→ B in a restriction category X is called total if f = 1A.



2.2 The 2-category of restriction categories 5

So by Lemma 3 (5), all monomorphisms in a restriction category are total (and in particular,
the identity maps are total).

Proposition 5. Let X be a restriction category. Denote by Total(X) the structure containing
all objects of X and total maps in X. Then Total(X) is a subcategory of X.

Proof. We just need to check that Total(X) contains the identity maps and that the compo-
sition of two total maps is total. Certainly Total(X) contains the identities (as identities are
total). Now suppose f : A→ B and g : B → C are total. Then by Lemma 3 (3),

g ◦ f = g ◦ f = f = 1A

and so g ◦ f is total. Hence Total(X) is a subcategory of X. �

2.2 The 2-category of restriction categories

If X and Y are restriction categories, then a restriction functor F : X → Y is a functor
between the underlying categories such that F ( f ) = F ( f ) for all arrows f ∈ X. Also,
we call a natural transformation between two restriction functors α : F ⇒ G a restriction
transformation if αA = 1F A for all A ∈ X (components are total).

Restriction categories (objects), restriction functors (1-cells) and restriction transformations
(2-cells) form a 2-category which we denote by rCat. There is an obvious forgetful 2-functor
U : rCat→ Cat.

2.3 Split restriction categories

Recall that an idempotent e : A → A in an ordinary category is said to be split if there exist
two maps m : B → A and r : A → B such that mr = e and rm = 1B. Now let f : A → A
be the restriction of some map f : A → B in a restriction category X, and suppose f splits.
Then there exist maps m : C → A and r : A → C such that mr = f and rm = 1C (for some
C ∈ X). But this implies

r = mr = mr = f = f

by Lemma 3 (3) and the fact m is monic. In other words, split restriction idempotents must
be of the form r = mr for some m satisfying the condition rm = 1. We call m a restriction
monic if there exists an r such that mr = r and rm = 1.

If all restriction idempotents in a restriction category X split, we call X a split restriction
category. This gives a new 2-category rCats whose objects are split restriction categories,
1-cells are restriction functors and 2-cells are restriction transformations. Clearly, rCats is a
full sub-2-category of rCat.

Now there exists a 2-functor Kr : rCat → rCats which takes any restriction category X to a
split restriction category Kr (X) with the following data:

• Objects: An object of Kr (X) is a pair (A, eA), where A is an object in X and eA : A→
A is some restriction idempotent in X.
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• Arrows: An arrow (A, eA) to (B, eB) is a triple (eA, f , eB), where f : A → B is an
arrow in X such that eB f eA = f .

• Identity: The identity 1(A,eA) is given by 1(A,eA) = (eA, eA, eA).

• Composition: The composite of (eA, f , eB) : (A, eA) → (B, eB) with
(eB , g, eC) : (B, eB) → (C, eC) is given by (eA, g f , eC) : (A, eA) → (C, eC).

• Restriction: The restriction on (eA, f , eB) is given by (eA, f , eB) = (eA, f eA, eA).

It is clear that a structure with the above data is a category (as composition of arrows in X is
associative). Also, the definition of the restriction structure makes sense since

eA f eAeA = (eA f )eAeA = ( f eA)eAeA = f eA

(both eA and f are restriction idempotents). All that remains is to check that this definition
satisfies the restriction axioms; see [2, p. 242] for details. Now to see that all restriction idem-
potents split in Kr (X), consider an arrow (eA, f , eB) : (A, eA) → (B, eB), with restriction
given by (eA, f , eB) = (eA, f eA, eA). Then (eA, f eA, eA) = ( f eA, f eA, eA) ◦ (eA, f eA, f eA)

(A, eA) (A, eA)

(A, f eA)
(eA , f eA , f eA)

(eA , f eA ,eA)

( f eA , f eA ,eA)

and
(eA, f eA, f eA) ◦ ( f eA, f eA, eA) = ( f eA, f eA, f eA) = 1(A, f eA)

So every restriction idempotent splits in Kr (X).

There is a canonical embedding J : X→ Kr (X) which has the following data:

• Objects: Let A be an object in X. Then J A = (A, 1A).

• Arrows: Let f : A → B be an arrow in X. Then J f : (A, 1A) → (B, 1B) is given by
J f = (1A, f , 1B).

Clearly J is a restriction functor since

J ( f ) = (1A, f , 1A) = (1A, f 1A, 1A) = (1A, f , 1B) = J f

Proposition 6. Let X be a restriction category and E a split restriction category. Then the
functor (−) ◦ J : rCats (Kr (X), E) → rCat(X, E) is an equivalence of categories.

Proof. We begin by showing that (−) ◦ J is essentially surjective. So given H : X → E, we
must find some H! : Kr (X) → E with H! ◦ J � H . To define H!, let (A, eA) ∈ Kr (X) be
given. By assumption, the restriction idempotent HeA : H A → H A splits in E; so choose
some splitting (below):
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H A H A

SeA

HeA

rA mA

And now define H! : Kr (X) → E on objects by H!(A, eA) = SeA . Note that since splittings
of idempotents are unique up to isomorphism, we have H! J A = H!(A, 1A) � H A.

Now let (eA, f , eB) : (A, eA) → (B, eB) be an arrow in Kr (X). Since both SeA and SeB are
part of the splittings of HeA and HeB respectively, we get the commutative diagram below:

H A H B

H A HB

SeA SeB

H f

HeB

rB

HeA

rA

mA

H!(eA , f ,eB )

mB

So define H! on arrows by H!(eA, f , eB) = rB ◦H f ◦mA. This may be checked to make H! a
functor, and in particular, H! ◦ J � H . This shows that F is essentially surjective; it remains
to show that F is fully faithful.

Suppose G, H : Kr (X) → E are two restriction functors and α : GJ ⇒ H J is a restriction
transformation. We require a unique restriction transformation α̃ : G ⇒ H such that α̃ ◦ J =

α. Given (A, e) ∈ Kr (X) (where e : A → A is a restriction idempotent), we define the
component of α̃ at (A, e) by the arrow which makes the following diagram commute:

F (A, e) G(A, e)

F (A, 1) G(A, 1)

α̃(A,e)

F (e,e,1)

αA

G(1,e,e)

It is now easy to check that α̃ is natural. However, it is also a restriction transformation since

α̃(A,e) = G(1, e, e) ◦ αA ◦ F (e, e, 1)

= G(1, e, e) ◦ αA ◦ F (e, e, 1) (repeated use of fact g f = g f )

= G(1, e, 1) ◦ αA ◦ F (e, e, 1) (G is a restriction functor)

= αA ◦ F (1, e, 1) ◦ F (e, e, 1) (α is natural)

= F (1, e, 1) ◦ F (e, e, 1) (αA is total; F (1, e, 1) is restriction idempotent)

= F (e, e, 1) = F (e, e, e) = 1F (A,e)

This shows the existence of α̃; uniqueness follows by comparison with previous diagram.
Therefore (−) ◦ J : rCats (Kr (X), E) → rCat(X, E) is an equivalence. �



8 Restriction categories

2.4 Stable system of monics andM-categories

In any category C, a system of monicsM is defined to be a collection of monics in C such
that

• M contains the isomorphisms, and

• If m : A→ B and n : B → C are inM, then so is their composite n ◦ m.

Such a system of monicsM is said to be stable if for all m ∈ M and f ∈ C, the pullback of
m along f exists and is inM. That is, there is a pullback square of the following form:

A′ A

B′ B

f ′

m′
y

m

f

We call the above pullback (A′,m′, f ′) of m along f an M-pullback. We define an M-
category to be a pair (C,M) of a category C and a stable system of monics M in C. If
(D,N ) is also anM-category (with N being a stable system of monics in D), then anM-
functor (C,M) → (D,N ) is a functor F : C→ D with the following properties:

• If m ∈ M, then Fm ∈ N , and

• If
A′ A

B′ B

f ′

m′
y

m

f

is an M-pullback in C, then
F A′ F A

FB′ FB

F f ′

Fm′
y

Fm

F f

is a pullback in

D.

A natural transformation α : F ⇒ G between two M-functors is called an M-cartesian
natural transformation if for all m : X → Y in M, the following naturality square is a
pullback:

FX GX

FY GY

αX

Fm
y

Gm

αY

M-categories (objects), M-functors (1-cells) and M-cartesian natural transformations (2-
cells) form a 2-category, which we denote byMCat.

2.5 The category of partial maps

Given anyM-category (C,M), we may construct a restriction category Par(C,M), called
the category ofM-partial maps in C. Its objects are the same as those in C, and an arrow
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from A to B is an equivalence class of triples [(A′,m, f )], where m : A′ → A is inM and
f : A′ → B is a map in C:

A′

A B

m f

We say (A′,m, f ) ∼ (A′′,m′, f ′) if there exists an isomorphism ϕ : A′′ → A′ making the
following diagram commute:

A′′

A A′ B

m′ f ′
ϕ

m f

(From now on, we shall dispense with the bracket notation if the meaning is clear from the
context).

The identity arrow on A ∈ Par(C,M) is given by (A, 1A, 1A), and the composite of an arrow
(A′,m, f ) : A → B with (B′,m′, f ′) : B → C is defined to be (B′,m′, f ′) ◦ (A′,m, f ) =

(A′′,mm′′, f ′ f ′′), where (A′′,m′′, f ′′) is a pullback of m′ along f :

A′′

A′ B′

A B C

m′′ f ′′

m f m′ f ′

It is easy to see that composition is well-defined on equivalence classes, and the equivalence
relation ensures that this composition is strictly associative and unital.

Proposition 7. Suppose (C,M) is an M-category. Then Par(C,M) is a split restriction
category, with restriction given by (A′,m, f ) = (A′,m,m) for all arrows (A′,m, f ) : A→ B,
and the total maps in Par(C,M) are of the form (A, 1A, g) : A→ B.

Proof. The first step simply involves checking that the given restriction structure satisfies ax-
ioms (R1)-(R4) (see [2, p. 246-247]). Also, note that each restriction idempotent (A′,m, f )
is split since (A′,m, 1A′ ) ◦ (A′, 1A′ ,m) = (A′, 1A′ , 1A′ ) and (A′, 1A′ ,m) ◦ (A′,m, 1A′ ) =

(A′,m,m). Finally, suppose (A′,m, f ) is total. Then (A′,m,m) ∼ (A, 1A, 1A), implying
m : A′ → A is an isomorphism. Therefore, (A′,m, f ) ∼ (A, 1A, f m−1).

A

A A′ B

1A f m−1

m−1

m f
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Hence, a map is total in Par(C,M) if and only if it is of the form (A, 1A, g). �

Proposition 8. There exists a 2-functor Par : MCat → rCats which, on objects, takes
(C,M) to Par(C,M).

Proof. We need to define a functor

Par : MCat
(
(C,M), (D,N )

)
→ rCats

(
Par(C,M),Par(D,N )

)
So let F : (C,M) → (D,N ) be anM-functor and define Par(F) as follows:

• Objects: Par(F)(A) = F A

• Arrows: Par(F)(A′,m, f ) = (F A′, Fm, F f )

Then Par(F) is a functor by the factM-functors preserveM-pullbacks. But Par(F) is also
a restriction functor since

Par(F)(A′,m,m) = (F A′, Fm, Fm) = (F A′, Fm, F f ) = Par(F)(A′,m, f )

Now let α : F ⇒ G be anM-cartesian natural transformation and define Par(α) : Par(F) ⇒
Par(G) componentwise by

Par(α)A = (F A, 1F A, αA) : F A→ GA

It is straightforward to show that Par(α) is natural, and hence Par : MCat → rCats is a
2-functor. �

2.6 The 2-functorMTotal

In fact, the 2-functor Par : MCat → rCats just defined is an equivalence of 2-categories.
The 2-functor in the other direction,MTotal : rCats →MCat, is defined as follows:

If X is a split restriction category, then

MTotal(X) = (Total(X),MX)

whereMX are the restriction monics in X.

Proposition 9. MTotal(X) is anM-category.

Proof. See Cockett, Lack [2, p. 249] for full details. �

If F : X → Y is a restriction functor, define Total(F) : Total(X) → Total(Y) to be the
restriction of F to Total(X). Then we may show that Total(F) is a restriction functor, and
moreover, that it preservesM-pullbacks. Therefore, definingMTotal(F) = Total(F) makes
MTotal(F) : (Total(X),MX) → (Total(Y),MY) anM-functor. Finally, if α : F ⇒ G is a
restriction transformation, then we may show that Total(α) isMX-cartesian. Hence, defining
MTotal(α) = Total(α) makesMTotal a 2-functor.
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Theorem 10. The 2-categories rCats andMCat are equivalent.

Proof. To show equivalence, we need to define natural isomorphisms Φ : 1rCats ⇒ Par ◦
MTotal and Ψ : MTotal ◦ Par ⇒ 1MCat. First consider Φ, and let us define ΦX : X →
Par(Total(X),MX) on objects by ΦX(A) = A, and on arrows by ΦX( f ) = (A′,m, f m)
(where mr = f and rm = 1A′ for some r : A → A′). Then ΦX is a functor, and is in fact, a
restriction functor since

ΦX( f ) = (A′,m, f m) = (A′,m, (mr)m) = (A′,m,m) = ΦX( f )

In addition, ΦX is an isomorphism and Φ is natural, making Φ a natural isomorphism (see
[2, p. 250-251] for details).

On the other hand, define Ψ(C,M) :
(
Total

(
Par(C,M)

)
,MPar(C,M)

)
→ (C,M) on objects

by Ψ(C,M) (A) = A and on arrows by Ψ(C,M) (A′, 1A′ , f ) = f . Then clearly Ψ(C,M) is an
isomorphism. Further, Ψ is natural and so Ψ is a natural isomorphism. Hence,MTotal and
Par are part of an equivalence of 2-categories. �

2.7 NewM-categories from existing ones

In this final section, we recall a way of creating a new M-category from an existing M-
category.

Let (C,M) be anM-category, and consider the presheaf category Ĉ = [Cop, Set] on C. We
would like to give a stable system of monics in Ĉ, say M̂, so that (Ĉ, M̂) is anM-category.
We say that µ : P ⇒ Q is in M̂ (or µ is an M̂-map) if for all δ : yC ⇒ Q (where y is
the Yoneda embedding), there exists a D ∈ C and a monic n : D → C in M such that the
following is a pullback:

yD P

yC Q

γ

yn
y

µ

δ

To check that M̂ is a system of monics in Ĉ, we first must check it contains all the isomor-
phisms in Ĉ. But if µ is any isomorphism, then for each δ : yC ⇒ Q, the following is a
pullback:

yC P

yC Q

µ−1 ◦ δ

y(1C )
y

µ

δ

So µ ∈ M̂. It is also easy to see that M̂ is closed under composition, since if σ : T ⇒ P and
µ : P ⇒ Q are in M̂ (with δ : yC ⇒ Q given), then the following outer square is a pullback
(by the standard pasting properties of pullbacks):
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yE T

yD P

yC Q

β

ym
y

σ

γ

yn
y

µ

δ

Therefore it remains to show that M̂ is stable. So let τ : R ⇒ Q be an arrow in Ĉ. Then
because Ĉ is complete, there exists a pullback square:

S P

R Q

γ

µ′
y

µ

τ

We need to show µ′ is an M̂-map. So let δ : yC ⇒ R be given. Now because µ is an M̂-map,
this means given the composite τ ◦ δ : yC ⇒ Q, there is a map n : D → C making the outer
square a pullback:

yD S P

yC R Q

yn

γ

µ′

y
µ

δ τ

But by the standard pasting properties of pullbacks, this implies there is a unique map yD ⇒
S making the left square a pullback. Hence, µ′ is an M̂-map and (Ĉ, M̂) is anM-category.

Note that M̂ is not the smallest stable system of monics generated by the collection {ym |
m ∈ M} (see Lemma 2.4 [3]).



3
Restriction presheaves

3.1 Restriction presheaves

In the previous chapter, we recalled the notion of restriction category and saw there was an
equivalence between rCats (the 2-category of split restriction categories) andMCat (the 2-
category ofM-categories). Cockett and Lack [2, p. 252] uses this equivalence to describe an
embedding of any restriction category X into Par

(
̂Total(Kr (X)), M̂Kr (X)

)
. The goal of this

chapter will be to reformulate this embedding in a more straightforward manner, in terms of
the following notion of restriction presheaf.

Definition 11. Let X be a restriction category. A restriction presheaf on X is a presheaf
P : (UX)op → Set together with a family of assignations {FA} (one for each object A ∈ X),
where each FA is a map

FA : PA→ X(A, A), x 7→ x

and x is a restriction idempotent satisfying the following three axioms:

(A1) x · x = x

(A2) x · f = x ◦ f , where f : A→ B in X

(A3) x ◦ g = g ◦ x · g, where g : B → A in X

Here, the notation x · x denotes the element P(x)(x) (see Mac Lane and Moerdijk [6, p. 25]).
We call the family of assignations {FA}A∈X the restriction structure on P, and x the restriction
of x.

Lemma 12. Suppose P is a restriction presheaf on X, and x ∈ PA (where A ∈ X). Let
g : B → A be an arrow in X. Then

1. g ◦ x · g = x · g
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2. x ◦ g = x · g

Proof. 1. By (R2), (A2) and (R1),

g ◦ x · g = x · g ◦ g = (x · g) · g = x · (g ◦ g) = x · g

2. By (A3), (R3) and the previous result,

x ◦ g = g ◦ x · g = g ◦ x · g = x · g �

Proposition 13. The restriction structure on any presheaf is unique, if it exists.

Proof. Let P be a presheaf on X, and let {FA}A∈X and {GA}A∈X be restriction structures on
P. Let A ∈ X, x ∈ PA be arbitrary and let FA(x) = x, GA(x) = x̃. Then using (A1), (A2)
and noting that x and x̃ are restriction idempotents, we get

x̃ = x̃ · x = x̃ ◦ x = x ◦ x̃ = x · x̃ = x �

We make one more observation regarding the restriction structure of any restriction presheaf.

Let X be any restriction category and P a presheaf on X. Let A be an object in X and x ∈ PA.
Now denote by P the partially ordered set of restriction idempotents on A with ordering
given by e ≤ e′ if and only if e = e′e. Suppose the restriction idempotent e : A→ A satisfies
the condition x · e = x. Then this implies

x · e = x ◦ e = e ◦ x = x

or, x ≤ e. Therefore, if P has a least element, then the restriction of x must be that least
element.

3.2 The category of restriction presheaves

Definition 14. Let X be a restriction category. We define a new restriction category X̂r with
the following data:

• Objects: Restriction presheaves on X

• Arrows: If P,Q are restriction presheaves on X, then an arrow is a natural transfor-
mation α : P ⇒ Q.

• Restriction: The restriction on α : P ⇒ Q, α : P ⇒ P, is given componentwise by

αA(x) = x · αA(x)

for every A ∈ X and x ∈ PA. Note that α is natural since for every f : B → A,

αB (x · f ) = x ·
(

f ◦ αB (x · f )
)

= x ·
(

f ◦ αA(x) · f
)

= x ·
(
αA(x) ◦ f

)
= αA(x) · f

(by axioms and naturality of α).
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The identity arrow on P is the identity natural transformation 1P : P ⇒ P, and composition
is the usual composition of natural transformations.

Clearly X̂r is a category, so all that remains is to check it is a restriction category.

(R1) Let α : P ⇒ Q. Then αα = α if and only if αA (αA(x)) = αA(x) for all A ∈ X and
x ∈ PA. But

αA (αA(x)) = αA
(
x · αA(x)

)
= αA(x) · αA(x) = αA(x)

by (A1) and naturality of α. Hence αα = α.

(R2) Let α : P ⇒ Q and β : P ⇒ R. Then for all A ∈ X and x ∈ PA,

αA
(
βA(x)

)
= αA

(
x · βA(x)

)
= αA(x) · βA(x)

=
(
x · αA(x)

)
· βA(x) = x ·

(
αA(x) ◦ βA(x)

)
= x ·

(
βA(x) ◦ αA(x)

)
= βA(αA(x))

So αβ = βα.

(R3) Let α, β be as before. We need to show αβ = αβ. Now for all A ∈ X and x ∈ PA,

αβA(x) = x · (αβ)A(x) = x · αA
(
βA(x)

)
= x · αA

(
x · βA(x)

)
= x · αA(x) · βA(x)

= x ·
(
αA(x) ◦ βA(x)

)
= αA

(
βA(x)

)
So αβ = αβ.

(R4) Let γ : Q ⇒ R. To show γα = αγα, let A ∈ X as before, and x ∈ PA. Then

(γα)A(x) = γA(αA(x)) = αA(x) · γA(αA(x)) = αA
(
x · (γα)A(x)

)
= αA

(
γαA(x)

)
= (αγα)A (x)

Therefore γα = αγα as required.

Hence, αA(x) = x ·αA(x) gives a restriction structure on X̂r , making X̂r a restriction category
which we call the category of restriction presheaves on X.

3.3 Total maps in the category of restriction presheaves

Let α : P ⇒ Q be total in X̂r , where X is any restriction category. Then α = 1P, or αA(x) =

1PA(x) = x for all A ∈ X and x ∈ PA. That is, x · αA(x) = x. But this implies x ≤ αA(x)
since

x = x · αA(x) = x ◦ αA(x) = αA(x) ◦ x

On the other hand, we have αA(x) ≤ x as

αA(x) = αA(x · x) = αA(x) · x = αA(x) ◦ x = x ◦ αA(x)

(by naturality of α). Therefore, a map α in X̂r is total if and only if αA(x) = x for all A ∈ X
and x ∈ PA. In other words, if and only if α preserves restrictions.
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3.4 The restriction Yoneda embedding

We now describe a restriction functor yr : X → X̂r which is an analogue of the Yoneda
embedding within the restriction setting. On objects, we define yr (A) to be the representable
X(−, A) equipped with the restriction operations X(B, A) → X(B, B) from those of X. It is
easy to see that the restriction presheaf axioms are satisfied.

To define yr on arrows, let f : A → B be in X. Then define yr ( f ) : X(−, A) ⇒ X(−, B)
componentwise by (yr f )X = f ◦ (−) for each X ∈ X. All that remains is to show yr is a
restriction functor. Now for X ∈ X and x ∈ X(X, A), we have

(yr f )X (x) = x · (yr f )X (x) = x · f ◦ x = (yr A)( f ◦ x)(x)

= x ◦ f ◦ x = f ◦ x = (yr f )X (x)

by (R4). Therefore, yr f = yr ( f ), making yr a restriction functor. We call the restriction
functor yr the restriction Yoneda embedding.

We list one further property of X̂r .

3.5 The category of restriction presheaves is split

Proposition 15. Let X be a restriction category. Then X̂r is a split restriction category.

Proof. Suppose α : P ⇒ P is a restriction idempotent in X̂r . Since ÛX is complete, the
equaliser of 1P and α : P ⇒ P exists (which we denote by µ : Q ⇒ P). Componentwise, for
every A ∈ X, µA is the inclusion µA : QA→ PA and QA = {x ∈ PA | αA(x) = x}.

Now let ρ : P ⇒ Q be the unique map which makes the following diagram commute:

Q P P

P

µ
1P

α
ρ

α

By definition, µρ = α, and precomposing both sides by µ gives µρµ = αµ = µ. Therefore,
ρµ = 1P (as µ is monic) and α : P ⇒ P is split. So all that remains is to show α is a split
restriction idempotent (by giving Q a restriction structure). But because QA ⊂ PA for every
A ∈ X, giving Q the same restriction structure as P does the job. (That is, every x ∈ QA ⊂
PA will satisfy axioms (A1)-(A3)). Therefore, X̂r is a split restriction category. �

Before moving on to the main results of this chapter, let us recall the restriction category
Kr (X) whose objects are pairs (A, eA) (with eA a restriction idempotent), and whose arrows
are of the form (eA, f , eB) : (A, eA) → (B, eB) (with f satisfying the condition eB f eA = f ),
and the restriction functor J : X → Kr (X), given on objects by J A = (A, 1A) and on arrows
by J f = (1A, f , 1B) (with f : A→ B ∈ X).

Proposition 16. The categories X̂r and K̂r (X)r are equivalent.
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Proof. To show these categories are equivalent, we need a restriction functor F : K̂r (X)r →

X̂r which is fully faithful and essentially surjective. So let us define F in the following way:

K̂r (X)r X̂r

K̂r (X) X̂

F

(−) ◦ Jop

It is well-known that the bottom arrow is an equivalence of categories. We aim to show that
it restricts back to an equivalence F (as displayed) between the corresponding subcategories
of restriction presheaves.

On objects, we must have FP = P ◦ Jop. To see that this is a restriction presheaf on X,
we need to show for every A ∈ X and x ∈ (PJop)(A) = P(A, 1A), there is a restriction
idempotent x : A→ A in X satisfying axioms (A1)-(A3). But we know that P is a restriction
presheaf on Kr (X). That is, for (A, 1A) ∈ Kr (X) and y ∈ P(A, 1A), there is a restriction
idempotent y : (A, 1A) → (A, 1A) of the form y = (1A, f , 1A) satisfying the relevant axioms
(where f ∈ X). Note that f is a restriction idempotent in X since y = y implies (1A, f , 1A) =

(1A, f , 1A). Therefore, taking x = f ensures that P ◦ Jop is a restriction presheaf on X.

Now on arrows α : P ⇒ Q in K̂r (X)r , we must have F (α) = α ◦ Jop. To see that this makes
F a restriction functor, let A ∈ X and x ∈ P(A, 1A) be arbitrary. Then

(α ◦ Jop)A(x) = α(A,1A) (x) = x · α(A,1A) (x) = x · (α ◦ Jop)A(x) =
(
α ◦ Jop

)
A

(x)

implies F (α) = F (α), and so F is a restriction functor.

Since K̂r (X) ' X̂ in Cat, such an F must be fully faithful. Hence, it remains to show
F is essentially surjective. That is, given a restriction presheaf P : Xop → Set, there is
a P̃ : Kr (X)op → Set such that P̃ ◦ Jop � P. So define P̃ on objects (A, eA) ∈ Kr (X)
by P̃(A, eA) = {x ∈ PA | x · eA = x}. [Note this implies P̃(A, 1A) = PA]. For an arrow
(eA, f , eB) : (A, eA) → (B, eB), we need P̃(eA, f , eB) to be a function P̃(B, eB) → P̃(A, eA).
Knowing that P f : PB → PA and P̃(A, eA) ⊂ PA, define P̃(eA, f , eB) = P f . We just need
to check for all x ∈ P̃(B, eB), (P f )(x) ∈ P̃(A, eA). But f ◦ eA = (eB f eA)eA = f implies

(x · f ) · eA = x · ( f ◦ eA) = x · f

Therefore (P f )(x) ∈ P̃(A, eA), making P̃ a presheaf on Kr (X), with P̃ ◦ Jop = P. If we can
define a restriction structure on P̃, then F would be essentially surjective.

To do this, let (A, e) ∈ Kr (X) and x ∈ P̃(A, e) be arbitrary. Now because x ∈ P̃(A, e) ⊂ PA
and P is a restriction presheaf, there exists a restriction idempotent x : A → A associated to
x. So define the restriction of x ∈ P̃(A, e) to be x̃ = (e, x , e). First, observe that x̃ is an
idempotent. Second, x̃ is an arrow in Kr (X) since

exe = eex = ex = xe = x · e = x

Therefore, it remains to show that x̃ = (e, x , e) satisfies the restriction presheaf axioms.
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Now x · x̃ = x · (e, x , e) = P̃(e, x , e)(x) = P(x)(x) = x · x = x. Also, given an arrow
(eA, f , eB) : (A, eA) → (B, eB) in Kr (X), we have

˜x · (eA, f , eB) =
˜x · (eA, f eA, eA) =

˜x · f eA = (eA, x · f eA, eA) = (eA, (x · eA) f , eA)

= (eA, x · f , eA) = (eA, x ◦ f , eA) = (eA, x , eA) ◦ (eA, f , eA)

= x̃ ◦ (eA, f eA, eA) = x̃ ◦ (eA, f , eB)

Finally, suppose (eB , g, eA) : (B, eB) → (A, eA) is another arrow in Kr (X). Then

x̃ ◦ (eB , g, eA) = (eA, x , eA) ◦ (eB , g, eA) = (eB , x ◦ g, eA) = (eB , g ◦ x · g, eA)
= (eB , g, eA) ◦ (eB , x · g, eB) = (eB , g, eA) ◦ x̃ · g

= (eB , g, eA) ◦ ˜x · (eB , g, eA)

Therefore, x̃ defines a restriction structure on P̃, making P̃ a restriction presheaf. Hence,
X̂r ' K̂r (X)r . �

3.6 An equivalence in Cat

Cockett and Lack [2, p. 252] describes the following chain of embeddings of any restric-
tion category X. First we take X to Kr (X) via the functor J (taking objects A to (A, 1A)).
Next, by the fact thatMTotal and Par are part of an equivalence of 2-categories, there is an
isomorphism ΦKr (X) taking Kr (X) to the restriction category Par

(
Total(Kr (X)),MKr (X)

)
.

We then compose with the restriction functor Par(y) into Par
(
̂Total(Kr (X)), M̂Kr (X)

)
. This

yields the following composite embedding of X:

X Kr (X) Par
(
Total(Kr (X)),MKr (X)

)
Par

(
̂Total(Kr (X)), M̂Kr (X)

)J ΦKr (X) Par(y)

However, we have already seen that the restriction Yoneda embedding yr gives an embedding
of any restriction category X into the restriction presheaf category X̂r . The remainder of this
chapter will therefore be devoted to showing that yr is the same embedding described by
Cockett and Lack (up to an equivalence). To do this, we prove two important results; the first
is an equivalence in Cat, and the second is an equivalence inMCat.

Theorem 17. Let C be any category andM a stable system of monics in C. Then

Ĉ ' Total
(
̂Par(C,M)r

)
Proof. We begin by defining a functor F : Ĉ → Total

(
̂Par(C,M)r

)
on objects P ∈ Ĉ. Let

F (P) = P̃, where P̃ : Par(C,M)op → Set has the following data:

• Objects: If X is an object of Par(C,M), then P̃(X ) is the set of equivalence classes

P̃(X ) =
{
[(Y,m, f )] | Y ∈ Par(C,M),m ∈ M , f ∈ PY

}
where (Y,m, f ) ∼ (Z, n, g) if there exists an isomorphism ϕ : Z → Y such that n = mϕ
and g = f · ϕ. Alternatively, we may think of an element in P̃(X ) as a span from X to
?
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Y

X ?

m f

where ? is some formal object outside of C. Again, we will write (Y,m, f ) instead of
[(Y,m, f )] where the context is clear.

• Arrows: If (B, n, g) : Z → X is an arrow in Par(C,M) and (Y,m, f ) ∈ P̃(X ), then
define (

P̃(B, n, g)
)
(Y,m, f ) = (B ×X Y, nm′, f · g′)

where (B ×X Y,m′, g′) is a pullback of m along g and f · g′ = (Pg′)( f ).

B ×X Y

B Y

Z X ?

m′ g′

n g m f

Informally, we will sometimes denote
(
P̃(B, n, g)

)
(Y,m, f ) by (Y,m, f ) · (B, n, g) for

notational purposes.

The restriction on each (Y,m, f ) ∈ P̃(X ) is to be given by (Y,m, f ) = (Y,m,m). This makes
F (P) = P̃ a restriction presheaf.

Now suppose α : P ⇒ Q is an arrow in Ĉ. Let F (α) = α̃, whose component at X ∈
Par(C,M) is defined as follows:

α̃X (Y,m, f ) =
(
Y,m, αY ( f )

)
(Note that αY ( f ) ∈ QY ). To show that α̃ is natural, we need to show the following diagram
commutes:

P̃X Q̃X

P̃Z Q̃Z

α̃X

P̃(B,n,g) Q̃(B,n,g)

α̃Z

(Y,m, f )
(
Y,m, αY ( f )

)

(B ×X Y, nm′, f · g′)
(
B ×X Y, nm′, αB×XY ( f · g′)

) ?
=

(
B ×X Y, nm′, αY ( f ) · g′

)
But αB×XY ( f ·g′) = αY ( f ) ·g′ by naturality of α, and so α̃ is natural. It remains to check that
α̃ is total. That is, α̃X (Y,m, f ) = (Y,m, f ) for every X ∈ Par(C,M) and (Y,m, f ) ∈ P̃X .
But

α̃X (Y,m, f ) =
(
Y,m, αY ( f )

)
= (Y,m,m) = (Y,m, f )
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Hence, F : Ĉ → Total
(
̂Par(C,M)r

)
is a functor. (Checking that F maps identities to

identities and preserves composition is trivial).

The next step is to define a functor G : Total
(
̂Par(C,M)r

)
→ Ĉ in the other direction. So

let P be an object in ̂Par(C,M)r and let G(P) = Ṗ, where Ṗ has the following data:

• Objects: If X is an object of C (and hence an object in Par(C,M)), then

Ṗ(X ) =
{
x | x ∈ PX, x = 1X ∈ Par(C,M)

}
Note that ṖX ⊂ PX .

• Arrows: If f : Z → X is an arrow in C, then

Ṗ( f ) = P(Z, 1Z , f )

To see that Ṗ( f ) is well-defined, first observe that P(Z, 1Z , f ) is a function from PX
to PZ . Now let x ∈ ṖX . Then

P(Z, 1Z , f )(x) = x · (Z, 1Z , f ) = x ◦ (Z, 1Z , f ) = 1Z

and so Ṗ( f ) is a function from ṖX to ṖZ .

Clearly Ṗ is a presheaf on C. To define G on arrows α : P ⇒ Q, let G(α) = α̇ and define α̇
componentwise by

α̇X (x) = αX (x)

Note that αX (x) ∈ Q̇X since α total implies αX (x) = x = 1X (as x ∈ ṖX). It is then easy to
check that G is a functor. We now show that F and G are part of an equivalence of categories.
That is, there exist natural isomorphisms η : 1Ĉ ⇒ GF and ε : FG ⇒ 1Total

(
̂Par(C,M)r

) .
First, to define η, we need to give its components ηP : P → GF (P) for every presheaf P.
This means we need to give natural isomorphisms (ηP)X : PX → ˙̃PX for every X ∈ C. But

˙̃PX =
{
(Y,m, f ) | (Y,m, f ) = (X, 1X , 1X ), f ∈ PX

}
=

{
(X, 1X , f ) | f ∈ PX

}
So clearly (ηP)X defined by (ηP)X ( f ) = (X, 1X , f ) is an isomorphism (for every f ∈ PX).

To show naturality of ηP, let P ∈ Ĉ be given and suppose g : Z → X is an arrow in C.
Then because (X, 1X , f ) · (Z, 1Z , g) = (Z, 1Z , f · g) in Par(C,M) (for any f ∈ PX), the
following diagram commutes:

PX ˙̃PX

PZ ˙̃PZ

(ηP )X

Pg ˙̃Pg = (−) · (Z,1Z ,g)

(ηP )Z

f (X, 1X , f )

f · g (Z, 1Z , f · g)

Therefore, ηP is natural in X for every presheaf P. To show that η is natural in P, we need
to show the following diagram commutes for all arrows α : P ⇒ Q in Ĉ:
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P ˙̃P

Q ˙̃Q

ηP

α ˙̃α

ηQ

That is, for every X ∈ C, we have (ηQ ◦ α)X = ( ˙̃α ◦ ηP)X , or

(ηQ)X
(
αX ( f )

)
= ˙̃αX

(
(ηP)X ( f )

)
for all f ∈ PX . But

˙̃αX
(
(ηP)X ( f )

)
= α̃X

(
(ηP)X ( f )

)
= α̃X (X, 1X , f ) =

(
X, 1X , αX ( f )

)
= (ηQ)X

(
αX ( f )

)
Therefore, η is natural in P, and hence η : 1Ĉ ⇒ GF is a natural isomorphism.

Likewise, to define ε, we need to give components εP : FG(P) ⇒ P for every restric-
tion presheaf P : Par(C,M)op → Set. That is, we need to give natural isomorphisms
(εP)X : ˜̇PX → PX for every X ∈ Par(C,M). By definition,

˜̇PX =
{
(Y,m, f ) | Y ∈ Par(C,M),m ∈ M , f ∈ PY, f = 1Y

}
Now for every (Y,m, f ) ∈ ˜̇PX , there is an arrow (Y,m, 1Y ) : X → Y in Par(C,M) and
hence a function P(Y,m, 1Y ) : PY → PX . So define (εP)X by

(εP)X (Y,m, f ) = f · (Y,m, 1Y )

To define its inverse (εP)−1
X , let x ∈ PX so that x = (Z, n, n) for some Z ∈ C and n ∈ M.

This gives an arrow (Z, 1Z , n) : Z → X in Par(C,M) and a function P(Z, 1Z , n) : PX →
PZ . Since

x · (Z, 1Z , n) = x ◦ (Z, 1Z , n) = (Z, n, n) ◦ (Z, 1Z , n) = (Z, 1Z , n) = 1Z

define (εP)−1
X : PX → ˜̇P(X ) by

(εP)−1
X (x) =

(
Z, n, x · (Z, 1Z , n)

)
To see that (εP)−1

X really is the inverse of (εP)X , first note that for all (Y,m, f ) ∈ ˜̇PX ,

f · (Y,m, 1Y ) = f ◦ (Y,m, 1Y ) = (Y,m, 1Y ) = (Y,m,m)

as f = 1Y , and so

(εP)−1
X

(
(εP)X (Y,m, f )

)
= (εP)−1

X

(
f · (Y,m, 1Y )

)
=

(
Y,m,

(
f · (Y,m, 1Y )

)
· (Y, 1Y ,m)

)
=

(
Y,m, f ·

(
(Y,m, 1Y ) ◦ (Y, 1Y ,m)

))
=

(
Y,m, f · (Y, 1Y , 1Y )

)
= (Y,m, f )
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Similarly, for x ∈ PX and x = (Z, n, n),

(εP)X
(
(εP)−1

X (x)
)

= (εP)X
(
Z, n, x · (Z, 1Z , n)

)
=

(
x · (Z, 1Z , n)

)
· (Z, n, 1Z )

= x ·
(
(Z, 1Z , n) ◦ (Z, n, 1Z )

)
= x · (Z, n, n) = x · x

= x

Therefore, (εP)X : ˜̇PX → PX is an isomorphism. To show naturality of εP in X , we need to
show the following diagram commutes for all arrows (B, n, g) : Z → X in Par(C,M):

˜̇PX PX

˜̇PZ PZ

(εP )X

˜̇P(B,n,g) = (−) · (B,n,g) P(B,n,g)

(εP )Z

Figure 3.1: Naturality of εP

So let (Y,m, f ) ∈ ˜̇PX , and let (B ×X Y,m′, g′) be a pullback of m along g:

B ×X Y Y

B X

g′

m′
y

m

g

Then the top composite from Figure 3.1 is given by

f ·
(
(Y,m, 1Y ) ◦ (B, n, g)

)
= f · (B ×X Y, nm′, g′)

On the other hand, the bottom composite is given by

(εP)Z
(
B ×X Y, nm′, (Ṗg′) f

)
= (εP)Z

(
B ×X Y, nm′, f · (B ×X Y, 1, g′)

)
= f ·

(
(B ×X Y, 1, g′) ◦ (B ×X Y, nm′, 1)

)
= f · (B ×X Y, nm′, g′)

Therefore, the square in Figure 3.1 commutes and so εP is natural in X .

Finally, to show ε is natural in P, let α : P ⇒ Q be an arrow in Total
(
̂Par(C,M)r

)
. We

need to show the following diagram commutes:

˜̇P P

˜̇Q Q

εP

˜̇α α

εQ

That is, for all X ∈ Par(C,M), (α ◦ εP)X = (εQ ◦ ˜̇α)X or

αX
(
(εP)X (Y,m, f )

)
= (εQ)X

(˜̇αX (Y,m, f )
)
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for all (Y,m, f ) ∈ ˜̇PX . But

(εQ)X
(˜̇αX (Y,m, f )

)
= (εQ)X

(
Y,m, α̇Y ( f )

)
= (εQ)X

(
Y,m, αY ( f )

)
= αY ( f ) · (Y,m, 1Y ) = αX

(
f · (Y,m, 1Y )

)
= αX

(
(εP)X (Y,m, f )

)
by naturality of α. Therefore, ε : FG ⇒ 1Total

(
̂Par(C,M)r

) is a natural isomorphism and the
following categories are equivalent:

Ĉ ' Total
(
̂Par(C,M)r

)
�

3.7 An equivalence inMCat

The following lemma will be useful in proving our second equivalence.

Lemma 18. Let m : A → B be a monomorphism in some category C, and suppose the
pullback of m along f : C → B exists.

D A

C B

h

n
y

m

f

Then n is an isomorphism if and only if f = mg (for some unique g : C → A).

Proof. (⇒) If n is an isomorphism, define g = hn−1. Such a g is automatically unique since
m is monic.

(⇐) Suppose f = mg and consider the following diagram.

C

D A

C B

1C

g

n′

h

n m

f

By definition, nn′ = 1C , and precomposing by n gives nn′n = n. But n monic implies
n′n = 1D, and so n is an isomorphism. �

Theorem 19. Let C be a category andM a stable system of monics in C. Then(
Ĉ, M̂

)
' MTotal

(
̂Par(C,M)r

)
Proof. To show equivalence, we need to give twoM-functors (one in each direction). First
consider the functor F : Ĉ → Total

(
̂Par(C,M)r

)
defined in Theorem 17. If we can show
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F takes M̂-maps to restriction monics in ̂Par(C,M)r , then F is anM-functor. (Note that F
automatically preserves M̂-pullbacks since F is right adjoint to G).

So let µ : P ⇒ Q be an M̂-map. To show F (µ) = µ̃ : P̃ ⇒ Q̃ is a restriction monic, we need
to show µ̃ is an equaliser of 1Q̃ and α : Q̃ ⇒ Q̃ for some restriction idempotent α. To define
α, let X ∈ Par(C,M) and (Z, n, g) ∈ Q̃X . Now g ∈ QZ , and so by Yoneda, there exists
a corresponding natural transformation 〈g〉 : yZ ⇒ Q. By definition of an M̂-map, there
exists an arrow mg : B → Z inM making the following square a pullback:

yB P

yZ Q

ymg

y
µ

〈g〉

So define α by its components αX : Q̃X → Q̃X , where

αX (Z, n, g) = (B, nmg , g · mg)

(Observe that nmg ∈ M as both n,mg ∈ M. Also, g · mg ∈ QB since Q(mg) : QZ → QB).

To see that αX is well-defined (and hence α), we need to show that if m′g : B′ → Z satisfies
the same condition as mg, then (B, nmg , g ·mg) = (B′, nm′g , g ·m

′
g). This will be true if there

exists an isomorphism ϕ : B → B′ such that mg = m′g ◦ ϕ. By definition, ymg and ym′g are
both pullbacks of µ along 〈g〉. Therefore, there exists an isomorphism ψ : yB → yB′ such
that ymg = ym′g ◦ψ. As y is full and faithful, this implies the existence of an isomomorphism
ϕ : B → B′ such that mg = m′g ◦ ϕ. Therefore α is well-defined.

We now show that α is natural and is a restriction idempotent. To complete the proof that µ̃
is a restriction monic, we show µ̃ equalises 1Q̃ and α.

1. Naturality of α

To see that α is natural, let (A,m, h) : Y → X be an arrow in Par(C,M). We need to show
the following diagram commutes:

Q̃X Q̃X

Q̃Y Q̃Y

αX

Q̃(A,m,h) = (−) · (A,m,h) Q̃(A,m,h)

αY

Figure 3.2: Naturality square of α

Let (Z, n, g) ∈ Q̃X , and consider Q̃(A,m, h)(Z, n, g) = (Z, n, g) · (A,m, h). Suppose
(A ×X Z,m′, g′) is a pullback of n along h:
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A ×X Z

A Z

Y X ?

m′ g′

m h n g

Then Q̃(A,m, h)(Z, n, g) = (A ×X Z,mm′, g · g′). Applying αY gives

αY (A ×X Z,mm′, g · g′) =
(
B′,mm′mg·g′ , g · (g′mg·g′ )

)
for some B′ and mg·g′ : B′ → A ×X Z . Now since mg ∈ M, we may consider a pullback of
mg along g′:

(A ×X Z ) ×Z B B

A ×X Z Z

g′′

m′g
y

mg

g′

By the special pasting properties of pullbacks and the fact that the Yoneda embedding pre-
serves all pullbacks, the outer square below is a pullback:

y(A ×X B) yB P

y(A ×X Z ) yZ Q

yg′′

ym′g
y

ymg

y
µ

yg′ 〈g〉

But since 〈g〉 ◦ yg′ = 〈g · g′〉 by naturality of the bijection QZ � Ĉ(yZ,Q) in Z , there is an
isomorphism δ making the following diagram commute:

yB′

y(A ×X B) P

y(A ×X Z ) Q

δ

ymg ·g′ ym′g µ

〈g·g′〉

And because y is full and faithful, there is a unique isomorphism d : B′ → A ×X B (with
yd = δ) making the diagram below commute:

B′ A ×X B

A ×X Z
mg ·g′

d

m′g
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Now consider the top composite in Figure 3.2. By definition, αX (Z, n, g) = (B, nmg , g ·mg)
and so applying Q̃(A,m, h) gives(

A ×X B,mm′m′g , g · (mgg
′′)

)
due to the existence of a pullback square below:

A ×X B

A B

Y X ?

m′m′g g′′

m h nmg g·mg

Therefore, to show that α is natural is to show there is an isomorphism B′ → A×X B making
the following diagram commute:

B′

Y A ×X B ?

mm′mg ·g′ g·(g′mg ·g′ )

mm′m′g g·(mgg
′′)

Now d certainly makes the left triangle commute since mg·g′ = m′gd (by definition). But it
also makes the right triangle commute since

g · (g′mg·g′ ) = g ·
(
g′(m′gd)

)
= g ·

(
(mgg

′′)d
)

=
(
g · (mgg

′′)
)
· d

as m′g is the pullback of mg along g′. Therefore, as there is an isomorphism making both
triangles commute, α is natural.

2. α is a restriction idempotent

To show α is a restriction idempotent, let X ∈ Par(C,M) and (Z, n, g) ∈ Q̃X . Then

αX (Z, n, g) = (Z, n, g) · αX (Z, n, g) = (Z, n, g) · (B, nmg , g · mg)
= (Z, n, g) · (B, nmg , nmg) = (B, nmg , g · mg)
= αX (Z, n, g)

by observing that (B, 1B ,mg) is a pullback of n along nmg

B

B Z

X X ?

1B mg

nmg nmg n g∈QZ
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Therefore, α is a restriction idempotent.

3. µ̃ : P̃ ⇒ Q̃ is an equaliser of α and 1Q̃

To show µ̃ is an equaliser of α and 1Q̃, we need to show µ̃X is an equaliser of αX and 1Q̃X in
Set (for all X ∈ Par(C,M)). This amounts to showing that:

• µ̃X is injective, and

• (Z, n, g) ∈ Q̃X satisfies (Z, n, g) = µ̃X (Y,m, f ) =
(
Y,m, µY ( f )

)
for some (Y,m, f ) ∈

P̃X if and only if αX (Z, n, g) = (Z, n, g)

To show µ̃X is injective, suppose µ̃X (Y,m, f ) = µ̃X (Y ′,m′, f ′). That is, there exists an
isomorphism ϕ : Y ′ → Y making the following diagram commute:

Y ′

X Y ?

m′ µY ′ ( f ′)
ϕ

m µY ( f )

If we can show that this implies f · ϕ = f ′, then (Y,m, f ) = (Y ′,m′, f ′). Now by naturality
of µ, we have µY ′ ( f · ϕ) = µY ( f ) · ϕ. But by assumption, µY ( f ) · ϕ = µY ′ ( f ′), and so
µY ′ ( f · ϕ) = µY ′ ( f ′). Since µ is monic, f · ϕ = f ′, and therefore µ̃X is injective.

To prove the second claim, let (Z, n, g) ∈ Q̃X , and suppose αX (Z, n, g) = (Z, n, g). That
is, (B, nmg , g · mg) = (Z, n, g), or equivalently, mg is an isomorphism making the following
diagram commute:

B

X Z ?

nmg g·mgmg

m g

Since functors preserve isomorphisms and the Yoneda embedding is full and faithful, mg is
an isomorphism if and only if ymg is an isomorphism. By Lemma 18, ymg is an isomorphism
if and only if 〈g〉 = µ ◦ 〈h〉, for some 〈h〉 : yZ ⇒ P.

yB P

yZ Q

ymg

y
µ

〈g〉

〈h〉

And by naturality of the Yoneda bijection Ĉ(yZ, P) � PZ in P, the condition 〈g〉 = µ◦〈h〉 is
equivalent to the statement that g = µZ (h) for some h ∈ PZ . But this is the same as saying
that the following diagram commutes:
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Z

X Z ?

n µZ (h)
1Z

n g

for some h ∈ PZ , or (Z, n, g) = (Z, n, µZ (h)) = µ̃X (Z, n, h) (where (Z, n, h) ∈ P̃X).
Therefore, µ̃X is an equaliser of 1Q̃X and αX in Set, and hence µ̃ is an equaliser of 1Q̃ and α.

This makes µ̃ a restriction monic, and so F : Ĉ→ Total
(
̂Par(C,M)r

)
is anM-functor.

Now for a functor in the other direction, consider the functor G : Total
(
̂Par(C,M)r

)
→ Ĉ

defined in Theorem 17. Again, we will show that G is also anM-functor.

So let µ : P ⇒ Q be a restriction monic in ̂Par(C,M)r . To show that µ̇ : Ṗ ⇒ Q̇ is an M̂-
map, we need to show given any 〈θ〉 : yC ⇒ Q̇, there is an object D, an arrow m : D → C in
M and a 〈δ〉 : yD ⇒ Ṗ making the following square a pullback:

yD Ṗ

yC Q̇

〈δ〉

ym
y

µ̇

〈θ〉

We make two observations. First, D,m and 〈δ〉must satisfy the condition µ̇◦ 〈δ〉 = 〈θ〉 ◦ym.
But naturality of the bijection Q̇C � Ĉ(yC, Q̇) in C implies 〈θ〉 ◦ ym = 〈θ · m〉 (where
θ ∈ Q̇C), and naturality of Ĉ(yD, Ṗ) � ṖD in Ṗ implies µ̇◦ 〈δ〉 = 〈µ̇D (δ)〉 (where δ ∈ ṖD).
So D,m and 〈δ〉 must satisfy the following condition (in Q̇D):

µ̇D (δ) = θ · m = (Q̇m)(θ) (3.1)

Second, D,m and 〈δ〉 must make the following a pullback in Set (for all X ∈ C):

C(X, D) = yDX ṖX

C(X,C) = yCX Q̇X

〈δ〉X = δ·(−)

(ym)X = m ◦ (−)

y

µ̇X

〈θ〉X = θ·(−)

Note this amounts to showing that given any f ∈ C(X,C) and x ∈ ṖX with (Q̇ f )(θ) =

µ̇X (x), there is a unique g ∈ C(X, D) such that:

(Ṗg)(δ) = δ · (X, 1X , g) = x , and m ◦ g = f (3.2)

Now to define D and m, we note that there is a ρ : Q ⇒ P such that µρ = ρ̄ and ρµ = 1P
(as µ is a restriction monic). Since θ ∈ Q̇C ⊂ QC, applying ρC : QC → PC to θ gives an
element ρC (θ) ∈ PC, and taking its restriction gives

ρC (θ) = (D,m,m) ∈ Par(C,M)(C,C)

for some D ∈ C and m : D → C inM. This gives us our object D and arrow m.



3.7 An equivalence inMCat 29

To define δ ∈ ṖD, consider the arrow (D, 1D ,m) ∈ Par(C,M). As P is a restriction
presheaf on Par(C,M), applying P to (D, 1D ,m) gives a function P(D, 1D ,m) : PC →
PD. So define

δ = P(D, 1D ,m)
(
ρC (θ)

)
= ρC (θ) · (D, 1D ,m)

We just need to show δ ∈ ṖD, or alternatively, δ = (D, 1D , 1D). But

δ = ρC (θ) · (D, 1D ,m) = ρC (θ) ◦ (D, 1D ,m) = (D,m,m) ◦ (D, 1D ,m)

= (D, 1D ,m) = (D, 1D , 1D)

Hence δ ∈ ṖD. All that remains is to show that D,m and δ satisfy (3.1) and (3.2).

To see that D,m and δ satisfy (3.1), we substitute and get

µ̇D (δ) = µD
(
ρC (θ) · (D, 1D ,m)

)
= µC

(
ρC (θ)

)
· (D, 1D ,m) = ρC (θ) · (D, 1D ,m)

=
(
θ · ρC (θ)

)
· (D, 1D ,m) = θ ·

(
ρC (θ) ◦ (D, 1D ,m)

)
= θ · (D, 1D ,m)

= Q(D, 1D ,m)(θ) = (Q̇m)(θ)

using the fact that µρ = ρ̄.

To see that D,m and δ also satisfy (3.2), suppose θ · (X, 1X , f ) = (Q̇ f )(θ) = µ̇X (x) = µX (x)
for some f ∈ C(X,C) and x ∈ ṖX . Then applying ρX to both sides gives

ρC (θ) · (X, 1X , f ) = ρX
(
θ · (X, 1X , f )

)
= ρX (µX (x)) = x

since ρµ = 1P. Now the condition δ · (X, 1X , g) = x is equivalent to

ρC (θ) ·
(
(D, 1D ,m) ◦ (X, 1X , g)

)
= ρC (θ) · (X, 1,mg) = x

(after substitution). Therefore, to show that D,m and δ satisfy (3.2), it suffices to find a
g : X → D such that mg = f (as g will automatically be unique by the fact m is monic).

So consider the composite (D,m,m) ◦ (X, 1X , f ) = (E ,m′,m f ′).

E

X D

X C C

m′ f ′

1X f m m

If m′ is an isomorphism (with inverse given by (m′)−1), then f ′ ◦ (m′)−1 will give a map X
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to D. Now

θ · (E ,m′,m f ′) = θ ·
(
(D,m,m) ◦ (X, 1X , f )

)
= (θ · ρC (θ)) · (X, 1X , f ) (definition of ρC (θ))
= ρC (θ) · (X, 1X , f ) (definition of ρ)

= ρX

(
θ · (X, 1X , f )

)
(naturality of ρ)

= ρX (µX (x)) (by assumption)
= µX (ρX (µX (x)))
= µX (x)
= θ · (X, 1X , f ) (by assumption)

and so θ · (E ,m′,m f ′) = θ · (X, 1X , f ). But since θ ∈ Q̇C ⊂ QC,

θ · (E ,m′,m f ′) = θ ◦ (E ,m′,m f ′) = (E ,m′,m f ′) = (E ,m′,m′)

and
θ · (X, 1X , f ) = θ ◦ (X, 1X , f ) = (X, 1X , f ) = (X, 1X , 1X )

as θ = (C, 1C , 1C). That is, (E ,m′,m′) = (X, 1X , 1X ) and so by definition, m′ must be an
isomorphism. This gives a unique g = f ′ ◦ (m′)−1 in C(X, D) satisfying the condition

mg = m ◦ f ′ ◦ (m′)−1 = ( f ◦ (m′)) ◦ (m′)−1 = f

Therefore, D,m and δ satisfy (3.1) and (3.2). Hence, µ̇ : Ṗ ⇒ Q̇ is an M̂-map and so G is
anM-functor.

Finally, by the previous theorem, there exist isomorphisms η : 1Ĉ ⇒ GF and ε : FG ⇒
1Total

(
̂Par(C,M)r

) . Therefore, all naturality squares must be pullback squares and so both η
and ε must beM-cartesian. Hence,(

Ĉ, M̂
)
' MTotal

(
̂Par(C,M)r

)
�

We now use the above result to derive the following fact.

Lemma 20. There is an equivalence of restriction categories

L : Par
(
Ĉ, M̂

)
→ ̂Par(C,M)r

In addition, this equivalence L makes the following diagram commute:

Par(C,M) Par
(
Ĉ, M̂

)

̂Par(C,M)r

yr

Par(y)

L

That is, yr = L ◦ Par(y).
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Proof. Since Par andMTotal are 2-equivalences, the following is an isomorphism of cate-
gories:

MCat
(
(Ĉ, M̂),MTotal

(
̂Par(C,M)r

))
� rCat

(
Par(Ĉ, M̂), ̂Par(C,M)r

)
Define L to be the unique transpose of F : (Ĉ, M̂) → MTotal

(
̂Par(C,M)r

)
, where F is

theM-functor from Theorem 19. Likewise, define ỹr : (C,M)→MTotal
(
̂Par(C,M)r

)
to

be the unique transpose of yr . Explicitly, ỹr is the unique map making the diagram below
commute:

C Total
(
̂Par(C,M)r

)

Par(C,M) ̂Par(C,M)r

ỹr

yr

Now if the following diagram commutes inMCat, then yr = L ◦ Par(y).

(C,M)
(
Ĉ, M̂

)

MTotal
(
̂Par(C,M)r

)ỹr

y

F

But the above diagram will commute if the following diagram commutes in Cat:

C Ĉ

Total
(
̂Par(C,M)r

)ỹr

y

F

So let A ∈ C. Then by definition, ỹr (A) = Par(C,M)(−, A). On the other hand, FyA =

F (C(−, A)), which is defined on objects B ∈ Par(C,M) by

F (C(−, A))(B) =
{
[(Y,m, f )] | Y ∈ Par(C,M),m : Y → B ∈ M , f ∈ C(Y, A)

}
Alternatively, the elements of F (C(−, A))(B) are equivalence classes of the form

Y

B A

m ∈M f

Clearly F (C(−, A))(B) = Par(C,M)(B, A) = (ỹr A)(B). Likewise, if (Z, n, g) : C → B
is an arrow in Par(C,M), then F (C(−, A))(Z, n, g) = (−) ◦ (Z, n, g) = (ỹr A)(Z, n, g).
Therefore, ỹr (A) = FyA.
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Now let h : B → C be an arrow in C, so that yh : C(−, B) ⇒ C(−,C) is defined com-
ponentwise by (yh)D = h ◦ (−). Applying F to yh gives Fyh : Par(C,M)(−, B) ⇒
Par(C,M)(−,C), whose component at D ∈ Par(C,M) is given by

(Fyh)D (Z, n, g) =
(
Z, n, (yh)Z (g)

)
= (Z, n, hg) = (B, 1B , h) ◦ (Z, n, g)

(for some (Z, n, g) ∈ Par(C,M)(D, B)). But ỹr (h) = yr (B, 1B , h), whose component at
D ∈ Par(C,M) is also given by

(
yr (B, 1B , h)

)
D

= (B, 1B , h) ◦ (−). Therefore, (Fy)(h) =

ỹr (h), and so Fy = ỹr in Cat. Hence, yr = L ◦ Par(y). �

3.8 An embedding of restriction categories

Recall the following Cockett and Lack embedding of any restriction category X:

X Kr (X) Par
(
Total(Kr (X)),MKr (X)

)
Par

(
̂Total(Kr (X)), M̂Kr (X)

)J ΦKr (X) Par(y)

However, we have seen that the restriction functor yr : X → X̂r is also an embedding of X.
We now show that the Cockett and Lack embedding and the restriction Yoneda embedding
are equal up to an equivalence (by using the fact L : Par

(
Ĉ, M̂

)
→ ̂Par(C,M)r is an

equivalence). But first, we need the following lemma.

Lemma 21. Suppose X and Z are restriction categories, and H : X → Z is a fully faithful
restriction functor. Then the following diagram commutes up to isomorphism:

X Z

X̂r Ẑr

H

yr yr�

(−) ◦Hop

That is, yr �
(
(−) ◦ Hop

)
◦ yr ◦ H.

Proof. Let A ∈ X, so that yr (A) = X(−, A) and
(
(−)◦Hop

)
◦yr◦H (A) = Z

(
H (−), H A

)
. But

since H is fully faithful, θA : X(B, A) � Z
(
HB, H A

)
for all B ∈ X, and this isomorphism is

clearly natural. As the following square commutes (for all f : A→ B in X):

X(−, A) Z
(
H (−), H A

)

X(−, B) Z
(
H (−), HB

)
θA

f ◦ (−) H f ◦ (−)

θB

h : D → A Hh

f h H f h = H f ◦ Hh

it follows that yr �
(
(−) ◦ Hop

)
◦ yr ◦ H . �
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Theorem 22. The restriction Yoneda embedding yr is the same embedding given by Cockett
and Lack (up to an equivalence). That is, the following diagram commutes up to isomor-
phism:

X

Par
(
Ĉ, M̂

)
̂Par(C,M)r X̂r

Par(y) ◦ΦKr (X) ◦ J yr

L
(−) ◦

(
ΦKr (X) ◦ J

)op

�

where C = Total(Kr (X)) andM =MKr (X), and the composite
(
(−) ◦

(
ΦKr (X) ◦ J

)op)
◦ L

is an equivalence.

Proof. Consider the following diagram:

X Par(C,M) Par(Ĉ, M̂)

X̂r ̂Par(C,M)r
̂Par(C,M)r

ΦKr (X)◦J

yr

Par(y)

yr L

(−) ◦
(
ΦKr (X) ◦ J

)op

�

The left square commutes up to isomorphism by Lemma 21, and the right square commutes

by Lemma 20. Also,
(
(−) ◦

(
ΦKr (X) ◦ J

)op)
◦ L is an equivalence since L and (−) ◦ J are

both equivalences, and ΦKr (X) is an isomorphism of categories. �
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4
Free cocompletion

It is a well-known fact that the Yoneda embedding exhibits the presheaf category Ĉ as the free
cocompletion of C (for C small). That is, for any cocomplete category E, the functor (−) ◦
y: Cocts(Ĉ, E) → Cat(C, E) is an equivalence of categories, where Cocts(Ĉ, E) denotes
the category of cocontinuous functors from Ĉ to E and their natural transformations. The
aim of this chapter will be to present an analogue of the above phenomenon for restriction
categories. To do this, we require a notion of cocompleteness with respect toM-categories
and restriction categories.

4.1 M-categories and their free cocompletion

To motivate our definition of cocompleteM-category, recall that the presheaf category Ĉ =

[Cop, Set] is cocomplete for any small C. It therefore makes sense that for anyM-category
(C,M) (with C small), theM-category (Ĉ, M̂) ought to be cocomplete. However, (Ĉ, M̂)
has the additional property of being a classifiedM-category (see Proposition 2.5 from [3]).
That is, the inclusion Ĉ ↪→ Par(Ĉ, M̂) has a right adjoint. This leads to the following
definition.

Definition 23 (CocompleteM-category). AnM-category (C,M) is cocomplete if

• C is cocomplete, and

• the inclusion E : C ↪→ Par(C,M) defined on objects by E(A) = A and on arrows by
E( f ) = (1A, f ) preserves colimits.

Since M-functors are functors of their underlying categories, it makes sense to define a
cocontinuousM-functor as follows.
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Definition 24 (Cocontinuous M-functor). An M-functor G : (C,M) → (D,N ) is cocon-
tinuous if the underlying functor UG : C→ D is cocontinuous.

We denote by CoctsMCat, the 2-category of cocompleteM-categories, cocontinuousM-
functors and M-cartesian natural transformations. Now given M-categories (C,M) and
(D,N ) (with (D,N ) cocomplete), we would like to show that the functor

(−) ◦ y: CoctsMCat
(
(Ĉ, M̂), (D,N )

)
→MCat

(
(C,M), (D,N )

)
is an equivalence of categories. The proof will require the following three lemmas.

Lemma 25. Let X be a restriction category and L : I → UX a functor whose colimit ex-
ists and the injections (pI : LI → colim L)I∈I are total. Suppose ε : L ⇒ L is a natural
transformation such that εI is a restriction idempotent for every I ∈ I. Then the unique map
θ : colim L → colim L making the following diagram commute (for each I ∈ I):

LI colim L

LI colim L

pI

εI θ

pI

is a restriction idempotent.

Proof. To show that θ is a restriction idempotent, we just need to show θ satisfies the same
property as θ (by uniqueness). That is, θ ◦ pI = pI ◦ εI . But

θ ◦ pI = pI ◦ θ ◦ pI = pI ◦ pI ◦ εI = pI ◦ pI ◦ εI = pI ◦ ε = pI ◦ ε

since pI is total for every I ∈ I and ε is a restriction idempotent. Therefore, θ is a restriction
idempotent. �

Lemma 26. Suppose (D,N ) is a cocompleteM-category, H, K : I → D are functors, and
α : H ⇒ K is a natural transformation such that for each I ∈ I and f : I → J, we have

• αI : HI → K I ∈ N , and

•
HI H J

K I K J

H f

αI

y
αJ

K f

is a pullback square.

Let (colim H, pI )I∈I and (colim K, qI )I∈I be colimiting cocones, and let θ : colim H →

colim K be the unique map making each square of the following form commute:

HI colim H

K I colim K

pI

αI θ

qI
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In this situation, the map θ is in N and each of the above squares is a pullback.

Proof. Applying the inclusion E to the following commuting square

HI colim H

K I colim K

pI

αI θ

qI

we get the following commutative diagram in Par(D,N ) (for every I ∈ I):

HI colim H

K I colim K

(1,pI )

(1,αI ) (1,θ)

(1,qI )

Now there is a natural transformation β : EK ⇒ EH whose component at I ∈ I is (αI , 1).
To see this defines a natural transformation, let f : I → J be an arrow in I. We require the
following square to commute:

K I K J

HI H J

(1,K f )

βI = (αI ,1) (αJ ,1)

(1,H f )

But as (HI , αI , H f ) is a pullback of αJ along K f (by assumption), we have

(1, H f ) ◦ (αI , 1) = (αI , H f ) = (αJ , 1) ◦ (1, K f )

Hence, β : EK ⇒ EH is a natural transformation with βI = (αI , 1). Since E(colim K ) �
colim EK and E(colim H) � colim EH , the universal property of colimit induces a unique
map (n, g) : colim K → colim H in Par(D,N ) making the top square below commute for
every I ∈ I:

K I colim K

HI colim H

K I colim K

(1,qI )

(αI ,1) (n,g)

(1,pI )

(1,αI ) (1,θ)

(1,qI )

Figure 4.1: Commuting squares in Par(D,N )

The composite (1, αI ) ◦ (αI , 1) = (αI , αI ) is the component of a natural transformation
ε : EK ⇒ EK at I. But since (αI , αI ) = (αI , αI ) and each of the maps (1, qI ) is total,
the composite (1, θ) ◦ (n, g) = (n, θg) must be a restriction idempotent (by Lemma 25). In
particular, this implies n = θg since (n, θg) = (n, θg) = (n, n).
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Now stacking the bottom square on top this time, we get the following diagram, where the
composite (n, g) ◦ (1, θ) is the unique arrow making the diagram commute:

HI colim H

K I colim K

HI colim H

(1,pI )

(1,αI ) (1,θ)

(1,qI )

(αI ,1) (n,g)

(1,pI )

The composite (αI , 1) ◦ (1, αI ) = (1, 1) is the component of a natural transformation
γ : EH ⇒ EH at I, and is clearly a restriction idempotent. Since (1, 1) : colim H →

colim H makes the outer square commute, we must have (n, g) ◦ (1, θ) = (1, 1) by unique-
ness. That is, if (B, n′, θ′) is a pullback of n along θ,

B

colim H A

colim H colim K colim H

n′ θ′

1 θ n g

then n′ must be an isomorphism making the following diagram commute:

B

colim H colim H colim H

n′ gθ′

n′

1 1

A quick summary of the results so far gives

• θ = nθ′(n′)−1 (by pullback), and

• gθ′(n′)−1 = 1 (by commuting triangle), and

• θg = n (since (n, θg) is a restriction idempotent)

But nθ′(n′)−1g = θg = n implies θ′(n′)−1g = 1 (as n ∈ N ). Therefore, g must also be an
isomorphism (and so g−1 ∈ N ). Hence, as θ = ng−1 and n, g−1 ∈ N , we conclude that θ is
in N . This proves the first claim of the lemma.

To prove the second part of the lemma, observe that the following diagram commutes:

A

colim K colim H colim H

n g
g

θ 1
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(since θg = n and g is an isomorphism). That is, (n, g) = (θ, 1). Replacing (n, g) with (θ, 1)
in Figure 4.1 gives the following commuting diagram for all I ∈ I:

K I colim K

HI colim H

(1,qI )

(αI ,1) (θ,1)

(1,pI )

The bottom composite is (1, pI ) ◦ (αI , 1) = (αI , pI ), and since this is required to be equal to
(θ, 1) ◦ (1, qI )

B

K I colim H

K I colim K colim H

θ′′ q′I

1 qI θ 1

we must have B = HI, θ′′ = αI , q′I = pI , and so the following square must be a pullback:

HI colim H

K I colim K

pI

αI

y
θ

qI

(for all I ∈ I). �

Lemma 27. Let (D,N ) be a cocompleteM-category. Suppose functors H, K : I → D and
natural transformation α : H ⇒ K satisfy assumptions from Lemma 26 so that the following
is a pullback for every I ∈ I

HI colim H

K I colim K

pI

αI

y
θ

qI

and θ ∈ N . Let n : X → Y ∈ N and suppose there exist maps x : colim H → X and
y : colim K → Y such that the following outer square is a pullback for all I ∈ I and the right
hand square commutes:

HI colim H X

K I colim K Y

αI

pI

y
x

θ n

qI y

Then the right hand square is also a pullback.
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Proof. Applying the inclusion E : D ↪→ Par(D,N ), we get the following diagram:

K I colim K Y

HI colim H X

K I colim K Y

(1,qI )

(αI ,1) (θ,1)

(1,y)

(n,1)

(1,αI )

(1,pI )

y
(1,x)

(1,θ) (1,n)

(1,qI ) (1,y)

where all squares commute, except with the possible exception of the top right square. Fo-
cusing entirely upon this top right square, we see that the bottom composite is given by
(1, x) ◦ (θ, 1) = (θ, x), and the top composite is (n, 1) ◦ (1, y) = (θ′, x′) (where (Z, θ′, x′)
is a pullback of n along y). So if we can show that this square commutes (that is, θ′ = θ and
x′ = x), then the result follows.

Now both (θ, x) and (n, 1)◦ (1, y) are maps out of colim K , and therefore, if (θ, x)◦ (1, qI ) =

(n, 1) ◦ (1, y) ◦ (1, qI ) for all I ∈ I, then they must be equal.

K I colim K X
(1,qI ) (θ,x)

(n,1) ◦ (1,y)

By commutativity of the top left square, we have

(θ, x) ◦ (1, qI ) = (1, x) ◦ (1, pI ) ◦ (αI , 1) = (1, x) ◦ (αI , pI ) = (αI , xpI )

But
(n, 1) ◦ (1, y) ◦ (1, qI ) = (n, 1) ◦ (1, yqI ) = (αI , xpI )

since by assumption, the following square is a pullback square:

HI X

K I Y

xpI

αI

y
n

yqI

Therefore, the top right square commutes in Par(C,N ) and

colim H X

colim K Y

x

θ
y

n

y

is a pullback. �

We are now in a position to prove the following theorem.
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Theorem 28. Let (C,M) and (D,N ) beM-categories, and suppose (D,N ) is cocomplete.
Then

(−) ◦ y: CoctsMCat
(
(Ĉ, M̂), (D,N )

)
→MCat

(
(C,M), (D,N )

)
is an equivalence of categories.

Proof. We begin by showing that (−) ◦ y is essentially surjective. Recall that

(−) ◦ y: Cocts(Ĉ,D) → Cat(C,D)

is an equivalence of categories, giving us a cocontinuous functor F! : Ĉ → D such that
F! ◦ y � F for every F : C → D. Therefore, if we can show F! is anM-functor for every
M-functor F, then (−) ◦ y is essentially surjective.

1. F! takes M̂-maps to N -maps

Let µ : P → Q be an M̂-map. Since every presheaf may be written as a colimit of repre-
sentables, let Q � colim(yπQ : el Q → Ĉ), where el Q is the category of elements of Q and
πQ : el Q → C is the obvious projection map. Now let K = yπQ, so that our colimiting
cocone becomes (colim K, qI )I∈el Q (where each qI is an arrow of the form yDI → Q for
some DI ∈ C). By definition of an M̂-map, for every I ∈ el Q, there is some mI : CI → DI
inM making the following square a pullback:

yCI P

K I = yDI Q

ymI

y
µ

qI

This gives a functor H : el Q → Ĉ, which on objects takes I to HI = yCI , and on arrows
takes f : I → J to the unique map H f making the following diagram commute and the left
square a pullback (by the pasting properties of pullbacks):

HI H J P

K I K J Q

ymI

pI

H f

y
ymJ

y
µ

K f

qI

qJ

We can also define a natural transformation α : H ⇒ K whose component at I is αI = ymI .
Since colimits in presheaf categories are stable under pullback, (P, pI )I∈el Q is a colimiting
cocone since (Q, qI ) is, and so we may write P � colim H .

Recalling that the functor F! preserves colimits and that F! ◦ y � F, applying F! to the above
diagram yields:
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FCI FCJ F!P � colim F!H

FDI FDJ F!Q � colim F!K

F!(αI ) � FmI

F!(pI )

F fC

FmJ F!(µ)

F fD

F!(qI )

F!(qJ )

Figure 4.2: Result of applying F!

where fC : CI → CJ and f D : DI → DJ are maps in C corresponding to f in el Q (and
(F!P, F!(pI )) and (F!Q, F!(qI )) are colimiting cocones). Since

HI = yCI yCJ

K I = yDI yDJ

y fC

ymI

y
ymJ

y fD

is a pullback, the following must also be a pullback:

CI CJ

DI DJ

fC

mI

y
mJ

fD

and is in fact anM-pullback. Therefore, as F is anM-functor, the left square in Figure 4.2
must be a pullback, and FmI ∈ N for all I ∈ el Q. Hence, as F!(µ) : colim F!H → colim F!K
is the unique map making Figure 4.2 commute, F!(µ) ∈ N by Lemma 26.

Observe that by the same lemma, the right hand square in Figure 4.2 is also a pullback for
all J ∈ el Q, which means that F! preserves pullbacks of the form:

yCI P

yDI Q

ymI

y
µ

qI

for all I ∈ el Q and µ ∈ M̂.

2. F! preserves M̂-pullbacks

Let P, P′,Q,Q′ be presheaves on C and µ, µ′ be M̂-maps. Suppose the following is an
M̂-pullback:
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P P′

Q Q′

rP

µ
y

µ′

rQ

Then for all I ∈ el Q, all squares below are pullbacks:

yCI = HI P P′

yDI = K I Q Q′

αI = ymI

pI

y

rp

µ
y

µ′

qI rQ

Applying F! to the above diagram gives

FCI F!P F!P′

FDI F!Q F!Q′
FmI

F!(pI )

y

F!(rp )

F!(µ) F!(µ′) ∈N

F!(qI ) F!(rQ )

where F!(µ) ∈ N . In particular, as F! preserves pullbacks of the form

yCI P

yDI Q

ymI

y
µ

qI

both the left hand square and the outer square are pullbacks. Therefore, by Lemma 27,
the right hand square must also be a pullback and so F! preserves M̂-pullbacks. Hence,
F! : (Ĉ, M̂) → (D,N ) is anM-functor and so (−) ◦ y is essentially surjective.

For the final part of the proof, we need to show (−) ◦ y is full and faithful. That is, suppose
F,G : (Ĉ, M̂) → (D,N ) are cocontinuousM-functors. Then for allM-cartesian α : Fy⇒
Gy, we must show there is a unique M̂-cartesian α̃ : F ⇒ G such that α̃ ◦ y = α. But this
condition holds if the following statement is true: for all natural transformations α̃ : F ⇒ G,
if α̃ ◦ y: Fy⇒ Gy isM-cartesian, then α̃ is M̂-cartesian.

[To see this, observe that α̃ ◦ y: Fy ⇒ Gy being M-cartesian implying α̃ is M̂-cartesian
amounts to the statement that the following is a pullback in Set:

MCat(F,G) MCat(Fy,Gy)

Nat(F,G) Nat(Fy,Gy)

y

(−) ◦ y

(−) ◦ y

However, because (−) ◦ y: Nat(F,G) → Nat(Fy,Gy) is an isomorphism (by the universal
property of the Yoneda embedding), this implies the restriction of (−) ◦ y to MCat(F,G)
andMCat(Fy,Gy) must also be an isomorphism].
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So suppose F,G : (Ĉ, M̂) → (D,N ) are cocontinuous M-functors, and α̃ : F ⇒ G is a
natural transformation such that α̃ ◦ y: Fy ⇒ Gy isM-cartesian. That is, for any m : A →
B ∈ M, the following square is a pullback:

FyA GyA

FyB GyB

(α̃y)A

Fym
y

Gym

(α̃y)B

We would like to show for any µ : P ⇒ Q ∈ M̂, the following square is also a pullback

FP GP

FQ GQ

α̃P

Fµ Gµ

α̃Q

Figure 4.3: Required to show above square is a pullback

where both Fµ and Gµ are in N (as F,G areM-functors). We saw previously that writing
Q � colim yπQ = colim K makes the left square below a pullback

FHI colim FH � FP GP

FK I colim FK � FQ GQ

FmI

FpI

y
α̃P

Fµ Gµ

FqI α̃Q

for every I ∈ el Q (as F is cocontinuous). Therefore, by Lemma 27, if we can show that the
outer square is also a pullback, then the square on the right will be a pullback. So consider
the following diagram:

FHI GHI GP � colim GH

FK I GK I GQ � colim GK

FmI

α̃HI = (α̃y)CI

y

GpI

GmI

y
Gµ

α̃K I = (α̃y)DI
GqI

By assumption, the left square is a pullback, and so is the right square; therefore, the outer
square must be a pullback. But α̃P ◦ FpI = GpI ◦ α̃HI and α̃Q ◦ FqI = GqI ◦ α̃K I as the
following square commutes

FHI GHI

FP GP

α̃HI

FpI GpI

α̃P
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for each I ∈ el Q (by naturality of α̃). This shows the naturality square in Figure 4.3 is a
pullback for each µ : P ⇒ Q in M̂, and completes the proof that (−) ◦ y is full and faithful.
Hence,

(−) ◦ y: CoctsMCat
(
(Ĉ, M̂), (D,N )

)
→MCat

(
(C,M), (D,N )

)
is an equivalence of categories. �

4.2 Restriction categories and their free cocompletion

To motivate our definition of cocomplete restriction category, consider the split restriction
category Par(C,M). Applying yr gives ̂Par(C,M)r ' Par(Ĉ, M̂), which ought to be
cocomplete with respect to restriction categories (in the same way Ĉ is cocomplete).

So what properties does Par(Ĉ, M̂) have? First, it is a split restriction category, with
Total

(
Par(Ĉ, M̂)

)
� Ĉ. That is, its subcategory of total maps is cocomplete. Also, by

Proposition 2.5 of [3], theM-category (Ĉ, M̂) is classified, which means Par(Ĉ, M̂) is a
classified restriction category. In other words, the inclusion Ĉ ↪→ Par(Ĉ, M̂) has a right
adjoint. We therefore give the following definition.

Definition 29 (Cocomplete restriction category). A restriction category X is cocomplete if:

• X is split,

• Total(X) is cocomplete, and

• the inclusion Total(X) ↪→ X preserves all colimits

Example 30. Consider again the restriction category of sets and partial functions (Pfn)
where the restriction on each arrow f : A ⇀ B is given by the idempotent f : A ⇀ A defined
as follows:

f (a) =

a; if f (a) is defined at a ∈ A
undefined; otherwise

Clearly Pfn is a split restriction category and Total(Pfn) = Set is cocomplete. Also, the
inclusion Set ↪→ Pfn has a right adjoint and so Total(X) ↪→ X preserves all colimits.
Therefore, Pfn is a cocomplete restriction category.

The following is an example of a split restriction category which is not cocomplete despite
the fact that its subcategory of total maps is cocomplete (as the inclusion fails to preserve all
colimits).

Example 31. Consider the split restriction category Par(Ab,M), where Ab denotes the
category of abelian groups and M is a stable system of monics in Ab containing all zero
maps and the diagonal ∆ : G → G × G, g 7→ (g, g). Clearly Par(Ab,M) is split and
Total

(
Par(Ab,M)

)
� Ab is cocomplete. Let Z denote the group of integers under addition

and 0 the trivial group. Now the inclusion Ab ↪→ Par(Ab,M) takes the coproduct (Z ⊕
Z, ı1, ı2) in Ab to the diagram
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Z Z ⊕ Z Z
(1,ı1) (1,ı2)

in Par(Ab,M) (where ı1, ı2 are the coproduct injections). However,
(
Z ⊕ Z, (1, ı1), (1, ı2)

)
is not a coproduct in Par(Ab,M) as both the maps (0, 0) and (∆, 0) make the following
diagram commute:

Z Z ⊕ Z Z

0

(1,ı1)

(0,0)
(0,0) (∆,0)

(1,ı2)

(0,0)

Therefore, Par(Ab,M) is not cocomplete as a restriction category.

Definition 32 (Cocontinuous restriction functor). A restriction functor F : X→ Y is cocon-
tinuous if Total(F) : Total(X) → Total(Y) is cocontinuous.

Denote by CoctsRCat the 2-category of cocomplete restriction categories, cocontinuous re-
striction functors and restriction transformations. We would now like to show the restriction
Yoneda embedding yr : X → X̂r exhibits the restriction presheaf category X̂r as the restric-
tion free cocompletion of X.

Theorem 33. Let E be a cocomplete restriction category. Then the functor

(−) ◦ yr : CoctsRCat(X̂r , E) → rCat(X, E)

is an equivalence of categories.

Proof. We begin by proving the following equivalence

CoctsRCat(Par(Ĉ, M̂), E) ' rCat(X, E)

(where C = Total(Kr (X)) and M = MKr (X)). We know from Proposition 6 that (−) ◦
J : rCat(Kr (X), E) → rCat(X, E) is an equivalence of categories, and also that (−) ◦
ΦKr (X) : rCat(Par(C,M), E) → rCat(Kr (X), E) is an isomorphism. Therefore, if the
functor (−) ◦ Par(y) : CoctsRCat(Par(Ĉ, M̂), E) → rCat(Par(C,M), E) is an equiva-
lence, then the following composite will also be an equivalence:

CoctsRCat(Par(Ĉ, M̂), E) rCat(Par(C,M), E) rCat(Kr (X), E) rCat(X, E)
(−) ◦Par(y) (−) ◦ΦKr (X) (−) ◦ J

Now the fact E � Par(D,N ) (where D = Total(E) and N contains the restriction monics
in E) implies there is an isomorphism

CoctsRCat(Par(Ĉ, M̂), E) � CoctsRCat
(
Par(Ĉ, M̂),Par(D,N )

)
But since Par : MCat → rCats and MTotal : rCats → MCat are 2-equivalences, the
following is also an equivalence:

CoctsRCat
(
Par(Ĉ, M̂),Par(D,N )

)
' CoctsMCat

(
(Ĉ, M̂), (D,N )

)
Now consider the diagram below:
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CoctsRCat(Par(Ĉ, M̂), E) rCat(Par(C,M), E)

CoctsRCat
(
Par(Ĉ, M̂),Par(D,N )

)
rCat

(
Par(C,M),Par(D,N )

)

CoctsMCat
(
(Ĉ, M̂), (D,N )

)
MCat

(
(C,M), (D,N )

)

(−) ◦Par(y)

�

(−) ◦Par(y)

'

�

(−) ◦ y

'

Therefore, (−) ◦ Par(y) : CoctsRCat(Par(Ĉ, M̂), E) → rCat(Par(C,M), E) will be an
equivalence if (−) ◦ y: CoctsMCat

(
(Ĉ, M̂), (D,N )

)
→ MCat

(
(C,M), (D,N )

)
is an

equivalence. But this is true by Theorem 28, and so

CoctsRCat(Par(Ĉ, M̂), E) ' rCat(X, E)

Recall from the previous chapter that both the functors L : Par(Ĉ, M̂) → ̂Par(C,M)r and
(−) ◦

(
ΦKr (X) ◦ J

)op : ̂Par(C,M)r → X̂r were equivalences. Therefore, the following com-
posite is also an equivalence:

CoctsRCat(X̂r , E)

CoctsRCat( ̂Par(C,M)r , E)

CoctsRCat(Par(Ĉ, M̂), E)

rCat(Par(C,M), E)

rCat(Kr (X), E)

rCat(X, E)

(−) ◦ ((−)◦(ΦKr (X)◦J)op)

(−) ◦ L

(−) ◦Par(y)

(−) ◦ΦKr (X)

(−) ◦ J

But by Theorem 22, there exists an isomorphism between yr and the following composite:

X Kr (X) Par(C,M) Par
(
Ĉ, M̂

)
̂Par(C,M)r K̂r (X)r X̂r

J ΦKr (X) Par(y) L (−) ◦Φop
Kr (X) (−) ◦ Jop

Hence, (−) ◦ yr : CoctsRCat(X̂r , E) → rCat(X, E) is an equivalence of categories. �

A consequence of the above result is that for any cocomplete restriction category E and
restriction functor H : X → E, there is a unique cocontinuous restriction functor H! : X̂r →

E (up to isomorphism) such that H! ◦ yr � H



48 Free cocompletion

X̂r E � Par(D,N )

K̂r (X)r

̂Par(C,M)r

Par(Ĉ, M̂)

Par(C,M)

Kr (X)

X

H!

(−) ◦Jop

(−) ◦Φop
Kr (X)

L

Par(y)

ΦKr (X)

J

H

yr
�

We say that the restriction Yoneda embedding exhibits the restriction presheaf category X̂r
as the restriction free cocompletion of X.



5
Conclusion

We introduced the notion of restriction presheaf and saw that the category of restriction
presheaves had a canonical split restriction structure. We then defined a notion of cocom-
pleteness in rCat, and showed that the restriction Yoneda embedding yr exhibited the re-
striction presheaf category X̂r as the free cocompletion of X (for small X).

A possible continuation of this work would be to extend this to involve join restriction cate-
gories. Recall that a join restriction category is a restriction category X such that for any two
objects A, B ∈ X, the join of any compatible subset S ⊂ X(A, B) exists and satisfies certain
axioms [5]. In the same way we defined restriction presheaf, cocompleteness and free co-
completion of restriction categories, we may repeat the same process but for join restriction
categories. Understanding colimits in the join restriction setting will give us another way of
understanding the meaning of assembling local pieces of data.
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