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Abstract

Recent developments in the area of advanced information and communication technologies

offer provisions to power utilities to run an elegant load allocation and restoration in smart

grids. Communication-enhanced platforms enable higher situational awareness with more

grid components getting actively involved in load allocation and restoration, which results in

higher network flexibilities and lower grid demand. For instance, multi-functional Electric

Vehicle (EV) chargers, in aggregated level, can enable new ancillary services for operators

to use (e.g. EV-assisted Volt-Var Control (VVC)). In addition, service restoration after a

High-Impact Low-Probability (HILP) event in the grid could be improved by modern grid

components, such as EVs and Distributed Energy Resources (DERs), to be dispatched during

the restoration. This results in higher restoration rapidity and robustness in future grids.

Communication-based load allocation and restoration can improve various phases of the

power system behavior from planning (preventive activities in pre-event period) to operation

(corrective activities in post-event time interval). This Ph.D. study encompasses chapters on

both planning and operation stages. A resilience-oriented multi-objective decision-making

framework has been designed in this work to plan for higher structural resilience in the grid

subject to HILP events.

Unlike the widely accepted standard metrics for reliability assessment in power distribu-

tion systems (e.g. system average interruption duration index (SAIDI), system average inter-

ruption frequency index (SAIFI), energy not supplied (ENS) etc.), a resilience index which
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quantifies resilience features such as preparedness, robustness, and restorative/disruptive ra-

pidity is missing. A novel multi-dimensional resilience metric is proposed in this Ph.D.

study to be adopted by power utilities to evaluate resilience of the grid and optimize the

aforementioned characteristics of power system behavior.

For operational resilience, a communication-based EV-assisted load restoration system

is designed and implemented in this Ph.D. work. Unlike the past studies, the proposed

solution harnesses (a) the imported power and flexibility from the neighboring networks, (b)

Distributed Energy Resources (DERs), and (c) aggregated vehicle to grid (V2G) capacity

in all steps of restoration when facing an extreme HILP incident with multiple faults. The

proposed real-time SR mechanism is implemented using the RTDS Hardware In the Loop

(HIL) platform and the contribution of each SR resource was numerically quantified by the

developed resilience metric in previous chapter. The proposed solution ensures an enhanced

feeder-level resourcefulness that can contribute to agile response and efficient recovery. This

is primarily achieved by a strategic deployment of major modern resources (with focus on

EVs contribution) during a sequence of multiple faults.

Keywords: Smart Distribution Grids, Resilience, Electric Vehicle (EV), IEC 61850,

Hardware-in-the-Loop Platform, multi-objective optimization; high impact low probabil-

ity (HILP) event, reconfiguration, state estimation, Cloud-based Communication, Demand

Reduction, Smart Neighborhood Appliance Management, MQTT.
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Chapter 1

Introduction

1.1 Background and Research Motivation

Recent improvements in information technology and Internet of Things (IoT) platforms bring

new challenges and at the same time new opportunities to smart grids [1, 2].

Communication-enhanced components of smart grids can actively participate in modern

control and protection schemes to improve efficiency and resilience in power grids [3].

One of the major components of the modern grids are smart neighborhoods. Grid demand

could be reduced by deploying communication-based load allocation algorithms in the smart

community of buildings. Energy sharing among the community members can make benefits

for all players of the energy market [3].

Higher penetration of renewbales and Electric Vehicles (EVs) in future grids provides

grid operators with new ancillary services [4]. Multi-functional EV chargers in aggregated

level can be dispatched during extreme conditions in the network to improve system behavior

and feeder-level resilience of the grid. Resilience could be improved within different phases

of the power system behavior subject to a High Impact Low Probability (HILP) event. Prior

to HILP even, there are preventive actions which could be done in system planning phase

[5]. Furthermore, after HILP event occurrence, there are corrective actions to be taken in

operation phase [6]. In other words, power system resilience can be divided in two major

categories: 1) structural resilience and 2) operational resilience [7]. The research motivation

of this Ph.D thesis is to tackle both operational and structural resilience in the grid providing

solutions for improvements in both domains.

Unlike widely accepted reliability indices, such as System Average Interruption Duration
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Index (SAIDI), Customer Average Interruption Duration Index (CAIDI), System Average

Interruption Frequency Index (SAIFI), etc., there is no standard metric to evaluate resilience

of a power grid [8].

This Ph.D. thesis proposes a novel multi-dimensional resilience metric, which aims to

quantify resilience in terms of disruptive and restorative parameters. This metric could be

adopted by power utilities to evaluate resilience of a grid. Furthermore, it could be used as

objective function to run resilience-oriented optimization in the network.

1.1.1 On the Concept of Resilience

A generic behavior of a power system subject to perturbations is indicated in Figure 1.1. This

figure illustrates different phases of a power system performance from fundamental operation

to faulty operation and step(s) to full restoration.

P(t) is the time-variant system behavior function representing the load level served in the

grid under study. From t0 to tN0 is the Normal Operation (NO) duration related to pre-event

period.

tN0 to tPD is Performance Degradation (PD) period due to a disruptive event occurred at

tN0 . tPD to tOU is the down time of the system with minimum performance level POU and

minimum loads served.

At tOU the load restoration process starts with F steps to full recovery. After each step

of the partial recovery, system performance level is named PPRi and the time-variant system

function assigned to that partial recovery step is denoted as Ri(t). This function is called

RFR(t) for the final recovery step.

Figure 1.1. shows the first recovery step between tOU and tE R1 with PPR1 as a temporary

stable performance level between tE R1 and tPR1 . Similar transition is demonstrated for the

ith partial recovery step accomplished. The final recovery step begins at tPR1 and after tFR

the system is fully restored with the performance level back to NO state. Associated to each

phase of the system behavior, depicted in Figure 1.1, there would be a metric to evaluate

resilience as follows:
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Figure 1.1: Generic system behavior subject to perturbation [9].

• Performance Degradation (PD): PD is an energy-relatedmetric assigned to the degra-

dation period. This metric reflects the infrastructural robustness of the system and

represents the system performance degradation by the catastrophic event from the orig-

inal operational state. Lower PD value indicates a more resilient system with higher

infrastructural robustness.

• Outage Loss (OL): OL is an energy-related index allocated to the down time of the

system. This index exhibits the performance loss of the system due to the disastrous

event. Lower OL value shows more resilience in the system.

• Energy-used-in-Recovery (ER): ER is another energy-related element defined over

the recovery period. ER aims to highlight the effectiveness of the system restoration

mechanism from the start of the recovery period until the full restoration.

Interpretation of the ER index is the energy used by the system to bounce back to the

normal operation (pre-event point). Therefore, higher ER values mean less resilience

in the system.

• Total Energy Loss (TEL): TEL is a broader energy-related metric, which reflects the

entire energy losses in the system from the moment that catastrophic event, occurs to

the end of the recovery process. TEL is the total energy not served due to a natural

disaster. Hence, lower TEL represents higher resilience level in the system under study.
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Figure 1.2: Changes in Resilience as a result of variation in resilience elements [9].

• DegradationRate (DR): DR is a time-related factor assigned to the degradation period.

This factor represents the degradation rapidity in the system. Higher DR values indicate

less resilience in the system.

• Recovery Rate (RR): Similarly to DR, recovery rate could be defined over the recovery

period as a time-related measure. RR calculated for each restoration transition and is

averaged over the entire recovery period as a recovery rate indicator of the entire

recovery duration. The higher RR means more resilience in the system.

Figure 1.2 indicates the trend of changes in resilience (RI) subject to the changes in

the quantified elements of resilience such as PD, OL, and ER. It could be observed from

this figure that resilience has a reverse relationship with PD, OL, and ER. This means that

increase in the aforementioned elements results in less resilience in the grid and utilities need

to minimize them in order to achieve maximized resilience in the network.

1.2 Problem Statement

Based on the above-mentioned constraints and the literature review which is presented in

detail in Chapter 2, the below problem statements can be listed as follows:

• The majority of the existing communication-based load allocation systems in smart

neighborhood do not break down to appliance-level allocation algorithms.

• There is a gap between appliance-level resource allocation algorithms and real-world

implementation of such algorithms with realistic communications. This study does
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not intend to alter the consumption pattern of the appliances with load shifting but

to achieve reduction of the total grid demand of the smart neighborhood by strategic

allocation of the available energy resources in the community including Community

Storage Facility, Distributed Energy Resources, and Grid.

• Communications used by the LA algorithms in the existing literature are mostly as-

sumed to be ideal. However, efficiency of the existing LA algorithms in case of losing

a communication node or high latency in the network needs to be verified.

• Unlike the widely accepted standard metrics for reliability assessment in power dis-

tribution systems such as system average interruption duration index (SAIDI), sys-

tem average interruption frequency index (SAIFI), energy not supplied (ENS) etc., a

comprehensive evaluation framework which quantifies the resilience features such as

preparedness, robustness, and restorative rapidity (among the others) is missing

• There are several research efforts that can be found in the literature on enhancing the

resilience of power distribution grids to HILP events. However, a multi-objective deci-

sion making platform to support planning for resilience and run resilience-orientation

optimization needs more investigation.

• Past research on outage management solutions mostly (a) are not resilience-driven, (b)

are reactive solutions to local single-fault events, and (c) do not address both network

built-in flexibilities and flexible resources for restoration.

1.3 Research Objectives and Contributions

In order to address the above-mentioned problems, the following objectives are targeted for

this research:

• design and implementation of a communication-based load allocation system.

Contributions:



6 Introduction

1) The proposed platform considers unreliable communication nodes in the smart neigh-

borhood and has test cases for extreme latency in the network. The results present that the

proposed system is efficient under high latency conditions in the network where there is a

huge number of smart devices sending various information types to the controllers.

2) The proposed algorithm breaks down to appliance-level allocation of resources in the

smart neighborhood such as community storage facility, distributed energy resources, and

grid.

3) The proposed system is implemented with message queue telemetry transport (MQTT)

protocol with proposed topics to be subscribed within a cloud-based platform.

4) The algorithm is deployed using a real-world residential load data and a virtual Wide

Area Network emulator (WANem machine) to mimic characteristics of a realistic network

(with delays).

• Design of a multi-objective resilience-oriented decision making platform (Planning)

Contributions:

1) Nodal-level resilience measures and metrics are proposed to quantify several resilience

features that could be adopted by utilities for resilience-oriented planning and operation

decision optimization. The proposed resilience indices are employed in this paper in a multi-

objective optimization engine to optimally allocate the Tie switches in radial distribution

networks.

2) A modular framework for dynamic evaluation of distribution network reconfiguration

practices to maximize the resilience metrics is proposed. The developed framework utilizes

a WLS-based state estimator, which considers dynamic admittance matrix to evaluate the

network operating condition at each reconfiguration plan.

3) A diverse set of HILP scenarios is generated, followed by a detailed analysis of

the results to demonstrate the efficacy of the proposed framework in boosting the network

resilience against HILP disasters.

• design and implementation of a communication-based EV-assisted load restoration to

improve resilience (Operational)
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Contributions:

1) The proposed load Restoration scheme in this study offers provisions to effectively

respond to disastrous events with subsequent impacts on the grid (multiple faults).

2) In addition to the imported flexibility from external and adjacent networks, the pro-

posed autonomous load restoration in this Ph.D. study dispatches all modern resources

including DERs, and especially the aggregated non-faulty V2G capacity in a faulty feeder as

a new restoration resource. The developed solution continues dispatching these modern load

restoration services even during the successive events, which in turn, relaxes the stress on the

external resources and enhances feeder-level resourcefulness and resilience.

3) A new feeder-level resilience metric for load restoration is proposed which allows

quantifying the performance of the solutions and the impacts on the grid resilience.

4) The real-time performance and scalability of the proposed SR approach are verified

on a real-world Medium Voltage (MV) distribution grid, managed by A2A Unareti in a

practical setting. This includes Hardware-in-the-Loop (HIL) simulations using specialized

output boards of Real Time Digital Simulator (RTDS), which are capable of standardized

publisher/subscriber IEC 61850-8-1 GOOSE communication

1.4 Thesis Outline

In order to address the objectives of this research and verify the contributions, this thesis

encompasses six chapters which are organised as follows:

Chapter 2 provides an overview of the literature, focusing on communication based load

allocation and load restoration in the past studies. To provide better understanding of this

thesis an overview of smart grid communication protocols, technologies, and standards is

provided in the first subsection of this chapter. This is followed by literature review on load

allocation algorithms in smart neighborhoods. Finally, load restoration algorithms in past

studies are reviewed in the last subsection of this chapter,
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Chapter 3 presents an MQTT-based load allocation for grid demand reduction in smart

grids considering unreliable communication links. The first part of the chapter focuses on

algorithm development for appliance-level load allocation in smart neighborhoods. The next

part presents the details of implementation of the proposed algorithm in real-world scenarios

with realistic communication networks,

Chapter 4 proposes a load restoration platform to improve resilience in power distribu-

tion networks. This chapter focuses on structural resilience and planning phase to optimally

locate tie switches in distribution grids to maximize resilience in the grid. A multi-objective

decision making platform is presented in details in this chapter,

Chapter 5 presents an IEC61850-based EV-assisted load restoration system to improve

resilience in power distribution networks. The first subsection of the chapter introduces the

proposed functional units in the network. The next subsection discusses details of the hard-

ware in the loop and implementation of the proposed communication-based load restoration,

Chapter 6 concludes the thesis and suggests future work for this research. A summary

of all chapters and future research objectives are presented in this section.
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Literature Review

This chapter presents a literature review of the past studies relevant to communication-based

load allocation (LA) and restoration to improve efficiency and resilience of the smart grids

utilizing Electric Vehicles (EVs) and Distributed Energy Resources (DERs).

As a major part of this Ph.D. thesis is involved with implementation of load allocation

and load restoration algorithms in smart grids using communication platforms, the first

subsection of this chapter presents a review of technologies, protocols, and standards used in

smart grid communications. Multiple communication protocols and cloud-based platforms

are employed in this Ph.D. work. The aim of this literature review is to provide the reader

with cons and pros of commercial smart grid protocols and the reason behind choosing those

which are adopted in this Ph.D. thesis.

The second subsection focuses on a general overview of the communication-based load

allocation schemes in smart grids. This includes studies on how to improve demand-side

efficiency to reduce grid demand utilizing remotely controllable components of smart neigh-

borhoods.

The next subsection of this chapter, provides the readers with a background of resilience-

oriented load restoration algorithms in smart grids. This encompasses literature review on

1) structural resilience in planning phase for maximizing preparedness of smart grids against

High Impact Low Probability (HILP) events, 2) operational resilience in post-event phase to

optimize corrective actions in smart grids after occurrence of a HILP event. This sebsuction

is followed by a brief review of resilience evaluation frameworks to be adopted by power

utilities to quantify resilience in the networka for potential HILP events such as the one on

September of 2016 in South Australian network (which is used as an example of HILP event
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in this chapter). Finally, role of modern components such as Electric Vehicles (EVs) in

aggregated level in communication-based load restoration algorithms is introduced.

2.1 Review of Smart Grid Communications: Technologies,

Protocols, and Standards

The current electricity grid was designed to deliver electricity from large power generators

to customers and the control of the network was solely dependent on the customers. Their

energy usage behaviour was analysed, and the production could easily be adapted to balance

demand and supply in the grid. Because of the shift towards a more decentralized power

grid in which consumers can also act as power generators, grid failures and blackouts have

become more frequent. Thus, ways to improve reliability, efficiency and security need to be

developed [10]. The idea of a Smart Grid (SG) promises great improvements in all three

of these disciplines by modernizing the current power supply system to allow monitoring,

protection and automatic optimization of every connected element in the network.

These modernizations include generators, transmission and distribution systems as well

as industrial and private customers [11]. Therefore, SGs will be complex setups of power

and communication networks that need to be planned thoroughly [12]. The communication

layer is necessary to allow utilities to manage the so-called intelligent electronic devices

(IEDs) from central controlling points. To design a communication network that fulfils every

requirement in every application, many different technologies need to be used. Requirements

may involve reliability, latency, bandwidth and security [13].

2.1.1 Communication Network Architecture in Smart Grid

The SG communications infrastructure is expected to incorporate a hybrid mesh of different

communication technologies to provide efficient and consistent access to grid components in

diverse environments [14].

Similar to existing data and voice telecommunication networks, the SG communications



2.1 Review of Smart Grid Communications: Technologies, Protocols, and Standards 11

Figure 2.1: SG communication hierarchy [13].

infrastructure is expected to be a multi-level network that extends across multiple grid oper-

ation tiers. The SG communication networks need to spread over large geographical areas

including generation, transmission, and distribution to the consumer premises [15]. Various

types of communication networks in SGs are demonstrated in Figure 2.1 [16, 17].

They differ mainly in in terms of data rate and coverage range [18]. Therefore, different

technologies will fit better or worse to the requirements of each of these network scales.

The power distribution grid along with the corresponding NAN constitute the heart of

the new power systems. Furthermore, two fundamental grid applications, the distribution

automation and advanced metering infrastructure systems are within the neighborhood area

network domain. To provide security, distribution automation information between substation

Local Area Networks (LANs) and aggregated metering data from spatially dispersed home

area networks, need to be transmitted through a reliable communication infrastructure [19].

It is noteworthy that the topological/hierarchical differentiation described in this section

can be used to define the microgrid concept as a network using home and neighbourhood

calibre technologies with the possibility of operation in an autonomous island mode.

2.1.2 Comparison of Technologies for SG communication

The task of converting power grid to smart grid is not possible without the incorporation

of suitable wired or wireless technology for enabling communication across the grid. Table

2.1 summarizes a comparison between communication technologies utilized in smart grids

[12, 20–27].
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Table 2.1: Comparison of communication technologies

Technology Standard/
Protocol

Theoretical
Data Rate

Coverage
Range

Network

HAN NAN WAN

Wireless
ZigBee ZigBee/ZigBee Pro 250kbps Up to 100m X X
WLAN 802.11x 2-600Mbps Up to 100m X X

Wireless Various
(e.g., RF mesh)

Depending
on selected
protocols

Depending
on deployment X X

Z-Wave Z-Wave 40kbps Up to 30m X
WiMAX 802.16 75 Mbps Up to 50km X X
Cellular 4G/5G >100Mbps X X
Satellite Satellite Internet 1Mbps 100-6000km X

Wired
Fiber Optic PON 155Mbps-2.5Gbps Up to 60km X

WDM 40Gbps Up to 100km
SONET/SDH 10Gbps Up to 100km

DSL ADSL 1-8Mbps Up to 3.6km X
HDSL 2Mbps Up to 1.5km
VDSL 15-100Mbps Up to 28km

Coaxial Cable DOCSIS 172Mbps Up to 28km X
PLC HomePlug 14-200Mbps Up to 200m X

Narrowband 10-500kbps Up to 3km X
Ethernet 802.3x 10Mbps-10Gbps Up to 100m X X

2.1.3 Comparison of Industrial Protocols for SG Communications

This subsection provides a brief review of the common protocols used in the automation

process. The predominant protocols used in the power industry communication, i.e., the

internet protocol suite, Modbus, DNP3 and IEC61850 are shortly discussed in the following

[28]:

• The internet protocol suite: The Internet protocol suite is the conceptual model

and set of communications protocols used on the internet and similar computer net-

works.This model has been developed by the United States Department of Defense and

provides end-to-end data communication specifying how data should be packetized,

addressed, transmitted, routed, and received [29]. This functionality is organized into

four abstraction layers, i.e., the application, transport, internet and link layers. The
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most important protocols for the application in SG communication are Network Tim-

ing Protocol (NTP), Internet Protocol (IP), Transmission Control Protocol (TCP), User

Datagram Protocol (UDP), File Transfer Protocol (FTP) and Simple Mail Transfer

Protocol (SMTP).

• DNP3: As of today, the Distributed Network Protocol version 3.3 (DNP3) is the

dominant Master/Slave communication protocol in electrical utility SCADA systems

[30]. Contrary to Modbus, DNP3 is not limited to just sending one single data

point. Many different data types (i.e. Boolean, floating point) can be wrapped to

single messages. This results in a reduction of data traffic. DNP3 also allows the

communication of timestamps and data quality information. In addition, slave devices

can independently send update messages with value changes as a trigger. In Modbus

for a comparable update, the master would have to poll the slave for this kind of

information. Just as Modbus, DNP3 is deployed on different technologies like serial

communication, optic fiber, radio, satellite as well as TCP/IP protocols on Ethernet

networks [31].

• IEC 61850: IEC 61850 presents a two-bus Ethernet architecture as initially developed

for substation automation purpose [2]. Over the process bus, IEDs used for time-critical

applications (e.g. protection) exchange messages within less than 3ms delay range in

networks without congestion [32]. Over the station bus, messages for non-time-critical

purposes such as SCADA are transmitted. There are 3 main protocols presented in

IEC 61850 standard series: 1) IEC 61850-8-1 Generic Object-Oriented Substation

Event (GOOSE) message, 2) IEC 61850-9-2 Sampled Values (SV), 3) Manufactur-

ing Message Specification (MMS). Peer-to-peer publisher-subscriber GOOSE and SV

messaging occur over the process bus among time-critical IEDs [33, 33–35].

Client-server MMS messaging takes place over the station bus for SCADA applica-

tions.There is a hierarchical object model introduced by IEC 61850 standard series,

which facilitates interoperability among the IEDs from different vendors. The hierarchy

starts from a logical device which could consist various logical nodes (which represents
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Figure 2.2: IEC 61850 SG architecture and IED levels [34].

functions that an IED should perform). Each logical node can hold various data objects

and for each data object multiple data attributes could be assigned. This hierarchical

naming structure is shown in Figure 2.3. Configuration of the IEDs are standardized

by utilizing the standard extensible markup language based (XML) Substation Config-

uration Language (SCL) file and System Configuration Description (SCD) file. This

offers flexibilities for real-world deployments. The flexibilities of using IEC 61850

includes: 1) user-defined data set within GOOSE messages, 2) flexible configuration

of SCL files for MMS, and 3) flexibility in defining customizable data objects.

2.1.4 Comparison of IOT-based Protocols for SG Communications

There are various application-layer protocols which could be utilized to implement IoT

platforms with applications in SGs. Protocols which are used in past studies include Message

Queuing Telemetry Transport (MQTT), ConstrainedApplication Protocol (CoAP), Advanced

Message Queuing Protocol (AMQP), Extensible Messaging and Presence Protocol (XMPP),

Figure 2.3: IEC 61850 hierarchical naming structure [34].
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and Hypertext Transfer Protocol (HTTP) REST. These protocols could be clustered and

compared from different aspects. The aspects to be considered for comparison of the IoT

protocols include latency, bandwidth utilization, energy consumption, and security [35].

• Message Transmission Mechanisms: One of the main factors to be used in clustering

the application-layer protocols in SGs is message transmission mechanism. There are

two basic models in IoT protocols, named publisher-subscriber model and request-reply

model [36].

The main difference between the two mechanisms is that in request-reply model, the

two parties must know each other by IP and they run simultaneously. However, in

publisher-subscriber model, there is a third party, called message broker, which is

in charge of filtering and distribution of the published messages to the subscribers.

Hence, the publisher and the subscriber does not necessarily run at the same time and

they do not know each other by IP. Furthermore, in publisher-subscriber mechanism,

messages are published to customizable topics which are subscribed by the subscribers.

Therefore, each subscriber can subscribe to multiple publishers at the same time.

Among the popular SG protocols, HTTP REST and CoAP are operated by request-

reply mechanism [37, 38]. Examples of popular publisher-subscriber protocols in SGS

are MQTT, AMQP, and XMPP [39, 40].

• Integration with Cloud-based Platforms: Multiple research works tend to fill the gap

between industrial communication protocols such as Modbus, DNP3, and IEC 61850-

based protocols and the IoT protocols introduced in this section. In these architectures,

a hardware or software entity works as a middleware to receive data from the lower

layer (industrial layer) protocols and to pass the collected data to a cloud database by

utilizing the higher-layer (application-layer) protocols. Therefore, compatibility and

interoperability of the IoT protocols with cloud-based platforms are required to be

considered. According to the previous studies, the most popular protocol to be used

for cloud interactions is the improved version of REST HTTP [41, 42].
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Figure 2.4: Client-Server interaction model in HIL platforms using HTTP Requests [43].

Table 2.2: Comparison of commercial cloud services
IBM

Bluemix SiteWhere ThingSpeak

MATLAB Analysis? No No Yes

REST Provided? Node-Red
Needed Yes Yes

Communication with
Hardware

(e.g. Raspberry Pi)?

Node-Red
Needed

Protocol
Buffers
Needed

Direct
HTTP
Services

Installation needed? No Yes No
Device Configuration needed? Yes Yes No

The REST HTTP works based on request-reply mechanism. In most of the implemen-

tations in previous studies, HTTP POST and GET requests are utilized to develop an

interface between cloud-based platforms and IoT protocols. In these studies, hardware

products such as Raspberry Pi and software products such as mobile applications are

employed as HTTP clients to interact with the cloud server. Overview of the client-

server interaction model is indicated in Figure 2.4. There are popular cloud services

used in the past studies for implementation of IoT platforms with applications in en-

ergy systems. The commercial cloud services include IBM Bluemix, SiteWhere, and

ThingSpeakwhich are comparedwith each other in Table 2.2 [44]. This table highlights

advantages and disadvantages of the popular cloud services. ThingSpeak has favored

features for developers such as (1) built-in interface with MATLAB, (2) easy-to-use

REST Services, (3) easy integration with Raspberry pi, Arduino, and ESP8266 Wi-Fi

module, and (4) provisions for high-resolution real-time data collection (up to seconds

sampling time interval).
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• Latency in various conditions: Latency is another major parameter to evaluate per-

formance of communication protocols in SGs, especially in time-critical applications

such as protection of the grid in faulty situations. Previous studies have used hardware-

in-the-loop (HIL) simulations to implement machine-to-machine messaging in SGs

and to measure latency [45]. Round Trip Time (RTT) has been used as the main index

to represent efficiency of a protocol in terms of latency. The best performance in SGs

with minimum latency is achieved by two protocols, which are MQTT and CoAP [46].

There are comparative studies on performance of the two protocols in different Quality

of Service (QoS) levels with no network congestion [47, 48]. The outcomes of the

studies prove that in QoS0, MQTT has a lower RTT compared with CoAP, while in

QoS1 MQTT has longer RTT. In a nutshell, RTT for MQTT is measured in range of

milliseconds and for CoAP is recorded in range of hundreds of microseconds. Fur-

thermore, MQTT shows a lower delay range in comparison with AMQP especially for

transmission of messages with huge payloads. Delay measurements in an experimental

study is shown in Figure 2.5 to compare AMQP and MQTT.

In popular HIL architectures, cellular network is utilized to transmit CoAP and HTTP

messages usingArduino andRaspberry Pi GPRS shields. Delaymeasurements indicate

that response time for HTTP is relatively longer than CoAP [49].

Hybrid communication architectures switch between centralized and decentralized

Figure 2.5: Client-Server Comparison of MQTT and AMQP in terms of latency [46].
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Table 2.3: RTT range and communication operation mode
RTT Communication operation mode

RTT <250 ms Centralised
250 ms <RTT <350 ms Decentralised/global
350 ms <RTT <500 ms Distributed
RTT >500 ms No communication mode

operational modes depending on the RTT of the MQTT communications. Table 2.3

shows the scenarios with RTT range and communication operational modes [50].

Security of IoT platforms built on the introduced protocols is a major issue to be

considered. REST HTTP for cloud interactions utilizes the well-known Transport

Layer Security (TLS) for data encryption and security of the channel communications.

In this mechanism, a shared secret key is exchanged between the client and server

within a TLS hand-shaking process. Similar security management has been adopted

for XMPP as a built-in feature.

In MQTT protocol, authentication is realized by the MQTT broker, where a three-step

hand shaking process occurs. When an MQTT client attempts to connect to an MQTT

broker, there is an initialization process to establish the connection by exchanging

control packets such as CONNECT and CONNAC (response) [51]. These control

packets include information about QoS level of transmission, topic, payload, etc.

CoAP protocol uses Datagram TLS (DTLS) for enabling secure communication on

top of the UDP transport mechanism. The handshaking process to exchange ‘hello’

message between the client and the server in DTLS is very similar to TLS but with

additional possibility for the server to check for an authentic source of ‘hello’ message

[52, 53].

Security layer for AMQP protocol is an external authentication and encryption process

which depends on the host framing protocol for AMQP. This protocol supports Simple

Authentication and Security Layer (SASL) authentication as a security framework.

Table 2.4 provides a comparison of application layer protocols based on the transmission

mechanism, latency, and the security level.
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Table 2.4: Comparison of application layer protocols

Protocol Transmission
Mechanism Latency (RTT) Security

REST HTTP Request-Response Hundreds of milliseconds TLS

MQTT Publish-Subscribe Couple of Milliseconds with best
performance in QoS0

CONNECT packet
authentication

CoAP Request-Response Hundreds of microseconds with best
performance in QoS1 DTLS

XMPP Publish-Subscribe Couple of seconds TLS

AMQP Publish-Subscribe
Hundreds of milliseconds

with best
performance in QoS1

SASL

2.1.5 Standards for Smart Grid Communications

The introduction of the SG concept and the shift towards advanced communication platforms

have led to a number of competing standards being introduced around the world. This section

provides a brief overview of some of the most popular standards for SG communication [54].

The most popular and most recognized standard is the IEEE-based IEEE 1901. IEEE

1901 was developed in early 2005 and was initially meant for power line networks and

at its conception it replaced a hand full of other standards. It is now widely regarded

as the predominant standard for SG communication. IEEE 1901is used for high speed

communication over broadband power lines (BPLs). It can achieve up to 500Mbit/s and

work on frequencies under 100 MHz. In addition to being used in SG applications, the IEEE

1901can also be used in home network applications, Vehicular applications and many other

applications.

IEEE 1901has two basic modes of operation. It supports both time division multiple

access (TDMA) and carrier-sense multiple access with collision avoidance (CSMA/CA),

which makes it compatible with many legacy and new technologies. It also supports two

modulation modes in the physical layer, i.e. Orthogonal Frequency Division Multiplexing

(OFDM) and wavelet OFDM. OFDM is the primary multiplexing technique used in LTE

and forms the basis for what is anticipated to be implemented in 5G networks. Wavelet

OFDM is derived from high definition-PLC technology and has been proposed as the basis

for multi-carrier modulation systems [55, 56]
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Another standard closely linked with the IEEE 1901is the ITU-T G.9972, which was

developed by the International Telecommunications Union (ITU) [57], it supports a home

networking standard called the G.hn. This standard is the main competing standard for the

IEEE1901 which uses the HomePlug technology developed by the HomePlug Alliance [58].

HomePlug uses 2 to 28MHz whereas G.hn uses 1.8 to 80MHz. They both use OFDM for

modulation. However, G.hn allows for multiple input multiple output. Table 2.5 provides a

comparison between IEEE 1901and ITU-T G.9972.

Another important standard used in SG communications is IEEE 2030 [59]. The IEEE

2030 standard was developed in 2011 by the IEEE and was part of the SG initiative. It

provides guidance in applying SG interoperability reference model of IEEE STD 2030 in

the development a of control and automation components [60]. Unlike the IEEE 1901, the

IEEE 2030 can be thought of as an official guide on SG interoperability. Its main focus is on

ensuring that there is a set of rules that governs how the electrical power system, information

coming from devices and the end use applications interact in a safe and efficient manner.

It discusses the best practices and approaches to minimize risk, decrease lag and increase

accuracy. One of the primary goals of this standard is to ensure safe communication in

SGs and avoid possible vulnerabilities. This standard is especially effective when there are

multiple technologies being used to provide a variety of services to the consumers.

Throughout the early 2000s, IEC released a set of standards to define exchange of in-

formation for electricity metering data exchange. IEC 62056 was defined in this context

as an extensive set of standards to govern communication from the meters. It can be seen

as the nitration standard version of the Device Language Message Specification. The set

of specifications defines the object identification system, the interface classes, how data is

exchanged between the meter readings, the tariff and the load control. It also defines how

different networks interact with each other to optimize communications. This standard was

designed to operate over any medium. It is a key standard in establishing the SG for the

simple reason that reliable information exchange between the meters and the central nodes is

paramount in ensuring efficiency and accuracy. If the data exchange is breached or inefficient,

it could have serious implications on the rest of the system [61].
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Table 2.5: Comparison of IEEE 1901and ITU-T G.9972
IEEE 1901 ITU-T G.9972

Technology HomePlug G.hn
Modulation Type OFDM/wavelet OFDM OFDM
Frequency Range 2-28 MHz 1.8-80 MHz
Channel Access CSMA/CA TDMA, CSMA/CD

Security DSNA/PSNA/CCMP AKM
Burst Mode Uni/bi directional Bi-directional

IEC 62351 is another recent standard which is used predominantly for security in com-

munications networks [62]. With the dawn of the digital age and the introduction of SGs,

IEC 62351 aims at defining the authentication methods, encryption algorithms and general

security procedures and protocols. The different security objectives of this standard include

authentication of data transfer through digital signatures, ensuring only authenticated access,

prevention of eavesdropping, prevention of playback, and intrusion detection. IEC 62351

has been identified by some to have only partial backward-compatibility which has led to

significant problems with legacy systems and products [63].

However, it is a highly regarded standard and continues to play a significant role in

ensuring that SG communication is effective, efficient and safe [64].

2.2 Review of Communication-Based LA in SGs

Recent developments in the area of the advanced Information and Communication Tech-

nologies (ICTs) enable real-time monitoring and control of the smart-grid components such

as smart buildings[1]. Higher penetration of Internet of Things (IoT) platforms and cyber-

physical systems (CPS) in distribution grids has turned the previously passive components

into active ones. This means that by incorporating Home and Distribution Automation

Systems (DAS), Advanced Metering Infrastructure (AMI), and Demand Side Management

Systems (DSM), end-users in smart homes do not play a passive role and become active

participants in the grid [65].

In near future, smart homes will accommodate Distributed Energy Resources (DERs)

along with devices capable of communication in real time. Home appliances in modern
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buildings are able to connect to a local network for exchanging information including mea-

surements (Float data type) and device statuses (Boolean data type) with each other and with

the Home Management Unit (HMU) [66]. The purpose of implementing such communi-

cation platforms in residential sector is to offer provisions for monitoring, automation, and

active coordination of home appliances in order to achieve a better utilization of building

resources and to improve the energy efficiency of the neighborhoods via energy sharing

among buildings [67]. Maximizing the DER utilization in smart buildings, which host lo-

cal generation and smart devices, can lead into a significant peak-to-average ratio (PAR)

reduction and eventually can smoothen the load curves of the traditional grids in order to

reduce greenhouse emissions. As the number of Intelligent Electronic Devices (IEDs) with

communication capability increases in the buildings, massive amount of data needs to be

stored, processed, and exchanged. Hence, cloud-based communication architectures, which

enable extensive data sharing, become vital [67].

2.2.1 LA Architectures in Previous Studies

Appliance-level load allocation schemes in residential communities could be implemented

in centralized or decentralized fashions [68].

In centralized method, a central neighborhood controller receives information from all

of the community members and makes decision for each building inside the neighborhood.

Centralized coordination algorithms are effective but they need to deal with heavy computa-

tion burdens and they heavily rely on information from each member. For instance, if there

are missing data from a single building due to a communication failure, the algorithm cannot

achieve results for the whole community [69].

Alternatively, in decentralized decision making, each smart building coordinates its IEDs

and communicates with neighboring buildings for energy sharing if possible. Decentralized

algorithms could be carried out in different levels: 1) with a central unit 2) without a central

unit.

In the proposed LA architecture in this Ph.D. work, decentralized method which uses a
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central unit with a two-way communication mechanism is adopted. This method fits the com-

munity appliance coordination scheme proposed in this paper and resolves the aforementioned

problems of centralized algorithms. In this decentralized scheme, smart home appliances

communicate with a central unit in the building bi-directionally. This home central unit

aggregates the desired information from appliances (e.g. load profiles) and communicates

with the same units in neighboring buildings.

There are various protocols for data sharing via internet which could be used to implement

the communications required for home coordination schemes. Message Queuing Telemetry

Transport (MQTT), which is a message-oriented information exchange protocol and works on

TCP, is utilized in this work to realize the bi-directional communication between appliances

and the building controllers and also the messaging among building controllers. The main

advantage of using this protocol is that it is a light weight transport protocol and uses the

network bandwidth efficiently. MQTT is a publisher-subscriber communication mechanism

in which subscribers need to know the topics of published data. The MQTT topics are

defined by the publishers and could be customized desirably depending on the goals of the

application. In this paper, MQTT topic management for home appliance coordination scheme

is presented and topics are proposed accordingly.

Previous studies have considered decentralized energy management Systems (EMS) and

Demand Response (DR) in residential sector.

In [1], a day-ahead energy management algorithm for coordination of smart neighbor-

hoods in presence of renewables is developed and presented. However, the developed algo-

rithm in [1] remains at theory level and no solution on practical implementation of such EMS

is provided to address challenges such as resilience of the system against communication

failures (missing appliance data).

In [65], a home energy management system for a single building based on ZigBee and

appliances coordination is conducted but realistic case scenarios with network latency and

integration of multiple buildings are not addressed.

An IoT platform is proposed in [66] for energy management systems in production level

but is not mapped to appliance-level management in buildings.
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References [67, 70–73] show the huge potential in domestic load management which

could result in cost benefits for end-users and grid demand reduction by utilizing flexibilities

in residential buildings. These studies show that goals of the EMS could be achieved by

frequency-sensitive relays triggering the circuit breakers (ripple control), by time clocks in

Renewable-energy-integrated platforms in real-time, or by using special tariffs to influence

consumer behavior. These studies focus on developing Resource Allocation Systems (RAS)

to match residential demands with available resources in a cluster of household prosumers.

Although these studies consider optimized utilization of resources for multiple buildings, non

of these studies present detailed implementation of appliance-level RAS and investigation on

the effects of real communication network characteristics, such as packet delay and packet

drop, on the proposed systems.

There are studies focused on communication platforms to implement decentralized deci-

sion making in energy systems. In [2, 74], communication protocols presented in IEC 61850

standard series are utilized to implement Multi-agent protection systems for distribution grids

but not mapped to residential sector for appliance management.

MQTT protocol is used to design building automation system in [75–77]. These studies

have provided solutions to implement building management systems using MQTT, inclduing

MQTT topic management. However, these studies have not integrated multiple devices from

multiple buildings with traffic in the Local Area Network (LAN).

Cloud-based Machine-to-Machine communication platforms with the aim of effective

scheduling of the building resources in presence of distributed energy resources are presented

in [78, 79, 79–81]. These articles have not discussed the reliability of the platform to have a

backup plan in case of losing the connection to the cloud. The cloud-based RAS and EMS

proposed in these studies collapse if the connection to the cloud server is lost.

Linkage of the home appliance coordination algorithms to the communication platforms

for real-world implementation in residential communities (more than one building) has yet

space to work. Most of the residential energy management algorithms in previous studies

remain in design level and challenges that arise when pairing these algorithms with commu-

nication protocols stay unanswered.
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The authors in [82, 83] have solved optimization problems to minimize the transmission

power of information signals for multiple users considering outages and reliability issues. The

outage-constrainted robust design of the energy harvesting scheme in these papers minimizes

the power consumption of the network components but does not consider optimal allocation

of power supply to the building appliances considering the DERs and storage systems based

on the users comfort level.

The main contribution of this Ph.D. work is to provide a detailed practical solution for

implementation of a novel decentralized appliances coordination scheme in a renewables-

integrated community of smart buildings.

2.3 Review of Communication-Based Resilience-Oriented

Load Restoration in SGs

Power grid resilience is defined as the ability of the system to avert possible event-driven

damages, tolerate accidents, and engender a swift response and recovery following extreme

disasters [5, 8]. Power system resilience can be studied in two main categories: 1) structural

resilience 2) operational resilience [7].

2.3.1 Structural Resilience and Load Restoration in Smart Grids

Structural resilience focuses on pre-event phase of the power system behavior to boost

robustness and infrastructure of the grid to maximize preparedness of the power system

subject to a HILP event [6, 84]. The reliable supply of electricity upon which modern

society depends is at risk due to the unforeseen effects of a myriad of converging factors:

elevated incidences and severity of outage-inducing high-impact low-probability (HILP)

events including, most notably, severe weather patterns and cyber attacks, sudden changes

and proliferation of renewable resources, and many more. Examples of such HILP incidents

in recent years are South Australian blackout in 2016 with 900 MW power outage due to

extreme weather [85], major blackout in Brazilian grid in 2018 with 18,000 MW curtailed

power in cascaded fault condition, outage in India in 2012 with 1423 TWh outage, severe
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power cut in the USA in 2015 with 180,000 customers affected due to abnormal weather

condition, among many others [86, 87].

Unlike the widely accepted standard metrics for reliability assessment in power distri-

bution systems, such as system average interruption duration index (SAIDI), system average

interruption frequency index (SAIFI), energy not supplied (ENS) etc. A comprehensive eval-

uation framework which quantifies the resilience features such as preparedness, robustness,

and restorative rapidity (among the others) is missing [85]. Resilience assessment could be

focused on a load point (node level) or the entire system (feeder-level) [88]. An effective

resilience metric could be utilized as an objective function in a wide variety of power grid

long-term planning and short-term operation decisions to boost its capacity in dealingwith the

HILP incidents. Such a resilience metric needs to capture various aspects of the power grid

behavior ranging from the pre-event (infrastructural resilience) to the post-event (operational

resilience) time frames and its evaluation framework has to contain different quantitative and

qualitative terms such as measures on energy capacity, rapidity, and economy [85].

There are several research efforts that can be found in the literature on enhancing the

resilience of power distribution grids to HILP events. In [89–92], resilience-oriented outage

management systems, which utilizemicrogrids and renewable energy resources to re-energize

the critical loads following a natural disaster, are proposed where the focus has been primarily

on enhancing the grid operational resilience. In [88, 93–95], novel evaluation frameworks

with new metrics to quantify various resilience features are presented. Some of these efforts

are founded based on the principle concept of graph theory for single-node level resilience

evaluation in the network where parameters such as path redundancy, node connectivity, and

resourcefullness are taken into account. Furthermore, parameters such as disruptive and

restorative rapidity are suggested in [85, 96, 97] focusing on the system-level (feeder-level)

resilience evaluation. While such efforts offer provisions for characterizing the distribution

grid resilience and its swift operational response and recovery following a HILP incident, the

flexible resources are assumed already planned and readily available to be utilized in practice.

In [6, 98, 99], preparedness against extreme events is pursued by optimal allocation of

the grid-scale flexible resources (e.g., battery storage units, renewable resources, and electric
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vehicles) during extreme scenarios. Research outcome presented in [84] shows analytical

results of a risk assessment framework for weather-resilient power grid operation and control,

where predictive measures for minimizing the risk against forecasted weather-driven outages

are suggested through effective utilization of network topology control. Enhancing the grid

operational resilience through changing the network topology requires additional switches

that should be planned to be placed in strategic locations in the network, thereby facilitat-

ing rerouting the way electricity flows for swift response and recovery in dealing with the

aftermath of HILP events.

2.3.2 Operational Resilience and Load Restoration in SGs

Enhancing the ability of power grids to avert possible event-driven damages, tolerate accidents

within the system, and swiftly bounce back to a normal operating condition following a

disruption can manifest a well-resilient power system [8]. High Impact Low Probability

(HILP) events, such as natural disasters and cyber attacks, can result in remarkable technical

and economic losses in the entire energy landscape. Therefore, it is of great importance for

power utilities to increase awareness against HILP events and to reduce the outage of the end

customers by effective strategies that best harness the integration of modern grid resources

and flexible services before, during, and following a HILP disaster [7, 100].

Research on power distribution network resilience and the corresponding solutions could

be categorized by single-node improvements or collective (feeder) level enhancements [101].

In another classification, actions for escalation of grid-scale resilience could be taken at three

different timescales[102]:

1) Pre-event SystemPlanning: which includes preventive actions before the event happens,

such as grid hardening and reinforcement of the infrastructure by installation of new devices.

These actions increase infrastructural resilience [103].

2) System Operation During the Event: where corrective actions are triggered to avoid

the system blackout. Corrective actions aim to stop a possible cascade scenario through swift

response and fast isolation of the predicted fault tree in the network connectivity map[100].
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3) Post-Event Service Restoration (SR): which points out to the system operational re-

silience, where grid services, including traditional and modernized network flexible re-

sources, are deployed for time-critical restoration of the healthy segments of the affected

feeder [104, 105].

In [104, 106–112], automated feeder reconfiguration schemes for load restoration are

presented and the impact of Distributed Energy Resources (DERs) on reliability of power

systems is investigated. In these studies, microgrids are employed to contribute to the

restoration of critical loads by prioritizing the restorable demand. However, SRs demonstrated

in the aforementioned articles are aimed to heal the credible contingencies and are not focused

to the extreme HILP incidents.

Agent-based frameworks for SR are designed and implemented for active distribution

grids in [34, 113–115]. Although DER agents and storage components are proposed within

the multi-agent outage management systems, the contribution of other modernized grid

services, such as Electric Vehicles (EVs), for resilience is not properly addressed, where

EV aggregators could be an additional agent in a multi-agent SR scheme. In [116, 117],

restoration algorithms in passive distribution grids with unidirectional current flows are

suggested which rely solely on the extra capacity available from the adjacent feeders and,

therefore, comes at a higher cost compared to using the local generations. Effective utilization

of the internal resources, located in healthy segments of a faulty feeder, for service restoration

is not studied in most of the past literature.

Higher penetration of EVs in smart grids along with large-scale utilization of multi-

functional EV chargers in the near future enables new potentials to be harnessed in service

restoration [118, 119]. References [119–126] have investigated integration of EVs in distri-

bution grids and the potential ancillary services such as Volt-VAR optimization and outage

management by Vehicle-to-Grid (V2G) services. Nevertheless, these studies (a) do not con-

sider and coordinate both network built-in flexibilities and other flexible resources, (b) are

not primarily designed for resilience services to be able to capture the subsequent events and

sequential restoration steps, and (c) are limited to local single-fault events.

Different from the past research, the proposed SR solution in this Ph.D. work focuses on
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Figure 2.6: South Australian 275 kV network subject to blackout [9].

HILP events (e.g., extreme weather conditions) and harnesses network flexibilities, including

external and internal resources with quantified contribution factors. Furthermore, real-time

evaluation of the designed SR, implemented with real communications, is presented by online

evaluation of the proposed collective-level resilience metrics.

2.3.3 Review of Evaluation Frameworks for Power Grid Resilience

On 28th of September 2016, fierce storms and lightning strikes caused multiple faults on the

South Australian transmission system and 456 MW of wind generation tripped off-line as a

result of Low Voltage Ride Through (LVRT) protection feature of wind turbines. This loss of

generation and lack of load shedding activities led to a significant blackout in the area. The

SA 275 kV transmission network is indicated in Figure 2.6.

The real demand data related to SA grid is visualized in Figure 2.7. It could be observed

from this figure that prior to the event, 1826 MW demand is measured by the SCADA for

SA’s customers. The distribution of the supply is as follows: 883 MW wind generation, 330

MW gas generation, 613 MW imported power from Heywood interconnection to Victoria.
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Figure 2.7: Generic SA system behavior subject to perturbation [9].

At around 4:16pm on 28th of September, tornados with wind speeds in the range of

190-260 km/h occurred and caused five system faults within 87 s and finally brought three

transmission lines down in the SAgrid. Consequently, as a response of riding through the fault

(LVRT protection features) for wind farms, wind generation of SA grid reduced by 456 MW

and the imported power fromHeywood interconnection increased significantly. This increase

in power flow of the Heywood interconnector made the protection system of the South East

Substation trip (disconnect) the transmission circuits of the Heywood interconnector. Hence,

900 MW supply from this interconnection was lost and destroyed the demand-generation

balance in the SA grid and finally led to the system frequency collapse and a huge blackout.

ElectraNet and AEMO started the restoration process at 4:30pm with a decision-making

algorithm displayed in Figure 2.8. The restoration phase could be divided into three steps:

1) securing the power system, 2) auxiliary power supply to power stations, and 3) load

restoration. Restoration strategies exhibited in Figure 2.8 include energizing the sections of

the transmission network assessed as safe segments and utilizing contracted generation units

in the neighboring networks (Heywood interconnector in Figure 2.6) for the ancillary services.

The main action is switching in order to energize the two parallel 275 kV transmission lines

between Heywood substation and South East substation in SA grid. This switching began

at 5:20pm and by 6:40pm the connections were established [9]. The first customers were

restored by 7:00pm on 28th of September. About 40 percent of the restorable loads in SA

grid had been restored by 8:30pm (4 hours after the event). At around 8:40pm restoration
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Figure 2.8: Overview of the restoration algorithm for SA grid [9].

was stopped temporarily due to overflow of power in the tie-lines but the restoration was

continued again at 9:15pm. 80-90% of them were restored by the early morning of 29th of

September, 2016 (around 7.5 hours after the event).

This sort of HILP events indicates importance of a comprehensive resilience evaluation

framework for power utilities to plan for structural and operational resilience.

Resilience evaluation in power distribution grids contains diverse qualitative and quanti-

tative components related to infrastructural and operational aspects of the system behavior

[127]. Measure of the system performance is the key element in resilience evaluation which

includes energy-based, rapidity-based, and economy-based dimensions [128].

Reliability assessment and resilience analysis of a system require standardized metrics

and measures. The main difference between reliability and resilience is the extensive scale

of the disruptive event considered in resilience analysis [9, 101].

Reliability analysis focuses on high-probability low-consequence events (e.g. a single

unit failure) while resilience concentrates on low-probability high-consequence happenings

(e.g. hurricane). In resilience analysis of power grids, multiple faults occur at the same time

(e.g. due to extreme weather situation) and a huge portion of the grid goes down (unlike

reliability assessment).



32 Literature Review

There are widely acceptable reliability indices used by the utilities such as SAIDI, SAIFI,

ENS, etc. However, no standard resilience metric exists to quantify dynamics of the entire

restoration process from pre-event to post-event stage. Previous studies have investigated

resilience analysis frameworks.

In [129], a metric based on the vulnerability time in the grid is developed and applied

to real-data related to Hurricane Ike. In [130], a study on real data received from four

utilities in Upstate New York on power interruptions of the end customers due to hurricane

Sandy is conducted. To evaluate resilience in this paper, authors have defined two metrics:

infrastructure resilience and service resilience.

Infrastructure resilience is measured by the failure rate of the nodes in the system. Failure

rate is defined by the number of times a node changes status from normal to failure in a

specific duration. Service resilience is characterized by the cost due to delays in restoring a

failure and the corresponding outages.

In [131–134], resilience in interdependent systems has been conceptualized from various

aspects. Evaluation frameworks presented in these papers consider various parameters related

to power grid resilience such as robustness, redundancy, rapidity, and resourcefulness. The

resilience index of [134] is too generic and does not evaluate different stages of the system. The

evaluation frameworks presented by the above-mentioned papers do not quantify the system

behavior considering each phase of the load restoration individually. Hence, a complete

resilience evaluation framework, which considers disruptive and restorative stages of the

system separately and enables stage-wise comparison of system resilience between different

power grids, needs further developments.

2.3.4 Electric Vehicles (EVs) in Load Restoration

The global electric car stock evolution from 2010 to 2016 is depicted in Figure 2.9 [135]. As

can be observed, electric car stock exceeded twomillion units in 2016, and the highest electric

car market belongs to Norway (29%) in 2016. Such developments in the field of EVs with

over 750 thousand sales worldwide in 2016 have led to the transition to electric road transport

technologies.It is becoming increasingly difficult to ignore the role of smart-grids in the future
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Figure 2.9: The global electric car stock evolution from 2010 to 2016 [135].

of the modern electric power system systems. As mentioned before, V2G technologies allow

power exchange between vehicle and utility grid. V2Gs are the link between smart-grids as

the future of conventional power systems and EVs as the future of vehicles.

V2Gs can provide numerous services to the power grid such as ancillary services, peak

load shaving and demand-side management. However, more research needs to be undertaken

on optimization techniques, objectives and constraints for the V2G implementation for the

future V2G deployment. Power and urban air quality, noise mitigation and greenhouse gas

(GHG) reductions are also the main environmental benefits of using V2Gs in the power

system. The accomplishment of the V2G technology requires the active participation and

collaboration of government, power utilities and EV owners

Over recent decades, because of expanded utilization of power, exhausting petroleum

reserves, the need to utilize sustainable sources has been turned into one of the worries

of the global society. The past decade has seen the rapid development of EVs in many

industrialized countries, as they have the ability to provide low-emission future and high-

power quality for power distribution systems. EVs are also appropriate to support synergies

with different renewables. Furthermore, the automotive industries have been building up a

close association with power utility issues.

Modern EV chargers for medium/large EV charging stations, depicted in Figure 2.10,

are capable of detecting the order of the harmonic current, that exceeds the standards and
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Figure 2.10: General unidirectional and bi-directional power flow topology [136].

Figure 2.11: Demand recovered by local V2G with centralized EV charging [138].

filters them out to avoid EV harmonic effects [136]. Harmonic detection and reactive power

compensation are considered additional functionalities in new generation of multi-functional

EV chargers.

There are research activities focus on the role of EVs in V2G mode to enhance the power

system operation in terms of reliability and demand recovery. In this context, dispatchable

EVs are considered the reserve capacity to be used in case of outages in the system. In

[137, 138], Results show the scenario when outage occurs in the system and local EVs are

utilized to recover the demand during the outage as illustrated in Figure 2.11. This can lead

to a significant enhancement in the reliability of the grid and is showed by calculating the

widely acceptable reliability indices such as System Average Interruption Duration Index

(SAIDI) and Average Energy Not Supplied (AENS).

Figure 2.11 indicates that the reserve capacity (reversible energy) by EVs reaches its

maximum at night (around 24:00) when most of the EVs are connected and have enough
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SoC, while the minimum reserve capacity occurs in the morning (around 9:00 AM) where the

majority of EVs are on the road. This modern network flexibility brings new opportunities

to network operators to enhance power system resilience and reliability.

2.3.5 Chapter Summary

This chapter presents a thorough literature review of communication-based load allocation

and load restoration schemes to improve efficiency and resilience in smart grids. Various

technologies, protocols, and standards utilized in smart grid communications are presented

in the first subsection of this chapter.

The first subsection of this chapter aims to compare popular industrial and Iot protocols in

smart grids. The reason behind selecting communication protocols such as MQTT and IEC

61850-presented protocols in this Ph.D. work (e.g. GOOSE communication) is provided.

Commercial cloud-based platforms (such as ThingSpeak), used in smart grids and smart

neighborhoods, are briefly presented with introduction of advantages/disadvantages in a

tabular format.

The next subsection of the chapter reviews various communication-based load allocation

schemes in smart grids. According to the literature review, the below constraints are identified:

• Most of the communication-based load allocation algorithms do not investigate impacts

of network latency or unreliable communication networks on the proposed LA scheme.

Previous studies do not provide test scenarios for cases where there is an extreme

network latency in the communications between smart neighborhood components and

the controller (Extreme RTT values). Efficiency of the past LA schemes subject to

unreliable communication nodes in the network needs to be verified.

• Many of the previous research works on communication-based load allocation in

smart grids do not map to the appliance-level load allocation in smart neighborhood.

Appliance-level LA in smart neighborhood needs yet to be further investigated.

• Implementation of communication-based LA schemes in smart grids utilizing effi-

cient platform with popular smart grid protocols and cloud-based platforms are not
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sufficiently presented with details .

The following subsection of this chapter focuses on resilience-oriented load restoration

platforms. The below constraints are identified:

• Lack of a comprehensive multi-dimensional resilience metric, which quantifies re-

silience of the power systems in terms of disruptive rapiditi, restorative rapidity, ro-

bustness, etc.

• lack of test case scenarios to verify proper functionality of a load restoration algorithm

in case of resilience-driven extreme events such as multiple faults in the network. Many

of the load restoration algorithms are reactive solutions to local single-fault events.

• Past studies do not address both network built-in flexibilities and flexible resources in

all restoration steps. In many of the past studies, modern network flexibilities such as

EVs in aggregated level are not harnessed. There is a huge potential in modern grid

components such as Distributed Energy Resources (DERs) and EV aggregators to be

used in all load restoration steps of a power system subject to an HILP event.

• Lack of a framework for structural resilience. This requires a multi-objective decision

support framework for power utilities to arrange preventive activities prior to a HILP

event.



Chapter 3

MQTT-Based Load Allocation for Grid

Demand Reduction in Smart

Neighborhoods Considering Unreliable

Communication Links

The research objective in this chapter is to design and implement an appliance level load al-

location system with realistic communication networks to reduce the grid demand of a smart

residential community. Unlike many previous studies, this chapter considers unreliable com-

munication nodes in the smart neighborhood and the load allocation algorithm switches from

centralized to decentralized operational modes depending on the network latency. Selection

of Message Queuing Telemetry Transport (MQTT) protocol over many other IoT protocols is

justified in in Section 2.1.4. In a nutshell, easy-to-integrate and easy-to-implement features

of this protocol in conjunction with interoperability with cloud-based services are the main

reasons of adopting this protocol in this chapter.

3.1 Proposed Communication Architecture

In order to provide the reader of this chapter with a better understanding of the proposed

communication architecture, components of the designed communication platform along

with the communication protocol are presented in details as follows:
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Figure 3.1: MQTT protocol:a) Hand-shaking procedure, b) components and topic.

3.1.1 Required knowledge on MQTT Protocol

There are three key players in MQTT messaging: 1) MQTT publisher, 2) MQTT subscriber,

and 3) MQTT broker. MQTT publisher and subscriber are not connected to each other by IP

address directly and they do not necessarily run at the same time [3]. MQTT broker which

performs as a network hub and receives the messages from publishers, filters, prioritizes,

and distributes them among up to thousands of concurrently connected MQTT subscribers.

MQTT broker is responsible for client authorization and a hand-shaking procedure for ini-

tialization of the communication [77].

MQTT publishers use customizable topics for publishing data which must be subscribed

by the clients. MQTT protocol does not support labelingmessages withMetadata [3]. Hence,

MQTT topic management in order to attach meaningful attributes to the topic could present

metadata of the message payload and becomes substantial. MQTT Topic is a string which

has a hierarchical structure with multiple levels and attributes [77]. Each level is separated

by a forward slash in the topic tree. These topics could be modified to represent routing

information.
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Figure 3.1 (a) shows the initialization of the connection by exchanging control packets

between clients and the broker. These control packets such as CONNECT, CONNAC,

PUBLISH, PUBACK, SUBSCRIBE, SUBACK, etc. contain details about the Quality of

Service (QoS) level of transmission, topic, and payload [3]. Figure 3.1 (b) indicates the

components of the MQTT communication.

3.1.2 Design Specifications of the Proposed Architecture

The overview of the proposed hierarchical platform for smart buildings with physical layer,

cyber layer, and control layer is indicated in Figure 3.2. There are two communication

layers in the proposed hybrid platform. In the first layer (local layer), the smart building

appliances (a) publish MQTT messages to the Building MQTT Client (BMC) for reporting

events/measurements and (b) subscribe to MQTT messages published by the BMC for con-

trol/protection purposes. The second layer (global layer) is the interactions between the BMC

and the cloud via HTTP POST/GET requests.

In the proposed architecture, each appliance is equipped with a Wi-Fi module, connected

to a local gateway, and publishes measurements to a dedicated pre-defined topic periodically.

The BMC subscribes to all of the topics and posts the received measurements to a cloud

channel. The aggregated data in the cloud is accessible via the cloud MATLAB interface

that runs a designed appliance resource allocation algorithm. The results of the algorithm

are transferred from the cloud to the appliances via the BMC to be actuated by them.

The proposed architecture offers resilience in case of partial communication failure in

each layer (local or global). In other words, the BMC is designed in such a way that in case

of high latency in the network or communication link failure, it operates as a local controller

(back-up controller) for the building appliances. This functionality of the BMC is indicated

in a case scenario in the results section of this chapter.
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Figure 3.2: Proposed communication architecture for smart buildings.

3.2 ProposedAppliance-levelResourceAllocationAlgorithm

The algorithm developed in this work aims to coordinate the supply of the building appliances

utilizing available resources. The algorithm schedules the supply of the appliances in the

buildings according to the user defined operational modes.

Resource allocation algorithm in this paper is designed for two operational modes with

different purposes. The user has the freedom to decide on the desired operational mode.

These modes are: 1) maximizing DER-utilization, and 2) priority-based. In both modes,

the algorithm maps appliances to resources in each individual building and shares the extra

energy of DER units of the building with the community. The first mode allocates the supply
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of the building appliances with the aim of maximizing the utilization of the installed DER

capacity for that particular building. Hence, in this selfish mode, amount of the building

DER capacity which is shared with the community is minimized.

The second mode (Priority-based) is suitable for places where the end user comfort zone

comes at a higher priority than optimal utilization of the DER. This could refer to the locations

where the number of minutes of interruptions in case of using the grid supply is higher than

the number of minutes of interruptions in case of using the DER for sensitive appliances.

3.2.1 Maximizing DER-utilization mode

For a set of all appliances (I) in the building, the inputs to the algorithm are: appliances’

consumption levels (Pli), statuses (on / off) of the appliances (Swi), and the available DER

capacity Savailable.

Building appliances publish their consumption levels periodically, if and only if, they are

switched on, i.e., they are an element ofONi. Depending on the availability of the DER units,

the algorithm finds the optimal set of appliances (ONs) that could be supplied by the building

DER units. The algorithm in this mode solves the following mixed-integer optimization

problem for the current time interval once the input values published by the appliances are

received in the cloud:

min
[
Savailable −

I∑
i=1

Ji × PlONi

]
(3.1)

S.t. Savailable ≥
I∑

i=1
Ji × PlONi (3.2)

where Ji is a binary variable determining whether the appliance must be in the optimal set

(assigned to 1) or not (assigned to 0) and PlONi are the power levels of the switched-on

appliances which are taken as fixed values for each time interval.

The remaining appliances ONr which are elements of ONi and not elements of ONs are

connected to the grid. Finally, a Common Storage Facility (CSF) located in the community,

owned and maintained by a separate entity, will be charged by the remaining capacity of the

installed DER (Sremaining). It must be noted that Sremaining is the remaining DER capacity after
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connecting the algorithm-determined appliances to the DER. Savailable is the available DER

capacity and is considered to be fixed for the next time slot. Savailable is published frequently

by the DER unit in the building and updates the corresponding value in the cloud using

MQTT protocol and Sremaining is calculated as an algorithm output and is used for charging

the CSF in the community.

The power from the CSF may be utilized for GDR of the community at peak hours. The

cost of electricity that is delivered to or taken from the CSF also could be an encouragement

for the community members to charge the CSF.

Algorithm 1 : Maximizing DER-utilization mode
1: Read the available DER capacity Savailable.
2: ∀i ∈ I: read the switch status of all appliances Swi.
3: ∀ONi ∈ I: read the power levels of appliances Pli.
4: ∀ONi ∈ I: find the possible combinations of ONr that can be supplied by Savailable and

that minimizes Sremaining.
5: ∀ONs ∈ ONi: connect to the DER.
6: ∀ONi < ONs: connect to the grid.
7: Charge the common storage facility by Sremaining.
8: Wait for the new data to be received for the next time slot and go to step 1.

3.2.2 Priority-based mode

The additional input to the algorithm in this mode is the user-defined priorities for the building

appliances (Pi). The users can prioritize their appliances to suit their comfort level. This

algorithm reads the appliances’ priorities and sorts them in ascending order. In the next step,

it finds the appliance with the highest priority which could be supplied by the DER unit in

the building and connects it to the DER unit. The available DER capacity is updated by

subtracting the power level of the connected appliances from the previous available capacity.

This step is repeated for the subsequent appliances until the available DER units cannot feed

any appliance in the building. Finally, the CSF of the community is charged by the remaining

capacity of the building DER units. This algorithm runs separately for each building every

time that a new set of data is published to the cloud by that building’s MQTT client.
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Algorithm 2 : Priority-based Mode
1: Read the available DER capacity Savailable.
2: ∀i ∈ I: read the switch status of all appliances Swi.
3: ∀i ∈ I: read the priorities of the appliances Pi.
4: ∀ONi ∈ I: read the power levels of appliances Pli.
5: Sort the priorities in ascending order.
6: ∀ONi ∈ I: find the highest-priority appliance such that PlONi ≤ Savailable and connect it

to the DER and update Savailable = Savailable − PlONi .
7: Repeat step 6 until PlONi ≥ Savailable.
8: ∀ONi < ONs: connect to the grid.
9: Charge the common storage facility by Sremaining.
10: Wait for the new data to be received for the next time slot and go to step 1.

3.2.3 Market design for discharging CSF

A simplified bidding mechanism, initiated by the BMC, is designed to showcase the func-

tionality of the CSF to achieve higher grid demand reduction. The calculations are quite

simplified and do not account for a lot of financial factors, which can vary from case to case.

The stored energy in the CSF during the day is sold and delivered back to the members in a

pay-as-bid market clearing process in the cloud during the very-low-solar-generation period.

Members have the freedom whether or not to participate in the bid and for which appliances

the bid can be placed in the cloud. Members bid in proportion to the power they have shared

with the community to charge the CSF.

The BMC in each building can send a bid to the cloud to receive energy from the CSF as

per the equations below

C =


C1 for PR ≤ 70% of PS (3.3)

γ

[
PR

PS
× α +τC2

]
for 70% < PR ≤ 90% of PS (3.4)

where PR is the requested power from the CSF (the amount that BMC bids for) and PS is the

power shared with the community by that member. If the user decides to receive less than

70% of PS, (3.3) is applied to the member (a fixed cost), where C1 represents the fixed cost

value. This fixed cost is the minimum cost that can yield profit to the CSF over the life time

of the CSF. If the member decides to receive between 70% to 90% of PR, (3.4) is applied to
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the member and bidding is processed by the BMC where γ and τ are binary integers to be set

by the members. In case of participation in the bidding mechanism, γ must be set to 1, else

it is 0. The bid price may be increased by the member by setting τ to 1 and C2 to a value that

secures the bid. But at any instant the maximum bid is kept less than the cost of power from

the grid. α is a constant determined by the size of the battery, the expected life cycle, and the

power of the grid that it can displace over its life-cycle. The aforementioned thresholds (70%

and 90%) are designed in such a way that all members can receive a fair amount of energy

from the CSF.

3.3 Real-world Neighborhood Appliances DataModels and

MQTT Topic Management

To showcase effectiveness of the proposed RAS, real data representing a residential sector

in Australia has been taken from Energex Co. This data includes total consumption of 3

residential buildings in kW during peak hours from 1:00 pm to 8:00 pm with 15-minute

resolution. In this work, the total-consumption data of the buildings are broken down to the

appliance-level consumption data using equations below:

PAi j
(t) = P j(tot)

(t) × β
i (3.5)

n∑
i=1

PAi j
(t) = P j(tot)

(t) (3.6)

Pmin
(t) ≤ Ptot

(t) ≤ Pmax
(t) (3.7)

where βi is the appliance consumption ratio defined for each individual appliance in each

building. P j(tot)
(t) is the time-variant total power consumption of building j and PAi j

(t) is the

power consumption of appliance i in building j. The appliances in this work are assumed

to be non-shiftable and the algorithm does not aim to alter the consumption patterns but to

allocate resources to the appliances strategically. There are 3, 4, and 5 appliances considered
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Table 3.1: Neighborhood Solar Generation Parameters
Building V (W) Installed Cap. (W) Panel Cap. (W) γ × lcoef f .

1 Low 3025 335 0.170
2 Medium 4550 325 0.175
3 High 7370 275 0.156

for resource allocation in building 1, 2, and 3 respectively.

Neighborhood appliance data including location, consumption ratios, and priority settings

are reported in Table 3.2, where VH, H, M, L, and VL stand for Very High, High, Medium,

Low, and Very Low priorities respectively. As the neighborhood under study is located in

Australia, the appliance consumption ratios are capped by data from [139].

The DER considered for each building in this study is roof top solar panels. The neigh-

borhood under study is located in Australia and buildings are considered to be oriented at 3

different directions and the irradiations parameters are considered for a sunny day inAustralia.

The main equation used to generate building solar profiles is:

Et = A × λe
(t) × γ × lcoe f f . (3.8)

where A is the area of the panel, λe
(t) is the irradiation value including the forecast error, γ is

the solar panel efficiency and lcoe f f . is the coefficient for losses. γ is calculated at standard

test conditions (STC) : radiation = 1000 W/m2, cell temperature = 25 0C, Wind speed = 1

m/s. The losses considered in this work are inverter losses (4% to 10%), temperature losses

(5% to 20%), DC & AC cable losses (1% to 3%) and shadings (0% to 80%). The irradiation

values for Sydney are predicted using the SolarPro simulation software [140].

The PV parameters are reported in table below. The buildings are categorized on the ratio

of the installed capacity to the loads. To cater to the fluctuations in irradiance value, a white

noise ε is added to the predicted irradiance as follows:

λe
(t) = λ(t) + ε (3.9)

The appliance-level consumption data for the buildings are depicted in Figure 3.3 and

the solar generation profiles are visualized in Figure 3.4. In the CSF discharging market
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Table 3.2: Neighborhood Appliances Data : Location, Consumption, and Priority Settings

Appliance Consumption Rate (kW) Location β Priority Settings

B1 B2 B3 B1 B2 B3

Electric Vehicle (EV) 8.2 B1, B2, B3 71% 58% 45% H H M
Air Conditioner 1.5 B1, B2, B3 23% 21% 25% M M H

Chillers 1.432 B1, B2, B3 6% 5% 4% VH VH VH
ELV Lighting Converter 1.5 B3 N/A N/A 11% N/A N/A L
Commercial Refrigerator 1.296 B2, B3 N/A 16% 15% N/A L VL
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Figure 3.3: Appliance-level power consumption of a residential community (legend ‘AnBm’ shows
Appliance ‘n’ in Building ‘m’).

presented in this work, α is assumed to be 0.45 which is derived from [141] for a typical

storage topology and could be modified depending on the installation in each community.

The inputs to the designed algorithmwhich are sent to the cloud periodically and retrieved

in MATLAB®are appliance power levels, solar generations, and appliances statuses. To

implement the algorithm described in Section III for a community of 3 buildings, a set of

private cloud channels are configured and dedicated to each building. For each appliance in
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Figure 3.4: Solar generation profiles.
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Figure 3.5: Proposed MQTT Topic management in a residential community.

each building, 2 fields of the corresponding channel are enabled to store appliance statuses

(0 representing off and 1 representing on) and real-time appliance consumption (in W) from

appliance MQTT publishers. Another set of channels are created and allocated to store

algorithm results. MATLAB®runs RAS for each building separately and writes the results

for each building in a separate private channel using MATLAB ThingSpeak®toolbox. These

results are frequently published by the BMC to the topics which are subscribed by the

appliance subscribers.

There is another channel created to manage the DER capacity of the buildings to enable

energy sharing among the buildings in the community. The rooftop solar panels installed on

the buildings publish the available capacity to this channel periodically via the BMC similar

to the other building appliances. Based on the solar capacities received from each building,
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the algorithm calculates the spare capacity of that building and generates a command for the

CSF to be charged. These calculations to schedule CSF are shown below:

SOC(t) = SOC(t−1) +
(
CSFdisc.(t) .∆t

)
/CSFpower (3.10)

CSFdisc. is the CSF charging/discharging power and CSFpower is the total installed capacity

of the CSF.

SOC(t) = SOC(t−1) + θ × battpower (3.11)

SOC(t) = SOC(t−1) +
battpower

Θ
(3.12)

θ is the charging efficiency and Θ is the discharging efficiency. If the solar generation level

in the community is insufficient to supply appliances in the buildings, the bidding process

described in Section III-C to receive energy from the CSFwill be triggered by the BMCs in the

buildings. Bids from the BMCs are collected in a separate channel of the cloud designed for

the market operation and the market clearance occurs in theMATLAB®interface of the cloud.

Customized MQTT topics are proposed in this work to represent the source of the messages

(source appliances) and the type of the data within the message. The proposed multi-attribute

hierarchical topic strings used to implement the designed algorithm are shown in Figure3.5.

Topics have 3 elements: 1) Building name, 2) Appliance Name, 3) DataType Name. The

generic format of the topics used in this work is: BuildingName/ApplianceName/DataType.

Datatype could be either appliance consumption level, appliance status, or DER capacity.

3.4 Case Scenarios and Results

There are four case scenarios designed and tested in this chapter to showcase effectiveness of

the proposedRASunder various conditions. The following cases highlight functionality of the

proposed RAS in (a) decentralized mode with only local communication layer, (b) centralized

mode with both local and global communication layers, (c) communication failure in local

layer, and (d) communication failure in global layer. The time resolution for appliances’

consumption data and the solar generation data is 15 minutes from 1pm to 8pm in all case



3.4 Case Scenarios and Results 49

scenarios.

3.4.1 Decentralized RAS (local communications)

In decentralized mode, each building local controller (BMC) receives the appliances’ con-

sumption data and the solar generation of the building through the local communication layer

and runs RAS for that building regardless of the available mutual resources in the community,

i.e. energy stored in the CSF.

This scenario highlights the results for each individual building in DER-Maximization

mode and priority based mode, both with decentralized communication fashion in the neigh-

borhood, where there is no interaction with other buildings to exchange energy and informa-

tion. The results of the decentralized RAS for the community under test is shown in Figure

3.6. Resources in decentralized fashion are grid and solar generation of each building.

Graphs in Figure 3.6 show resource allocation results for each building in the two oper-

ational modes at each time slot. The blue area represents the building power consumption

supplied by the grid and the yellow area indicates the power consumption fed by the solar

generation of the building at each time. It could be observed that in the Solar-max mode,

the power consumption fed by solar generation in the building is higher compared to the

Priority-based mode. As displayed in graphs, the solar generations around noon (until 15:00)

are high enough to supply most of the appliances in each building and the grid demand in

both operational modes is low. As time passes the solar generation decreases and the grid

demand increases in the community until the solar generation does not suffice any appliance

in the neighborhood. The main difference between the Solar-max mode and Priority-based

mode is that the algorithm takes user-defined priorities for the appliances as additional inputs

and ignores the maximum utilization of the solar generation. The aim of the latter mode is

to supply the high-priority appliances continuously from the solar panels in the buildings to

meet the comfort levels of the users. Summary of the results for the decentralized RAS is

reported in Table 3.3 for each building at each mode.
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Figure 3.6: Decentralized RAS results for Solar-max and Priority-based modes.
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Table 3.3: Summary of Results for Decentralized RAS

P_Based

Building Grid (%) Solar (%)
B1 83.88 16.11
B2 57.32 42.67
B3 59.4 40.59

S_Max

B1 78.09 21.9
B2 55.39 44.6
B3 57.68 42.31

3.4.2 Centralized RAS (local and global communications)

Resources in centralized mode include both building self resources and mutual resources in

the neighborhood. There is power flow from (a) grid, (b) solar generation of the buildings,

and (c) the CSF in this case scenario. In centralized operation, local controller (BMC) at

each building passes the published data from the local communication layer to the global

communication layer and the data is processed via the cloud-based interface toMATLAB. The

main difference between centralized and decentralized RAS is that in centralized mode, the

algorithm considers the energy stored in theCSF and allocates that energy to the neighborhood

appliances based on the collected bids. The CSF energy is not considered in the decentralized

mode and there is no communication for exchanging energy with neighboring buildings

through the CSF.

Once the data processing and algorithm results are accomplished, MATLAB scripts write

the results in the configured channels to be received by the appliances MQTT subscribers

and the CSF to be actuated. In order to exhibit successful implementation of the global

communication layer, the graphical interface of the channel, dedicated to store the excess

solar generation of each building captured directly from [3], is indicated in Figure 3.7. This

figure shows the extra solar generation for each operational mode and each building at each

time slot that is utilized to charge the CSF.

Results of the centralized RAS are illustrated in Figure 3.8 for each individual building. In

addition to the blue and yellow areas, which represent power received from the grid and solar

generations respectively, the green area indicates the power consumption of each building at

each time supplied by the CSF. The results are provided for Solar-max and Priority-based

mode with centralized communications including both local and global communications.

In both operational modes, the stored energy in the CSF is returned back to the buildings
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Figure 3.7: Graphical interface of the ThingSpeak channel representing excess solar generation of
each building in each operational mode.

during the very-low-solar-generation period based on the collected bids in the local market.

Bids are placed in the cloud according to the equations described in previous subsections of

this chapter. The energy received from the CSF in each building is distributed between the

appliances depending on the priorities and consumption levels of the appliances in Priority-

based and Solar-max modes respectively.

Graphs in Figure 3.8 show that the solar generations around noon (13:00-15:00) suffice

to supply most of the appliances in the neighborhood but around afternoon (16:00-18:00)

the solar generations decrease. Consequently, less appliances are fed by the solar energy

in the afternoon and bidding mechanism to trigger the CSF power flow starts when the

solar generation in the building is below a pre-determined threshold (starting period between
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Figure 3.8: Centralized RAS results for Solar-max and Priority-based modes.
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Table 3.4: Resource Allocation in Centralized Mode.

P_Based

Building Grid (%) Solar (%) CSF (%)
B1 79.12 16.11 4.76
B2 46.77 42.67 10.54
B3 57.57 40.59 1.83

S_Max

B1 72.15 21.9 5.93
B2 45.91 44.6 9.47
B3 55.39 42.31 2.29

17:00 and 19:00). In the Solar-max mode, buildings use the maximum of the building solar

generation for the building itself and the amount which is shared with the community is

minimum in this selfish mode. Consequently, the stored energy in the CSF in Priority-based

mode is greater than the Solar-max mode. Due to this fact, green area in graphs related to

the Priority-based mode is larger than the Solar-max mode for each building.

It must be noted that the energy flow indicated in the results is: (a) from the buildings

to the CSF during the high-solar-generation period (until around 17:00) to store the excess

generation of each building and (b) from the CSF to the buildings during the very-low-solar-

generation period (generation below a pre-determined threshold). Case (a) and (b) does not

occur simultaneously and consequently, the demand is supplied by a combination of the grid

and the solar generation in case (a) and by a mixture of the grid and the CSF (global) in case

(b). Hence, there is no simultaneous bidirectional energy flow between the buildings and

the CSF. Summary of the results for the centralized RAS is reported in Table 3.4 for each

building at each mode.
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3.4.3 Communication failure in local layer

This scenario aims to exhibit resilience of the proposed RAS against possible local commu-

nication failures. To investigate the system performance with high-latency in the network, a

virtual Wide Area Network Emulator (WANem) has been set up in the platform to emulate

characteristics of a real network (e.g. packet loss and packet delay) [3], packets would reach

to destination through the routing switch demonstrated in Figure 3.9 in red dotted lines.

WANem affects the packet flow in two separate layers as depicted in Figure 3.9 in green

dotted lines: one is the communication inside each building between the appliances and the

BMC (local). This affected route could be followed in Figure 3.9 by numbers from 1 to 4.

The second affected route is the data exchange between the BMCs and the cloud (global).

This could be followed by numbers from 5 to 8 in Figure 3.9.

Network emulation is the act of adding an extra device to a testing network in order to

alter the packet flow path in the network in such a way that network characteristics such as

delay, jitter, packet loss, and etc. could be set manually by WANem) to mimic the behavior

of a real network [3]. A network analyzer software called Wireshark [3] is adopted to capture

traffic in the network under test. Delay of 10000 ms, which represents extremely high latency

or link failure [3], is emulated for the MQTT communication between Appliance 1 from

Building 2 at Solar-max mode as a case study (could be any appliance in any building at any

operational mode). Appliance static IP address is set to 10.37.19.25 and IP address of the

online MQTT broker ("iot.eclipse.org") is 198.41.30.241. The hardware test setup for the

implemented platform is indicated in Figure 3.10. The delayed data packet from Appliance

1 in Building 2 causes re-transmission in the local network as captured by Wireshark and

indicated in Figure 3.12 (a).

The reason for re-transmission in the local network is to ensure that the lost packets

would sustain reaching the destination that as MQTT messaging is on top of the TCP

protocol. Re-transmission and the initial Round Trip Time (iRTT), afterWANem is activated,

are highlighted in Figure 11 (a) using Wireshark MQTT filtering option. By default, the

applianceswith communication failurewould be connected to the grid during the faulty period

but will be considered for neighborhood resource allocation once the failure is removed.
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Figure 3.10: Hardware setup for the platform indicated in Figure 3.9.
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Figure 3.11: Proposed RAS under local communication failure.

Delay on MQTT data exchange inside Building 2 (local communication failure) is acti-

vated by runningWANemduring 14:15 to 15:30. In this period, appliance 1 (faulty appliance)

is supplied by the grid and consequently the grid demand becomes higher for this building

compared to the normal case with no communication failure as shown in Figure 3.11. The

delay is removed after 15:30 and the extra solar generation, which was supposed to supply

appliance 1 but is stored in the CSF due to the local communication failure, is used during

the bidding mechanism to feed more appliances. Hence, the grid consumption during the

bidding period in this case is less compared to the normal scenario with no communication

failure.
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3.4.4 Communication failure in global layer

This scenario investigates theRASperformance under global communication failure. WANem

is activated on Route 5-6-7-8 in Figure 3.9 to realize packet delay in global communication

layer. Delay of 1000ms [142] for extreme latency or or link failure between the BMC of

Building 2 with a static IP address of 10.37.19.220 and the online ThingSpeak server with

the IP address of 52.5.13.84 is emulated at Solar-max operational mode as case study (similar

process could be emulated on any building at any operational mode).

Re-transmission and duplicate acknowledgement (Dup ACK) occur after the BMC sends

an HTTP POST request to ThingSpeak server. This behavior proves the out of order reception

of the data packets or a gap in the received sequence numbers or in other words, packet loss

between the BMC and the cloud. This behavior is depicted in Figure 3.12 (b), wherein iRTT,

Re-transmission, and Dup ACK are highlighted. The BMC is designed in such a way that if

the expected messages (either data from the appliance MQTT publishers or results from the

cloud) are not received within a pre-determined time range, it makes the decision for the faulty

appliance or building as a local controller. In other words, in case of global communication

failure, the centralized RAS switches to decentralized RAS and do not receive energy from

the CSF during the faulty period.

In case of cloud communication failure (global failure), the faulty building would be

isolated from the community and would not attend in the local market to receive energy from

the CSF until the failure is removed. Once the cloud communication for the faulty building

is back to the normal status, the BMC of that building participates in the bidding process and

the building receives energy from the CSF. This behavior is illustrated in Figure 3.13.

Delay on cloud communication (global) is activated during 18:15 to 19:45. Hence, in

this faulty period the building switches from centralized to decentralized operational mode

and there is no energy flow from the CSF. Consequently, the grid demand for this building

during the faulty period is higher compared to the normal case with the CSF supply. This

could be followed by the blue curve in Figure 3.13. After 19:45, the WANem is stopped

and the packet flow is back to normal. Therefore, after 19:45 this building switches back to

centralized operation and participates in the local market to receive energy from the CSF.
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Figure 3.12: Network latency after using WANem captured by Wireshark for: a) Route 1-2-3-4 ,
b) Route 5-6-7-8 in Figure 3.9.
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Figure 3.13: Proposed RAS under global communication failure.

The explained behavior is visible in Figure 3.13.

3.5 Chapter Summary

This section aims to compare the presented case scenarios by statistics for the entire neighbor-

hood. Table 3.5 reports the resource allocation results for centralized (C) and decentralized

(DC) operations at Solar-max and Priority-based modes. It must be noted that the proposed

RAS functions similarly in centralized and decentralized operations to allocate solar energy

in the neighborhood during the high-solar-generation period. The difference between cen-

tralized and decentralized operations becomes visible during the very-low-solar-generation
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Table 3.5: Comparison of Neighborhood-level Results for RAS
Case Scenario Operational Mode Grid (%) Solar (%) CSF (%)

1 DC-P_based 65.87 34.13 N/A
2 DC-S_Max 62.93 37.07 N/A
3 C-P_based 61.02 34.12 4.86
4 C-S_Max 57.78 37.06 5.14

period. Hence, the amount of the solar energy allocated to the neighborhood appliances in

centralized and decentralized operations is the same and equal to 34.12 % and 37.06 % of the

total neighborhood power consumption for Priority-based and Solar-max modes respectively.

Table 3.5 demonstrates higher utilization of the solar power by neighborhood appliances in

Solar-max mode (37.06 % of the total load in the neighborhood) compared to the Priority-

based one (34.12% of the total load). Another statement to be derived from the table is that

the grid demand reduction of the entire neighborhood in centralized mode, with a relatively

more complex architecture utilizing both local and global communications, is higher than the

decentralized mode.

Based on the presented scenarios, there are cons and pros associated with each operational

modewhich could be selected depending on the user’s desired comfort level. When Solar-max

mode is selected, more self-resources are utilized for the buildings and less energy could be

received from themutual-resource (CSF) during the bidding time, as buildings bid for the CSF

in the local market in proportion to the energy they shared with the community. According to

the results, Scenario 4 with centralized Solar-max operational mode has achieved the highest

grid demand reduction while Scenario 1 with decentralized Priority-based mode has the

lowest grid demand reduction but meets the users comfort levels.

After covering the appliance-level load allocation algorithms in smart neighborhoods in

this chapter, the next chapter will focus on load restoration frameworks in power networks to

improve structural resilience. The following chapter will present a multi-objective decision

making platform to optimally locate tie switches in power distribution networks to maximize

resilience.
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Chapter 4

Load Restoration Planning to Improve

Resilience in Power Distribution

Networks: A Multi-Objective Decision

Support

This chapter is related to the second research objective introduced in Section 1.3 of Chapter

1 and focuses on planning for resilience in smart grids.

As the literature review in Chapter 2 suggested, power utilities require a comprehensive

multi-objective decisionmaking platform for resilience-oriented optimizations in the network.

A major part of this section is to propose such a framework which could be utilized to solve

optimization problems in order to maximize preparedness against extreme events in the

network. The proposed framework in this chapter is used to optimally locate tie switches in

the network in a way that resilience is maximized in the grid.

4.1 Components for Resilience-Oriented Analysis

The proposed multi-objective resilience-oriented framework is formed by adopting multiple

resiliencemetrics and a state estimation technique. The components are introduced as follows:

State Estimation (SE) is a mathematical tool that is typically employed to evaluate the

state of the system using real measurements, received from field devices, and are interpreted

by measurement errors [143]. In other words, the SE algorithm estimates the operating
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states and provides the confidence level of each estimate considering the uncertainty of the

measurements, thus enabling the acquisition of accurate and real-time knowledge of the

network operating condition [143]. SE is used for decades in power transmission systems,

and is getting more attention to be utilized for control and management of power distribution

grids as well [143]. The most common SE approach, which is based on the principle concepts

of the WLS method, is adopted in this paper with measurements modeled as follows:

z = h(X) + e (4.1)

where z is the measurement vector received from the field devices, X is the state variables

vector, h is the non-linear function that maps the state variables to measurements, and e is

the vector of the measurement errors. For WLS method, the mean of the measurement errors

is assumed to be 0. Furthermore, the measurements are assumed to be independent, and

hence, the covariance matrix of the measurement vector
∑

z = diag(σ2
z ) is a diagonal matrix

with σz as the standard deviation of the measurements. WLS-based SE aims to minimize the

following objective function:

J(X) = [z − h(X)]TW[z − h(X)] (4.2)

whereW =
∑−1

z prioritizes the measurements with higher accuracy in estimating the network

operating states. To solve this optimization problem, the Gauss-Newton method is applied

resulting in the following equation:

G.∆X = HTW[z − h(X)] (4.3)

where H is the Jakobian of h(X), G −HTWH is the Gain matrix, and ∆X is the updated state

vector. The state vector is updated after each iteration as follows:

Xk+1 = Xk + ∆Xk (4.4)
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The optimization process stops when the condition max(|∆X |) < ε is satisfied for a user-

defined threshold. The input measurements to the SE algorithm in AC distribution grids are

bus voltage magnitudes, branch current magnitudes, branch active and reactive power flows,

nodal active and reactive power injections, and the pseudo measurements captured through

historical data. The most common choice of the state variables are the voltage magnitude

and voltage phase angles with the following state vector:

XAC = [θAC,VAC] = [θ2, ..., θNAC ,V2, ...,VNAC ] (4.5)

where θi and Vi are the voltage phase angle and magnitude at node i, respectively. NAC is the

total number of nodes in the network. The proposed formulation and set of state variables

are based on the polar voltages and the SE adopted here is generic enough to be applied in

both transmission and distribution systems with any choice of the state vectors.

4.1.1 Proposed Resilience Measures and Metrics

An overview of the power system behavior in the face of a HILP incident is conceptually

demonstrated in Figure 4.1. P(t) is the time-variant system behavior function. At tNO, an

HILP event occurs and the system goes to a performance degradation phase until tPD. From

tPD to tOU is represented as the system downtime with minimum number of customers served.

At tOU , the system response and recovery starts and it takes multiple steps to realize a full

restoration, where the system performance is migrated back to its normal operating condition.

First partial recovery step leads to a temporary steady-state performance level indicated in

Figure 4.1 from tE R1 to tPR1 and the last step ends in the pre-event system performance level

corresponding to the time instant tFR.

As described earlier, there are three main categories of metrics that are commonly used

for resilience assessments in power distribution systems: (i) time-based metrics, (ii) energy-

based metrics, and (iii) economy-based metrics. Since our focus here is on the pre-event

planning for structural resilience (i.e., grid hardening), time-based measures (reflecting the

rapidity of the system restoration) are not taken into account. This paper focuses on restoration
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Figure 4.1: Overview of the system behavior subject to an HILP event.

of a faulty radial feeder by connecting a Tie switch between the best pair of nodes. Figure 2

demonstrates a generic view of a distribution system with a normally-open Tie switch in the

network. The proposed resilience metrics are defined over a single-node and summed over

the entire feeder to characterize the resilience objective functions. The suggested metrics are

introduced as follows:

1) Nodal Restoration Criticality (NRC): which demonstrates the level of active power

consumption and the type of the load (critical loads such as industry, hospitals, fire stations,

etc.) served at each load point. This metric represents the proportion of the critical loads

covered by the restoration process to the total loads restored. This index could be used to

prioritize the nodes during the restoration process and is formulated for the node N in the

network as indicated in (4.6).

NRCN =
(
Pin j,N =|

∑
j∈ΩN

G

PGen,N
j −

∑
i∈ΩN

L

PL,N
i |

)
×

PrN

PTot (4.6)

where Pin j,N is the injected power at each node. PL,N
i and PGen,N

j are the level of consumed

and generated active power at node N , respectively; ΩN
L and ΩN

G are the set of loads and

generating units connected to node N , respectively; PrN is a utility-defined number assigned

to node N depending on the type of the connected load, and PTot is the total amount of load

restored by a restoration plan. Higher values of NRC reflect a higher degree of criticality

covered by a given restoration plan and is more desired.



4.1 Components for Resilience-Oriented Analysis 65

2) Nodal Robustness (NRS): is defined by the difference between the nodal voltage

profile before and after the restoration plan, the number of connected generating units (|ΩN
G |)

and the number of incoming branches to node N (|ΩN
B |). The higher the difference in the

nodal voltage profile before and after a restoration plan and the lower k and G are, the less

robust is the network to HILP incidents. Hence, NRSN for node N is formulated as in (4.7).

NRSN =
(
|V N th

be f ore − V N th

a f ter |
)
×

1
|ΩN

B |
×

1
|ΩN

G |
(4.7)

3) Nodal Restorability (NRA): indicates the amount of load which would be restored by

energizing a single node in the healthy section of a faulty feeder. This restored load for the

N th node in a radial feeder is equal to the summation over all loads served at node N to the

furthest downstream node in the feeder. Additionally, the number of outgoing branches from

the node (|ΩN
U |) is a critical factor when evaluating the NRA. The NRAN for the Tie switch

connected to node N is formulated in (4.8).

NRAN =
( ∑

i∈ΩN
L

PL,N
i +

∑
j∈ΩN+1

L

PL,N+1
j + ...

... +
∑

q∈ΩEOF
L

PL,EOF
q

)
× |ΩN

U | (4.8)

where PL,EOF
q is the load served at the last node of the feeder.

4) Nodal Restoration Losses (NRL): aims to characterize the power losses related to

the restoration path created by closing the Tie switch during the restoration process. NRLN

indicates the restoration losses in a radial feeder, where the Tie switch is connected to node

N , as shown in (4.9)

NRLN = PLoss
N + PLoss

N+1 + ... + PLoss
EOF + PLoss

Tie (4.9)

where PLoss
N is the power losses at Segment N (between nodes N and N + 1, PLoss

EOF is the

power losses in the last segment of the feeder, and PLoss
Tie is the power losses corresponding
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Figure 4.2: Generic viewof a radial distribution networkwithTie switches considered for formation
of the YAC matrix.

to the path created by closing the Tie switch.

4.1.2 Objective Functions

The abovemetrics of resilience are here used to form the objective functions. The optimization

engine embodies a mixed integer linear programming (MILP) formulation that aims to find

the optimal location of the Tie switch in the network, primarily planned to enhance the

network resilience against HILP disasters.

1) System-Wide Robustness: The first objective function utilizes the NRSN metric to

minimize the system-level performance degradation when subjected to an HILP event. NRSN

is defined over a single node in (4.7) and needs to be summed over the entire nodes in the

network for a system-wide analysis. The objective function is formulated below subject to a

set of system operational constraints:

min
(
NRSTot =

∑
N∈E

αN NRSN )
αN ∈ {0,1} (4.10)

NRSN
min < αN .NRSN ≤ NRSN

max ∀N ∈ {E} (4.11)

PGen,N
min ≤ αN .PGen,N ≤ PGen,N

max ∀N ∈ {E} (4.12)
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PFlow,k
min ≤ αN .PFlow,k ≤ PFlow,k

max ∀k ∈ {ΩT } (4.13)

∑
q∈ΩN

U

PFlow,k
q +

∑
i∈ΩN

L

PL,N
i =

∑
j∈ΩN

G

PGen,N
j (4.14)

αN ∈ {0,1} ∀N ∈ {E} ∀k ∈ {ΩT } (4.15)

where PFlow,k is the power flow in branch k, ΩT is the set of network branches, and αN

is a binary variable which indicates whether a node is involved in the restoration process.

Constraint (4.11) ensures that the voltage difference in all nodes remains within a certain

limit following the restoration process. The output power of generating units are limited

to their physical capacities in (4.12). Constraint (4.13) enforces that the electricity flow in

distribution lines, involved in the service restoration, are bounded by their capacities. The

power balance constraint at each node is set in (4.14).

2) System-wide Restoreability: This objective function aims to maximize the amount

of the restored load via connection of a Tie switch in a restoration plan and is built on the

suggested NRAN metric. As indicated in (4.8), the NRAN represents the summation of

all loads restored in the feeder by energizing the single-node N . The objective function is

formulated in (4.16) subject to several operational constraints:

max
(
NRATot =

∑
N∈E

∑
i∈ΩN

L

βN PL,N
i

)
βN ∈ {0,1} (4.16)

NRAN
min ≤ αN .NRAN ≤ NRAN

max ∀N ∈ {E} (4.17)

PGen,N
min ≤ αN .PGen,N ≤ PGen,N

max ∀N ∈ {E} (4.18)
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PFlow,k
min ≤ αN .PFlow,k ≤ PFlow,k

max ∀k ∈ {ΩT } (4.19)

βN ∈ {0,1} ∀N ∈ {E} ∀k ∈ {ΩT } (4.20)

Constraint (4.17) ensures that the restored loads do not exceed a threshold, i.e., to avoid

a possible overload in a neighboring feeder, and is set to be higher than a minimum expected

value. NRAN
max is determined by the capacity of a feeding transformer in the neighbor feeder

which will export power to the faulty feeder when a Tie switch is connected. Constraints

(4.18) to (4.20) are employed to avoid exceeding capacities of distribution lines and generation

units. βN is a binary variable indicating whether a node is involved in the restoration process.

3) Restoration of Critical Load Points: A higher load outage recovery through a

restoration plan does not necessarily result in recovery of highly critical load points. This

objective functionmaximizes the load criticality picked by a restoration plan and is formulated

in (4.21):

max
(
NRCTot =

∑
N∈E

γN NRCN )
γN ∈ {0,1} (4.21)

NRCN
min ≤ γN .NRCN ≤ NRCN

max ∀N ∈ {E} (4.22)

γN is a binary variable to select the nodes involved in the restoration plans. Constraint

(4.22) summarizes various operational constraints and ensures aminimum recovery of critical

loads via a restoration plan. Furthermore, the criticality picked by a restoration plan must not

exceed a threshold, which otherwise violates the physical capacity of lines and generation

units.

4) Restoration Losses: This objective function is characterized to minimize the active

power losses in the network resulted by adoption of a restoration plan and connection of a

Tie switch. The NRLN , presented in Section 4.1.1, represents the network total power losses

in the restoration path.



4.2 Decision-making Platform for Resilience-Oriented Placement of Tie Switches 69

min
(
NRLTot =

∑
i∈ΩT

ζiPLoss
i

)
ζN ∈ {0,1} (4.23)

NRLN
min ≤ ζN .NRLN ≤ NRLN

max ∀N ∈ {E} (4.24)

ζi is a binary variable to select distribution lines which are used during the service

restoration process. Operational constraints (4.17) to (4.19) are aggregated in (4.24), which

limit the amount of network losses in a restoration path. The thermal capacitance of the

distribution lines and the physical capacity of generation units must not be violated via a

restoration plan.

4.2 Decision-makingPlatform forResilience-OrientedPlace-

ment of Tie Switches

This section describes the modular resilience-oriented framework developed to solve the

optimization problem presented in Section 4.1.2.

The developed framework utilizes the WLS-based SE mechanism and tries to iteratively

maximize the proposed R index of resilience. The key element in the proposed optimization

platform is the dynamic admittance matrix (YAC), which determines the distribution network

topology in each placement scenario of the Tie switch. The overall formation of YAC for a

generic radial network with E number of nodes and a Tie switch connected between nodes a

and b is illustrated in Figure 4.2.

The YAC shown in this figure is generic and the same approach could be applied to

construct the YAC in radial networks with several Tie switches connecting multiple pairs of

nodes. One needs to note that Yi,j = Yj,i = Gi,j + j Bi,j ; where Gi,j and Bi,j are the conductance

and the susceptance of the lines between nodes i and j, respectively. YTie
a,b is the admittance of

of the tie-line that is set online when closing the normally-open Tie switch connecting nodes
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Figure 4.3: The overall architecture of the proposed multi-objective decision platform for Tie
switch placement in power distribution networks.

a and b in the network and is equal to YTie
a,b = YTie

b,a = GTie + j BTie; where GTie and BTie are

the conductance and the susceptance of the tie-line, respectively. In a generic format, a Tie

switch is connected between nodes a and b, which affects the elements on the corresponding

rows and columns of the (YAC) matrix by YTie
a,b (admittance of the tie-line). The affected

elements are highlighted in red in Figure 4.2. The size and the elements of the admittance

matrix can change depending on the grid topology following a reconfiguration plan.

Figure 4.3 demonstrates the proposed multi-objective decision making framework for

resilience-oriented placement of the Tie switches in radial power distribution networks. The

proposed framework consists of four main stages as follows: (i) Scenario Generation, (ii)

WLS-Based SE, (iii) Index Calculator, and (iv) Multi-Objective Optimization and Decision

Making.

Stage 2: the WLS-based SE runs at this stage for each generated YAC at Stage 1 and
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returns the estimated system operating profile in each scenario.

Stage 3: resilience metrics introduced earlier in (4.6) to (4.9) are evaluated system-wide.

Stage 3 imports the estimated system profiles for each Tie switch location candidate and

estimates the NRC, NRS, NRA, and NRL across the network. Such results are then used in

a multi-objective decision platform to find the optimal solution.

Stage 4: among various multi-objective decision making techniques, Non-Dominated

Sorting Genetic Algorithm II (NSGA-II), with demonstrated efficacy and usability [144], is

employed. The main advantages of using NGSA-II for multi-objective optimization in this

stage is as follows [144]: it uses non-dominated sorting techniques to provide the solution

as close to the pareto-optimal solution as possible. In addition, it uses crowding distance

techniques to provide diversity in solution. Finally, it uses elitist techniques to preserve the

best solution of current population in the next generation.

Utilizing NSGA-II results in a set of non-dominant solutions (Pareto optimal sets) for all

objective functions. The process starts with producing the first parent population followed

by ranking them based on the concept of non-dominance. Classic operators (crossover and

mutation) generate the children population to be used in combination with parent population

for the next generation of Pareto solutions until a termination criterion is satisfied [144]. Fuzzy

Satisfying Method (FSM) is next employed to chose between all optimal Pareto solutions

(optimal Tie switch locations) [145, 146] considering a trade-off between all objectives

introduced in Section 4.1.2.

The FSM approach is a mathematical expression tool that represents human judgments

[146]. This approach is pursued as different user preferences and the decision maker (e.g.,

the utility) judgments may otherwise render the decision framework imprecise. User-defined

targets for each objective (called satisfaction levels) are the inputs to the multi-objective

decision making optimization module, the step-by-step procedure of which is introduced as

follows:

1. Membership Function (MSF): which includes a set of attributes to each objective

function indicating the significance level assigned to a given objective by a decision maker.

MSF values are selected between zero and one, zero representing the lowest priority and one
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the highest. For instance, in a minimization problem, the MSF equals to zero at the summit

point of the objective and is equal to one at its minimum. The linear MSF utilized in here is

expressed in (4.25).

2. Decision Maker: The final decision is made considering the user-defined satisfaction

levels for each MSF as indicated in (26). This optimization minimizes the τ-norm deviations

from the designated satisfaction levels considering the MSF of all solutions.

min
X∈SolutionSet

(∑
i∈R

| µdi − µ fi (X) |
τ ) τ ∈ {1,∞} (4.25)

4.3 Case Study and Evaluation Results

In order to showcase the efficacy of the proposedmulti-objective decision making framework,

the IEEE 33-bus test system with network data (distribution line impedances, load profiles,

and generation details) taken from [147] is selected as the test case. All the proposed

metrics are evaluated in per-unit values (i.e., unit-less). A major HILP event is simulated as

graphically illustrated in Figure 4.4. We aim to study such extreme scenarios to demonstrate

how the system resilience can be improved by grid hardening planning solutions for optimal

allocation of Tie switches across the network and with various customizable risk appetites.

4.3.1 Tie Switch Placement Candidates and Discussions

This sub-section describes details of the designed HILP event and the possible Tie switch

placement candidates for effective restoration.

Figure 4.4 displays different zones in the network when facing a simulated HILP event.

Nodes 7 to 10 highlighted in red (Zone 2) are affected by the HILP event and nodes 11 to

18 colored in blue (Zone 3) are the restorable section of the network. Zone 3 could be re-

energized through a created path by closing a Tie switch to be installed in one of the candidate

locations (green-dotted lines). While the presented decision making framework is generic

enough to be applied to any HILP scenario with different spatiotemporal characteristics and
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Figure 4.4: Single-feeder network affected by an HILP event.
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Figure 4.5: Voltage profile in the IEEE 33-bus system for 96 Tie switch locations during the
restoration process.

severity levels, it finds 96 candidate locations for a Tie-switch placement. The gray zone in

Figure 4.4 represents the unaffected section of the feeder, which would be used as the main

restoration resource. The WLS-based SE runs for each Tie switch location to achieve the

corresponding system profile following the implementation.

Figure 4.5 displays the voltage profile in the test system subject to black nodes (Node

7 to 10) for all possible restoration plans (i.e., the 96 Tie switch placements). It could be

observed from Figure 4.5 that Nodes 7 to 10 remain black due to the HILP outage scenario

while Nodes 11 to 18 are restored within various Tie switch connection plans. Note that the

restoration process is here selective, in that either the entire healthy part of the faulty feeder

or a portion of it are considered for restoration through the suggested reconfiguration plans.

Each resilience metric is evaluated at the nodal level for each Tie switch placement
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Table 4.1: Statistical Comparison of Resilience Metrics

Performance Index NRC NRS NRA NRL

minimum 15.04 4.11 0.19 3.06
maximum 20.85 11.14 1.36 6.57
mean 17.69 7.71 0.42 5.28

standard deviation 1.91 2.12 0.21 0.82
scenario and summed over the entire feeder for system-wide performance analysis. The

results in Figure 4.6(a) to 4.6(d) demonstrate the criticality covered by the restoration plans,

system-wide robustness, restorability, and restoration losses, for each Tie switch placement

candidate, respectively.

The statistical comparison of the above indices are tabulated in Table 4.1. It could be

observed from Figure 4.6(a) that the NRC varies from 15.04 to 20.85 with some candidates

providing acceptable demand criticality covered by the restoration process. Figures 4.6(b)

and 4.6(c) illustrate the system robustness and restorability with multiple candidates capable

of providing a reasonable solution for maximum amount of loads to be restored and minimum

difference with the pre-event system profile. Figure 4.6(d) introduces the candidates with

relatively low restoration losses with system-wide NRL ranging between 3-4 per unit.

4.3.2 FSM Application in Multi-Objective Decision Making

The proposed Objective functions are jointly taken into account in order to achieve a final

optimal solution. As there is no unique solution for a multi-objective problem, the FSM

fulfills an objective judgment within a set of optimal Pareto solutions to achieve a trade-off and

differentiate the Tie switch placement candidates in the optimal Pareto front [148, 149]. The

satisfaction levels (desired reference values) for each objective function should be determined

by the decision maker (e.g., electric utility). The final results on the optimal allocation of

the Tie switches are achieved following the FSM process with various satisfaction levels

(see Table 4.2). From the numerical results presented in Table 4.2, it could be inferred that

the final optimal solution relies heavily on the user-defined satisfaction levels (µd1 to µd4)

selected for each objective function.

There are two objective functions to beminimized: system-wide performance degradation
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Figure 4.6: System-wide performance evaluation of the IEEE 33-bus test system for Tie switch
placement candidates considering: (a) load criticality, (b) robustness, (c) restorability, and (d) restora-
tion losses.

Table 4.2: Various Satisfaction Levels And the Final Resilience-Oriented Allocation of the Tie
Switch

Satisfaction Levels Objective Function Value Final Tie Switch
Locationµd1 µd2 µd3 µd4 f1 f2 f3 f4

0.8 0.8 1 0.6 7.218 4.174 0.505 17.112 26-14
0.8 0.8 0.8 0.8 8.991 5.012 0.712 18.805 26-16
1 1 0.6 0.6 6.137 3.923 0.441 16.369 26-13
0.6 0.6 0.6 0.4 8.322 4.633 0.582 17.921 26-15



76
Load Restoration Planning to Improve Resilience in Power Distribution Networks: A

Multi-Objective Decision Support

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

19 20 21 22

23 24 25
26 27 28 29 30 31 32 33

HILP Event

Minimum Maximum

Nodal Index

Mid Point (Percentile)

Figure 4.7: Nodal robustness for the optimal planning scenario with a Tie switch placed between
Nodes 26 to 14.

NRS ( f1 associated with µd1) and restoration losses NRL ( f2 associated with µd2), and two

objective functions to be maximized, system-wide restorability NRA ( f3 associated with

µd3) and restoration criticality NRC ( f4 associated with µd4). As a consequence, higher

satisfaction levels for f1 and f2 (µd1 and µd2) results in these two objective functions to be

more dominant and higher satisfaction levels for f3 and f4 (µd3 and µd4) are desirable in the

final decision. To provide the reader with a better understanding of the proposed decision

making platform, the following example is presented: if the user decides on µd3 = 1 and

µd1, µd2, µd4 = 0, the system wide restorability (NRA) is the only objective function reflected

in the final decision. In this particular case, µd3 is set to the highest value which is not desired

for this objective function (NRA) and the decision would be to connect Nodes 26 to 18 with

a Tie switch placement, which restores the lowest amount of loads. The user can tune the

satisfaction levels and objective functions to meet the desired decision requirements.

Figure 4.7 demonstrates the nodal robustness in the network under test for the optimal

solution with satisfaction levels of µd1 = 0.8, µd2 = 0.8, µd3 = 1, µd4 = 0.6. As reported in

Table 4.2, such satisfaction levels result into a connection between Nodes 26–14 as the most

optimal location for the Tie switch. The colors in Figure 4.7 depict the nodal robustness,

where a lower nodal performance deviation reflects a higher robustness (dark green). The

HILP-heavily-affected nodes have the highest performance deviations and are dressed by
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colors in red.

4.4 Chapter Summary

In this chapter, a multi-objective decision making framework for resilience-oriented opti-

mization and planning in power distribution grids is proposed. This framework employs a

WLS-based state estimator and a fuzzy satisfying method to find out the desirable recon-

figuration plan by optimally allocating the Tie switches across the network for maximized

preparedness against HILP events.

In order to characterize the optimal restoration plan, several resilience features (such as

system robustness, load criticality covered by a restoration plan, restoration losses, and recov-

ered capacity) are introduced and quantified at both nodal and system levels. Effectiveness

of the proposed framework, which aims to provide the distribution utilities with visions on

network hardening planning against HILP events, is tested on the IEEE 33-bus test system

and a detailed discussion on the numerical results was provided.

Following this chapter, which covered structural resilience and concentrated on planning

phase, the next chapter would focus on operational resilience. A novel communication-based

load restoration platform, which dispatches all modern components of smart grids during

restoration, would be presented in the next chapter.
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Chapter 5

Enhancing Power Grid Resilience

through an IEC61850-based EV-assisted

Load Restoration

This chapter is related to the third research objective introduced in Chapter 1.3 and concen-

trates on operational resilience and corrective actions after occurrence of an HILP event in

the network.

As mentioned in the literature review provided in Chapter 2, unlike most of the previously

developed restoration systems, the proposed service restoration in this chapter considers

extreme eventswithmultiple faults in the grid and dispatches allmodern resources in the smart

grids available for restoration during consecutive faults. The service restoration resources

include aggregated Electric Vehicles (EVs), Distributed Energy Resources (DERs), and

flexibilities in the adjacent feeders.

5.1 The Proposed Hierarchical Self-Healing System: Ar-

chitecture, Components, And Models

The proposed self-reconfiguration system in this chapter focuses on radial distribution grids in

the presence of DER units and EVs. The system architectural overview along with functional

units are displayed in Figure 5.1 and described below:
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Figure 5.1: Generic view of the proposed hierarchical architecture.
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1) Feeder Breaker Units (FBUs): FBUs are located in the substations and include re-

closing overcurrent relays, current transformers, and computational modules to frequently

calculate and report the Reserve Current Capacity (RCC) of the feeder. In RCC calculations,

the Feeding Transformer Capacity (FTC) and the current flow in the secondary side of the

feeder transformer are characterized as follows:

RCCi,t = (FTCi/VT R
s,i ) − IT R

s,i,t (5.1)

2) Sectionalizer Units (SUs): SUs are responsible to detect overcurrent conditions,

report it to the relevant units, and oper- ate remotely to isolate a detected fault. Due to

the bidirectional current flows in active radial distribution feeders, SUs typically consist of

directional overcurrent relays and sectionalizing switches that are located at each terminal of

the feeders in a double-ended protection fashion.

3) Load Units (LUs): LUs are connected to each busbar covering the smart residential

zone of the busbar. Smart residential loads include Electric Vehicles (EVs) capable of

charging/discharging remotely. ZIP load modeling, presented in Refmanbachi2016impact, is

adopted in (5.2) to characterize the load active and reactive power (with/without EVs):

Pb,t = P0
b,t

(
Zp(Vb,t/V0

b,t)
2 + Ip(Vb,t/V0

b,t) + Pp

)
(5.2)

Qb,t = Q0
b,t

(
Zq(Vb,t/V0

b,t)
2 + Iq(Vb,t/V0

b,t) + Pq

)
(5.3)

where (Pb,t , P0
b,t) and (Qb,t , Q0

b,t) represent the active and reactive power and their initial values

for each busbar at each time interval t. (Zp, Ip, Pp) and (Zq, Iq, Pq) are the active and reactive

ZIP load coefficients respectively. LUs include current transformers and computational

modules to calculate and report the total current demand of their corresponding medium-

voltage zones.

4)DER Units (DERUs): DERUs are equipped with breakers that operate remotely, upon

reception of certain published messages in the network, to isolate the DER in case of a fault
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or to bring the DER unit back into the system operation during the SR process. Furthermore,

DERUs publish their breakers current flows frequently and check the constraints on the active

power injection of the DER units to the connected busbar as indicated in (5.4), where PDE R,t

is the active power injected by the DER unit to the connected busbar:

Pmin
DE R,t 6 PDE R,t 6 Pmax

DE R,t (5.4)

5) EV Aggregator Units (EVAUs): EVAUs are entities responsible for aggregation of

EVs charging/discharging pro- files. These units communicate with other intelligent devices

in the network to remotely control the EV chargers in their zone. Under fault scenarios,

EVs are disconnected and those willing to participate in SR process would be effectively

dispatched to inject power to the grid, once they receive the dispatch command from the

EVAUs. The aggregated EV load profiles are reflected in the ZIP load models by changing

the corresponding coefficients for aggregation of EVs. Among the different operational

modes for EV chargers, the most common EV operating scenario for inverters is adopted

here Refmanbachi2016novel, where P > 0, Q = 0 are set during charging and P < 0, Q = 0

are enforced during discharging operational modes. This reflects the fact that the EV fleet

at each charging period consumes active power from the grid, while during the discharging

(V2G) time interval, EVs which are plugged in and selected by the EVAUs would start

injecting active power to the grid. It must be noted that EVAUs always ensure that there

is enough energy remaining in each EV after the V2G time interval to meet the demanded

mobility, which is the EVs primary function. The available energy by each EVAU and its

corresponding constraints are formulated as follows:

EEV AUj

t =

γt∑
i

(
(E0

i + PG2V
i × ∆tG2V

i ) − PV2G
i × ∆tV2G

i

)
(5.5)

PG2V
i =

(
1
∆tG2V

i

∫ ∆tG2V
i

0
(pC

i,t × λ
C
i,t)dt

)
× ηC

i (5.6)
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PV2G
i =

(
1
∆tV2G

i

∫ ∆tV2G
i

0
(pD

i,t × λ
D
i,t)dt

)
× ηD

i (5.7)

λC
i,t + λ

D
i,t = 1, λC

i,t, λ
D
i,t ∈ {0,1} (5.8)

PTot
V2G =

γt∑
i

PV2G
i (5.9)

Emin
i 6 (E0

i + PG2V
i × ∆tG2V

i ) − PV2G
i × ∆tV2G

i (5.10)

0 6 pC
i,t 6 pC,max

i × λC
i,t (5.11)

0 6 pD
i,t 6 pD,max

i × λD
i,t (5.12)

Eq. (5.5) expresses the total available energy in the j t h EVAU at time t denoted by

(EEV AUj

t ) and is assessed by summation over the time-variant number of EVs in the fleet

which are plugged in and ready to dispatch (γt). EEV AUj

t is periodically published by each

EVAU and subscribed by the units in charge of making decision for restoration in case of a

fault or other prevailing conditions. The first term in (5.5) represents the energy in a single EV

in the fleet after a charging interval (∆tG2V
i ) where E0

i is the initial energy in each EV battery

determined by its initial State of Charge (SoC), and PG2V
i is the average charging power of

each EV. The second term in (5.5) represents the energy injected to the grid over a discharging

interval (∆tV2G
i ), where PV2G

i is the average discharging power of each EV. Eqs. (5.6) and

(5.7) reflect the PG2V
i and PV2G

i assessment over the charging and discharging intervals, where

ηC
i and ηD

i are the charging and discharging efficiency of each EV, respectively; λC
i,t and λ

D
i,t

in (5.8) are binary variables to avoid charging and discharging at the same time.
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Figure 5.2: Proposed operational states for a) FBUs, b) SUs, c) LUs, d) DERUs, e) EVAUs, and
f) SRUs.

The total injected power by each EVAU after a discharging interval (PTot
V2G) to be used

during the SR process is assessed in (5.9). Constraint (5.10) limits the discharging energy at

each EV to ensure there is sufficient energy after the V2G interval for its mobility; Emin
i is

the minimum SoC of the EVs required for motion. Constraints on charging and discharging

power of each EV are enforced in (5.9) and (5.10), where pC
i,t and pD

i,t are instantaneous

charging and discharging power, respectively.

6) SR Units (SRUs): SRUs play a key role in the SR process. They consist of normally-

open circuit breakers which connect two radial feeders. SRUs are intelligent units that receive

information (includingmeasurements and statuses) from all other units, run the SR algorithm,

and publish the results (re-configuration commands) to be subscribed and actuated by the

corresponding units in the network. The SR algorithm runs in SRUs to restore the non-faulty

loads of a feeder by utilizing all the available resources in the post-event interval. SRUs check

the following criterion to make decisions on closing the Tie-breakers in their unit:

ITot
demand 6 (α × RCC) + (β × ITot

DE R) + (ζ × ITot
V2G) (5.13)
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where ITot
demand is the current representing the non-faulty loads to be restored; RCC is the

reserve current capacity of the feeder that would be connected to the faulty feeder by closing

the Tie-breaker in the SRU; ITot
DE R is the current that could be injected by the DER units located

in the non-faulty section of the feeder and is assessed via PDE R received from DERUs; and

ITot
V2G is the potential current that could be injected by the EVs located in the non-faulty zone

and is assessed by PTot
V2G received from EVAUs.

α, β, and ζ are auxiliary parameters designed to ensure that the decision on employing

various resources (i.e., RCC, DER, and EVs) for SR do not heavily rely on EVs and DERs,

where much higher capacity uncertainty can unfold than from resources in the adjacent

feeders. Note that themain SR resource is the assisting capacity from the adjacent feeders, and

DERUs and EVAUs are employed as the auxiliary resources for SR. These parameters could

be tuned in such away that even in the worst case scenario, where there is no contribution from

DERUs and EVAUs, the SR algorithm converges and only certain pre-determined overload

limits are violated. This could be achieved by checking condition (5.13), where β and ζ are

set to zero.

5.2 Proposed EV-Assisted Load Restoration

The proposed units are deployed as finite-state machines and can switch between operational

modes which are triggered upon reception of the external messages. The operational states

for each unit are displayed in Figure 5.2 and the messages exchanged among the units are

tabulated in Table 5.1. There are two main assumptions in this paper: (i) radial operation of

the feeder is always ensured, and (ii) protection devices are fast and fully reliable.

All units operate in "Normal State" when there is no event in the grid. Measurements,

including load current demands, available RCC, IDE R, and PTot
V2G, are continuously exchanged

between the units. When an event occurs, FBU and DERUs are the first units to react. DERUs

sense an overcurrent and, hence, transit into a "Fault State" by opening the DER breakers,

and wait to receive a "Re- connect" message from the SRUs to contribute to the SR process.

In such circumstances, FBU switches to "Fault State" by publishing a "Fault" message and
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triggers the algorithm in the downstream units. In radial feeders, based on the direction of

the overcurrent sensed by the relays in SUs, the event location could be detected and reported

to the SRUs.

The SU which senses the overcurrent in the backward direction (i.e., from downstream

to upstream unit), changes its status to the "Backward Fault State" and publishes a "Found"

message to the upstream SU. Subsequently, its status changes to the "Found State" to isolate

the faulty segment of the feeder and publishes an "Isolated" message to the SRUs, announcing

that the fault location is identified and the fault is successfully isolated. Once the SRUs receive

the "Isolated" message, they start the SR process by switching to "Restore State".

It must be noted that the publisher of the "Isolated" message is known to the SRUs,

which assists to find out the location of the fault. By utilizing the pre-fault measurements

received from all units in the feeder, the SRUs check the criterion in (5.13). If it is satisfied

for an SRU and no other SRU in the faulty feeder has yet restored the loads, it closes its

Tie- breaker and publishes an "Accomplished" message to other SRUs to terminate the SR

process. The published "Accomplished" message by a particular SRU, subscribed by every

other SRU, guarantees that only one SRU implements a restoration plan and the algorithm

stops on other SRUs immediately. This action is followed by publishing "Dispatch", "Re-

close", and "Re-connect" messages to be subscribed by the EVAUs, FBU, and DERUs of

the faulty feeder, respectively, to complete the restoration process. These messages from

the SRU would dispatch EVs, re-close the main feeder breaker, and re-connect DERs in the

non-faulty segments of the feeder. Also, "Ready" message is published by this SRU after

closing its Tie-breaker to be subscribed by all units and make them transit to "Normal State"

and be prepared for the next emergency scenario. The system performance, described in this

section, relies

heavily on functionality of the communication network and response time of the above-

mentioned units (e.g. EV converters). Therefore, the performance of the designed system is

significantly compromised under high latency or communication link failure scenarios. The

system is designed to switch to the traditional SRmode, where no communication is required,

if the Round Trip Time (RTT) of the messaging platform exceeds a pre-defined threshold. In
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Table 5.1: Proposed Messages Exchanged Between the System Operational Units

Message Publisher Subscriber Type

Fault FBUs, SUs adjacent downstream SU Bool
Found SUs adjacent upstream SU Bool
Isolated SUs SRUs Bool
Dispatch SRUs EVAUs Bool
Re-close SRUs FBUs Bool
Re-connect SRUs DERUs Bool
Accomplished SRUs SRUs Bool
Ready SRUs All Bool

Measurements LUs, FBUs,
EVAUs, DERUs

SRUs Float

other words, if the SRUs do not receive the input information from all parties listed in Table

5.1 within a certain range of time, the traditional SR based on the information from the last

energized counters and protection devices would react as a backup SR.

5.3 HIL Testing Platform and System Parameters

Real Time Digital Simulator (RTDS) with its specialized output boards, namely Giga-

TransceiverNetworkCommunicationCard (GTNET), capable of publisher/subscriber IEC61850-

8-1 GOOSE communication is utilized to verify the real-time performance of the proposed

SR architecture.

GTNET cards are configured to publish/subscribe GOOSEmessages over an ideal gigabit

Ethernet communication infrastructure with a delay less than 3ms. Each GTNET card could

be a publisher and a subscriber at the same time and it interacts with the grid model via an

interface board, called Gigabit Processing Card (GPC). IEC61850-8-1 GOOSE messaging,

which is generally used to transmit the time-critical event-driven information in the system,

is adopted to exchange the messages proposed in Table 5.1 [150].

The testbed developed in this chapter offers provisions to test prototypes of protection

devices (e.g. relays)capable of communications in IEC 61850 protocols. In Hardware-in-

the-Loop (HIL) simulation fashion, the proposed GOOSE messages could be exchanged

between RTDS and the relay prototypes. Adaptive control and protection schemes could be
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characterized with the HIL platform from various aspects such as communications reliability.

With utilization of network emulators, impact of communication delays could be investigated

with the proposed platform as well. Furthermore, measurements required for implementation

of the control and protection schemes, communicated from different nodes of the network,

could be realized using IEC 61850 protocols supported by the platform. The platform

has flexibility in terms of the number of nodes and the size of the grid under test due to

distributed architecture of the processors. The other advantage of the testbed is capability to

calculate reliability/resilience metrics online. This HIL platform setup is presented in Figure

5.3 with more details available in [2]. The main advantage of this setup is the automated

record-and-replay facility in the RTDS environment using scripting features for online system

performance evaluation. The system parameters corresponding to the developed modules in

Figure 5.1 along with the connection points of each proposed unit are reported in Table 5.2.

The load data and aggregated EV profiles have a 5-minute resolution, and data received by

SRUs are updated every 15 minutes. Values reported in Table 5.2 are considered as the last

updated information before the disruptive event (immediate pre-event measurements).
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Table 5.2: Information on the Studied Grid and Simulation Parameters

Bus no. Connected Unit Parameters

1 FBU Trans. 23kV/15kV, 150 MVA

2 LU, SU
P=63.1kW, Q=14.9kVAR, cust.no=19

ZIP= 0.418, 0.135, 0.447

3 LU, SU
P=42.3kW, Q=11.1kVAR, cust.no=13

ZIP= 0.418, 0.135, 0.447

4 LU, SU
P=140.2kW, Q=37.2kVAR, cust.no=38

ZIP= 0.418, 0.135, 0.447

5 DERU, LU, SU

P=140.1kW, Q=7.4kVAR, cust.no=41

ZIP= 0.418, 0.135, 0.447,

Pnormal
DE R =5.1kW, Phigh

DE R=35.2kW

6 EVAU1, LU, SU

P=294.4kW, Q=74.5kVAR, cust.no=87

ZIPNormal= 0.413, 0.138, 0.449,

ZIPHigh= 0.402, 0.143, 0.455

PEV A
NormalIn ject=45.3kW,

7 LU, SU
P=140.3kW, Q=37.2kVAR, cust.no=44

ZIP= 0.418, 0.135, 0.447

8 EVAU2, LU, SU

P=294.1kW, Q=71.1kVAR, cust.no=102

ZIPNormal= 0.413, 0.138, 0.449,

ZIPHigh= 0.402, 0.143, 0.455,

PEV A
NormalIn ject=26.4kW,

9 LU, SU
P=63.6kW, Q=18.7kVAR, cust.no=20

ZIP= 0.418, 0.135, 0.447

10 LU, SU
P=84.6kW, Q=29.8kVAR, cust.no=26

ZIP= 0.418, 0.135, 0.447

11 LU, SRUs

P=31.5kW, Q=11.6kVAR, cust.no=9

ZIP= 0.418, 0.135, 0.447

α = 0.9 , β = ζ = 0.75
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The EV load profiles capture an aggregation of multiple EVs from various manufacturers,

corresponding to EVs with the capacity up to 19.2 kW and SoCmin
mobility = 30%, where

additional information can be found in [151]. The constraints described in (5.5) to (5.13) are

implemented through the built-in arithmetic modules, logic gates, and computational units in

the RTDS environment. These arithmetic/computational modules, which are used to model

the dispatched EVAUs, limit the output of the current source in such a way that constraints

related to EV discharging, e.g., minimum energy left for mobility requirements in (5.10), are

satisfied.

5.4 Test Case Scenarios and Evaluation Results

5.4.1 Evaluation Framework

Resilience assessments in power systems are centered on HILP events where most of the

standard reliability metrics (based on outage frequency/duration) are not able to adequately

address and quantify the restoration resources [101].

There are multiple dimensions involved in power grid resilience assessment such as

energy-based, time-based, and cost-based improvements [101]. Assessment in this paper

focuses on feeder-level energy-based improvements, i.e., Feeder Resourcefulness (FR) and

Restoration Rapidity (RR). All the available resources involved in the SR process could be

classified as: (i) Internal Backups (IB) and (ii) External Backups (EB).

IB refers to all resources within the faulty feeder which are employed to contribute to a

swift restoration and, in this paper, include the DERs and EVs connected to the non-faulty

segments of the faulty feeder.

EBs are any other resources in the network located outside of the faulty feeder which can

be connected to the faulty feeder only during the SR process and is, in this paper, the assisting

capacity from external feeders. Based on this classification, the ratio of the utilized IB and EB

resources could represent the feeder resourcefulness (FR). The RR of the system is evaluated

by restoration Plan Steps and Interruptions (PSI). This is indicated by summation of the

ratios between interruption duration of each load and the Total Time to Restoration (TT R) in
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Figure 5.3: Hardware-in-the-loop simulation platform using RTDS.

a faulty feeder. TT R is the time interval from the moment an event occurs to that when its is

entirely cleared. During the restoration process, different load interruption duration depends

on the restoration algorithm and the number of steps taken to achieve a full restoration. This

is reflected by multiplying the total number of steps taken for a full restoration (S) to the total

interruption duration over TT R.

FR =
(

IBTot

IBTot + EBTot

)
,RR =

1

S ×
( ∑S

i (
∆ti × ni

TT R
)

)
︸                    ︷︷                    ︸

Plan Steps and Interruptions (PSI)

(5.14)

Figure 5.4 conceptually visualizes the sensitivity of the feeder-level resiliencewith regards

to the FR and PSI. It could be perceived from this figure that the grid resilience has a direct

and reverse relation with FR and PSI, respectively, while swinging between maximum and

minimum limits.The restoration process proposed in this paper includes three main steps
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Figure 5.4: Conceptual sensitivity of the feeder-level resilience with regards to FR and PSI.

(S=3), and the interruption durations (∆ti) are as follows: ∆t1: time interval between opening

and re-closing FBU; ∆t2: time interval between opening FBU and closing SRUs; ∆t3: time

for human intervention to clear the fault and close the open SUs manually.

5.4.2 Test Case Scenarios

SU2
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DERU

Feeder 1
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Normally closed sectionalizing switch

Normally open sectionalizing switch

Normally closed circuit breaker

Normally open circuit breaker

3-phase to ground fault
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SU3 SU4 SU5 SU6 SU7 SU8 SU9 SU10 SU11 SU12 SU13 SU14 SU15 SU16 SU17

Feeder 2

FBU2 SU1 SU2 SU3 SU4 SU5 SU6 SU7 SU8 SU9
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Feeder 3

FBU3 SU1 SU2 SU3 SU4 SU5 SU6 SU7 SU8 SU9 SU10 SU11

LU1 LU2 LU3 LU4 LU5
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SRU
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Case Scenarios
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DERU EVAU

Fault in Case 1-to-3 

and first fault in Case 4

Second fault 

in Case 4

Figure 5.5: Detailed demonstration of the grid under test related to Table 5.2 along with the case
scenarios.

Figure 5.5 demonstrates details of the case scenarios which are tested and presented from
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the simplest to the most advanced one. In order to compare various feasible scenarios, a

disastrous fault event is simulated at a fixed location between Bus 3 and Bus 4 (SU6 and

SU7) in Feeder 1 and a given outage duration. The fault events can, however, occur at any

time and location in the system. Pre-fault values of the system parameters, which are used by

SRUs, are presented in Table 5.2. In order to capture the entire behavior of the system from

pre-event to post-event operating state, values are taken in kA and zoomed several orders of

magnitudes for better comparisons.

Case I: Original System (Base Scenario):

Figure 5.6: HIL results for operational units in Case I.

As the reference test case, the original system without DER units and EV aggregators

is investigated in Case I. The faulty feeder is restored solely through imported power from

an external feeder. The self-reconfiguration and real-time current flows of the critical units
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Table 5.3: Summary of the Results in Case I
Total

restorable
[A]

FBU
covered
[A]

SRU
covered
[A]

RR
Inx.

FR
Inx.
%

59.96 7.73 52.23 0.75 12.89

are displayed in Figure 5.6, where different stages of the entire process including the pre-

event, faulty, and restoration are highlighted. The first display in Figure 5.6 illustrates the

moment when each unit publishes its event-driven GOOSEmessage (see Table 5.1). It can be

observed from curves in Figure 5.6 that, once the event is activated, the feeder-level current

captured by the FBU (red curve) reaches a peak and the protection units are triggered to

operate and exchange messages to isolate the fault. The total load to be restored, restoration

rapidity, and the load eventually restored by FBU and SRU are reported in Table 5.3. Based

on the event location between Buses 3 and 4 and the information on the number of customers

connected to each Bus, 32 customers experience ∆t1 and 367 customers go through ∆t2.

According to [117], 45 minutes is considered for ∆t3 in order to evaluate the restoration

rapidity. Fewer number of units involved in the SR process leads to lower complexity of the

restoration mechanism, lower number of messages exchanged between the units, and a lower

computational burden, and hence, the units can react fast to contribute to the SR process.

However, the tension on the external backup is high due to low utilization of internal backups

and available resources.

Case II: Original System with DERU:

In this test case, DERU located in the non-faulty segment of the faulty feeder is involved

in the restoration process in addition to the external backup. The first display in Figure 5.7

demonstrates the self-reconfiguration actions based on the GOOSE messages along with the

current flows in critical units. Color-coded curves in Figure 5.7 illustrate the contribution of

the DERU and the moment when it is re-connected for SR. Purple line represents the DERU

contribution which makes the green line (current flow in SRU representing imported power)

remain at a lower level compared to Case I.

The total restorable load along with contributions from FBU, SRU, DERU, and the

Reduced Imported Power (RIP) are reported in Table 5.4. In order to highlight the DERs
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Table 5.4: Summary of the Results in Case II

Total
restorable

[A]

FBU
covered
[A]

SRU
covered
[A]

DERU
covered
[A]

RIP
%

RR
Inx.

FR
Inx.
%

59.62 7.56 50.59 1.473 3.13 0.67 15.15

role and contribution in the SR, the high power injection rate of the DERU in Table 5.2 is

employed in this test scenario. Due to the fixed fault location in all scenarios, the number of

affected customers by each interruption duration (∆ti) is considered the same as that in Case

I. The number of messages and the computational burden of SRUs increase in this case by

taking DERU into account (α and β), while the imported power is reduced by 3.13%.

Figure 5.7: HIL results for operational units in Case II.

Case III: Original System with DERU + EVAUs:

This scenario aims at demonstrating the contributions of the internal backups to further
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improvement of the feeder-level resourcefulness and resilience through EVs in addition to

the available resources considered in Case II. In the pre-event stage, the EVAUs publish the

potential V2G capacity by the EVs in their zone based on the conditions described in Section

5.2. Once the fault is detected and isolation is accomplished by responsible units, GOOSE

messages are exchanged between SRUs and EVAUs to trigger utilizing the V2G capacity for

restoration.

Figure 5.8: HIL results for operational units in Case III.
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Table 5.5: Summary of the Results in Case III

Total
restorable

[A]

FBU
covered
[A]

SRU
covered
[A]

DERU
covered
[A]

EVAUs
covered
[A]

RIP
Inx.
%

RR
Inx.

FR
Inx.
%

59.50 7.94 46.70 1.40 3.46 10.59 0.57 21.39

The penetration rate of EVAUs and DERU are reported in Table 5.2. The total power

injection of the EVAUs is 85.2 kW with 75% availability, with the potential to increase with

more prevalent deployment of EVs in the near future. Similar to the previous test cases, a

summary of results are displayed in Table 5.5. The colored curves in Figure 5.8 highlight

the joint contribution of EVAUs and DERU in the SR. The safety margin via α, β and ζ

in Table 5.2 accounts for the uncertainties in the injected power by V2G capacity (due to

drivers’ behavior) and DER units. Hence, the restoration does not heavily rely on DERU and

the EVAUs. The main advantage of employing such auxiliary internal backups is to reduce

the stress on the external feeder through local resources.

The most magnified display on the green line, which represents the EBs, shows the

contribution of EBs in this case compared to previous scenarios. The number of published

GOOSE messages and SR computational burden in this case has increased. However, higher

penetration of EVAUs and DERU results in a drastic reduction in the imported power from

the external backup. Specifically, the imported power in this scenario has reduced by 10.59%

compared to the base case condition which highlights a higher cost-effective feeder-level

resilience in the post-contingency interval.

Case IV: Subsequent Events (Multiple Faults):

This test case extends the previous Case III to showcase the functionality of the designed

resilience-focused load restoration in response to extreme events with subsequent impacts on

the grid (e.g. cascading failure or multiple faults).

Critical moments are marked in the first display of Figure 5.9 from t1 to t17. The first fault

occurs at t1 and the corresponding SR process is accomplished at t9 through the procedure

described in Case III. A GOOSE message named "Ready" has been published by the SRU

after the first restoration and subscribed by all non-faulty units to be switched back to the
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Table 5.6: Sequence of Events Related to the Top Curve in Figure 5.9

t1 t2 t3 t4 t5 t6

First
fault

occurs,
59.5 [A]
to be

restored

’Fault’
GOOSE
published

’Found’
’Isolated’
GOOSEs
published

Restoration
triggered
SRU closes
46.70 [A]
restored

’Dispatch’,
’Re-close’,

’Re-connect’,
’Accomplished’

’Ready’
GOOSEs
published

FBU1
recloses
7.94 [A]
restored

t7 t8 t9 t10 t11 t12

DERU
reconnects
1.94 [A]
restored

EVAU1
dispatches
1.81 [A]
restored

EVAU2
dispatches
1.65 [A]
restored

Second
fault
occurs

’Fault’
GOOSE
published

’Found’
’Isolated’
GOOSEs
published

t13 t14 t15 t16 t17 t > t17

Restoration
triggered

EVAU1
isolated
’Re-close’
’Dispatch’
GOOSEs
published

EVAU2
isolated

FBU2
recloses
21.16 [A]
restored

EVAU2
dispatches
1.77 [A]
restored

’Ready’GOOSE
Published

Ready
for the
next
fault

normal operating state (pre- fault state). This ensures the system preparedness for the next

fault.

At t10, the next fault occurs located between SU14 and SU15 (see Figure 5.5) while the

first fault is not yet fully cleared. This could be followed in the second display in Figure

5.9, where there are two over-currents detected. Once the second fault occurs, the proposed

SR solution, which runs in the external feeder connected temporarily to the main faulty

feeder after the first fault, initiates a self-reconfiguration action by opening FBU2, SU14,

and SU15 to isolate the fault. Also, EVAUs and DERUs are isolated by the corresponding

reconfiguration action.

Once the second fault is isolated, the FBU2 in the external feeder recloses to restore

the non-faulty loads in the external feeder and SRU dispatches the local generations and the

EVAUs located in the non-faulty areas. Considering the location of the first fault (between

Bus 3 and Bus 4) and the second fault (between Bus 7 and Bus 8), only EVAU2, located

at Bus 8 (non-faulty segment and energized by FBU2), re-dispatches for restoration of the
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Figure 5.9: HIL results for operational units in Case IV.

second fault (EVAU1 and DERU remain isolated). This behavior is observed in the most

bottom display in Figure 5.9, where the contribution of EVAU2 is magnified.

Sequence of events in real time along with the load restoration achievements are reported

in Table 5.6 and Figure 5.9. At t17, the "Ready" GOOSE message is published again to make

the system prepared for the next possible faults.
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Figure 5.10: Real-time HIL results for comparison of the current flow in SRU unit, EB utilization,
in different case scenarios.

5.4.3 Discussion

Among all dimensions (energy, cost, and time) involved in resilience improvement, this

paper focused on energy restoration and feeder-level resilience improvements. Test Cases

I to III demonstrated that more investments on peer-to-peer communications in distribution

grids enable implementation of advanced SR algorithms that are able to best utilize the

feeder-level internal backups. Consequently, with a relatively faster restoration process,

resourcefulness and resilience in the system will be enhanced. While the restoration rapidity

of all scenarios are similar, Case I, with the simplest SR mechanism and the lowest number

of published GOOSE messages, has the highest restorative rapidity but the lowest feeder-

level resourcefulness during the post-contingency operating state. By utilizing the DERU in

Case II and a joint DERU and EVAUs in Case III, deployment of available external backups

is statistically presented in Table 5.7. Figure 5.10 provides a comparison overview of the

real-time utilization of EBs in the studied test case scenarios. The lowest EB utilization

belongs to Case 3 (blue curve) and the red curve sits on top of others, representing the

EB utilization in Case 1. The higher utilization of the modern grid services results in a

heightened feeder-level resilience when tested on the same event in all test case scenarios.

Case IV is designed to highlight the functionality of the proposed SR architecture to best

respond to extreme HILP scenarios with multiple faults in a feeder in presence of DERs and
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Table 5.7: Comparison of the Test Case Scenarios

Case no.
Internal Backup

(FR)
[%]

External Backup
[%]

RR
Index

RIP
[%]

1 12.89 87.10 0.75 N/A
2 15.15 84.84 0.67 3.13
3 18.27 81.72 0.57 10.59

EV aggregators. With increased number of EVs in the near future, the numerical results in

this paper proved the efficacy of the V2G technologies as a modern auxiliary SR resource to

improve the feeder-level resourcefulness during HILP events.

5.5 Chapter Summary

In this chapter, a resilient service restoration architecture was designed utilizing the IEC

61850-8-1 GOOSE communication principles. Unlike the past studies, the proposed so-

lution harnesses (a) the imported power and flexibility from the neighboring networks, (b)

Distributed Energy Resources (DERs), and (c) aggregated vehicle to grid (V2G) capacity

in all steps of restoration when facing an extreme HILP incident with multiple faults. The

proposed real-time SR mechanism was implemented using the RTDS HIL platform and the

contribution of each SR resource was numerically quantified by a developed resilience eval-

uation framework. The proposed solution ensures an enhanced feeder-level resourcefulness

that can contribute to agile response and efficient recovery. This is primarily achieved by a

strategic deployment of major modern resources (with focus on EVs contribution) during a

sequence of multiple faults. Four test case scenarios were tested and presented, throughwhich

a 10.59% stress reduction on external SR resources compared to the base case condition was

realized.
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Chapter 6

Conclusion and Future Work

This thesis has proposed a communication based load allocation and load restoration system

for higher efficiency and resilience in smart grids. There are different aspects of the proposed

system, which are presented in this thesis. This includes communication side of the plat-

form, mathematics behind the load allocation and restoration algorithms, and optimization

techniques utilized in this thesis. The PhD work in this thesis considers both operational and

structural resilience in power grids.

6.1 Thesis Conclusion

The thesis has investigated the prospect and challenges of design and implementation of

communication-based load allocation and load restoration in smart grids. An appliance-

level load allocation algorithm for smart neighborhoods is designed and implemented with

MQTT protocol in this thesis. An IEC-61850 based load restoration algorithm is presented

to improve resilience of smart grids by strategic dispatch of all modern resources such as

aggregated Electric Vehicles (EVs). A novel multi-objective decision making platform has

been introduced in this PhD work to be adopted by power utilities to plan for a more resilient

network. In detail, the performed tasks and contributions of this research are outlined as

follows:

6.1.1 Conclusion for Chapter 2

An extensive literature review has been carried out on communication-based load allocation

and restoration systems in Chapter 2.
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• The first part of literature review was composed of a comprehensive review on smart

grid communication protocols, standards, and technologies. This part offers provisions

on cons and pros of each communication architecture used in smart grids to justify the

communication protocols adopted in this PhD work.

• The next part of this chapter focuses on previous studies on communication-based

load allocation algorithms in smart neighborhoods. This sub-section aims to highlight

limitations in previous studies and to provide the reader with a background on load

allocation systems in smart neighborhoods.

• The rest of this chapter concentrates on a review of communication-based load restora-

tion in resilient smart grids. The concept of resilience in smart grids is discussed in

details and multi-objective optimization approach to boost resilience is presented. Var-

ious resources utilized during the restoration in previous studies have been discussed

in details.

6.1.2 Conclusion for Chapter 3

A novel appliance-level MQTT-based load allocation algorithm has been designed and im-

plemented in Chapter 3. The proposed architecture considers unreliable communication links

in the smart neighborhood and switches from centralized control to decentralized depending

on the latency in the network. The case scenarios in this chapter are built based on real-world

load profiles of a residential community in Australia. A virtual Wide Area Network emulator

(WANemMachine) has been adopted in this work to mimic realistic behavior of the network

under various traffic conditions to justify efficacy of the proposed platform. MQTT topics,

which convey Metadata of the payload of the MQTT messages, are proposed to reflect source

and destination of the messages from the appliance to the controller.

The implemented platform utilizes a cloud-based services to facilitate data exchange

among controllers of the smart buildings in the residential community. Three main resources

are considered in the community under test which are: 1) local generation in the community,

2) Community Storage Facility, 3) Main grid.
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6.1.3 Conclusion for Chapter 4

A multi-objective decision making framework to maximize resilience in restoration of smart

grids is proposed in Chapter 4. A multi-dimensional resilience-oriented objective function

has been defined in this chapter to be utilized by power utilities to quantify resilience in

networks and run resilience-oriented optimization.

This chapter focuses on structural resilience and planning of power networks to maxi-

mize resilience by optimally locating the tie switches between the feeders in the network.The

developed framework utilizes a WLS-based state estimator, which considers dynamic admit-

tance matrix to evaluate the network operating condition at each reconfiguration plan. This

will result in higher preparedness against High Impact Low Probability (HILP) events in the

network.

A diverse set of HILP scenarios is generated, followed by a detailed analysis of the results

to demonstrate the efficacy of the proposed framework in boosting the network resilience

against HILP disasters.

6.1.4 Conclusion for Chapter 5

An IEC-61850-based EV-assisted Load restoration system is designed and implemented in

Chapter 5 of this Thesis. The proposed load Restoration scheme offers provisions to respond

to disastrous events with subsequent impacts on the grid (multiple faults).

In addition to the imported flexibility from neighboring feeders, the proposed autonomous

load restoration in this chapter dispatches all modern resources including DERs, and espe-

cially the aggregated non-faulty V2G capacity in a faulty feeder as a new restoration resource.

The developed solution continues dispatching these modern services even during the suc-

cessive events, which in turn, relaxes the stress on the external resources and enhances

feeder-level resourcefulness and resilience.

The real-time performance and scalability of the proposed load restoration approach are

verified on a real-world Medium Voltage (MV) distribution grid in a practical setting. This

includes Hardware-in-the-Loop (HIL) simulations using specialized output boards of Real

Time Digital Simulator (RTDS), which are capable of standardized publisher/subscriber IEC
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61850-8-1 GOOSE communication.

6.2 Future Research Direction

The proposed load allocation and restoration systems in this thesis could be expanded as

follows:

6.2.1 Extension for Chapter 3

Energy stored in the Community Storage Facility (CSF) in Chapter 3 is distributed amongst

the smart community members through a simplified local market mechanism. The focus of

the chapter was on the communication aspect of the platform and the transactive management

of the energy sharing among the community could be extended in future works.

6.2.2 Extension for Chapter 4

Power system resilience is a complex concept with multi dimensions involved in the system

behavior, such as time-based, cost-based, energy-based factors. The proposed resilience

indices inChapter 4 could be expanded to encompassmore dimensions of the systembehavior.

In particular, the cost-based aspect of the optimization in this chapter can be developed further

to reflect restoration costs in great details.

6.2.3 Extension for Chapter 5

The proposed EV-assisted load restoration system in Chapter 5 is implemented by communi-

cations between utilities and the proposed EV aggregator units. This implementation could

be expanded further to become more realistic by extending the communications from utilities

all the way down to single EV-owners. In other words, a two-layer nested communication

platform is required to fully implement the proposed system: 1) Communications between

power utilities and the EV aggregator units via industrial protocols, 2) Communications be-

tween EV aggregator units and the EV owners via Internet of Things (IoT) protocols. This
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requires a hybrid communication platform which links industrial communication platforms

to modern IoT platforms.
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RCCi,t . . . . . . Reserve Current Capacity of the ith feeder at time t

FTCi . . . . . . . Feeding Transformer Capacity of the ith feeder. operators

VT R
s,i . . . . . . . . . Rated voltage level at the secondary side of the transformer in the the ith

feeder.

IT R
s,i,t . . . . . . . . . Current flow at the secondary side of the transformer in the ith feeder at

time t.

Pb,t ,P0
b,t . . . . . . Active power at each bus at time t and its initial value.

Qb,t ,Q0
b,t . . . . . Reactive power at each bus at time t and its initial value.

Vb,t ,V0
b,t . . . . . . Voltage at each bus at time t and its initial value.

Zp, Ip, Pp . . . . Active ZIP load coefficients.

Zq, Iq, Pq . . . . Reactive ZIP load coefficients.

PDE R,t . . . . . . . Active power injected by DER unit at time interval t.

PG2V
i . . . . . . . . Average charging power of the ith EV.

PV2G
i . . . . . . . . Average discharging power of the ith EV.

pC
i,t, p

D
i,t . . . . . . Instantaneous charging and discharging power of the ith EV.
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PTot
V2G . . . . . . . . Total injected power by each EVAU during the restoration period.

EEV AUi
t . . . . . . Total available energy in the ith EVAU at time interval t.

Emin
i . . . . . . . . Minimum energy required for the ith EV battery serving its mobility.

E0
i . . . . . . . . . . Initial energy in the ith EV battery determined by its initial State of

Charge (SoC).

ITot
demand . . . . . . Total current of the restorable demand.

ITot
DE R . . . . . . . . Total current injected by DERs during the restoration period.

ITot
V2G . . . . . . . . Total current injected by EVs during the restoration.

∆tG2V
i . . . . . . . Charging time interval of the ithEV.

∆tV2G
i . . . . . . . Discharging time interval of the ithEV.

∆ti . . . . . . . . . . Minutes of interruption related to the ith restoration step.

S . . . . . . . . . . . Total number of steps in a restoration plan.

ni . . . . . . . . . . . Number of customers involved in the ith restoration step.

IBT ot . . . . . . . Total current injected by internal backups for restoration.

EBT ot . . . . . . Total current injected by external backups for restoration.

TT R . . . . . . . . Total time to restoration in a restoration plan.

ηC
i , η

D
i . . . . . . . Charging and discharging efficiency of the ith EV in the fleet.

λC
i,t, λ

D
i,t . . . . . . Binary variables indicating charging and discharging status of the ith

EV battery.

γt . . . . . . . . . . . Time-variant number of ready-to-dispatch EVs in the fleet.

α . . . . . . . . . . . Contribution factor of the RCC in restoration.

β . . . . . . . . . . . Contribution factor of the DERs in restoration.
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ζ . . . . . . . . . . . Contribution factor of the EVs in restoration.

PR . . . . . . . . . . Requested power from the Community Storage Facility.

PS . . . . . . . . . . the power shared with the community by a community member.

NRC . . . . . . . . Nodal Restoration Criticality.

NRS . . . . . . . . Nodal Robustness.

NRA . . . . . . . . Nodal Restorability.

NRL . . . . . . . . Nodal Restoration Losses.

Pin j,N . . . . . . . injected power at each node.

PL,N
i , PGen,N

j . The level of consumed and generated active power at node N respec-

tively.

ΩN
L , Ω

N
G . . . . . The set of loads and generating units connected to node N respectively

PrN . . . . . . . . . A utility-defined number assigned to node N depending on the type of

the connected load.

PTot . . . . . . . . The total amount of load restored by a restoration plan.

PLoss
N . . . . . . . Power losses at Segment N , between nodes N and N + 1.

PLoss
EOF . . . . . . . The power losses in the last segment of the feeder.

PLoss
Tie . . . . . . . The power losses corresponding to the path created by closing the Tie

switch.

PFlow,k . . . . . . The power flow in branch k.

ΩT . . . . . . . . . . The set of network branches.
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Appendix: Miscellaneous applications of

the proposed IOT platform in Chapter 3

With minor modifications, the proposed platform in Chapter 3 can be used in energy man-

agement of Multi Microgrid (MMG) environments and for coordination of Multi MicroGrid

components.

In this application, the platform contains two main layers. The first layer focuses on a

single MicroGrid and the connections between the devices within the MG. The second layer

represents the communications between the MicroGridss. These two layers are explained in

details as follows:

.0.4 Intra-MG Communications

This part describes the intra-MG data exchange among the devices within aMG. An overview

of a typical campus MG is indicated in Figure 1. HTTP TCP/IP is used as a backup intra-MG

communication protocol between the installed local controllers and the MGCC. Messages

are triggered by clients (not server) in Modbus and are transmitted over Ethernet with the

default port of 502. With this architecture, the interconnection between the communication

network and power systems could be monitored in the MG.

This figure demonstrates an overview of a single-MG communication architecture. All

inverters connected to PV cells are connected via a local controller to the Micro Grid Central

Controller (MGCC). There are data loggers in the architecture connected to smart meters
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Figure 1: Overview of Inter-MG communications.

to collect measured data and provide an interface to the MGCC. The purple lines show

the flow of communications through Modbus TCP/IP and the red and black lines show the

power flow. Other colored lines show the physical connections among the devices within the

MG. As a backup system, sensors are connected to a Raspberry Pi interfaced to the MGCC.

Furthermore, the local controller can provide the MGCC with HTTP TCP/IP connections as

well.

.0.5 Inter-MG Communications

This sub-section presents the communication architecture proposed for MMG management

applications. The MGCC in each MG is connected to an IoT gateway to communicate

with peer MGCCs through a cloud-server. As there is no Metadata in MQTT commu-

nications, the topics could carry meaningful characters to be used for message identifica-

tions. An example of a proposed topic string for MMG environment could be: DataType-

Name/DeviceName/MicroGridName/

Further coding is done in the subscriber scripts to define the desired reactions when a

message is received and for the publisher scripts to prepare the payload format desirably, to

define the time rate according to the application, and to determine the topics with routing
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information.

.0.6 Cloud Communications

Hypertext Transfer Protocol (HTTP), which is an application-level protocol with default port

of 80, is used over TCP/IP connections to interact with a cloud server.

Because of a number of distinguished specifications listed below, ThingSpeak is the

favored IoT platform for the proposed MMG platform:

First. Easy-to-use interface to MATLAB: the main advantage of using ThingSpeak plat-

form, over the others, is the MATLAB ThingSpeak Toolbox and the detailed documentation

of this toolbox, which makes the implementation of the big data analytics and algorithms

very easy through this interface. This feature is not provided by other two platforms in

the table. Second. Representational State Transfer (REST) Services: ThingSpeak pro-

vides REST services, which make the hardware-integrated communications straightforward

through Application Programming Interface (API) functions. Hardware integration in other

platforms require protocol buffers and third-party programming tool such as Node-Red.

Third. Easy Integration with Arduino, Raspberry Pi, and ESP8266 Wi-Fi module: another

significant privilege of ThingSpeak is that software installation and device configuration are

not required unlike other platforms. This makes the system expansion with less effort when

additional hardware is required to be joined to the ongoing system. Fourth. Provisions for

real-time data collection: The data rate is customizable in all three platforms mentioned in

the table above. This feature offers flexibilities to make the platform compatible with various

applications in different time scales.

The built-in functional blocks of the ThingSpeak platform are explained below: Channel

feed manager block. The core element of ThingSpeak activity is the channel. A channel

stores the data that is sent by the smart appliances to ThingSpeak. Each channel comprises

of the following items: Item 1. Fields for storing any type of data: these can be used to store

the data from a sensor or from an embedded device.

Item 2. Location fields: that can be used to store the latitude, longitude, and the elevation

in case of tracking a moving device. Item 3. Status field: this is a short message to describe
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Figure 2: Overview of Intra-MG communications.
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the data stored in the channel. Security manager block. Channels could be configured as

private or public. In this work, secure private channels are configured to collect data. Security

manager block assigns a unique ID to each private channel, which is required by the MQTT

client to interact with ThingSpeak platform. Client interface block. For each channel, there

is a private write API key and a read API key. The unique read/write API keys are required

to send data to the channel and to retrieve the collected data later in MATLAB. This block

includes ThingHTTP library, which manages the HTTP services to any client.

Database manager block. ThingSpeak has a cloud-based data storage and retrieval ser-

vices. This database manager block has a Graphical User Interface (GUI) that visualizes

the channel fields in customizable plots. Furthermore, from the GUI the channel field data

could be exported in various formats including JSON, XML, and CSV. Event manager and

command delivery provider. Inside any event-driven command-and-query architecture there

must be an event-sourcing block and a command provider unit. These units interact with the

database manager block to update it every time that a new data or command is published.

The interactions between the IoT gateway and the cloud server (ThingSpeak in this work) are

implemented by HTTP POST and HTTP GET requests in Python scripts.

The IoT gateway subscribes to all of the topics defined by the MGCCs and updates

the corresponding channel feed to its MicroGrid by sending an HTTP POST request to

https://api.thingspeak.com/channel/channelID. Therefore, MGCCs communicate with each

other through the ThingSpeak platform. In addition, this gateway receives the outputs of

the MATLAB post-processing, which are written in a separate private channel, using HTTP

GET requests to the aforementioned URL. In other words, the IoT gateway executes HTTP

Get requests and publishes the MATLAB results to the corresponding topics, which are

subscribed by the relevant MGCCs to be actuated by them. Two Python codes, one MQTT

publisher and one MQTT subscriber represent each MGCC for implementation purposes.


