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Abstract

The main aim of this thesis is to study Musielak-Orlicz Hardy spaces associated with
certain operators and to investigate generalized weighted Hardy-Cesàro operators and
their commutators on weighted Morrey spaces. The main results of the thesis are
presented in the last three chapters.

In Chapter 3, let L be a divergence form elliptic operator with complex bounded
measurable coefficients, let ω be a positive Musielak-Orlicz function on (0,∞) of uni-
formly strictly critical lower type pω ∈ (0, 1], and let ρ(x, t) = t−1/ω−1(x, t−1) for
x ∈ Rn, t ∈ (0,∞). We first study the Musielak-Orlicz Hardy space Hω,L(Rn) and then
its dual space BMOρ,L∗(Rn), where L∗ denotes the adjoint operator of L in L2(Rn).
The ρ-Carleson measure characterization and the John-Nirenberg inequality for the
space BMOρ,L(Rn) are also established. Then, as applications, we show that the Riesz
transform ∇L−1/2 and the Littlewood-Paley g-function gL map Hω,L(Rn) continuously
into L1(ω).

In Chapter 4, assume that L is an operator which satisfies Davies-Gaffney heat
kernel estimates and has a bounded H∞ functional calculus on L2(X), where X is
a metric space with doubling measure, then we develop a theory of Musielak-Orlicz
Hardy spaces associated to L, including a molecular decomposition, square function
characterization and duality of Musielak-Orlicz Hardy spaces HL,ω(X). As applica-
tions, we show that L has a bounded holomorphic functional calculus on HL,ω(X) and
the Riesz transform is bounded from HL,ω(X) to L1(ω).

In the last chapter, let ψ : [0, 1] → [0,∞) and s : [0, 1] → R be measurable
functions, and let Γ be a parameter curve in Rn given by (t, x) ∈ [0, 1] × Rn →
s(t, x) = s(t)x. Then we study a new weighted Hardy-Cesàro operator defined by

Uψ,sf(x) =
1́

0

f (s(t)x)ψ(t)dt, for measurable complex-valued functions f on Rn. Under

certain conditions on s(t) and on an absolutely homogeneous weight function ω, we
characterize the weight function ψ such that Uψ,s is bounded on weighted Morrey spaces
Lp,λ(ω) and then compute the corresponding operator norm of Uψ,s. We also give a
necessary and sufficient condition on the function ψ, which ensures the boundedness

of the commutator of the operator Uψ,s from weighted central Morrey spaces
�
L q,λ(ω)

to weighted central Morrey spaces
�
L p,λ(ω) (1 < p < q < ∞) for all symbols b in the

space BMO(ω).
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1
Introduction

The introduction and study of classical real-variable Hardy and BMO spaces on the
Euclidean space Rn began in the 1960s with the initial paper of Stein and Weiss [74].
Later, this theory was developed systematically by Fefferman and Stein [39] and stud-
ied extensively in [24] and [73] as well by many others. Since then these classes of
functions have played an important role in a number of analyses, such as modern har-
monic analysis and partial differential equations. It is now well known that there are
various equivalent characterizations of functions in the classical Hardy space. For in-
stance, the Hardy space H1(Rn) can be viewed as the set of functions f ∈ L1(Rn) such
that the Riesz transform ∇∆−1/2f belongs to L1(Rn). We also have alternative char-
acterizations of H1(Rn) via the atomic decomposition or by the square function and
the nontangential maximal function associated to the Poisson semigroup generated by
the Laplacian. Basically, this standard theory of Hardy spaces is intimately connected
with properties of harmonic functions and of the Laplacian.

Nevertheless, it is a fact that there are some situations in which the classical Hardy
spaces are not applicable. For example, one considers a general elliptic operator in
divergence form with complex bounded coefficients. Let A be an n × n matrix with
entries {aj,k}nj, k=1 ⊂ L∞(Rn,C) satisfying the ellipticity conditions; namely, there exist
constants 0 < λA ≤ ΛA <∞ such that for all ξ, ζ ∈ Cn,

λA|ξ|2 ≤ Re〈Aξ, ξ〉 and |〈Aξ, ζ〉| ≤ ΛA|ξ||ζ|. (1.0.1)

Then the second-order divergence form operator is given by

Lf ≡ − div(A∇f), (1.0.2)

interpreted in the weak sense via a sesquilinear form.
It is shown that the Riesz transform ∇L−1/2 is bounded on L2(Rn) but not bounded

from H1(Rn) to L1(Rn) (for more details, see [46]). The need for research of new Hardy
spaces other than the Hardy space H1(Rn) thus naturally arises.
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In recent years, function spaces, especially Hardy spaces and BMO spaces associ-
ated with different operators have inspired great interest (see, e.g., [5, 8, 9, 33, 35,
36, 45, 46, 84] and references therein). In particular, Auscher, Duong, and McIntosh
[5] first introduced the Hardy space H1

L(Rn) associated with an operator L whose heat
kernel satisfies a pointwise Poisson type upper bound by means of a corresponding vari-
ant of the Lusin area function, and established its molecular characterization. Later,
Duong and Yan [35, 36] introduced its dual space BMO L(Rn) and established the dual
relation between H1

L(Rn) and BMO L(Rn). Yan [84] further generalized these results
to the Hardy spaces Hp

L(Rn) with certain p ≤ 1 and their dual spaces. Also, Auscher
and Russ [9] studied the Hardy space H1

L on strongly Lipschitz domains associated
with a divergence form elliptic operator L whose heat kernels have the Gaussian upper
bounds and regularity. Very recently, Auscher, McIntosh, and Russ [8] treated the
Hardy space Hp with p ∈ [1,∞] associated to the Hodge Laplacian on a Riemannian
manifold with doubling measure. Meanwhile, Hofmann and Mayboroda [46] further
studied the Hardy space H1

L(Rn) and its dual space adapted to a second-order diver-
gence form elliptic operator L on Rn with bounded complex coefficients, and these
operators may not have the pointwise heat kernel bounds. Then Hofmann, Lu, D.
Mitrea, M. Mitrea, and Yan [45] introduced the new Hardy spaces Hp

L, 1 ≤ p <∞, on
a metric space X associated to a nonnegative self-adjoint operator L satisfying Davies–
Gaffney estimates. The motivation for investigating Hardy spaces, for example, is that
boundedness in Hardy spaces can be interpolated with an L2-boundedness to obtain
other Lp-boundednesses. For this particular application, the atomic decomposition of
Hardy spaces is very convenient and, as pointed out in some recent works, the set of
atoms is even sufficient, so we do not have to study boundedness on the whole Hardy
space (which may be difficult to prove; see, e.g., [12] and [15]).

On the other hand, as generalizations of Hardy spaces Hp(Rn), the Orlicz–Hardy
spaces on Rn and their dual spaces have received considerable attention as well. In par-
ticular, Strömberg [76] and Janson [48] introduced generalized Hardy spaces Hω(Rn),
via replacing the norm ‖·‖Lp(Rn) by the Orlicz-norm ‖·‖L1(ω) in the definition of Hp(Rn),
where ω is an Orlicz function on [0,∞) satisfying some control conditions. Viviani [82]
further characterized these spaces Hω on spaces of homogeneous type via atoms. The
dual spaces of these spaces were also studied in [76], [48],[82], and [43]. Very recently,
Orlicz–Hardy spaces associated with certain operators have been investigated by a
number of mathematicians (see, e.g., [51], [49], [50], and [58] and references therein).
In particular, Jiang and Yang [49, 50] introduced the new Orlicz–Hardy spaces asso-
ciated to divergence form elliptic operators and to nonnegative self-adjoint operators
holding Davies–Gaffney estimates. Meanwhile, Liang, D. Yang, and S. Yang [58] pre-
sented some applications of Orlicz–Hardy spaces associated with operators satisfying
Poisson estimates.

Motivated by all of the above-mentioned facts, we will study generalized Orlicz–
Hardy spaces related to generalized Orlicz functions. In this setting, the Orlicz function
ϕ(t) is replaced by a function ω(x, t), called the Musielak–Orlicz function (see [28, 66],
and Chapter 2, Section 2.5 below), that may vary in the spatial variables and possesses
some control conditions. We then introduce a new class of Hardy spaces Hω,L, called
Hardy spaces of Musielak–Orlicz type associated to certain operators L, and their dual
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spaces.
In Chapter 2, we will provide some preliminaries and background from harmonic

analysis and operator theory. The main parts of the thesis are the next three chapters,
which we now give a summary.

Chapter 3 is devoted to the study of Hardy spaces of Musielak–Orlicz type associ-
ated to the second-order divergence form elliptic operator L on Rn defined by (1.0.1)
and (1.0.2), and this chapter is organized as follows.

In Section 3.1, we recall some basic notation and known results on second-order
divergence form elliptic operators L. Under some basic assumptions on the Musielak–
Orlicz function ω considered in Chapter 2, we show that the Musielak–Orlicz Hardy
space Hω,L(Rn) behaves, in some sense, more closely like the classical Hardy space.

In Section 3.2, we introduce the tent spaces Tω(Rn+1
+ ) associated to ω and establish

its atomic characterization (see Theorem 3.2.3 below). By the proof of Theorem 3.2.3,
we observe that if a function f ∈ Tω(Rn+1

+ ) ∩ T p2 (Rn+1
+ ), p ∈ (0,∞), then there exists

an atomic decomposition of F which converges in both Tω(Rn+1
+ ) and T p2 (Rn+1

+ ) (see
Proposition 3.2.5 below). As a consequence, we show that if f ∈ Tω(Rn+1

+ )∩T 2
2 (Rn+1

+ ),
then there exists an atomic decomposition of f which converges in both Tω(Rn+1

+ ) and
T p2 (Rn+1

+ ) for all p ∈ [1, 2] (see Corollary 3.2.6 below). These convergences play a
significant role in the whole chapter.

In Section 3.3, we first introduce the Musielak–Orlicz Hardy space Hω,L(Rn), and
then prove that the operator πL,M , which is introduced in [36] and initially defined on
f ∈ L2(Rn+1

+ ) with compact support by

πL,Mf ≡ CM

ˆ ∞
0

(t2L)M+1e−t
2Lf(·, t) dt

t
, (1.0.3)

where M ∈ N and

CM

ˆ ∞
0

t2(M+2)e−2t2 dt

t
= 1,

maps the tent space T p2 (Rn+1
+ ) continuously into Lp(Rn) for p ∈ (pL, p̃L) and Tω(Rn+1

+ )
continuously into Hω,L(Rn) (see Proposition 3.3.6 below). As a result, we obtain a
molecular decomposition for elements in Hω,L(Rn)∩L2(Rn) which converges in Lp(Rn)
for p ∈ (pL, 2] (see Proposition 3.3.7 below), and then characterize the Musielak–Orlicz
Hardy space Hω,L(Rn) via the Lusin-area operator SP associated to the Poisson semi-
group (see Theorem 3.3.14 below). It should be pointed out here that the divergence
form structure of the operator L plays an important role in obtaining this equivalent
characterization. Next, due to the molecular decomposition of Hω,L(Rn), we further
obtain the duality between Hω,L(Rn) and BMOρ, L∗(Rn) (see Theorem 3.3.20 below).
The rest of Section 3.3 is devoted to establishing the ρ–Carleson measure character-
ization (see Theorem 3.3.24 below) and the John–Nirenberg inequality (see Theorem
3.3.25 below) for the space BMOρ,L(Rn).

In Section 3.4, as an application, we give some sufficient conditions which guarantee
the boundedness of linear or nonnegative sublinear operators from Hω,L(Rn) to L1(ω).
In particular, we show that the Riesz transform ∇L−1/2 and the Littlewood–Paley
g-function gL map Hω,L(Rn) continuously into L1(ω) (see Theorem 3.4.1 below).
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Chapter 3 is essentially based on a revision of the material as it is going to appear
in Nagoya Mathematical Journal under the title “T. D. Tran, Musielak–Orlicz Hardy
spaces associated with divergence form elliptic operators without weight assumptions”.
It should be pointed here that our approach in Chapter 3 and the article above is
strongly motivated by Hofmann and Mayboroda [46] and Jiang and Yang [49], and
that the majority of our results are closely following those of [49].

However, it should be emphasized that the theory of Orlicz-Hardy spaces developed
in [49] is not true in the setting of Musielak-Orlicz Hardy spaces in general. So our
contribution in Chapter 3 is introducing an appropriate way of generalising the concepts
from the Orlicz setting in [49] to the Musielak–Orlicz setting, as well as introducing
Assumption (C) (see page 27 and 28) on the Musielak-Orlicz function ω(x, t) under
which one can obtain the results similar to but more general than those proved in [49].
Certainly, this extension to the Musielak–Orlicz setting is non-trivial, even though it
naturally and strongly follows from the previous works of [49], [46] and others. Indeed,
there are some new technical results that we need to add to the work in Chapter 3.
For instance, we illustrate here two of such results.

- Lemma 2.5.3, page 28. In order to obtain this key lemma in the Musielak–Orlicz
setting, the functions ω−1(x, ·) and ρ(x, ·) on R+ (in Definition 2.5.2, page 27) need to
be defined in a different way, compared to the Orlicz case, see [49, page 1175, line 2-4
from below], which enables us to give a proof to Lemma 2.5.3. In addition, this proof
is new even if the Musielak–Orlicz function ω(x, t) is independent of the space variable
x and reduces to the Orlicz function ω(t).

- Lemma 2.5.1, page 27, which claims the following important properties: un-
der Assumption (C), the function ω is uniformly σ-quasi-subadditive on Rn × [0,∞);
namely, there exists a positive constant C such that for all (x, tj) ∈ Rn × [0,∞) with

j ∈ Z+, ω(x,
∑∞

j=1 tj) ≤ C
∑∞

j=1 ω(x, tj). Moreover, if we let ω̃(x, t) :=
´ t

0
ω(x,s)
s

ds for
all (x, t) ∈ Rn × [0,∞), then ω̃ is equivalent to ω.

Note that both Lemma 2.5.1 and Lemma 2.5.3 play a significant role in generalising
the well-known theory in the Orlicz setting from [49] to the more general theory in the
Musielak–Orlicz setting in Chapter 3.

While our article [81] was submitted, we learned that the theory of Musielak–Orlicz
Hardy spaces associated with operators has also been studied independently by the
authors in [85]. Later, provided that X is a metric space with doubling measure then the
Musielak–Orlicz Hardy space, associated with a one-to-one operator of type ω having
a bounded H∞ functional calculus in L2(X ) and satisfying the reinforced off-diagonal
estimates, was investigated in [17]. As a special case of this setting, the Musielak–Orlicz
Hardy space associated with divergence form elliptic operators with complex bounded
measurable coefficients on Rn was also treated. Basically, the Musielak–Orlicz functions
ω considered in [85] and [17] are growth functions, that is, the functions ω(·, t) belong
to the uniformly weight class A∞ and satisfy the uniformly reverse Hölder condition.
However, whether the assumptions on a Musielak–Orlicz function in [85] and [17] and
Assumption (C) in Chapter 3 can be comparable is still unclear to us.

As a continuation to the previous work, in Chapter 4 we study a more general-
ized form of Musielak–Orlicz Hardy spaces HL,ω(X) associated to operators, and their
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dual spaces, under the assumptions that the operators have bounded H∞ functional
calculi and satisfy Davies–Gaffney estimates. We remark that our assumption that
the operator having a bounded H∞ functional calculus is much weaker than the usual
assumption that L being nonnegative self-adjoint which played an important role in a
number of the previous works, see for example [45, 49, 50]. For example, a nonnegative
self-adjoint operator L with Davies–Gaffney estimates would satisfy the finite speed
propagation property for solutions of the corresponding wave equation, see [71] (see
also [45]), and allows us to construct the Hardy space via (ω,M)-atoms, see [45, 49, 50].

There are two key generalizations in this work.
First, we replace the assumption that L is a nonnegative self-adjoint operator by the

weaker assumption that L has a bounded H∞ functional calculus on L2(X). This would
allow a much larger class of applicable operators L. For example, it is well known that
in general the second-order divergence form operator L defined by (1.0.1) and (1.0.2)
is not a self-adjoint operator, but L has a bounded H∞ functional calculus on L2(X);
see for example [10]. For another example, one considers the operator L = b(x)∆, a
special case of a second-order elliptic operator in non-divergence form with bounded
measurable complex coefficients, where ∆ denotes the Laplacian in Rn and b denotes
an ω-accretive function on Rn, ω ∈ [0, π

2
), with bounded reciprocal, meaning that b

and 1
b

belong to L∞(Rn,C) and |argb(x)| ≤ ω for almost all x ∈ Rn. The operator
L = b(x)∆ is clearly not self-adjoint in general and it has a bounded H∞ functional
calculus on L2(X), see [62, Proposition 1.1]. Furthermore, if <b(x) ≥ δ > 0 for almost
all x ∈ Rn, then the semigroup {e−tL}t>0 satisfies the Davies–Gaffney estimate (4.1.1),
see [31].

Second, the Orlicz functions ϕ(t) appearing in many of previous works are replaced
by more general Musielak–Orlicz functions ω(x, t). In the particular case when ω =
tp, p ∈ (0, 1], our results are in line with those in [30]. In another special case, if ω
is an Orlicz function on R+ with pω ∈ (0, 1], which is continuous, strictly increasing
and concave then by Jensen’s inequality it can be verified that Assumption (C) on the
function ω holds (see Section 2.5 below). In this sense, our work is an extension to
[42].

Chapter 4 is organized as follows. In Section 4.1, we present some assumptions
on the operator L. In Sections 4.2, we shall introduce Musielak–Orlicz Hardy spaces
HL,ω(X). Then we show that each function in HL,ω(X) can be represented as a de-
composition of (ω, ε,M)-molecules and more importantly, the space of all finite lin-
ear combinations of (ω, ε,M)-molecule is dense in HL,ω(X). Then the dual spaces of
HL,ω(X) are investigated. In the last section, we consider applications of the holo-
morphic functional calculus of the operator L and certain Riesz transforms associated
to L. By using the molecular decomposition associated to the operator L and the
Musielak–Orlicz function, we shall show that L has a bounded holomorphic functional
calculus on the Musielak–Orlicz Hardy spaces HL,ω(X) and the Riesz transforms are
bounded from HL,ω(X) to L1(ω).

Chapter 4, in full, is a revision of the material as it is going to appear in Journal
of the Mathematical Society of Japan under the title “Musielak–Orlicz Hardy spaces
associated to operators satisfying Davies–Gaffney estimates and bounded holomorphic
functional calculus”, a joint work of X. T. Duong and T. D. Tran.
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In Chapter 5, we investigate generalized weighted Hardy–Cesàro operators and their
commutators on weighted central Morrey spaces.

Let us consider the classical Hardy operator U defined by

Uf(x) =
1

x

ˆ x

0

f(t)dt, x 6= 0

for f ∈ L1
loc(R). A celebrated Hardy integral inequality, see [44], can be formulated as

‖Uf‖Lp(R) ≤
p

p− 1
‖f‖Lp(R),

where 1 < p <∞, in which the constant p
p−1

is known as the best constant.
The Hardy integral inequality and its variants have played an important role in

various branches of analysis such as approximation theory, differential equations, theory
of function spaces, etc. Therefore, the Hardy integral inequalities for operator U and
their generalizations have been studied extensively.

Up to now, there are two types of Hardy operator in n−dimension case. The first
type was introduced by Faris [38] and studied further by M. Christ and L. Grafakos
[21] in the equivalent representation

Hf(x) =
1

Ωn|x|n

ˆ
|y|<|x|

f(y)dy, (1.0.4)

where Ωn = πn/2

Γ(1+n/2)
. Various approaches are described and some extensions are given

for the Hardy operators U,H and their modifications. Particularly, there appeared a
lot of papers which have discussed the problems of characterizing the weights (u, v),
for which U and its generalizations are of weak and strong type (p, q), or are bounded
between Lorentz spaces, BMO spaces, ...(see [1, 16, 37, 60, 64, 68, 70, 72, 73, 75]).

The second type of Hardy operator was introduced by Carton–Lebrun and Fosset
[19], in which the authors defined the weighted Hardy operator Uψ as follows. Let
ψ : [0, 1] → [0,∞) be a measurable function, and let f be a measurable complex-
valued function on Rn. Then the weighted Hardy operator Uψ is defined by

Uψf(x) =

ˆ 1

0

f(tx)ψ(t)dt, x ∈ Rn. (1.0.5)

Under certain conditions on ψ, [19] showed that Uψ is bounded from BMO(Rn)
into itself. Moreover, Uψ commutes with the Hilbert transform in the case n = 1 and
with certain Calderón–Zygmund singular integral operators (and thus with the Riesz
transforms) in the case n ≥ 2.

In [83], J. Xiao obtained that Uψ is bounded on Lp(Rn) if and only if

A :=

ˆ 1

0

t−n/pψ(t)dt <∞

and showed the interesting estimate that the corresponding operator norm is exactly
A. J. Xiao [83] also obtained the BMO(Rn)−bounds of Uψ, which sharpened the main
result in [19].
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There is a connection between the above two types of Hardy operator. If ψ(t) = 1,
and n = 1, then Uψ is just reduced to the classical Hardy operator U . If n ≥ 2, then the
restriction of H on the class of radial functions is Uψ with ψ(t) = ntn−1 (see [21, 88]).
Thus, a number of results on the Hardy operators of the second type would be helpful
in obtaining certain estimates for the Hardy operators of the first type.

Observe that the value of Uψf at a point x just depends on the weight average
value of f along a parameter s(t, x) = tx. We consider the generalized weighted
Hardy–Cesàro operator as follows.

Definition 1.0.1 Let ψ : [0, 1]→ [0,∞), s : [0, 1]→ R be measurable functions. Then
the generalized weighted Hardy–Cesàro operator Uψ,s, associated to the parameter curve
s(x, t) := s(t)x, is defined by

Uψ,sf(x) =

ˆ 1

0

f (s(t)x)ψ(t)dt, (1.0.6)

for measurable complex-valued functions f on Rn. See [22].

Note that the class of operators Uψ,s contains both types of classical Hardy operator
and Cesàro operator. If s(t) = t, Uψ,s is reduced to Uψ and if s(t) = 1/t, we replace
ψ(t) by t−nψ(t), then Uψ,s is reduced to weighted Cesàro operator

Vψf(x) =

ˆ 1

0

f (x/t) t−nψ(t)dt.

The operator Vψ can be generalized to

Vψ,sf(x) =

ˆ 1

0

f (s(t)x) |s(t)|nψ(t)dt. (1.0.7)

Definition 1.0.2 Let b be a locally integrable function on Rn. The commutators of b
and operators Uψ,s, Vψ,s are respectively defined by

U b
ψ,sf = bUψ,s(f)− Uψ,s(bf), (1.0.8)

and
V b
ψ,sf(x) = bVψ,s(f)− Vψ,s(bf). (1.0.9)

Recently, Z. W. Fu, Z. G. Liu, and S. Z. Lu [41] gave a necessary and sufficient
condition on the weight function ψ, which ensures the boundedness of the commutators
of weighted Hardy operators Uψ on Lp(Rn), 1 < p < ∞, with symbols in BMO(Rn).
In addition, several authors have considered the boundedness and bounds of Uψ on
Morrey spaces, Campanato spaces, Qα

p,q–type spaces, Triebel–Lizorkin–type spaces (see
[55, 78, 79, 88]).

Our aim in Chapter 5 is to study weighted norm inequalities for the generalized
weighted Hardy–Cesàro operator Uψ,s and its commutator U b

ψ,s on weighted Morrey
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spaces (see Section 5.1 below). More precisely, for weights ω in the class Wα (see
Section 5.2 below), we obtain a necessary and sufficient condition on the function ψ
such that Uψ,s is bounded on Lp,λ(ω) (Theorem 5.2.4). We also find a characterization
on ψ(t) (the condition (ii)) so that for 1 < p < q < ∞, the commutator U b

ψ,s of the
generalized weighted Hardy–Cesàro operator Uψ,s is bounded from weighted central

Morrey spaces
�
L q,λ(ω) to weighted central Morrey spaces

�
L p,λ(ω) for all symbols b

in BMO(ω) (see Theorem 5.3.2). For the case 1 < p = q < ∞, whether the above
condition (ii) on ψ(t) in Theorem 5.3.2 is sufficient for the boundedness of U b

ψ,s on
�
L p,λ(ω) for all b ∈ BMO(ω) is still an interesting open question to us. Instead, we
only proved that the condition (ii) is sufficient for the operator Mω,c

(
U b
ψ,s(�)

)
to be

bounded on Lp,λ(ω) and on
�
L p,λ(ω) for all b ∈ BMO(ω), where Mω,c is the Hardy-

Littlewood central maximal operator with respect to the measure ω(x)dx, that is

Mω,cf(x) = sup
B

1

ω(B)

ˆ
B

|f(y)|ω(y)dy,

where the supremum is taken over all balls B centered at the origin and containing x
(see Theorem 5.3.7). These results are in line with those obtained in [83], [41], [22] and
extend the results in [42].

The majority of the material in Chapter 5 is a revision of the material as it appeared
in “T. D. Tran, Generalized weighted Hardy–Cesàro operators and their commutators
on weighted Morrey spaces, J. Math. Anal. Appl. 412 (2014), no. 2, 1025-1035”. It
should be pointed out here that recently we were informed that there was a mistake
in the proof of Theorem 3.1 in the article mentioned above, and so one direction of
this theorem might not be true. In the current thesis, we, taking this notification into
account, have revised all the work in [80] and fixed that mistake while writing Chapter
5. We will also submit a corrigendum of the article [80] to Journal of Mathematical
Analysis and Applications as soon as we can.
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2
Preliminaries

2.1 Spaces of homogeneous type and Muckenhoupt

weights

2.1.1 Spaces of homogeneous type

In order to extend the Calderón-Zygmund theory from the Euclidean spaces to more
general settings, in [25], the authors introduced certain metric spaces with the doubling
measures. These spaces are called spaces of homogeneous type. In this section, we
recall definition of spaces of homogeneous type and the Hardy spaces on spaces of
homogeneous type, see for example [25].

Let (X, d, µ) be a metric space, with quasi-distance d and µ is a nonnegative, Borel,
doubling measure on X.

Denote by B(x, r) the open ball of radius r > 0 and center x ∈ X, and by V (x, r) its
measure µ(B(x, r)). The doubling property of µ provides that there exists a constant
C > 0 so that

V (x, 2r) ≤ CV (x, r) <∞ (2.1.1)

for all x ∈ X and r > 0.
Notice that the doubling property (2.1.1) implies that following property that

V (x, λr) ≤ CλnV (x, r), (2.1.2)

for some positive constant n uniformly for all λ ≥ 1, x ∈ X and r > 0. There also
exists a constant 0 ≤ N ≤ n such that

V (x, r) ≤ C
(

1 +
d(x, y)

r

)N
V (y, r), (2.1.3)
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uniformly for all x, y ∈ X and r > 0.

To simplify notation, we will often just use B for B(xB, rB). Also given λ > 0, we
will write λB for the λ-dilated ball, which is the ball with the same center as B and
with radius rλB = λrB. For each ball B ⊂ X, we set

S0(B) = B and Sj(B) = 2jB\2j−1B for j ∈ N.

We now consider some examples on the spaces of homogeneous type in [25]:

(i) X = Rn, d(x, y) = |x− y| and µ is the Lebesgue measure;

(ii) X = Rn, d(x, y) =
∑n

j=1 |xj − yj|αj where x = (x1, . . . , xn), y = (y1, . . . , yn) and
α1, . . . , αn are positive numbers, not all equal, and µ is the Lebesgue measure;

(iii) X = R+ = {r ∈ R : r ≥ 0}, dµ(r) = rn−1dr, d is the usual distance;

(iv) X is a Lipschitz domain in Rn, d(x, y) = |x− y| and µ is the Lebesgue measure.

2.1.2 Calderón-Zygmund operators

Calderón-Zygmund theory plays an important role in studying the boundedness of
singular integrals on the setting of spaces of homogenous type introduced by Coifman
and Weiss in [25]. Let us recall here the concept of Calderón-Zygmund operators on a
space of homogenous type (X, d, µ).

By a kernel on X we shall mean a function K : {(x, y) ∈ X × X\ : x 6= y} → C
which is locally integrable away from the diagonal.

Definition 2.1.1 A kernel K(·, ·) ∈ L1
loc(X×X\{(x, y) : x = y}) is called a Calderón-

Zygmund kernel, or a C-Z kernel, if there exist two constants δ > 0 and C > 0 such
that

(i)

|K(x, y)| ≤ C
1

d(x, y)n
for all x 6= y; (2.1.4)

(ii)

|K(x, y)−K(z, y)|+ |K(y, x)−K(y, z)| ≤ Cδ
d(x, z)δ

d(x, y)n+δ
(2.1.5)

whenever d(x, z) < d(x, y)/2.

Basic examples of the kernels which satisfy (2.1.4) and (2.1.5) are K(x, y) = (x− y)−1

and K(x, y) = |x− y|−1 on the real line. In many circumstances, condition (2.1.5) can
be replaced by the stronger condition

|∇K(x, y)| ≤ C

d(x, y)n+1
.
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A linear operator T is called a Calderón-Zygmund operator with kernel K(·, ·) satisfying
(2.1.4) and (2.1.5) if for all f ∈ L∞(µ) with bounded support and x /∈ suppf ,

Tf(x) =

ˆ
X

K(x, y)f(y)dµ(y).

The maximal operator T∗ associated with a Calderón-Zygmund operator T is defined
by

T∗f(x) = sup
ε>0
|Tεf(x)|,

where Tεf(x) =
´
d(x,y)≥εK(x, y)f(y)dµ(y).

A Calderón-Zygmund singular integral is a Calderón-Zygmund operator that satis-
fies

Tf(x) = lim
ε→0

Tεf(x).

The following result implies that if a Calderón-Zygmund operator is bounded on L2

then this operator and its maximal operator both are bounded on Lp for 1 < p < ∞,
and are of weak type (1, 1). Hence, given an operator with a Calderón-Zygmund kernel,
the problem reduces to showing that it is bounded on L2.

Proposition 2.1.2 If a Calderón-Zygmund operator T is bounded on L2(X,µ), then
T and T∗ are bounded on Lp(X,µ) for 1 < p <∞, and are of weak type (1, 1).

When one says T is bounded on Lp, we mean T can be extended to an Lp-bounded
operator. More precisely, we have

‖Tf‖Lp ≤ C‖f‖Lp for all f ∈ Lp(X).

It is important to note that the weak type (1, 1) property of an L2 boundedness
singular integral operator still holds if we replace the condition (2.1.5) in Definition
2.1.1 by the Hömander integral condition. Recall that the kernel K(x, y) satisfies the
Hömander integral condition if there exist constants C > 0 and δ > 1 such that

ˆ
d(x,y)≥δd(y1,y)

|K(x, y)−K(x, y1)|dx ≤ C, (2.1.6)

for all y, y1 ∈ X.

Very recently, in connection with the study of the Cauchy integral, the question
has arisen of extending the theory of singular integrals to nonhomogeneous spaces like
topological spaces X with a pseudo-metric ρ and a measure µ which is not doubling.
For example, F. Nazarov, S. Treil and A. Volberg [67], and T. A. Bui and X. T. Duong
[18] have shown that the above result remains true when ρ is a metric and there exists
a constant n > 0 such that for all x ∈ X and r > 0, µ(B(x, r)) ≤ rn.
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2.1.3 Muckenhoupt weights

The theory of weighted inequalities for the maximal function and singular integrals is
a natural development of Calderón-Zygmund theory. We can describe one of principal
problems as follows.

Let M be the Hardy-Littlewood maximal function on X,

Mf(x) = sup
B3x

1

V (B)

ˆ
B

|f(y)|dµ(y)

and we expect to characterize the nonnegative measure dν so that

ˆ
X

|Mf(x)|pdν(x) ≤ C

ˆ
X

|f(x)|pdν(x) (2.1.7)

for some p, 1 < p <∞.
In Euclidean setting X = Rn and µ is the Lebesgue measure, Muckenhoupt [65]

proved that inequality (2.1.7) holds if and only if dν is in the class Ap. It is now called
a Muckenhoupt class. The extension of Muckenhoupt class of weights to the spaces of
homogeneous type was investigated in [77]. In this section, we give a brief definition
of the Muckenhoupt class of weights and some their basic properties as well, see for
example [77].

For the weight w, we shall mean that w is a non-negative local integrable function
on X. We shall denote w(E) :=

´
E
w(x)dµ(x) and V (E) = µ(E) for any measurable

set E ⊂ X. For 1 ≤ p ≤ ∞ let p′ be the conjugate exponent of p, i.e. 1/p+ 1/p′ = 1.
We first introduce some notation. We use the notation

 
B

h(x)dµ(x) =
1

V (B)

ˆ
B

h(x)dµ(x).

A weight w is a non-negative measurable and locally integrable function on X. We say
that w ∈ Ap, 1 < p <∞, if there exists a constant C such that for every ball B ⊂ X,( 

B

w(x)dµ(x)
)(  

B

w−1/(p−1)(x)dµ(x)
)p−1

≤ C.

For p = 1, we say that w ∈ A1 if there is a constant C such that for every ball B ⊂ X,

 
B

w(y)dµ(y) ≤ Cw(x) for a.e. x ∈ B.

We set A∞ = ∪p≥1Ap.

The reverse Hölder classes are defined in the following way: w ∈ RHq, 1 < q <∞,
if there is a constant C such that for any ball B ⊂ X,( 

B

wq(y)dµ(y)
)1/q

≤ C

 
B

w(x)dµ(x).
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The endpoint q =∞ is given by the condition: w ∈ RH∞ whenever, there is a constant
C such that for any ball B ⊂ X,

w(x) ≤ C

 
B

w(y)dµ(y) for a.e. x ∈ B.

Let w ∈ A∞, for 1 ≤ p <∞, the weighted spaces Lp(X,w) can be defined by{
f :

ˆ
X

|f(x)|pw(x)dµ(x) <∞
}

with the norm

‖f‖Lp(X,w) =
( ˆ

X

|f(x)|pw(x)dµ(x)
)1/p

.

We sum up some of the standard properties of classes of weights in the following
lemma. For the proofs, see for example [7, 29, 77].

Lemma 2.1.3 The following properties hold:

(i) A1 ⊂ Ap ⊂ Aq for 1 < p ≤ q <∞.

(ii) RH∞ ⊂ RHq ⊂ RHp for 1 < p ≤ q <∞.

(iii) If w ∈ Ap, 1 < p <∞, then there exists 1 < r < p <∞ such that w ∈ Ar.

(iv) If w ∈ RHq, 1 < q <∞, then there exists q < p <∞ such that w ∈ RHp.

(v) A∞ = ∪1≤p<∞Ap ⊂ ∪1<q≤∞RHq

(vi) Let 1 < p0 < p < q0 <∞. Then we have

w ∈ A p
p0
∩RH(

q0
p

)′ ⇐⇒ w1−p′ ∈ A p′
q′0

∩RH
(
p′0
p′ )
′
.

It is important to note that in Euclidean setting, we have A∞ = ∪1<q≤∞RHq.
However, in general, A∞ is a proper subset of ∪1<q≤∞RHq, see for example [77, p. 9].

Lemma 2.1.4 Let B be a ball and E be any measurable subset B. Let w ∈ Ap, p ≥ 1.
Then, there exists a constant C1 > 0 such that

C1

(V (E)

V (B)

)p
≤ w(E)

w(B)
.

If w ∈ RHr, r > 1. Then, there exists a constant C2 > 0 such that

w(E)

w(B)
≤ C2

(V (E)

V (B)

) r−1
r
.

From the first inequality of Lemma 2.1.4, if w ∈ Ap, 1 ≤ p < ∞ then for any ball
B ⊂ X and λ > 1, we have

w(λB) ≤ Cλpnw(B).
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2.2 Hardy spaces

2.2.1 Characterizations of classical Hardy spaces

There exists an abundance of equivalent characterizations for Hardy spaces, of which
only a few representative ones are discussed in this section. For historical reasons,
however, we choose to define Hardy spaces using a more classical approach.

Definition 2.2.1 Let f be a tempered distribution on Rn, let 0 < p < ∞, and let P
be the Poisson kernel, that is

P (x) =
Γ
(
n+1

2

)
π
n+1
2

(
1 + |x|2

)n+1
2

.

If the Poisson nontangential maximal function P ∗∇(f)(x) := sup
|y−x|<t

|(f ∗ Pt)(y)| ∈

Lp(Rn), then we say f belongs to the Hardy space Hp(Rn), where {(y, t) : |y − x| < t}
is a cone in Rn+1

+ := {(y, t) : y ∈ Rn, t > 0}, and Pt(x) = t−nP (t−1x).

In view of Definition (2.2.1), one can easily see that this definition does not completely
get rid of the dependence on harmonic functions because of the Poisson kernel appearing
in the definition. Then a natural question arises: can the Poisson kernel in Definition
(2.2.1) be replaced by any other kernel of approximation to the identity? Fefferman
and Stein gave out an affirmative answer to this question in [39]. They introduced the
maximal functions associated with smooth kernel as follows.

Definition 2.2.2 Suppose ϕ ∈ S(Rn) and
´
ϕ(x)dx = 1. If we write

ϕ∗∇(f)(x) = sup
|y−x|<t

|(f ∗ ϕt)(y)| ,

then ϕ∗∇(f) is called the ϕ–nontangential maximal function of f .

Definition 2.2.3 Let m ∈ N, and let

Km =

{
Φ ∈ S(Rn) : sup

u∈Rn,|α|≤m
(1 + |u|)m+n |DαΦ(u)| ≤ 1

}
.

If we write
f ∗m(x) := sup

Φ∈Km
Φ∗∇(f)(x),

then f ∗m is called the Grand maximal function of f .

The following basic result is proved by Fefferman and Stein.

Theorem 2.2.4 Suppose f ∈ S ′(Rn), 0 < p <∞, and m > 1 + n
p
. Then the following

statements are equivalent.

(i) f ∈ Hp(Rn).
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(ii) There exists a function ϕ ∈ S(Rn) with
´
ϕ(x)dx = 1, such that ϕ∗∇(f) ∈ Lp(Rn).

(iii) f ∗m ∈ Lp(Rn)

Let us now recall the notion on the type of operators.

Definition 2.2.5 Suppose X is a quasi-normed linear space and T is a sublinear op-
erator. If T maps X into Lp and satisfies

‖Tf‖p ≤ C‖f‖X ,

where C is independent of f , then T is called to be of type (X,Lp). If the above
inequality is replaced by

|{x ∈ Rn : |Tf(x)| > λ}| ≤ C

(
‖f‖X
λ

)p
,

where C is independent of f and λ, then T is called to be of weak type (X,Lp).

It follows from Theorem (2.2.4) that the maximal operator T : f 7→ f ∗m is of type
(Hp, Lp). In the case p ≥ 1, we shall obtain further results on the type of this maximal
operator in the following, see for example [59] for the proof of the proposition below.

Proposition 2.2.6 Let m ≥ 1 and p > 1. Then we have

(i) T : f 7→ f ∗m is of weak type (L1, L1).

(ii) T : f 7→ f ∗m is of type (Lp, Lp).

As an immediate consequence of Theorem (2.2.4) and the above proposition, we have

Proposition 2.2.7 If 1 < p <∞ then Hp(Rn) = Lp(Rn).

Therefore, we are interested in the real Hp spaces only for 0 < p ≤ 1.
In addtion, Hp(Rn) spaces can be characterized in terms of the Lusin area integral

in [39]. This can be precisely formulated as follows.

Proposition 2.2.8 Suppose f ∈ S ′(Rn) and 0 < p ≤ 1. Then the following statements
are equivalent.

(i) f ∈ Hp(Rn).

(ii) S(f) ∈ Lp(Rn) and lim
t→∞

(f ∗ Pt)(x) = 0, where

S(f)(x) =

¨
Γ(x)

|∇(f ∗ Pt)(y)|2t1−ndydt


1/2

and
Γ(x) =

{
(y, t) ∈ Rn+1

+ : |y − x| < t
}
.
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2.2.2 Atoms and atomic decompositions

The atomic decomposition theory of Hp(Rn) spaces marks an important step of further
developments on its real variable theory. Using the grand maximal function, Coifman
[23] first showed that an element in Hp(Rn) can be decomposed into a sum of a series
of basic elements. Then the study on some analytic problems on Hp(Rn) is reduced
to investigating some properties of these basic elements, and so the problems become
quite simple. These basic elements are called atoms. Let us now recall the definition
of an atom.

Definition 2.2.9 Let 0 < p ≤ 1 ≤ q ≤ ∞, p 6= q, and the nonnegative integer s ≥
[n(1/p− 1)] ([x] indicates the integer part of x). A function a(x) ∈ Lq(Rn) is called a
(p, q, s) atom with the center at x0 if it satisfies the following conditions:

(i) Supp a ⊂ B(x0, r);

(ii) ‖a‖q ≤ |B(x0, r)|1/q−1/p;

(iii)
´
a(x)xαdx = 0, 0 ≤ |α| ≤ s.

Here, (i) means that an atom must be a function with compact support, (ii) is the size
condition of atoms, and (iii) is called the cancellation moment condition. Clearly, a
(p,∞, s) atom must be a (p, q, s) atom, if p < q < ∞. Let us now define a class of
function space generated by atoms.

Definition 2.2.10 The atomic Hardy space Hp,q,s
a (Rn) is defined by

Hp,q,s
a (Rn) =

{
f ∈ S ′ : f(x) =

∑
k

λkak(x),
∑
k

|λk|
p
<∞

}
,

where each ak is a (p, q, s) atom.

Setting Hp,q,s
a norm of f by

‖f‖Hp,q,s
a

= inf

(∑
k

|λk|p
)1/p

,

where the infimum is taken over all decompositions of f =
∑
k

λkak. It is easy to verify

that Hp,q,s
a (Rn) is a complete metric space with the distance

ρ(f, g) = ‖f − g‖Hp,q,s
a

.

Particularly, H1,q,s
a (Rn) is a Banach space. Coifman [23] proved that Hp,q,s

a (R) =
Hp(R). This indicates that each element in Hp(R) can be decomposed into a sum of
atoms in certain way.
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Theorem 2.2.11 Let 0 < p ≤ 1 ≤ q ≤ ∞, p 6= q, and the nonnegative integer
s ≥ [(1/p− 1)]. Then Hp,q,s

a (R) = Hp(R), and

‖f‖Hp,q,s
a
∼ ‖f‖Hp .

Later, R. H. Latter [57] generalized Theorem 2.2.11 to high dimension and obtained
the following result.

Theorem 2.2.12 Let 0 < p ≤ 1 ≤ q ≤ ∞, p 6= q, and the nonnegative integer
s ≥ [n(1/p− 1)]. Then Hp,q,s

a (Rn) = Hp(Rn), and

‖f‖Hp,q,s
a
∼ ‖f‖Hp .

Using atoms is helpful in studying the Hp boundedness of operators.

Proposition 2.2.13 If for any (p, q, s) atom a, Ta ∈ Lr(Rn), and

‖Ta‖ ≤ C,

where C is independent of a, (p, q, s) as in Definition 2.2.9, and 1 ≥ r ≥ p, then T is
of type (Hp, Lr).

2.2.3 Molecules and molecular decompositions

The basic idea of the atomic decomposition theory of Hp spaces is just to decompose
the elements of Hp into a sum of series of atoms in some form. However, we need the
compact support condition when working with atoms. Thus, a natural problem that
arises is that: Can we choose functions without compact supports as basic elements in
the decompositional structure of Hp? We call these functions molecules.

Definition 2.2.14 Let 0 < p ≤ 1 ≤ q ≤ ∞, and the nonnegative integer s ≥ [n(1/p−
1)], ε > max

{
s
n
, 1
p
− 1
}

, a0 = 1− 1
p

+ ε, and b0 = 1− 1
q

+ ε. A function M ∈ Lq(Rn)

is said to be a (p, q, s, ε) molecule centered at x0, if it satisfies the following conditions.

(i) |x|nb0M(x) ∈ Lq(Rn);

(ii) Nq(M) := ‖M‖a0/b0q

∥∥∥M(·)|· − x0|nb0
∥∥∥1−(a0/b0)

q
<∞;

(iii)
´
Rn
M(x)xαdx = 0, |α| ≤ s.

It is well know that an element in Hp can be represented as a sum of a series of
molecules in some form.

Proposition 2.2.15 Let p, q, s and ε as in Definition 2.2.14. Then f ∈ Hp,q,s
a (Rn) if

and only if

f(x) =
∑
k

λkMk(x),
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where each Mk is a (p, q, s, ε) molecule,
∑
k

|λk|p <∞, and there exists a constant C

independent of k such that Nq(Mk) ≤ C. Moreover,

inf


(∑

k

|λk|
p

)1/p

: f =
∑
k

λkMk

 ∼ ‖f‖Hp .

For the boundedness of operators onHp spaces, one of the most interesting questions
is that what kind of operators is of type (Hp, Hp). By means of atoms and molecules,
this problem is reduced to whether the images of atoms under the action of operators
are molecules. More precisely, one has the following result, see [59] for the proof.

Proposition 2.2.16 Suppose p1 ≤ p2 ≤ 1. If for any (p1, q1, s1) atom a, Ta is a
(p2, q2, s2, ε) molecule, and satisfies

Nq2(Ta) ≤ C,

where C is independent of a, then T is of type (Hp1 , Hp2), where (p1, q1, s1) is as in
Definition 2.2.9 and (p2, q2, s2, ε) is as in Definition 2.2.14.

2.2.4 Interpolation of operators

The classic Marcinkiewicz interpolation theorem of operators shows that if 1 ≤ p1 <
p < p2 ≤ ∞, and the sublinear operator T is of weak type (Lp1 , Lp1) and weak type
(Lp2 , Lp2), then T is of type (Lp, Lp). A natural question that arises is that if p < 1,
what would happen to the interpolation of operators. The following theorem gives an
answer to the above question, see [59]. It is also regarded as a generalization of the
Marcinkiewicz interpolation theorem mentioned above.

Theorem 2.2.17 Assume that 0 < p1 ≤ 1 < p2 ≤ ∞, and a sublinear operator T is
of weak type (Hp1 , Lp1) and weak type (Lp2 , Lp2).

(i) If 1 < p < p2 then T is of type .

(ii) If p1 < p ≤ 1 then T is of type (Hp, Lp).

It should be pointed out that when p1 = 1 and p2 =∞, there also is an interpolation
result that differs from either the Marcinkiewicz theorem or Theorem 2.2.17. This result
is formulated as follows, see [59].

Proposition 2.2.18 Suppose a sublinear T is of type (H1, L1) and of type (L∞c , BMO),
where L∞c is the space of bounded measurable functions with compact support and BMO
is the space of bounded mean oscillation functions (see Section 2.3 below). Then T is
of type (Lp, Lp) for 1 < p <∞.
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2.2.5 Coifman and Weiss’s Hardy spaces

Let us now recall the definition of the Coifman and Weiss’s Hardy spaces Hp
CW (X) as

in [25]. Let 0 < p ≤ 1. We say that a function a is a (2, p) atom if there exists a ball
B such that

(i) supp a ⊂ B;
(ii) ‖a‖L2 ≤ V (B)1/2−1/p;
(iii)

´
a(x)µ(x) = 0.

The atomic Hardy space H1
CW (X) is defined as follows. We say that a function

f ∈ H1
CW (X), if f ∈ L1 and there exist a sequence (λj)j∈N ∈ l1 and a sequence of

(2, 1)-atoms (aj)j∈N such that f =
∑

j λjaj in L1(X). We set

‖f‖H1
CW (X) = inf

{∑
j

|λj| : f =
∑
j

λjaj

}
.

To define the Hardy space Hp
CW (X) for 0 < p < 1, we need to introduce the

Lipschitz space Lα. We say that the function f ∈ Lα if there exists a constant c > 0,
such that

|f(x)− f(y)| ≤ c|B|α

for every ball B and x, y ∈ B, and the best constant c can be taken to be the norm of
f and is denoted by ‖f‖Lα .

Let 0 < p < 1 and α = 1/p− 1. We say that a function f ∈ Hp
CW (X), if f ∈ (Lα)∗,

the conjugate space of Lα, and there are a sequence (λj)j∈N ∈ lp and a sequence of
(2, p)-atoms (aj)j∈N such that f =

∑
j λjaj in (Lα)∗. We set

‖f‖Hp
CW (X) = inf

{
(
∑
j

|λj|p)1/p : f =
∑
j

λjaj

}
.

Note that when 0 < p < 1, ‖ ·‖Hp
CW

is not a norm but d(f, g) = ‖f−g‖Hp
CW

is a metric.

2.3 BMO spaces

This section is written mainly based on Chapter 6 of [29].

2.3.1 Classical BMO spaces on Rn

Given a function f ∈ L1
loc(Rn) and a ball B in Rn, let fB denote the average of f on

B:

fB =
1

|B|

ˆ

B

f.

Define the sharp maximal function by

M ]f(x) = sup
B

1

|B|

ˆ

B

|f − fB| (2.3.1)
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where the supremum is taken over all balls B containing x. Each of these integrals
measures the mean oscillation of f on the ball B. We say that f has bounded mean
oscillation if the function M f is bounded. The space of functions with this property is
denoted by BMO, that is:

BMO =
{
f ∈ L1

loc : M ]f ∈ L∞
}
.

We define a norm on BMO spaces by

‖f‖BMO =
∥∥M ]f

∥∥
∞ .

This is not properly a norm since any function which is constant almost everywhere
has zero oscillation. However, these are the only functions with this property, and
it is customary to think of BMO as the quotient of the above space by the space of
constant functions. In other words, two functions which differ by a constant coincide as
functions in BMO. On this space ‖f‖BMO is a norm and the space is a Banach space.

Proposition 2.3.1

1

2
‖f‖BMO ≤ sup

B
inf
a∈C

1

|B|

ˆ

B

|f(x)− a| dx ≤ ‖f‖BMO (2.3.2)

and
M ](|f |)(x) ≤ 2M ]f(x). (2.3.3)

Inequality (2.3.2) defines a norm equivalent to the BMO norm, and provides a way
to show that f ∈ BMO without using its average on B: it suffices to find a constant
a (that can depend on B) such that

1

|B|

ˆ

B

|f(x)− a| dx ≤ C

with C independent of B.
It follows from (2.3.3) that if f ∈ BMO then |f | is also in BMO. However,

the converse is not true. Clearly, L∞ ⊂ BMO, but there are also unbounded BMO
functions. The typical example on R is

f(x) =

{
log
(

1
|x|

)
, |x| < 1

0 , |x| ≥ 1
.

It is well-known that the function f above is a BMO function but the function
sgn(x)f(x) is not in BMO.

The following result shows the connection between BMO and singular integrals.

Proposition 2.3.2 Let T be a Calderón-Zygmund operator. Then if f is a bounded
function of compact support then Tf ∈ BMO, and

‖Tf‖BMO ≤ C‖f‖∞.
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In applying interpolation theorems (such as the Marcinkiewicz interpolation theo-
rem) we often use the fact that an operator is bounded from L∞ to L∞. It is well-known
that we can replace this with the weaker condition of boundedness from L∞ to BMO.

Proposition 2.3.3 Let T be a linear operator which is bounded on Lq for some q,
1 < q < ∞, and is bounded from L∞ to BMO. Then T is bounded on Lp for all p,
q < p <∞.

2.3.2 The John-Nirenberg inequality

In this section we examine the rate of growth of BMO functions. Let us first consider
log(1/ |x|). On the interval (−a, a), its average is 1 − log(a), and given λ > 1 the set
where

|log(1/ |x|)− (1− log a)| > λ

has measure 2ae−λ−1. The following result, which is well-known as John-Nirenberg
Inequality, shows that in some sense the logarithmic growth is the maximum possible
for BMO functions.

Proposition 2.3.4 Let f ∈ BMO. Then there exist two constants c and C, depending
only on the dimension, such that for any ball B in Rn and any λ > 0,

|{x ∈ B : |f(x)− fB| > λ}| ≤ Ce−cλ/‖f‖BMO |B| . (2.3.4)

As a consequence of Proposition (2.3.4), one gets the following interesting state-
ments

Proposition 2.3.5 For all p, 1 < p <∞,

‖f‖BMO,p = sup
B

 1

|B|

ˆ

B

|f(x)− fB|pdx

1/p

is a norm on BMO equivalent to the BMO norm.

Proposition 2.3.6 Given a function f and suppose that there exist constants C1, C2,
and K such that for any ball B and any λ > 0,

|{x ∈ B : |f(x)− fB| > λ}| ≤ C1e
−C2λ/K |B| .

Then f ∈ BMO.
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2.3.3 Carleson measures

Definition 2.3.7 A positive measure ν on Rn+1
+ is called a Carleson measure if for

every cube Q in Rn,
ν(Q× (0, l(Q))) ≤ C |Q| ,

where l(Q) is the side length of Q. The infimum of the possible values of the constant
C is called the Carleson constant of ν and is denoted by ‖ν‖ .

An example of a Carleson measure in the upper half-plane R2
+ is drdθ (polar coor-

dinates).
The property underlying the definition of Carleson measures is not limited to cubes

but also extends to more general sets. Given an open set E ⊂ Rn, let

Ê =
{

(x, t) ∈ Rn+1
+ : B(x, t) ⊂ E

}
.

then the following is true.

Proposition 2.3.8 If ν is a Carleson measure on Rn+1
+ and E ⊂ Rn is open, then

ν(Ê) ≤ C ‖ν‖ |E| .

The converse of the above proposition is also true, that is, if for any ball B in Rn,
ν(B̂) ≤ C |B| then ν is a Carleson measure on Rn+1

+ and ‖ν‖ is comparable with the
constant C appearing in the above inequality.

A Carleson measure can be characterized as a measure ν for which the Poisson inte-
gral defines a bounded operator from Lp(Rn, dx) to Lp(Rn+1

+ , ν). This is a consequence
of a more general result.

Proposition 2.3.9 Let φ be a bounded, integrable function which is positive, radial
and decreasing. For t > 0, let φt(x) = t−nφ(t−1x). Then a measure ν is a Carleson
measure if and only if for every p, 1 < p <∞,

ˆ

Rn+1
+

|φt ∗ f(x)|pdν(x, t) ≤ C

ˆ

Rn

|f(x)|pdx. (2.3.5)

The constant C is comparable with ‖ν‖ .

Carleson measures can also be characterized in terms of BMO functions.

Proposition 2.3.10 Let b ∈ BMO and let ψ be a Schwartz function such that
´
Rn
ψ =

0. Then the measure ν defined by

dν = |b ∗ ψt(x)|2dxdt
t

is a Carleson measure such that ‖ν‖ is dominated by ‖b‖2
BMO .
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2.3.4 Dual space of BMO space

In [39], Fefferman and Stein proved that the dual space of the bounded mean oscillation
function space is just the Hardy space H1(Rn). Their result can be stated as follows.

Theorem 2.3.11 If g ∈ BMO(Rn) then

Lf =

ˆ

Rn

f(x)g(x)dx

is a bounded linear functional on H1(Rn). Conversely, for any bounded linear functional
L on H1(Rn), there exists a function g ∈ BMO(Rn) such that

Lf =

ˆ

Rn

f(x)g(x)dx,∀f ∈ H1(Rn).

2.4 Holomorphic functional calculus

Given an operator T , one can define T k = T (T . . . (T )) by taking the composition of
T with itself k times. Thus for a polynomial p(z) = akz

k + · · · a1z + a0, the operator
p(T ) can be defined naturally as akT

k + · · · a1T + a0I. Hence for a rational function

r(z) = p(z)
q(z)

where q(z) = bmz
m + · · · b1z + b0, the operator r(T ) can be defined as

r(T ) =
akT

k + · · · a1Ta0I

bmTm + · · · b1T + b0I
= (akT

k + · · · a1Ta0I)(bmT
m + · · · b1T + b0I)−1

assuming that the inverse operator (bmT
m+ · · · b1T +b0I)−1 exists. The aim of defining

holomorphic functional calculus of an operator T is to extend the rational function of
operator r(T ) to f(T ) where f is a suitable holomorphic function. In this section, we
now present some preliminary definitions of holomorphic functional calculi which was
introduced by A. McIntosh [61].

Let 0 ≤ θ < ν < π. We define the closed sector in the complex plane C

Sθ := {z ∈ C : | arg z| ≤ θ}

and denote the interior of Sθ by S0
θ .

We present the following subspaces of the space H(S0
ν) of all holomorphic functions on

S0
ν :

H∞(S0
ν) := {b ∈ H(S0

ν) : ||b||∞ <∞},
where ||b||∞ := sup{|b(z)| : z ∈ S0

ν}, and

Ψ(S0
ν) := {ψ ∈ H(S0

ν) : ∃s > 0, |ψ(z)| ≤ c|z|s(1 + |z|2s)−1}.

Recall that a closed operator L in L2(X) is said to be of type θ if σ(L) ⊂ Sθ, and for
each ν > θ there exists a constant cν such that

||(L− λI)−1|| ≤ cν |λ|−1, λ /∈ Sν .
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If L is of type θ and ψ ∈ Ψ(S0
ν), for f ∈ L2(X), we define ψ(L) ∈ L(L2(X), L2(X)) by

putting

ψ(L)f =
1

2πi

ˆ
Γ

(L− λI)−1fψ(λ)dλ,

where Γ is the contour {z = re±iξ : r > 0} parametrized clockwise around Sθ, and
θ < ξ < ν. Since∥∥∥∥∥∥

ˆ

Γ

(L− λI)−1fψ(λ)dλ

∥∥∥∥∥∥
L2(X)

≤
∞̂

0

∥∥(L− λI)−1f
∥∥
L2(X)

|ψ(λ)| d |λ|

≤ ‖f‖L2(X)

∞̂

0

c1c2|λ|s

|λ|
(
1 + |λ|2s

)d |λ| <∞,
the integral above is absolutely convergent and defines ψ(L) as a bounded operator
from L2(X) into L2(X). It is straightforward to show, using Cauchy’s theorem, that
the definition is independent of the choice of ξ ∈ (θ, ν). If, in addition, L is one-one
and has dense range and if b ∈ H∞(S0

ν), then b(L) can be defined by

b(L) = [ψ(L)]−1(bψ)(L),

where ψ(z) = z(1 + z)−2. It can be shown that b(L) is a well-defined linear operator
in L2(X), see [61]. We say that L has a bounded H∞ functional calculus in L2(X) if
there exists cν,2 > 0 such that b(L) ∈ L(L2(X), L2(X)), and for b ∈ H∞(S0

ν),

||b(L)|| ≤ cν,2||b||∞.

In [61] it was proved that L has a bounded H∞ functional calculus in L2(X) if and
only if for any non-zero function ψ ∈ Ψ(S0

ν), L satisfies the square function estimate
and its reverse

c1||g||2 ≤
( ˆ ∞

0

||ψt(L)g||22
dt

t

)1/2

≤ c2||g||2 (2.4.1)

for some 0 < c1 ≤ c2 < ∞, where ψt(x) = ψ(tx). More precisely, the authors in [61]
proved the following result.

Proposition 2.4.1 Let L be a one-to-one operator of type ω in a Hilbert space H.
Then the following statements are equivalent:

(i) for every µ in (ω, π), L has a bounded H∞(S0
µ) functional calculus, that is, for

all f ∈ H∞(S0
µ), f(L) ∈ L(X) and

‖f(L)‖ ≤ C‖f‖∞ ∀f ∈ H∞(S0
µ);

(ii) there exists µ in (ω, π) such that L has a bounded H∞(S0
µ) functional calculus;

(iii) {Lis : s ∈ R} is a C0 group, and for every µ in (ω, π),∥∥Lis∥∥ ≤ Ceµ|s| ∀s ∈ R;
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(iv) if A and B are non-negative self-adjoint operators, and U and V are isometries
such that L = UA and L∗ = V B, then for all α in (0,1), D(Lα) = D(Aα),
D(L∗α) = D(Bα), and

C−1 ‖Aαu‖ ≤ ‖Lαu‖ ≤ C ‖Aαu‖ ∀u ∈ D(Lα)

and
C−1 ‖Bαv‖ ≤ ‖L∗αv‖ ≤ C ‖Bαv‖ ∀v ∈ D(L∗α);

(v) for every µ in (ω, π), and every ψ ∈ Ψ(S0
µ),

C−1 ‖u‖ ≤

 ∞̂
0

‖ψ(tL)u‖2dt

t

1/2

≤ C ‖u‖ ∀u ∈ H

and

C−1 ‖u‖ ≤

 ∞̂
0

‖ψ(tL∗)u‖2dt

t

1/2

≤ C ‖u‖ ∀u ∈ H.

As noted in [61], positive self-adjoint operators satisfy the quadratic estimate (2.4.1).
So do normal operators with spectra in a sector, and maximal accretive operators. We
refer the reader to [87] for precise definitions of these classes of operators. For detailed
study on operators which have holomorphic functional calculi, see the work of [61].

It is interesting to compare H∞ functional calculus with more classical theories.
Hörmander’s multiplier theorem, applied to radial functions, tells us that ifm : R+ → C
satisfies the conditions ∣∣∣∣ dkdxkm(x)

∣∣∣∣ ≤ C|x|−k ∀x ∈ R+,

whenever 0 ≤ k ≤ [n/2]+1 ([x] denoting the integer part of x), then m(∆) is a bounded
map on Lp(Rn) for 1 < p <∞. With a view towards proving Hörmander type theorems
using H∞ functional calculus, the authors in [27] established a connection between the
two types of calculus as below.

Given a function m on R+, one writes me for the function on R obtained by com-
posing with the exponential, that is, me = m ◦ exp.

For any positive number α, let Λα
∞,1(R+) be the set of all bounded continuous

functions m on R+ such that ‖m‖Λα∞,1
<∞, where

‖m‖Λα∞,1
=
∑
n∈Z

2|n|α
∥∥me ∗ φ̌n

∥∥
∞.

Here, for all ξ in R,
φ0(ξ) = (2− 2 |ξ|)+ − (1− 2 |ξ|)+

φ1(ξ) = (1− 2 |ξ − 1|)+ + (1/2− |ξ − 3/2|)+

and
φnε(ξ) = φ1(21−nεξ) ∀n ∈ Z+,∀ε ∈ {±1} .

This space is sometimes called a Lipschitz space, and sometimes a Besov space.
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Proposition 2.4.2 Suppose that L is a one-to-one operator of type 0. Then the fol-
lowing conditions are equivalent:

(i) L admits a bounded H∞(S0
µ) functional calculus for all positive µ, and there exist

α and A in R+ such that

‖m(L)‖ ≤ Aµ−α‖m‖∞ ∀m ∈ H∞(S0
µ),∀µ ∈ R+;

(ii) L admits a bounded Λα
∞,1(R+) functional calculus.

2.5 Musielak–Orlicz-type functions

Let us first present some notions on Musielak–Orlicz-type functions.
A function ω : [0,∞) → [0,∞) is called an Orlicz function if it is nondecreasing,

ω(0) = 0, ω(t) > 0 for t > 0 and limt→∞ ω(t) =∞.
A function ω : X × [0,∞) → [0,∞) is called a Musielak–Orlicz function if the

function ω(x, ·) : [0,∞)→ [0,∞) is an Orlicz function for each x ∈ X and the function
ω(·, t) is a measurable function for each t ∈ [0,∞).

Let ω be a Musielak–Orlicz function. The function ω is said to be of uniformly
upper type p (resp., uniformly lower type p) for certain p ∈ [0, ∞) if there exists a
positive constant C such that for all x ∈ X, t ≥ 1 (resp., t ∈ (0, 1]) and s ∈ (0,∞),

ω(x, st) ≤ Ctpω(x, s). (2.5.1)

If ω is of both uniformly upper type p1 and lower type p0, then ω is said to be of type
(p0, p1). A typical example of such ω is

ω(x, t) := f(x)g(t)

for x ∈ X and t ∈ [0,∞), where f is a positive measurable function on X, and g is
an Orlicz function on [0,∞) of upper type p1 and lower type p0. Another example of
Musielak–Orlicz function ω of uniformly upper type p ∈ (0, 1] is, for instance,

ω(x, t) =
tp

f(x) + [log(e+ t)]α
,

where α ∈ [0, 1] and f is a positive measurable function on X. It is also interesting to
observe that if

ω(x, t) =
tp

f(x) + g(t)
,

where f is a positive measurable function on X, and g is a decreasing positive function
on [0,∞), then ω is a Musielak–Orlicz function of uniformly lower type p.

Let

p+
ω ≡ inf {p > 0 : ∃C > 0 such that (2.5.1) holds for all x ∈ X, t ∈ [1,∞), s ∈ (0,∞)} ,
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and let

p−ω ≡ sup{p > 0 : ∃C > 0 such that (2.5.1) holds for all x ∈ X, t ∈ (0, 1], s ∈ (0,∞)}.

The function ω is said to be of strictly uniformly lower type p if for all x ∈ X, t ∈ (0, 1),
and s ∈ (0,∞), ω(x, st) ≤ tpω(x, s). One then defines

pω ≡ sup{p > 0 : ω(x, st) ≤ tpω(x, s) holds for all x ∈ X, s ∈ (0,∞) and t ∈ (0, 1)}.

It is easy to see that pω ≤ p−ω ≤ p+
ω for all ω. In what follows, pω, p−ω , and p+

ω are called
the strictly critical lower type index, the critical lower type index, and the critical upper
type index of ω, respectively.

In the sequel, we assume that ω satisfies the following assumptions.
Assumption (A) Suppose that ω is a Musielak–Orlicz function which is of uni-

formly upper type 1 and with pω ∈ (0, 1]. In addition, for every x ∈ X, ω(x, ·) is
continuous, strictly increasing on R+.

Note that if ω satisfies Assumption (A), then it has the following properties (see
[56, Lemma 4.1]).

Lemma 2.5.1 (i) The function ω is uniformly σ-quasi-subadditive on X × [0,∞);
namely, there exists a positive constant C such that for all (x, tj) ∈ X × [0,∞) with
j ∈ Z+, ω(x,

∑∞
j=1 tj) ≤ C

∑∞
j=1 ω(x, tj).

(ii) Let ω̃(x, t) :=
´ t

0
ω(x,s)
s

ds for all (x, t) ∈ X × [0,∞). Then ω̃ is equivalent to ω;
moreover, ω̃ also satisfies Assumption (A).

Convention (B) From Assumption (A), it follows that 0 < pω ≤ p−ω ≤ p+
ω ≤ 1. In

what follows, if (2.5.1) holds for p+
ω with t ∈ [1,∞), then we choose p̃ω ≡ p+

ω ; otherwise
p+
ω < 1 and we choose p̃ω ∈ (p+

ω , 1) to be close enough to p+
ω .

Let ω satisfy Assumption (A). A measurable function f on X is said to be in the
Lebesgue-type space L(ω) if

ˆ

X

ω(x, |f(x)|) dµ(x) <∞.

Moreover, for any f ∈ L(ω), define

||f ||L(ω) = inf
{
λ > 0 :

ˆ

X

ω
(
x,
|f(x)|
λ

)
dµ(x) ≤ 1

}
.

The function ρ defined below plays an important role in the sequel.

Definition 2.5.2 For each x ∈ X, we define the function ω−1(x, ·) and ρ(x, ·) on R+

as follows:
ω−1(x, t) ≡ sup {s ≥ 0 : ω(x, s) ≤ t} (2.5.2)

and

ρ(x, t) ≡ t−1

ω−1(x, t−1)
. (2.5.3)
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Then it is easy to see that ω−1(x, ·) is continuous, strictly increasing and that for every
x ∈ X,

ω−1(x, ω(x, t)) = t

and
ω(x, ω−1(x, t)) = t.

Moreover, the types of ω and ω−1 have the following relation.

Lemma 2.5.3 Let 0 < p ≤ q ≤ 1. If ω is of type (p, q), then ω−1 is of type (q−1, p−1).

Proof. By symmetry, it suffices to show that if ω is of uniformly lower type p, then
ω−1 is of uniformly upper type p−1. Suppose that there exists a constant C ≥ 1 such
that for all x ∈ X, s ≥ 0, t ≤ 1,

ω(x, st) ≤ Ctpω(x, s). (2.5.4)

Then for any x ∈ X, s ≥ 0, t ≥ 1, and u ≥ 0 such that ω(x, u) ≤ st, it follows from
(2.5.4) that

ω

(
x,

u

t
1
p

)
≤ Cω(x, u)

t
≤ Cs.

This implies that

u ≤ t
1
pω−1(x,Cs),

and hence
ω−1(x, st) ≤ t

1
pω−1(x,Cs). (2.5.5)

On the other hand, observe that

ω−1(x,Cs) = sup

{
λ ≥ 0 :

ω(x, λ)

C
≤ s

}
and, by (2.5.4), for any λ ≥ 0,

ω

(
x,

λ

C
2
p

)
≤ ω(x, λ)

C
,

then we deduce that
ω−1(x,Cs) ≤ C

2
pω−1(x, s), (2.5.6)

which together with (2.5.5) completes the proof of Lemma 2.5.3.

�

Hereafter, we shall assume the following condition on the function ω.
Assumption (C) Let ω satisfy Assumption (A) and the following conditions:
(i) there exist positive constants C1, C2 such that for any x ∈ X, C1 ≤ ω(x, 1) ≤ C2;
(ii) there exists a positive constant C such that for any locally integrable positive

function f on X, for any ball B in X,

1

|B|

ˆ

B

ω (x, f(x))dµ(x) ≤ C inf
x∈X

ω

x, 1

|B|

ˆ

B

f(y)dµ(y)

 .
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Remark 2.5.4 A typical example of Musielak–Orlicz function ω that satisfies As-
sumption (C) is ω(x, t) = h(x)ϕ(t) for all x ∈ X and t ∈ [0,∞), where h is a mea-
surable function on X so that there exist positive constants C1, C2 such that, for any
x ∈ X, C1 ≤ h(x) ≤ C2 and ϕ is an increasing, continuous, and concave Orlicz function
on [0,∞) with pϕ ∈ (0, 1].
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3
Musielak–Orlicz Hardy spaces associated

with divergence form elliptic operators

3.1 Basic notation and known facts on the diver-

gence form elliptic operator L

We first make some conventions. Throughout the whole chapter, L always denotes the
second-order divergence form operator as defined in (1.0.1) and (1.0.2). We denote by
C a positive constant which is independent of the main parameters, but which may
vary from line to line. The symbol X . Y means that there exists a positive constant
C such that X ≤ CY .
Following [46], let us recall the following indices.

pL ≡ inf

{
p ≥ 1 : sup

t>0
‖e−tL‖Lp(Rn)→Lp(Rn) <∞

}
and

p̃L ≡ sup

{
p ≤ ∞ : sup

t>0
‖e−tL‖Lp(Rn)→Lp(Rn) <∞

}
.

It was proved by Auscher [3] that if n = 1, 2, then pL = 1 and p̃L = ∞, and that if
n ≥ 3, then pL < 2n/(n + 2) and p̃L > 2n/(n− 2). One could detail other situations:
for example, if the matrix A is real-valued, then the heat kernel has Gaussian bounds
and so pL = 1 and p̃L = ∞, due to Theorem 4 in [10] or the case of a higher-order
operator (see Section 7.2 of [5]).

Recall that for all f ∈ L2(Rn) and x ∈ Rn, the Lusin area function is defined by

SLf(x) ≡
(¨

Γ(x)

|t2Le−t2Lf(y)|2 dy dt
tn+1

)1/2

. (3.1.1)
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where, Γ(x) ≡ {(y, t) ∈ Rn × (0,∞) : |x− y| < t}.
A family {St}t>0 of operators is said to satisfy the L2 off-diagonal estimates, which

are also called the Gaffney estimates (see [46]), if there exist positive constants c, C,
and β such that for arbitrary closed sets E, F ⊂ Rn,

‖Stf‖L2(F ) ≤ Ce−(
dist (E,F )2

ct
)β‖f‖L2(E)

for every t > 0 and every f ∈ L2(Rn) supported in E. In the sequel, we will need the
following important results which were obtained in [3], [6], [46], and [47].

Lemma 3.1.1 ([47]) If two families of operators, {St}t>0 and {Tt}t>0, satisfy Gaffney
estimates, then so does {StTt}t>0. Moreover, there exist positive constants c, C, and β
such that for arbitrary closed sets E, F ⊂ Rn,

‖SsTtf‖L2(F ) ≤ Ce−(
dist (E,F )2

cmax{s,t} )β‖f‖L2(E)

for every s, t > 0 and every f ∈ L2(Rn) supported in E.

Lemma 3.1.2 ([6, 47]) The families

{e−tL}t>0, {tLe−tL}t>0, {t1/2∇e−tL}t>0, (3.1.2)

as well as
{(I + tL)−1}t>0, {t1/2∇(I + tL)−1}t>0, (3.1.3)

are bounded on L2(Rn) uniformly in t and satisfy the Gaffney estimates with positive
constants c, C depending on n, λA, ΛA as in (1.0.1) only. For the operators in (3.1.2),
β = 1, while in (3.1.3), β = 1/2.

Lemma 3.1.3 ([3, 46]) There exist c, C ∈ (0,∞) such that
(i) for every p and q with pL < p ≤ q < p̃L, the families {e−tL}t>0 and {tLe−tL}t>0

satisfy Lp − Lq off-diagonal estimates; that is, for arbitrary closed sets E, F ⊂ Rn,

‖e−tLf‖Lq(F ) + ‖tLe−tLf‖Lq(F ) ≤ Ct
n
2

( 1
q
− 1
p

)e−
dist (E,F )2

ct ‖f‖Lp(E)

for every t > 0 and every f ∈ Lp(Rn) supported in E, and thus the operators {e−tL}t>0

and {tLe−tL}t>0 are bounded from Lp(Rn) to Lq(Rn) with the norm Ct
n
2

( 1
q
− 1
p

);
(ii) for every p ∈ (pL, p̃L), the family {(I + tL)−1}t>0 satisfies Lp − Lp off-diagonal

estimates; that is, for arbitrary closed sets E, F ⊂ Rn,

‖(I + tL)−1f‖Lq(F ) ≤ Ct
n
2

( 1
q
− 1
p

)e
− dist (E,F )

ct1/2 ‖f‖Lp(E)

for every t > 0 and every f ∈ Lp(Rn) supported in E.

Lemma 3.1.4 ([46]) Let k ∈ N and p ∈ (pL, p̃L). Then the operator given by for any
f ∈ Lp(Rn) and x ∈ Rn,

SkLf(x) ≡
(¨

Γ(x)

|(t2L)ke−t
2Lf(y)|2 dy dt

tn+1

)1/2

,

is bounded on Lp(Rn).
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3.2 Tent spaces associated to Musielak–Orlicz func-

tions

In this section, we will deal with the tent spaces associated to Musielak–Orlicz
functions. Let us first recall some notions.

For any ν > 0 and x ∈ Rn, denote by

Γν(x) ≡ {(y, t) ∈ Rn+1
+ : |x− y| < νt}

the cone of aperture ν with vertex x ∈ Rn, where Rn+1
+ ≡ Rn × (0,∞). For any

closed set F of Rn, denote by RνF the union of all cones with vertices in F , that
is, RνF ≡ ∪x∈FΓν(x); and for any open set O in Rn, denote the tent over O by
Tν(O) ≡ [Rν(O

{)]{. Apparently,

Tν(O) = {(x, t) ∈ Rn × (0,∞) : dist (x,O{) ≥ νt}.

In addition, we denote Γ1(x), R1(F ), and T1(O) simply by Γ(x), R(F ), and Ô, respec-
tively.

Let F be a closed subset of Rn, and let O ≡ F {. Assume that |O| <∞. For a fixed
γ ∈ (0, 1), we say that x ∈ Rn has the global γ-density with respect to F if

|B(x, r) ∩ F |
|B(x, r)|

≥ γ

for all r > 0. Denote by F ∗ the set of all such x and O∗ ≡ (F ∗){. Clearly, F ∗ is a
closed subset of F , and O ⊂ O∗. In fact, we have

O∗ = {x ∈ Rn : M(χO)(x) > 1− γ},

where M denotes the Hardy–Littlewood maximal function on Rn. As a result, it
follows from the weak type (1, 1) ofM that |O∗| ≤ C(γ)|O|, where C(γ) is a constant
depending on γ.

We recall here the following lemma whose proof is similar to that of [24, Lemma 2]
and so we omit the details.

Lemma 3.2.1 Let ν, η ∈ (0,∞). Then there exist positive constants γ ∈ (0, 1) and
C(γ, ν, η) such that for any closed subset F of Rn whose complement has finite measure
and any nonnegative measurable function H on Rn+1

+ ,

¨
Rν(F ∗)

H(y, t)tn dy dt ≤ C(γ, ν, η)

ˆ
F

{¨
Γη(x)

H(y, t) dy dt

}
dx,

where F ∗ denotes the set of points in Rn with global γ-density with respect to F .

For ν ∈ (0,∞), for all measurable functions g on Rn+1
+ and all x ∈ Rn, let us denote

Aν(g)(x) ≡
(¨

Γν(x)

|g(y, t)|2 dy dt
tn+1

)1/2

,
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and denote A1(g) simply by A(g).
Following [24], the tent space T p2 (Rn+1

+ ) for p ∈ (0,∞) is defined as the space of all
measurable functions g such that ‖g‖T p2 (Rn+1

+ ) ≡ ‖A(g)‖Lp(Rn) <∞.
Now let ω satisfy Assumption (A) (see page 27). Then we define the tent space

Tω(Rn+1
+ ) associated to the function ω as the space of measurable functions g on Rn+1

+

such that A(g) ∈ L(ω) with the norm defined by

‖g‖Tω(Rn+1
+ ) ≡ ‖A(g)‖L(ω) = inf

{
λ > 0 :

ˆ
Rn
ω

(
x,
A(g)(x)

λ

)
dx ≤ 1

}
.

Note that the definition of the tent space Tω(Rn+1
+ ) above is similar to that of [43].

Let p ∈ (1,∞), let ω satisfy Assumption (C) (see page 27 and 28), and let ρ be the
function defined by (2.5.3). A function a on Rn+1

+ is called an (ω, p)-atom if

(i) there exists a ball B ⊂ Rn such that supp a ⊂ B̂;
(ii) ‖a‖T p2 (Rn+1

+ ) ≤ |B|1/p−1 inf
x∈B

[ρ(x, |B|)]−1.

Furthermore, if a is an (ω, p)-atom for all p ∈ (1,∞), we then call a an (ω,∞)-atom.

Remark 3.2.2 (i) It is not difficult to verify that for a function ω satisfying As-
sumption (C), there exist positive constants K1, K2 such that for any x ∈ Rn, K1 ≤
ω−1(x, 1) ≤ K2 and hence inf

x∈B
[ρ(x, |B|)]−1 is strictly positive.

(ii) In addition, for all (ω, p)-atoms a, we have ‖a‖Tω(Rn+1
+ ) . 1.

We are now ready to obtain the atomic characterization of the tent space Tω(Rn+1
+ ).

Theorem 3.2.3 Let ω satisfy Assumption (C). Then for any f ∈ Tω(Rn+1
+ ), there exist

(ω,∞)-atoms {aj}∞j=1 and numbers {λj}∞j=1 ⊂ C such that for almost every (x, t) ∈
Rn+1

+ ,

f(x, t) =
∞∑
j=1

λjaj(x, t). (3.2.1)

Moreover, there exists a positive constant C such that for all f ∈ Tω(Rn+1
+ ),

Λ({λjaj}j) ≡ inf

λ > 0 :
∞∑
j=1

|Bj| inf
x∈Rn

ω

x, |λj|
λ |Bj| sup

x∈Bj
ρ (x, |Bj|)

 ≤ 1

 ≤ C‖f‖Tω(Rn+1
+ ),

(3.2.2)

where B̂j appears as the support of aj.

Proof. We will exploite ideas found in [24, proof of Theorem 1] and [49, Theorem
3.1], and prove this theorem by using a similar proof of [49, Theorem 3.1] with certain
modifications as our setting of Musielak-Orlicz function is more general.

Let us first show the decomposition (3.2.1) holds. Assume that f ∈ Tω(Rn+1
+ ). If

for any k ∈ Z, we set Ok ≡ {x ∈ Rn : A(f)(x) > 2k} then Ok is an open set and
|Ok| <∞. The complement of Ok is denoted by Fk.
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For any non-positive integer k, it follows from Lemma 3.2.1 that¨
R(F ∗k )

|f(y, t)|2 dy dt
t

.
ˆ
Fk

¨
Γ(x)

|f(y, t)|2 dy dt
tn+1

dx .
ˆ
Fk

A(f)(x)2 dx.

Note that ω is of uniformly upper type 1 and 1 . ω(x, 1). So we obtain the following
estimate ˆ

Fk

A(f)(x)2 dx .
ˆ
Fk

ω(x,A(f)(x))dx,

which together with the previous inequalities implies

¨
R(F ∗k )

|f(y, t)|2 dy dt
t
.
ˆ
Fk

ω(x,A(f)(x))dx. (3.2.3)

Observe that if let k → −∞ then by the definition of Fk,
´
Fk
ω(x,A(f)(x))dx → 0.

Therefore, the estimate (3.2.3) implies that f = 0 almost everywhere in ∩k∈ZR(F ∗k ),

and supp f ⊂ {∪k∈ZÔ∗k ∪ E}, where E ⊂ Rn+1
+ and

˜
E

dx dt
t

= 0.
At this stage, we will borrow the same idea in the proof of [49, Theorem 3.1] about

employing the Whitney decomposition to the sets O∗k, so that we can obtain a set Ik
of indices and a family {Qk,j}j∈Ik of cubes satisfying the following properties:

(i) ∪j∈IkQk,j = O∗k, and Qk,j ∩Qk,i = ∅ if i 6= j.
(ii)
√
n`(Qk,j) ≤ dist (Qk,j, (O

∗
k)
{) ≤ 4

√
n`(Qk,j), where `(Qk,j) denotes the side

length of Qk,j.
Then, for each j ∈ Ik, we choose a ball Bk,j with the same center as Qk,j and with

radius 11
2

√
n-times `(Qk,j). Then we set λk,j ≡ 2k|Bk,j| sup

x∈Bk,j
[ρ (x, |Bk,j|)] and

ak,j ≡ 2−k|Bk,j|−1 inf
x∈Bk,j

[ρ (x, |Bk,j|)]−1fχAk,j ,

where Ak,j ≡ B̂k,j ∩ (Qk,j × (0,∞)) ∩ (Ô∗k \ Ô∗k+1). Then it follows from the inclusion

{(Qk,j×(0,∞))∩(Ô∗k \Ô∗k+1)} ⊂ B̂k,j that f =
∑

k∈Z
∑

j∈Ik λk,jak,j almost everywhere.
Our next step is to show that for each k ∈ Z and j ∈ Ik, ak,j is an (ω,∞)-

atom supported in B̂k,j. In fact, taking any p ∈ (1,∞) and any h ∈ T q2 (Rn+1
+ ) with

‖h‖T q2 (Rn+1
+ ) ≤ 1, where q is the conjugate index of p. Then it follows from Lemma 3.2.1,

from the Cauchy-Schwarz inequality and from the fact Ak,j ⊂ (Ô∗k+1){ = R(F ∗k+1) that

|〈ak,j, h〉| ≤
¨

Rn+1
+

|(ak,jχAk,j)(y, t)h(y, t)| dy dt
t

.
ˆ
Fk+1

¨
Γ(x)

|ak,j(y, t)h(y, t)| dy dt
tn+1

dx .
ˆ

(Ok+1){
A(ak,j)(x)A(h)(x)dµ(x).

Therefore, applying the Hölder inequality with the pair (p, q) to the rightmost side of
the above estimates gives

|〈ak,j, h〉| . 2−k|Bk,j|−1 inf
x∈Bk,j

[ρ (x, |Bk,j|)]−1

(ˆ
Bk,j∩O{k+1

[A(f)(x)]p dx

)1/p

‖h‖T q2 (Rn+1
+ ).
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Note that (ˆ
Bk,j∩O{k+1

[A(f)(x)]p dx

)1/p

≤ 2k+1|Bk,j|1/p.

Now it is clear to see that

|〈ak,j, h〉| . |Bk,j|1/p−1 inf
x∈Bk,j

[ρ (x, |Bk,j|)]−1,

which implies that ak,j is an (ω, p)-atom supported in B̂k,j for all p ∈ (1,∞). In other
words, ak,j is an (ω,∞)-atom.

Finally, for any λ > 0, put

Zλ =
∑
k∈Z

∑
j∈Ik

|Bk,j| inf
x∈Rn

ω

x, |λk,j|
λ |Bk,j| sup

x∈Bk,j
ρ (x, |Bk,j|)

 .

Then by the choice of Bk,j, we have

Zλ .
∑
k∈Z

∑
j∈Ik

|Qk,j| inf
x∈Rn

ω

(
x,

2k

λ

)
.

But from the property (i) of the Whitney decomposition to the set O∗k, it follows that

∑
k∈Z

∑
j∈Ik

|Qk,j| inf
x∈Rn

ω

(
x,

2k

λ

)
.
∑
k∈Z

|O∗k| inf
x∈Rn

ω

(
x,

2k

λ

)
.
∑
k∈Z

|Ok| inf
x∈Rn

ω

(
x,

2k

λ

)
,

which implies that

Zλ .
∑
k∈Z

|Ok| inf
x∈Rn

ω

(
x,

2k

λ

)
:= Wλ. (3.2.4)

Let us now estimate Wλ as follows:

Wλ .
∑
k∈Z

ˆ
Ok

inf
x∈Rn

ω

(
x,

2k

λ

)
dx .

ˆ
Rn

∑
k<log2[A(f)(x)]

inf
x∈Rn

ω

(
x,

2k

λ

)
dx.

Since ω is of upper type 1, we have

ˆ
Rn

∑
k<log2[A(f)(x)]

inf
x∈Rn

ω

(
x,

2k

λ

)
dx .

ˆ
Rn

∑
k<log2[A(f)(x)]

ˆ 2k+1

2k
inf
x∈Rn

ω

(
x,
t

λ

)
dt

t
dx.

Therefore, we deduce

Wλ .
ˆ
Rn

∑
k<log2[A(f)(x)]

ˆ 2k+1

2k
inf
x∈Rn

ω

(
x,
t

λ

)
dt

t
dx .

ˆ
Rn

ˆ 2A(f)(x)
λ

0

ω(x, t)
dt

t
dx.
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Then in view of Lemma 2.5.1, we further obtain

Wλ .
ˆ
Rn
ω

(
x,
A(f)(x)

λ

)
dx. (3.2.5)

Lastly, combining (3.2.4) and (3.2.5) yields

Zλ .
ˆ
Rn
ω

(
x,
A(f)(x)

λ

)
dx, (3.2.6)

which implies that (3.2.2) holds, and hence, completes the proof of Theorem 3.2.3.

�

Remark 3.2.4 (i) The main ideas from [49] employed in the proof of Theorem 3.2.3
are that the set Ak,j are independent of ω, and that atoms can be rescaled.

(ii) Let {λij}i,j ⊂ C and {aij}i,j be (ω, p)-atoms for certain p ∈ (1,∞), where i = 1, 2.

If
∑

j λ
1
ja

1
j ,
∑

j λ
2
ja

2
j ∈ Tω(Rn+1

+ ), then since ω is subadditive and of strictly uniformly
lower type pω, one has

[Λ({λijaij}i,j)]pω ≤
2∑
i=1

[Λ({λijaij}j)]pω .

Proposition 3.2.5 Let ω satisfy Assumption (C), and let p ∈ (0,∞). If f ∈ (Tω(Rn+1
+ )∩

T p2 (Rn+1
+ )), then there exists a decomposition into (ω,∞)-atoms for f as in (3.2.1) that

converges in both spaces Tω(Rn+1
+ ) and T p2 (Rn+1

+ ).

Proof. The proof that there exists a decomposition into (ω,∞)-atoms for f as in
(3.2.1) that converges in T p2 (Rn+1

+ ) is analogous to that of [49, Proposition 3.1] and we
omit the details. We only need to show that the decomposition (3.2.1) converges in
Tω(Rn+1

+ ). To this end, let us first show that

EN :=

ˆ
Rn
ω

x,A
f − ∑

|k|+|j|≤N

λk,jak,j

 (x)

 dx→ 0

as N → 0. In fact, it follows from the Assumption (C) of ω and the subadditive
property of A that

EN ≤
∑

|k|+|j|>N

ˆ
Rn
ω (x,A(λk,jak,j)(x)) dx

.
∑

|k|+|j|>N

|Bk,j| inf
x∈Rn

ω

(
x,

1

|Bk,j|

ˆ
Rn
A(λk,jak,j)(x) dx

)
.

Note that for each k ∈ Z and j ∈ Ik, applying the Hölder inequality gives

1

|Bk,j|

ˆ
Rn
A(λk,jak,j)(x) dx ≤ |λk,j|

|Bk,j|1/2
‖ak,j‖T 2

2 (Rn+1
+ ) ≤

|λk,j|
|Bk,j| sup

x∈Bk,j
ρ (x, |Bk,j|)

,
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which implies that

EN .
∑

|k|+|j|>N

|Bk,j| inf
x∈Rn

ω

x, |λk,j|
|Bk,j| sup

x∈Bk,j
ρ (x, |Bk,j|)

 . (3.2.7)

With this inequality at hand, in the light of the estimate (3.2.6), it is clear to see that
EN → 0 as N → 0.

As a result, for any ε > 0, there exists N0 ∈ N such that as N > N0,

ˆ
Rn
ω

x, 1

ε
A

f − ∑
|k|+|j|≤N

λk,jak,j

 (x)

 dx ≤ 1,

that is, as N > N0,

‖f −
∑

|k|+|j|≤N

λk,jak,j‖Tω(Rn+1
+ ) ≤ ε.

Therefore, (3.2.1) holds in Tω(Rn+1
+ ) and we complete the proof of Proposition 3.2.5.

�

One consequence of Proposition 3.2.5 is the following result which plays a significant
role in this chapter.

Corollary 3.2.6 Let ω satisfy Assumption (C). If f ∈ Tω(Rn+1
+ ) ∩ T 2

2 (Rn+1
+ ), then

f ∈ T p2 (Rn+1
+ ) for all p ∈ [1, 2], and hence, there exists a decomposition into (ω,∞)-

atoms for f as in (3.2.1) that converges in both spaces Tω(Rn+1
+ ) and T p2 (Rn+1

+ ).

Proof. Assume that f ∈ Tω(Rn+1
+ )∩T 2

2 (Rn+1
+ ). In view of Proposition 3.2.5, it suffices

to show that f ∈ T p2 (Rn+1
+ ) for all p ∈ [1, 2]. To this end, we write

ˆ
Rn

[A(f)(x)]p dx =

ˆ
{x∈Rn:A(f)(x)<1}

[A(f)(x)]p dx+

ˆ
{x∈Rn:A(f)(x)≥1}

[A(f)(x)]p dx.

But then ˆ
{x∈Rn:A(f)(x)<1}

[A(f)(x)]p dx ≤
ˆ
{x∈Rn:A(f)(x)<1}

A(f)(x) dx.

Since ω is of uniformly upper type 1, we have

ˆ
{x∈Rn:A(f)(x)<1}

A(f)(x) dx .
ˆ
{x∈Rn:A(f)(x)<1}

ω(x,A(f)(x)) dx . ‖f‖Tω(Rn+1
+ ).

So we deduce ˆ
{x∈Rn:A(f)(x)<1}

[A(f)(x)]p dx . ‖f‖Tω(Rn+1
+ ). (3.2.8)

38



On the other hand, observe that

ˆ
{x∈Rn:A(f)(x)≥1}

[A(f)(x)]p dx ≤
ˆ
{x∈Rn:A(f)(x)≥1}

[A(f)(x)]2 dx ≤ ‖f‖2
T 2
2 (Rn+1

+ )
. (3.2.9)

Now it follows from (3.2.8) and (3.2.9) that f ∈ T p2 (Rn+1
+ ).

�

For p ∈ (0,∞), let us denote by T cω(Rn+1
+ ) and T p,c2 (Rn+1

+ ) the set of all functions
in Tω(Rn+1

+ ) and T p2 (Rn+1
+ ) with compact supports, respectively. Then we have the

following result.

Lemma 3.2.7 Let ω satisfy Assumption (C). Then T cω(Rn+1
+ ) coincides with T 2,c

2 (Rn+1
+ ).

Proof. Let us first prove T cω(Rn+1
+ ) ⊂ T 2,c

2 (Rn+1
+ ). It suffices to show that T cω(Rn+1

+ ) ⊂
T p,c2 (Rn+1

+ ) for certain p ∈ (0,∞), in view of [49, Lemma 3.3, (i)]. In fact, given any
f ∈ T cω(Rn+1

+ ) and a compact set K in Rn+1
+ such that supp f ⊂ K. If we choose a ball

B in Rn such that K ⊂ B̂, then suppA(f) ⊂ B. Now we write

ˆ
Rn

[A(f)(x)]pω dx =

ˆ
{x∈Rn:A(f)(x)<1}

[A(f)(x)]pω dx+

ˆ
{x∈Rn:A(f)(x)≥1}

[A(f)(x)]pω dx,

where pω is the uniformly lower type index of ω. Observe that the first term of
the right hand side above is dominated by C|B| while the second is bounded by
C
´
Rn ω(x,A(f)(x)) dx. Thus, f ∈ T pω ,c2 (Rn+1

+ ).

Conversely, taking any f ∈ T 1,c
2 (Rn+1

+ ) ≡ T 2,c
2 (Rn+1

+ ) and a compact set K in Rn+1
+

such that supp f ⊂ K. Then there exists a ball B such that K ⊂ B̂ and suppA(f) ⊂
B. Now, using the uniformly upper type 1 property and the condition (i) in Assumption
(C) of ω, we obtain

ˆ
Rn
ω(x,A(f)(x)) dx .

ˆ
{x∈Rn:A(f)(x)<1}

ω(x,A(f)(x)) dx+

ˆ
{x∈Rn:A(f)(x)≥1}

A(f)(x) dx.

Note that the entire right hand side of the above estimate is dominated by C(|B| +
‖f‖T 1

2 (Rn+1
+ )). So we have f ∈ T cω(Rn+1

+ ), which completes the proof of Lemma 3.2.7.

�

3.3 Musielak–Orlicz spaces and their dual spaces

Employing some ideas from [36, 46, 49], our aim in this section is to introduce the
Musielak–Orlicz Hardy spaces associated to L via the Lusin area function SL defined as
in (3.1.1). Then we will study their dual spaces. In the entire section, Assumption (C) is
always posed on the Musielak–Orlicz function ω. In addition, for a ball B ≡ B(xB, rB),
we set U0(B) ≡ B, and for j ∈ N, Uj(B) ≡ B(xB, 2

jrB) \B(xB, 2
j−1rB).
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Definition 3.3.1 Let ω satisfy Assumption (C). A function f ∈ L2(Rn) is said to be

in H̃ω,L(Rn) if SLf ∈ L(ω); moreover, define

‖f‖Hω,L(Rn) ≡ ‖SLf‖L(ω) = inf

{
λ > 0 :

ˆ
Rn
ω

(
x,
SLf(x)

λ

)
dx ≤ 1

}
.

The Musielak–Orlicz Hardy space Hω,L(Rn) is defined to be the completion of H̃ω,L(Rn)
in the norm ‖ · ‖Hω,L(Rn).

Remark 3.3.2 (i) It is well-known that H̃ω,L(Rn) is dense in Hω,L(Rn), see for exam-

ple [87, page 56]. Moreover, if {fk}∞k=1 is a Cauchy sequence in H̃ω,L(Rn), then there
exists a unique f ∈ Hω,L(Rn) such that limk→∞ ‖fk − f‖Hω,L(Rn) = 0.

(ii) For any f1, f2 ∈ Hω,L(Rn), we have the following:

‖f1 + f2‖pωHω,L(Rn) ≤ ‖f1‖pωHω,L(Rn) + ‖f2‖pωHω,L(Rn).

In fact, let λ1 ≡ ‖f1‖pωHω,L(Rn) and λ2 ≡ ‖f2‖pωHω,L(Rn), from the subadditivity, the conti-

nuity, and the uniformly lower type pω of ω, it follows that

ˆ
Rn
ω

(
x,
SL(f1 + f2)(x)

(λ1 + λ2)1/pω

)
dx ≤

2∑
i=1

ˆ
Rn
ω

(
x,
SL(fi)(x)

(λ1 + λ2)1/pω

)
dx

≤
2∑
i=1

λi
λ1 + λ2

ˆ
Rn
ω

(
x,
SL(fi)(x)

λ
1/pω
i

)
dx ≤ 1,

which implies that ‖f1 + f2‖Hω,L(Rn) ≤ (‖f1‖pωHω,L(Rn) + ‖f2‖pωHω,L(Rn))
1/pω .

Definition 3.3.3 Let q ∈ (pL, p̃L), let M ∈ N, and let ε ∈ (0,∞). A function α ∈
Lq(Rn) is called an (ω, q,M, ε)-molecule adapted to B if there exists a ball B such that

(i) ‖α‖Lq(Uj(B)) . 2−jε|2jB|1/q−1 inf
x∈B

[ρ (x, |2jB|)]−1
, j ∈ Z+;

(ii) for every k = 1, . . . ,M and j ∈ Z+, there holds

‖(r−2
B L−1)kα‖Lq(Uj(B)) . 2−jε|2jB|1/q−1 inf

x∈B

[
ρ
(
x,
∣∣2jB∣∣)]−1

.

Finally, if α is an (ω, q,M, ε)-molecule for all q ∈ (pL, p̃L), then α is called an (ω,∞,M, ε)-
molecule.

3.3.1 Molecular decompositions of Hω,L(Rn)

Let us begin this section with the following lemmas.

Lemma 3.3.4 Let πL,M be as in (1.0.3). Then the operator πL,M , initially defined
on T p,c2 (Rn+1

+ ), extends to a bounded linear operator from T p2 (Rn+1
+ ) to Lp(Rn), where

p ∈ (pL, p̃L).

Proof. We refer the reader to [49, Proposition 4.1, (i)] for the proof of Lemma 3.3.4.
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Lemma 3.3.5 Let πL,M be as in (1.0.3). Assume that a is an (ω,∞)-atom supported
in a ball B. Then for any fixed ε ∈ (0,∞), α = πL,M(a) is a multiple of an (ω,∞,M, ε)-
molecule adapted to the ball B.

Proof. The proof of this lemma is closely similar to the work from line 3, page 1187
to line 2, page 1188 of [49]. Hence we omit the details here.

�

Our first result in this section is now formulated as follows.

Proposition 3.3.6 Let ω satisfy Assumption (C), let M ∈ N and M > n
2
( 1
pω
− 1

2
),

and let πL,M be as in (1.0.3). Then the operator πL,M , initially defined on T cω(Rn+1
+ ),

extends to a bounded linear operator from Tω(Rn+1
+ ) to Hω,L(Rn).

Proof. First assume that f ∈ T cω(Rn+1
+ ). Then it follows from Theorem 3.2.3 that

there exist (ω,∞)-atoms {aj}∞j=1 and numbers {λj}∞j=1 ⊂ C such that f =
∑∞

j=1 λjaj
pointwise and Λ({λjaj}j) . ‖f‖Tω(Rn+1

+ ).

In addition, in view of Lemma 3.2.7, we deduce f ∈ T 2,c
2 (Rn+1

+ ), which if combined
with Corollary 3.2.6 and Lemma 3.3.4 implies that

πL,M(f) =
∞∑
j=1

λjπL,M(aj) ≡
∞∑
j=1

λjαj

in Lp(Rn), for all p ∈ (pL, 2]. As a result, using the subadditivity and the continuity
of ω, and the fact that the operator SL is bounded on Lp(Rn), we obtain

ˆ
Rn
ω(x,SL(πL,M(f))(x)) dx ≤

∞∑
j=1

ˆ
Rn
ω(x, |λj|SL(αj)(x)) dx. (3.3.1)

Observe further that by Lemma 3.3.5 for any fixed ε ∈ (0,∞), αj = πL,M(aj) is a
multiple of an (ω,∞,M, ε)-molecule adapted to Bj for each j.

Now let q ∈ (pL, p̃L), and let ε > n( 1
pω
− 1

p̃ω
), where p̃ω is as in Convention (B).

Our next step is to prove that for any (ω, q,M, ε)-molecule α adapted to the ball
B ≡ B(xB, rB) and λ ∈ C,

ˆ
Rn
ω(x, |λ|SL(α)(x)) dx . |B| inf

x∈Rn
ω

x, |λ|
|B| sup

x∈B
ρ (x, |B|)

 . (3.3.2)

Once (3.3.2) is proved, it follows that ‖α‖Hω,L(Rn) . 1, and (together with (3.3.1)) that

for all f ∈ T cω(Rn+1
+ ),

ˆ
Rn
ω(x,SL(πL,M(f))(x)) dx .

∞∑
j=1

|Bj| inf
x∈Rn

ω

x, |λj|
|Bj| sup

x∈Bj
ρ (x, |Bj|)

 .
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In other words, for all f ∈ T cω(Rn+1
+ ), we deduce

‖πL,M(f)‖Hω,L(Rn) . Λ({λjaj}j) . ‖f‖Tω(Rn+1
+ ),

which implies (ii) via a density argument.
So, it remains to prove (3.3.2). Observe that if q > 2, then an (ω, q,M, ε)-molecule is

also an (ω, 2,M, ε)-molecule. As a result, it now suffices to show (3.3.2) for q ∈ (pL, 2].
In fact, we will follow the similar idea as in the proof of [49, Proposition 4.2] to estimate

ˆ
Rn
ω(x, |λ|SL(α)(x)) dx .

∞∑
j=0

Hj +
∞∑
j=0

Ij, (3.3.3)

where

Hj =

ˆ
Rn
ω(x, |λ|SL([I − e−r2BL]M(αχUj(B)))(x)) dx (3.3.4)

and

Ij = sup
1≤k≤M

ˆ
Rn
ω

(
x, |λ|SL

{[
k

M
r2
BLe

− k
M
r2BL

]M
(χUj(B)(r

−2
B L−1)Mα)

}
(x)

)
dx.

(3.3.5)
Let us first estimate the terms Hj as in (3.3.4). For each j ≥ 0, set Bj ≡ 2jB, then it
follows from Assumption (C) that

Hj .
∞∑
k=0

ˆ
Uk(Bj)

ω(x, |λ|SL([I − e−r2BL]M(αχUj(B)))(x)) dx

.
∞∑
k=0

|2kBj| inf
x∈Rn

ω

(
x,
|λ|
|2kBj|

ˆ
Uk(Bj)

SL([I − e−r2BL]M(αχUj(B)))(x) dx

)
.

Next, applying the Hölder inequality implies that

Hj .
∞∑
k=0

|2kBj| inf
x∈Rn

ω

(
x,

|λ|
|2kBj|1/q

‖SL([I − e−r2BL]M(αχUj(B)))‖Lq(Uk(Bj))

)
. (3.3.6)

Let us recall here, in view of the proof of [46, Lemma 4.2, (4.22) and (4.27)], that for
k = 0, 1, 2,

‖SL([I − e−r2BL]M(αχUj(B)))‖Lq(Uk(Bj)) . ‖α‖Lq(Uj(B)),

and for k ≥ 3,

‖SL([I − e−r2BL]M(αχUj(B)))‖2
Lq(Uk(Bj))

. k

(
1

2k+j

)4M+2(n/2−n/q)

‖α‖2
Lq(Uj(B)).

Bringing these estimates to (3.3.6), together with Definition 3.3.3, yields

Hj . |Bj| inf
x∈Rn

ω

x, |λ|2−jε

|Bj| sup
x∈Bj

ρ(x, |Bj|)


+
∞∑
k=3

|2kBj| inf
x∈Rn

ω

x, |λ|√k2−(2M+n/2−n/q)(j+k)−jε

|2kBj|1/q|Bj|1−1/q sup
x∈Bj

ρ(x, |Bj|)

 .
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After some simple calculations, using the uniformly lower type pω of ω, we obtain

Hj . 2−jpωε

{
1 +

∞∑
k=3

√
k2kn(1−pω/q)2−pω(2M+n/2−n/q)(j+k)

}
×

|Bj| inf
x∈Rn

ω

x, |λ|
|Bj| sup

x∈Bj
ρ(x, |Bj|)

 .

Note that 2Mpω > n(1− pω/2), so the above estimate implies that

Hj . 2−jpωε|Bj| inf
x∈Rn

ω

x, |λ|
|Bj| sup

x∈Bj
ρ(x, |Bj|)

 . (3.3.7)

With the estimates (3.3.7) on Hj, exploiting again the fact that ω is of uniformly lower
type pω gives

∞∑
j=0

Hj .
∞∑
j=0

2−jpωε|Bj|


|B|sup

x∈B
ρ(x, |B|)

|Bj| sup
x∈Bj

ρ(x, |Bj|)


pω

inf
x∈Rn

ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)

 .

Since ω−1 is of uniformly lower type 1/p̃ω by Lemma 2.5.3, the previous inequality
further implies that

∞∑
j=0

Hj .
∞∑
j=0

2−jpωε|Bj|
{
|B|
|Bj|

}pω/p̃ω
inf
x∈Rn

ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)


.

∞∑
j=0

2−jpωε2jn(1−pω/p̃ω)|B| inf
x∈Rn

ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)

 .

Eventually, note that ε > n(1/pω − 1/p̃ω), we then obtain the desired estimate

∞∑
j=0

Hj . |B| inf
x∈Rn

ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)

 . (3.3.8)

Similarly, we also obtain

∞∑
j=0

Ij . |B| inf
x∈Rn

ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)

 ,

which if combined with (3.3.8) completes the proof of (3.3.2), and hence, the proof of
Proposition 3.3.6.
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Proposition 3.3.7 Let ω satisfy Assumption (C), let ε > n(1/pω − 1/p+
ω ), and let

M > n
2
( 1
pω
− 1

2
). If f ∈ Hω,L(Rn) ∩ L2(Rn), then f ∈ Lp(Rn) for all p ∈ (pL, 2] and

there exist (ω,∞,M, ε)-molecules {αj}∞j=1 and numbers {λj}∞j=1 ⊂ C such that

f =
∞∑
j=1

λjαj (3.3.9)

in both Hω,L(Rn) and Lp(Rn) for all p ∈ (pL, 2]. Moreover, there exists a positive
constant C independent of f such that for all f ∈ Hω,L(Rn) ∩ L2(Rn),

Λ({λjαj}j) ≡ inf

λ > 0 :
∞∑
j=1

|Bj| inf
x∈Rn

ω

x, |λj|
λ|Bj| sup

x∈Bj
ρ(x, |Bj|)

 ≤ 1

 ≤ C‖f‖Hω,L(Rn),

(3.3.10)
where for each j, αj is adapted to the ball Bj.

Proof. Assume that f ∈ Hω,L(Rn) ∩ L2(Rn). Then it was pointed out in the proof of
[49, Proposition 4.2], using the L2(Rn) functional calculi for L, that

f = CM

ˆ ∞
0

(t2L)M+2e−2t2Lf
dt

t
= lim

N→∞
πL,M(χON (t2Le−t

2Lf))

in L2(Rn), where πL,M , CM are as in (1.0.3), and for each N ∈ N, ON := {(x, t) ∈
Rn+1

+ : |x| < N, 1/N < t < N}.
Since f ∈ Hω,L(Rn) ∩ L2(Rn), it is easy to verify that t2Le−t

2Lf ∈ T 2
2 (Rn+1

+ ) ∩
Tω(Rn+1

+ ), using Definition 3.3.1 and Lemma 3.1.4. It then follows from Corollary
3.2.6 that t2Le−t

2Lf ∈ T p2 (Rn+1
+ ), which if combined with Lemma 3.3.4 implies that

{πL,M(χON (t2Le−t
2Lf))}N is a Cauchy sequence in Lp(Rn). At this stage, by taking

subsequence together with the fact that f = limN→∞ πL,M(χON (t2Le−t
2Lf)) in L2(Rn),

we obtain
f = lim

N→∞
πL,M(χON (t2Le−t

2Lf))

in Lp(Rn).
On the other hand, it follows from Proposition 3.2.5 that there exist (ω,∞)-atoms

{aj}∞j=1 and numbers {λj}∞j=1 ⊂ C such that t2Le−t
2Lf =

∑∞
j=1 λjaj in T p2 (Rn+1

+ ) and

Λ({λjaj}j) . ‖t2Le−t
2Lf‖Tω(Rn+1

+ ). From here, we again apply Lemma 3.3.4 to get

f = πL,M(t2Le−t
2Lf) =

∞∑
j=1

λjπL,M(aj) ≡
∞∑
j=1

λjαj (3.3.11)

in Lp(Rn) for p ∈ (pL, 2].
Note that for each j, αj is a multiple of an (ω,∞,M, ε)-molecule for any ε > 0, M ∈ N
and M > n

2
( 1
pω
− 1

2
) (by Lemma 3.3.5). As a result, the decomposition (3.3.9) holds in

Lp(Rn) for p ∈ (pL, 2].

44



In addition, observe that Λ({λjαj}j) = Λ({λjaj}j) . ‖t2Le−t
2Lf‖Tω(Rn+1

+ ), which im-

plies (3.3.10).
To finish the proof of Proposition 3.3.7, it remains to show that (3.3.9) holds in

Hω,L(Rn). In fact, it follows from Lemma 3.1.4, the decomposition (3.3.11), and to-
gether with the continuity and the subadditivity of ω that

ˆ
Rn
ω

(
x,SL

(
f −

N∑
j=1

λjαj

)
(x)

)
dx ≤

∞∑
j=N+1

ˆ
Rn
ω (x,SL(λjαj)(x)) dx.

Let us now choose p̃ω as in Convention (C) such that ε > n(1/pω − 1/p̃ω), which is
guaranteed by the assumption ε > n(1/pω − 1/p+

ω ). Then by (3.3.2), we have

∞∑
j=N+1

ˆ
Rn
ω (x,SL(λjαj)(x)) dx .

∞∑
j=N+1

|Bj| inf
x∈Rn

ω

x, |λj|
|Bj| sup

x∈Bj
|ρ(x, |Bj|)

 .

Finally, we will follow a similar argument as in the proof of Proposition 3.2.5 to obtain
f =

∑∞
j=1 λjαj in Hω,L(Rn).

�

As a consequence of Proposition 3.3.7, we have the following result.

Corollary 3.3.8 Let ω satisfy Assumption (C), let ε > n(1/pω − 1/p+
ω ), and let q ∈

(pL, p̃L) and M > n
2
( 1
pω
− 1

2
). Then for every f ∈ Hω,L(Rn), there exist (ω, q,M, ε)-

molecules {αj}∞j=1 and numbers {λj}∞j=1 ⊂ C such that f =
∑∞

j=1 λjαj in Hω,L(Rn).
Moreover, if letting Λ({λjαj}j) be as in (3.3.10), then there exists a positive constant
C independent of f such that Λ({λjαj}j) ≤ C‖f‖Hω,L(Rn).

Proof. We prove this result by using a density argument. For any f ∈ Hω,L(Rn), there
exist {fk}∞k=1 ⊂ (Hω,L(Rn) ∩ L2(Rn)) such that for all k ∈ N,

‖f − fk‖Hω,L(Rn) ≤ 2−k‖f‖Hω,L(Rn).

If we set f0 ≡ 0, then f =
∑∞

k=1(fk − fk−1) in Hω,L(Rn). On the other hand, it
follows from Proposition 3.3.7 that for all k ∈ N, there exist (ω, q,M, ε)-molecules
{αkj}∞j=1 and numbers {λkj}∞j=1 ⊂ C such that fk − fk−1 =

∑∞
j=1 λ

k
jα

k
j in Hω,L(Rn) and

Λ({λkjakj}j) . ‖fk − fk−1‖Hω,L(Rn).
Therefore, we have f =

∑∞
k,j=1 λ

k
jα

k
j in Hω,L(Rn). In addition, by Remark 3.2.4, we

deduce

[Λ({λkjαkj}k,j)]pω ≤
∞∑
k=1

[Λ({λkjakj}j)]pω .
∞∑
k=1

‖fk − fk−1‖pωHω,L(Rn) . ‖f‖
pω
Hω,L(Rn),

which completes the proof of Corollary 3.3.8.

�
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Let us denote byHq,M,ε
ω,fin (Rn) the set of all finite combinations of (ω, q,M, ε)-molecules

then we immediately obtain the following density result.

Corollary 3.3.9 Let ω satisfy Assumption (C), let ε > n(1/pω − 1/p+
ω ), and let M >

n
2
( 1
pω
− 1

2
). Then the space Hq,M,ε

ω,fin (Rn) is dense in the space Hω,L(Rn).

3.3.2 An equivalent characterization of Hω,L(Rn)

In this subsection, we will characterize the Musielak–Orlicz Hardy space Hω,L(Rn) via
the Lusin-area operator SP associated to the Poisson semigroup. The divergence form
structure of the operator L plays an important role in obtaining this characterization.

Let us first recall here that for any f ∈ L2(Rn) and x ∈ Rn, the Lusin-area operator
SP associated to the Poisson semigroup is defined by

SPf(x) ≡
(¨

Γ(x)

|t∇e−t
√
Lf(y)|2 dy dt

t

)1/2

. (3.3.12)

Then we define the space Hω,SP (Rn) as follows.

Definition 3.3.10 Let ω satisfy Assumption (A). A function f ∈ L2(Rn) is said to be

in H̃ω,SP (Rn) if SP (f) ∈ L(ω). In addition, let us define

‖f‖Hω,SP (Rn) ≡ ‖SP (f)‖L(ω) = inf

{
λ > 0 :

ˆ
Rn
ω

(
x,
SP (f)(x)

λ

)
dx ≤ 1

}
.

The space Hω,SP (Rn) is defined to be the completion of H̃ω,SP (Rn) in the norm
‖ · ‖Hω,SP (Rn).

Below are the well-known results on the Lusin-area operator SP associated to the
Poisson semigroup.

Lemma 3.3.11 The Lusin-area operator SP associated to the Poisson semigroup is
bounded on L2(Rn).

Proof. We refer the reader to the proof of (5.15) in [46].

�

Lemma 3.3.12 There exists a positive constant C such that for all f ∈ L2(Rn) and
x ∈ Rn,

S̃Pf(x) ≤ CSPf(x), (3.3.13)

where

S̃Pf(x) ≡
(¨

Γ(x)

|t2Le−t
√
Lf(y)|2 dy dt

tn+1

)1/2

.

Proof. See the proof of [46, Lemma 5.4].

�
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In what follows, we also need the following useful result, which is a general variant
of [49, Lemma 5.1] on the boundedness of linear or nonnegative sublinear operators
from Hω,L(Rn) to L(ω).

Lemma 3.3.13 Let q ∈ (pL, 2], let ω satisfy Assumption (C), let M > n
2
( 1
pω
− 1

2
),

and let ε > n(1/pω − 1/p+
ω ). Suppose that T is a nonnegative sublinear (resp., linear)

operator which maps Lq(Rn) continuously into weak-Lq(Rn). If there exists a positive
constant C such that for all (ω,∞,M, ε)-molecules α adapted to balls B and λ ∈ C,

ˆ
Rn
ω (x, T (λα)(x)) dx ≤ C|B| inf

x∈Rn
ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)

 , (3.3.14)

then T extends to a bounded sublinear (resp., linear) operator from Hω,L(Rn) to L(ω).

Moreover, there exists a positive constant C̃ such that for all f ∈ Hω,L(Rn), ‖Tf‖L(ω) ≤
C̃‖f‖Hω,L(Rn).

Proof. Because of the density of Hω,L(Rn) ∩ L2(Rn) in Hω,L(Rn), it suffices to prove
Lemma 3.3.13 for Hω,L(Rn) ∩ L2(Rn).

In fact, for any f ∈ Hω,L(Rn) ∩ L2(Rn), f ∈ Lq(Rn) with q ∈ (pL, 2], in the light
of Proposition 3.3.7, there exist {λj}∞j=1 ⊂ C and (ω,∞,M, ε)-molecules {αj}∞j=1 such
that f =

∑∞
j=1 λjαj in both Hω,L(Rn) and Lq(Rn), and Λ({λjαj}j) . ‖f‖Hω,L(Rn).

Now, assume that T is linear, then since T is of weak type (q, q) so T (f) =∑∞
j=1 T (λjαj) almost everywhere.
Next, let T be a nonnegative sublinear operator, then it follows from the assumption

that T maps Lq(Rn) continuously into weak-Lq(Rn) that

sup
t>0

t1/q

∣∣∣∣∣
{
x ∈ Rn :

∣∣∣∣∣T (f)(x)− T

(
N∑
j=1

λjαj

)
(x)

∣∣∣∣∣ > t

}∣∣∣∣∣ .
∥∥∥∥∥f −

N∑
j=1

λjαj

∥∥∥∥∥
Lq(Rn)

.

Since
∥∥∥f −∑N

j=1 λjαj

∥∥∥
Lq(Rn)

→ 0 as N → 0, the above estimate implies that there

exists a subsequence {Nk}k ⊂ N such that

T

(
Nk∑
j=1

λjαj

)
→ T (f)

almost everywhere, as k →∞. At this stage, using the nonnegativity and the sublin-
earity of T further gives that

T (f)−
∞∑
j=1

T (λjαj) = T (f)− T

(
Nk∑
j=1

λjαj

)
+ T

(
Nk∑
j=1

λjαj

)
−
∞∑
j=1

T (λjαj)

≤ T (f)− T

(
Nk∑
j=1

λjαj

)
.
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Then letting k →∞, it is easy to see that

T (f) ≤
∞∑
j=1

T (λjαj) (3.3.15)

almost everywhere. Finally, it follows from (3.3.15), the subadditivity and the conti-
nuity of ω and from the condition (3.3.14) that

ˆ
Rn
ω (x, T (f)(x)) dx .

∞∑
j=1

ˆ
Rn
ω (x, T (λjαj)(x)) dx

.
∞∑
j=1

|Bj| inf
x∈Rn

ω

x, |λj|
|Bj| sup

x∈Bj
ρ(x, |Bj|)

 ,

which implies that

‖T (f)‖L(ω) . Λ({λjαj}j) . ‖f‖Hω,L(Rn),

and hence completes the proof of Lemma 3.3.13.

�

Our main result is now formulated as follows.

Theorem 3.3.14 Let ω satisfy Assumption (C). Then the spaces Hω,L(Rn) and Hω,SP (Rn)
coincide with equivalent norms.

Proof. Let us first prove that Hω,SP (Rn) ⊂ Hω,L(Rn). In fact, let ε > n( 1
pω
− 1

p+ω
),

let M > n
2
( 1
pω
− 1

2
), and let f ∈ Hω,SP (Rn) ∩ L2(Rn). Clearly, it follows from Lemma

3.3.11 and Lemma 3.3.12 that

‖S̃Pf‖L2(Rn) . ‖SPf‖L2(Rn) . ‖f‖L2(Rn)

and

‖S̃Pf‖L(ω) . ‖f‖Hω,SP (Rn).

As a result of that, it implies that t2Le−t
√
Lf ∈ (Tω(Rn+1

+ ) ∩ T 2
2 (Rn+1

+ )). Then, by the
L2(Rn)-functional calculi for f , we deduce

f =
C̃

CM
πL,M(t2Le−t

√
Lf)

in L2(Rn), where πL,M and CM are as in (1.0.3) and C̃ is the positive constant such
that

C̃

ˆ ∞
0

t2(M+1)e−t
2

t2e−t
dt

t
= 1.
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At this stage, it follows from the fact that t2Le−t
√
Lf ∈ Tω(Rn+1

+ ) and from Proposition
3.3.6 that f ∈ Hω,L(Rn), and that

‖f‖Hω,L(Rn) . ‖t2Le−t
√
Lf‖Tω(Rn+1

+ ) ∼ ‖S̃Pf‖L(ω) . ‖f‖Hω,SP (Rn),

which implies that Hω,SP (Rn) ⊂ Hω,L(Rn) via a density argument.
Conversely, by using the estimates from (5.16) to (5.22) in the proof of [46, Theorem

5.3] and by following the same arguments to the proof of (3.3.2) in Proposition 3.3.6,
we obtain the following similar estimate

ˆ
Rn
ω(x, |λ|SP (α)(x)) dx . |B| inf

x∈Rn
ω

x, |λ|
|B| sup

x∈B
ρ (x, |B|)

 (3.3.16)

for any (ω, 2,M, ε)-molecule α adapted to the ball B and any λ ∈ C.
Finally, it follows from (3.3.16), from Lemma 3.3.11 and Lemma 3.3.13 that

‖f‖Hω,SP (Rn) = ‖SPf‖L(ω) . ‖f‖Hω,L(Rn),

which implies that Hω,L(Rn) ⊂ Hω,SP (Rn).

�

3.3.3 Dual spaces of Hω,L(Rn)

Our purpose in this section is to study the dual space of the Musielak–Orlicz Hardy
space Hω,L(Rn). First we need to introduce some notation and notions.

Following [46], for ε > 0 and M ∈ N, we define the space

MM,ε
ω (L) ≡ {µ ∈ L2(Rn) : ‖µ‖MM,ε

ω (L) <∞},

where

‖µ‖MM,ε
ω (L) ≡ sup

j≥0

{
2jε|B(0, 2j)|1/2 sup

x∈B(0,2j)

ρ(x, |B(0, 2j)|)
M∑
k=0

‖L−kµ‖L2(Uj(B(0,1)))

}
.

It follows directly from the definition above and the definition of an (ω, 2,M, ε)-
molecule that if φ ∈MM,ε

ω (L) with norm 1, then φ is an (ω, 2,M, ε)-molecule adapted
to B(0, 1). Conversely, if α is an (ω, 2,M, ε)-molecule adapted to certain ball, then
α ∈MM,ε

ω (L).
In addition, it is easy to see that (I−A∗t )Mf ∈ L2

loc (Rn) in the sense of distributions,
where At being either (I + t2L)−1 or e−t

2L, and f ∈ (MM,ε
ω (L))∗, the dual space of

MM,ε
ω (L). Indeed, for any ball B, any ψ ∈ L2(B), the Gaffney estimates from Lemmas

3.1.1 and 3.1.2 imply that (I−At)Mψ ∈MM,ε
ω (L) for all ε > 0 and any fixed t ∈ (0,∞).

Therefore, we obtain

|〈(I − A∗t )Mf, ψ〉| ≡ |〈f, (I − At)Mψ〉| ≤ C(t, rB, dist (B, 0))‖f‖(MM,ε
ω (L))∗‖ψ‖L2(B),
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which results in the fact that (I − A∗t )Mf ∈ L2
loc (Rn) in the sense of distributions.

Next, for any M ∈ N, let us define

MM
ω,L∗(Rn) ≡

⋂
ε>n(1/pω−1/p+ω )

(MM,ε
ω (L))∗.

Definition 3.3.15 Let q ∈ (pL, p̃L), let ω satisfy Assumption (C), and let M > n
2
( 1
pω
−

1
2
). A functional f ∈MM

ω,L(Rn) is said to be in BMOq,M
ρ,L (Rn) if

‖f‖BMOq,Mρ,L (Rn) ≡ sup
B⊂Rn

1

sup
x∈B

ρ(x, |B|)

[
1

|B|

ˆ
B

|(I − e−r2BL)Mf(x)|q dx
]1/q

<∞,

where the supremum is taken over all balls B in Rn.

In particular, we denote BMO2,M
ρ,L (Rn) simply by BMOM

ρ,L(Rn). The proofs of Lem-
mas 3.3.16, 3.3.17, and 3.3.18 below are similar to those of Lemmas 8.1, 8.3 of [46] and
Lemma 4.3 of [49], respectively, and hence we skip them here.

Lemma 3.3.16 Let ω, q, and M be as in Definition 3.3.15. Then a functional f ∈
BMOq,M

ρ,L (Rn) if and only if f ∈MM
ω,L(Rn) and

sup
B⊂Rn

1

sup
x∈B

ρ(x, |B|)

[
1

|B|

ˆ
B

|(I − (I + r2
BL)−1)Mf(x)|q dx

]1/q

<∞.

Moreover, the term appearing on the left-hand side of the above formula is equivalent
to ‖f‖BMOq,Mρ,L (Rn).

Lemma 3.3.17 Let ω and M be as in Definition 3.3.15. Then there exists a positive
constant C such that for all f ∈ BMOM

ρ,L(Rn),

sup
B⊂Rn

1

sup
x∈B

ρ(x, |B|)

[
1

|B|

¨
B̂

|(t2L)Me−t
2Lf(x)|2 dx dt

t

]1/2

≤ C‖f‖BMOMρ,L(Rn).

Lemma 3.3.18 Let ω, ρ and M be as in Definition 3.3.15, let q ∈ (pL∗ , 2], let ε, ε1 > 0,

and let M̃ > M + ε1 + n
4
. Suppose that f ∈MM

ω,L∗(Rn) satisfies

ˆ
Rn

|(I − (I + L∗)−1)Mf(x)|q

1 + |x|n+ε1
dx <∞. (3.3.17)

Then for every (ω, q′, M̃ , ε)-molecule α,

〈f, α〉 = C̃M

¨
Rn+1
+

(t2L∗)Me−t
2L∗f(x)t2Le−t2Lα(x)

dx dt

t
,

where q′ is the conjugate index of q and C̃M is the positive constant satisfying

C̃M

ˆ ∞
0

t2(M+1)e−2t2 dt

t
= 1.
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Remark 3.3.19 It follows from Lemma 3.3.16 that if f ∈ BMOq,M
ρ,L (Rn) then f satis-

fies (3.3.17) for all ε1 > 0. Thus, Lemma 3.3.18 holds for all f ∈ BMOq,M
ρ,L (Rn).

We are now ready to state the following main results.

Theorem 3.3.20 Let ω satisfy Assumption (C), let ε > n(1/pω− 1/p+
ω ), and let M >

n
2
( 1
pω
− 1

2
) and M̃ > M + n

4
. In addition, assume that there exists a positive constant

K such that for all balls B in Rn, for all x ∈ Rn,

|B|ω
[
x,K inf

x∈B
ω−1

(
x, |B|−1)] ≥ 1. (3.3.18)

Then (Hω,L(Rn))∗, the dual space of Hω,L(Rn), coincides with BMOM
ρ,L∗(Rn) in the

following sense.

(i) Let g ∈ BMOM
ρ,L∗(Rn). Then the linear functional `, which is initially defined

on H2,M̃ ,ε
ω,fin (Rn) by

`(f) ≡ 〈g, f〉, (3.3.19)

has a unique extension to Hω,L(Rn) with ‖`‖(Hω,L(Rn))∗ ≤ C‖g‖BMOMρ,L∗ (Rn), where C is

a positive constant independent of g.

(ii) Conversely, for any ` ∈ (Hω,L(Rn))∗, then ` ∈ BMOM
ρ,L∗(Rn), (3.3.19) holds

for all f ∈ H2,M,ε
ω,fin (Rn), and ‖`‖BMOMρ,L∗ (Rn) ≤ C‖`‖(Hω,L(Rn))∗, where C is a positive

constant independent of `.

Proof. Before coming to the proof of Theorem 3.3.20, we need the following lemma.

Lemma 3.3.21 Let ω satisfy the assumptions of Theorem 3.3.20, and let {λj}∞j=1 ⊂ C
and Λ({λjaj}j) be as in Theorem 3.2.3. Then we have

∞∑
j=1

|λj| ≤ CΛ({λjaj}j) ≤ C‖f‖Tω(Rn+1
+ ).

Proof of Lemma 3.3.21. Take any λ > 0 such that

∞∑
j=1

|Bj| inf
x∈Rn

ω

x, |λj|
λ |Bj| sup

x∈Bj
ρ (x, |Bj|)

 ≤ 1. (3.3.20)

If there is some λj such that Kλ < |λj|, then by (3.3.18), we see that, for any x ∈ Rn,

|Bj|ω

x, |λj|
λ |Bj| sup

x∈Bj
ρ (x, |Bj|)

 > |Bj|ω
[
x,K inf

x∈Bj
ω−1

(
x, |Bj|−1)] ≥ 1,
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which contradicts with (3.3.20). Hence Kλ ≥ |λj| for all λj. Since ω is of uniformly
upper type 1, we deduce that

|Bj|ω

x, |λj|
λ |Bj| sup

x∈Bj
ρ (x, |Bj|)

 ≥ |λi|
Kλ
|Bj|ω

[
x,K inf

x∈Bj
ω−1

(
x, |Bj|−1)] ≥ |λi|

Kλ
,

which, together with (3.3.20) and the definition of Λ({λjaj}j) in Theorem 3.2.3, com-
pletes the proof of Lemma 3.3.21.

�

Proof of Theorem 3.3.20. Assume g ∈ BMOM
ρ,L∗(Rn).

For any f ∈ H2,M̃ ,ε
ω,fin (Rn) ⊂ Hω,L(Rn), we have f ∈ L2(Rn). Setting h = t2Le−t

2Lf ,

then it follows from Lemma 3.1.4 that h ∈ (Tω(Rn+1
+ ) ∩ T 2

2 (Rn+1
+ )). Therefore, in the

light of Theorem 3.2.3, there exist {λj}∞j=1 ⊂ C and (ω,∞)-atoms {aj}∞j=1 supported

in {B̂j}∞j=1 such that h =
∑∞

j=1 λjaj and (3.2.2) holds.

On the other hand, since g ∈ BMOM
ρ,L∗(Rn) so Lemma 3.3.18 holds for g (see Remark

3.3.19). As a result, we can write

|〈g, f〉| =

∣∣∣∣∣CM̃
¨

Rn+1
+

(t2L∗)Me−t
2L∗g(x)t2Le−t2Lf(x)

dx dt

t

∣∣∣∣∣
.

∞∑
j=1

|λj|
¨

Rn+1
+

|(t2L∗)Me−t2L∗g(x)aj(x, t)|
dx dt

t

.
∞∑
j=1

|λj|‖aj‖T 2
2 (Rn+1

+ )

(¨
B̂j

|(t2L∗)Me−t2L∗g(x)|2 dx dt
t

)1/2

,

where the last estimate follows from applying the Cauchy-Schwarz inequality. At this
stage, we observe that for each j,

‖aj‖T 2
2 (Rn+1

+ ) ≤
|Bj|−1/2

sup
x∈Bj

ρ(x,Bj)
,

which, together with Lemma 3.3.17, implies

|〈g, f〉| .
∞∑
j=1

|λj|‖g‖BMOMρ,L∗ (Rn).

Thus, we reach, in view of Lemma 3.3.21, the following estimates

|〈g, f〉| . ‖t2Le−t2Lf‖Tω(Rn+1
+ )‖g‖BMOMρ,L∗ (Rn) . ‖f‖Hω,L(Rn)‖g‖BMOMρ,L∗ (Rn). (3.3.21)

Finally, due to Corollary 3.3.9, we obtain (i) by a standard density argument.
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Conversely, for any ` ∈ (Hω,L(Rn))∗, we need to show that ` ∈ BMOM
ρ,L∗(Rn). First,

for any (ω, 2,M, ε)-molecule α, since ‖α‖Hω,L(Rn) . 1, so |`(α)| . ‖`‖(Hω,L(Rn))∗ , which
implies that ` ∈MM

ω,L∗(Rn). It remains to show, by Lemma 3.3.16, that

sup
B⊂Rn

1

sup
x∈B

ρ(x, |B|)

(
1

|B|

ˆ
B

|(I − [(I + r2
BL)−1]∗)M`(x)|2 dx

)1/2

. ‖`‖(Hω,L(Rn))∗ .

To this end, for any ball B, let φ ∈ L2(B) such that

‖φ‖L2(B) ≤
1

|B|1/2sup
x∈B

ρ(x, |B|)

and set α̃ ≡ (I− [I+ r2
BL]−1)Mφ, where 2M > n(1/pω−1/2). Let us next show that α̃

is a multiple of an (ω, 2,M, ε)-molecule. In fact, for each j ∈ Z+ and k = 0, 1, . . . ,M ,
it follows from Lemma 3.1.3 that

‖(r2
BL)−kα̃‖L2(Uj(B)) = ‖(I − [I + r2

BL]−1)M−k(I + r2
BL)−kφ‖L2(Uj(B))

. exp

{
− dist (B,Uj(B))

crB

}
‖φ‖L2(B)

. 2−2j(M+ε)2jn(1/pω−1/2) 1

|2jB|1/2sup
x∈B

ρ(x, |2jB|)

. 2−2jε 1

|2jB|1/2sup
x∈B

ρ(x, |2jB|)
.

On the other hand, observe that for any fixed t > 0, (I − ([I + t2L]−1)∗)M` is well
defined and belongs to L2

loc (Rn). So we obtain

|〈(I − [(I + r2
BL)−1]∗)M`, φ〉| = |〈`, (I − [I + r2

BL]−1)Mφ〉| = |〈`, α̃〉| . ‖`‖(Hω,L(Rn))∗ .
(3.3.22)

Eventually, we now write

1

sup
x∈B

ρ(x, |B|)

(
1

|B|

ˆ
B

|(I − [(I + r2
BL)−1]∗)M`(x)|2 dx

)1/2

= sup
‖φ‖L2(B)≤1

∣∣∣∣∣∣
〈
`, (I − [I + r2

BL]−1)M
φ

|B|1/2sup
x∈B

ρ(x, |B|)

〉∣∣∣∣∣∣ . ‖`‖(Hω,L(Rn))∗ ,

where the last estimate comes from (3.3.22). We complete the proof of Theorem 3.3.20.

�

Remark 3.3.22 It follows from the proof of Theorem 3.3.20 that the spaces BMOM
ρ,L(Rn)

for allM > n
2
( 1
pω
−1

2
) coincide with equivalent norms. Thus, we will denote BMOM

ρ,L(Rn)

simply by BMOρ,L(Rn).
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3.3.4 The Carleson measure and the John–Nirenberg inequal-
ity

In this section, we aim to characterize the space BMOρ,L∗(Rn) via the ρ-Carleson
measure and then establish the John–Nirenberg inequality for elements in BMOρ,L∗(Rn),
where L∗ stands for the conjugate operator of L in L2(Rn).

Definition 3.3.23 A measure dµ on Rn+1
+ is called a ρ-Carleson measure if

‖dµ‖ρ ≡ sup
B⊂Rn

 1

|B|[sup
x∈B

ρ(x, |B|)]2

¨
B̂

| dµ|

 <∞,

where the supremum is taken over all balls B of Rn.

Theorem 3.3.24 Let ω satisfy Assumption (C), and let M > n
2
( 1
pω
− 1

2
).

(i) If f ∈ BMOρ,L∗(Rn), then dµf is a ρ-Carleson measure and there exists a positive
constant C independent of f such that ‖dµf‖ρ ≤ C‖f‖2

BMOρ,L∗ (Rn), where

dµf ≡
∣∣∣(t2L∗)Me−t2L∗f(x)

∣∣∣2 dx dt
t

. (3.3.23)

(ii) Conversely, if f ∈ MM
ω,L∗(Rn) satisfies (3.3.17) with certain q ∈ (pL∗ , 2] and

ε1 > 0, (3.3.18) holds and dµf is a ρ-Carleson measure, then f ∈ BMOρ,L∗(Rn). More-
over, there exists a positive constant C independent of f such that ‖f‖2

BMOρ,L∗ (Rn) ≤
C‖dµf‖ρ, where dµf is as in (3.3.23).

Proof. Applying Lemma 3.3.17 yields (i).
Conversely, assume that f ∈ MM

ω,L∗(Rn) satisfies (3.3.17) with certain q ∈ (pL∗ , 2]

and ε1 > 0. Then for any M̃ > M + ε1 + n
4

and any ε > n( 1
pω
− 1

p+ω
), it follows from

Lemma 3.3.18 that

〈f, g〉 = C̃M

¨
Rn+1
+

(t2L∗)Me−t
2L∗f(x)t2Le−t2Lg(x)

dx dt

t
,

if g is a finite combination of (ω, q′, M̃ , ε)-molecules and q′ is the conjugate of q. In
addition, according to (3.3.21), one can observe that

|〈f, g〉| . ‖dµf‖1/2
ρ ‖g‖Hω,L(Rn).

Finally, note that Hq′,M̃ ,ε
ω,fin is dense in Hω,L(Rn), so we can use a standard density

argument to obtain that f ∈ (Hω,L(Rn))∗. This if combined with Theorem 3.3.20
implies that f ∈ BMOρ,L∗(Rn) and ‖f‖2

BMOρ,L∗ (Rn) . ‖ duf‖ρ.

�

Using the same arguments as in the proof of [49, Theorem 6.2], we obtain the
following result.
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Theorem 3.3.25 Let ω satisfy Assumption (C), let (3.3.18) hold, and let M > n
2
( 1
pω
−

1
2
). Then the spaces BMOq,M

ρ,L∗(Rn) for all q ∈ (pL∗ , p̃L∗) coincide with equivalent norms.

It could be of interest to put forward the following comment: these kind of re-
sults are a well-known consequence of John–Nirenberg inequalities, as explained in this
current section. Recently, such self-improving properties have been studied in a very
abstract setting (see [11, 13, 14, 52]). Moreover, in [13], applications for functional
spaces (Hardy spaces and Sobolev spaces) associated to the same (than here) second-
order divergence operator are obtained. In [13],[52],[11], the main assumption to get
this self-improving property (the John–Nirenberg inequality) is related to the behav-
ior of the ”weight“ ρ, if it is doubling or increasing (with respect to the ball). They
only consider weights, which are ”x“-independent. So the results obtained in this cur-
rent paper are interesting since they deal with an ”x“-dependent weight ρ. However,
whether it is possible to compare Assumption (C) and (3.3.18) (required in Theorem
3.3.25) with the doubling property required for an ”x“-independent weight is still an
interesting question. We believe that they are in general incomparable.

3.4 Some applications

In this section, as an application of the theory developed in the previous sections,
we will show the boundedness on Musielak–Orlicz Hardy spaces of the Riesz transform
and of the Littlewood–Paley g-function associated with the operator L.

Let us recall here that for all f ∈ L2(Rn) and x ∈ Rn, the Littlewood–Paley g-
function gL is defined by

gLf(x) ≡
(ˆ ∞

0

|t2Le−t2Lf(x)|2 dt
t

)1/2

.

It is well-known that gL is bounded on L2(Rn), see [46, Proof of Theorem 3.4]. We
are now ready to claim the following result which is similar but more general than [46,
Theorems 3.2 and 3.4] and [49, Theorem 7.1].

Theorem 3.4.1 Let ω satisfy Assumption (C), and let p ∈ (pL, 2]. Suppose that the
nonnegative sublinear operator or linear operator T is bounded on Lp(Rn) and there
exist C > 0, M ∈ N and M > n

2
( 1
pω
− 1

2
) such that for all closed sets E, F in Rn with

dist (E,F ) > 0 and all f ∈ Lp(Rn) supported in E,

‖T (I − e−tL)Mf‖Lp(F ) ≤ C

(
t

dist (E,F )2

)M
‖f‖Lp(E) (3.4.1)

and

‖T (tLe−tL)Mf‖Lp(F ) ≤ C

(
t

dist (E,F )2

)M
‖f‖Lp(E) (3.4.2)

for all t > 0. Then T extends to a bounded sublinear or linear operator from Hω,L(Rn)
to L(ω). In particular, the Riesz transform ∇L−1/2 and the Littlewood–Paley g-function
gL are bounded from Hω,L(Rn) to L(ω).
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Proof. Take any ε > n(1/pω − 1/p̃ω), where p̃ω is as in Convention (B). In view of
Lemma 3.3.13, if we wish to show that T extends to a bounded sublinear or linear
operator from Hω,L(Rn) to L(ω), then it suffices to show that for all λ ∈ C and
(ω,∞,M, ε)-molecules α adapted to balls B,

ˆ
Rn
ω (x, T (λα)(x)) dx . |B| inf

x∈Rn
ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)

 . (3.4.3)

To this end, we will follow the idea in [49, Theorem 7.1] to estimate

ˆ
Rn
ω(x, T (λα)(x)) dx .

∞∑
j=0

Pj +
∞∑
j=0

Qj, (3.4.4)

where

Pj =

ˆ
Rn
ω(x, |λ|T ([I − e−r2BL]M(αχUj(B)))(x)) dx (3.4.5)

and

Qj = sup
1≤k≤M

ˆ
Rn
ω

(
x, |λ|T

{[
k

M
r2
BLe

− k
M
r2BL

]M
(χUj(B)(r

−2
B L−1)Mα)

}
(x)

)
dx.

(3.4.6)
Let us now estimate the terms Pj in (3.4.5). Denote Bj = 2jB, for each j ≥ 0, then it
follows from Assumption (C) that

Pj .
∞∑
k=0

ˆ
Uk(Bj)

ω(x, |λ|T ([I − e−r2BL]M(αχUj(B)))(x)) dx

.
∞∑
k=0

|2kBj| inf
x∈Rn

ω

(
x,
|λ|
|2kBj|

ˆ
Uk(Bj)

T ([I − e−r2BL]M(αχUj(B)))(x) dx

)
.

Then applying the Hölder inequality implies that

Pj .
∞∑
k=0

|2kBj| inf
x∈Rn

ω

(
x,

|λ|
|2kBj|1/p

‖T ([I − e−r2BL]M(αχUj(B)))‖Lp(Uk(Bj))

)
. (3.4.7)

At this stage, it follows from Lemma 3.1.3, the condition (3.4.1) and the Lp(Rn)-
boundedness of T that for k = 0, 1, 2,

‖T ([I − e−r2BL]M(αχUj(B)))‖Lp(Uk(Bj)) . ‖α‖Lp(Uj(B)),

and that for k ≥ 3,

‖T ([I − e−r2BL]M(αχUj(B)))‖Lp(Uk(Bj)) .

(
1

2k+j

)2M

‖α‖2
Lp(Uj(B)).
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Plugging these properties into the right hand quantity of (3.4.7), together with Defi-
nition 3.3.3, implies that

Pj . |Bj| inf
x∈Rn

ω

x, |λ|2−jε

|Bj| sup
x∈Bj

ρ(x, |Bj|)


+
∞∑
k=3

|2kBj| inf
x∈Rn

ω

x, |λ|2−(2M)(j+k)−jε

|2kBj|1/p|Bj|1−1/p sup
x∈Bj

ρ(x, |Bj|)

 .

After some simple calculations, using the uniformly lower type index pω of ω, we deduce

Pj . 2−jpωε

{
1 +

∞∑
k=3

2kn(1−pω/p)2−2Mpω(j+k)

}
|Bj| inf

x∈Rn
ω

x, |λ|
|Bj| sup

x∈Bj
ρ(x, |Bj|)

 .

Observe that 2Mpω > n(1− pω/2), so it follows from the above estimate that

Pj . 2−jpωε|Bj| inf
x∈Rn

ω

x, |λ|
|Bj| sup

x∈Bj
ρ(x, |Bj|)

 . (3.4.8)

With the estimates (3.4.8) on Pj in hand, again note that ω is of uniformly lower type
pω, we obtain

∞∑
j=0

Pj .
∞∑
j=0

2−jpωε|Bj|


|B|sup

x∈B
ρ(x, |B|)

|Bj| sup
x∈Bj

ρ(x, |Bj|)


pω

inf
x∈Rn

ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)

 .

Since ω−1 is of uniformly lower type 1/p̃ω (see Lemma 2.5.3), the above inequality
implies that

∞∑
j=0

Pj .
∞∑
j=0

2−jpωε|Bj|
{
|B|
|Bj|

}pω/p̃ω
inf
x∈Rn

ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)


.

∞∑
j=0

2−jpωε2jn(1−pω/p̃ω)|B| inf
x∈Rn

ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)

 .

Finally, note that ε > n(1/pω − 1/p̃ω), we then obtain the following desired estimate.

∞∑
j=0

Pj . |B| inf
x∈Rn

ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)

 . (3.4.9)
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Using the similar arguments above, we also obtain

∞∑
j=0

Qj . |B| inf
x∈Rn

ω

x, |λ|
|B|sup

x∈B
ρ(x, |B|)

 ,

which, together with (3.4.9) and (3.4.4), yields the condition (3.4.3). That is, T is
bounded from Hω,L(Rn) to L(ω).

In particular, the operators gL and ∇L−1/2 were shown in [46, Theorem 3.4] to
satisfy the conditions (3.4.1) and (3.4.2). Therefore, gL and ∇L−1/2 are bounded from
Hω,L(Rn) to L(ω), which completes the proof of Theorem 3.4.1.

�
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4
Musielak–Orlicz Hardy spaces associated to

operators satisfying Davies–Gaffney
estimates and bounded holomorphic

functional calculus

4.1 Assumptions on the operator L

Let X be a metric space, with a distance d and µ is a nonnegative, Borel, doubling
measure on X. Let L be a linear operator of type θ on L2(X) with θ < π/2, hence L
generates a holomorphic semigroup ezL, | arg(z)| < π/2− θ. Throughout this chapter,
we always suppose that the space X is of homogeneous type, and that the operator L
satisfies the following assumptions.
(i) The operator L has a bounded H∞-calculus on L2(X).
(ii) The operator L generates an analytic semigroup {e−tL}t>0 which satisfies the
Davies–Gaffney estimates; that is, there exist positive constants C1 and C2 such that
for all closed sets E and F in X, t ∈ (0,∞) and f ∈ L2(X) supported in E,

||e−tLf ||L2(F ) ≤ C1 exp
{
− d(E,F )2

C2t

}
||f ||L2(E), (4.1.1)

where d(E,F ) is the distance between E and F in X.

Remark 4.1.1 We now give a list of examples of differential operators which satisfy
assumptions (i) and (ii):

(α) Second-order elliptic divergence form operators defined by (1.0.2), acting on
the Euclidean space Rn. Note that these operators in general are neither self-adjoint
nor having Gaussian heat kernel bounds. See [10] and Section 2 of [6].
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(β) The operators L = b(x)∆ as described in Chapter 1 of this thesis.
(γ) Schrödinger operators with nonnegative potentials and magnetic Schrödinger

operators. These operators are self-adjoint and possess Gaussian upper bounds on heat
kernels. See, for example, Section 1 and 3 of [34].

(δ) Laplace–Beltrami operators on all complete Riemannian manifolds. These
operators are self-adjoint and satisfy the Davies–Gaffney estimates (but not Gaussian
heat kernel bounds) in general setting. See [4], Section 3.1.

Lemma 4.1.2 ([47]) Assume that the families of operators {St}t>0 and {Tt}t>0 satisfy
Davies–Gaffney estimates (4.1.1). Then there exist two constants C ≥ 0 and c > 0
such that, for every t > 0, every closed subsets E and F of X and every function f
supported in E, one has

||SsTtf ||L2(F ) ≤ C exp
{
− d(E,F )2

cmax{s, t}

}
||f ||L2(E).

Lemma 4.1.3 Let L satisfy assumptions (i) and (ii). Then for any fixed k ∈ N, the
following family of operators {(tL)ke−tL}t>0 satisfies Davies–Gaffney estimates (4.1.1).

Proof. The proof of this lemma is similar to one in [45] and hence we omit the details
here.

4.2 Musielak–Orlicz Hardy spaces associated to op-

erators

4.2.1 Tent spaces on spaces of homogeneous type

Given x ∈ X and α > 0, the cone of aperture α and vertex x is the set

Γα(x) := {(y, t) ∈ X × (0,∞) : d(y, x) < αt}.

For any closed subset F ⊂ X, define a saw-tooth region Rα(F ) =
⋃
x∈F Γα(x). For

simplicity, we will often write R(F ) instead of R1(F ). If O is an open subset of X, and

we denote by Ec the complement of a set E, then the tent over O, denoted by Ô, is
defined as

Ô := [R(Oc)]c := {(x, t) ∈ X × (0,∞) : d(x,Oc) ≥ t}

For each measurable function g on X × (0,∞) and x ∈ X, define

A(g)(x) :=
( ˆ

Γ(x)

|g(y, t)|2 dµ(y)

V (x, t)

dt

t

)1/2

.

When X = Rn Coifman, Meyer and Stein [24] introduced the tent spaces T p2 (Rn+1
+ )

for p ∈ (0,∞). The tent spaces T p2 (X) on spaces of homogeneous type were studied
by Russ [69]. The function g is said to belong to the space T p2 (X) with p ∈ (0,∞) if
||g||T p2 (X) = ||A(g)||Lp <∞. Then, Harbourne, Salinas and Viviani [43] introduced the
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tent spaces Tω(Rn+1
+ ) associated to ω. Now let ω satisfy Assumption (A) (see page 27).

Then we define Tω(X) as the space of all measurable functions g on X × (0,∞) such
that A(g) ∈ L1(ω), and for any g ∈ Tω(X), one defines

||g||Tω(X) = ||A(g)||L1(ω).

Definition 4.2.1 Let ω satisfy Assumption (C) (see page 27 and 28), and let ρ be the
function defined by (2.5.3) in Definition 2.5.2. A function a on X × (0,∞) is called a
Tω(X)-atom if

(i) there exists a ball B ⊂ X such that supp a ⊂ B̂;

(ii) ||a||T 2
2 (X) ≤ [V (B)]−1/2 inf

x∈B
[ρ(x, V (B))]−1.

Remark 4.2.2 (i) It is not difficult to verify that for a function ω satisfying As-
sumption (C), there exist positive constants K1, K2 such that for any x ∈ X, K1 ≤
ω−1(x, 1) ≤ K2 and hence inf

x∈B
[ρ(x, V (B))]−1 is strictly positive.

(ii) In addition, for all Tω(X)-atoms a, we have ||a||Tω(X) . 1.

For the functions in the space Tω(X), we have the following atomic decomposition.

Proposition 4.2.3 Let ω satisfy Assumption (C). Then for any f ∈ Tω(X), there exist
Tω(X)-atoms {aj}∞j=1 and {λj}∞j=1 ⊂ C such that for almost every (x, t) ∈ X × (0,∞)

f(x, t) =
∞∑
j=1

λjaj(x, t). (4.2.1)

Moreover, there exists a positive constant C such that for all f ∈ Tω(X),

Λ({λj}) = inf
{
λ > 0 :

∞∑
j=1

V (Bj) inf
x∈X

ω
(
x,

|λj|
λV (Bj) sup

y∈Bj
ρ(y, V (Bj))

≤ 1
)}
≤ C||f ||Tω(X),

(4.2.2)

where B̂j appears as the support of aj.

Proof. The proof of Proposition 4.2.3 is similar to those of [24, Theorem 1], [69,
Theorem 1.1], [49, Theorem 3.1] and [50, Theorem 3.1] with minor modifications, thus
we omit the details.

The following proposition on the convergence of (4.2.1) plays a significant role in the
remaining part of this chapter. The proof of it is analogous to that of [49, Proposition
3.1] and we omit the details.

Proposition 4.2.4 Let ω satisfy Assumption (C). If f ∈ Tω(X) ∩ T 2
2 (X), then the

decomposition (4.2.1) holds in both Tω(X) and T 2
2 (X).
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4.2.2 Musielak–Orlicz Hardy spaces associated to L

For all functions f ∈ L2(X), the Lusin-area function SL(f) is defined by setting,

SLf(x) :=
( ˆ ˆ

Γ(x)

|t2Le−t2Lf(y)|2 dµ(y)

V (x, t)

dt

t

)1/2

, x ∈ X.

The Musielak–Orlicz Hardy space HL,ω(X) is defined as the completion of

{f ∈ L2(X) : ||SLf ||L1(ω) <∞}

with the norm

||f ||HL,ω(X) = ||SLf ||L1(ω).

Noting that if ω(t) = t, t ∈ (0,∞) then the space HL,ω(X) turns out to be the space
H1
L(X) in [45]. Furthermore, if ω(t) = tp, t ∈ (0,∞) and p ∈ (0, 1], the space HL,ω(X)

is just the space Hp
L(X) considered in [30]. We now introduce the notions of (ω,M, ε)-

molecule as follows.
Let us denote by D(T ) the domain of an unbounded operator T and by T k = T . . . T
the k−fold composition of T with itself.

Definition 4.2.5 A function m ∈ L2(X) is called an (ω,M, ε)-molecule associated to
the operator L if there exist a function b ∈ D(LM) and a ball B such that

(i) m = LMb;

(ii) for every k = 0, 1, . . . ,M. and j ∈ Z+

||(r2
BL)kb||L2(Sj(B)) . r2M

B 2−jε[V (2jB)]−1/2 inf
x∈B

[ρ(x, V (2jB))]−1.

Theorem 4.2.6 Let L satisfy assumptions (i) and (ii), ω satisfy Asumption (C), M >
n
2
( 1
pω
− 1

2
) and 0 < ε < 2M −n( 1

pω
− 1

2
). Then for all f ∈ HL,ω(X)∩L2(X), there exist

(ω, ε,M)-molecules {aj}∞j=1 and {λj}∞j=1 ⊂ C such that

f =
∞∑
j=1

λjaj

in both HL,ω(X) and L2(X). Moreover, there exists a positive constant C such that for
all f ∈ HL,ω(X) ∩ L2(X),

Λ({λjaj}j) = inf
{
λ > 0 :

∞∑
j=1

V (Bj) inf
x∈X

ω
(
x,

|λj|
λV (Bj) sup

y∈Bj
ρ(y, V (Bj))

≤ 1
)}
≤ C||f ||HL,ω(X),

(4.2.3)
where Bj is the ball associated with (ω, ε,M)-molecule aj.
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Before giving a proof of Theorem 4.2.6, we consider the following operator

πL,M(F )(x) =

∞̂

0

(t2Le−t
2L)M(F (·, t))(x)

dt

t
,

for all F ∈ L2(X × (0,∞)) with bounded support. The bound

||πL,M(F )||L2(X) ≤ C||F ||T 2
2 (X),∀M ≥ 1 (4.2.4)

follows readily by duality and the L2 quadratic estimate (2.4.1). Moreover, we have
the following proposition.

Proposition 4.2.7 Let a be a Tω(X)-atom associated to a ball B ⊂ X and M >
n
2
( 1
pω
− 1

2
). Then, πL,Ma is an (ω, ε,M)-molecule (up to a harmless constant); moreover,

πL,Ma ∈ HL,ω(X).

Proof. Setting

b =

ˆ ∞
0

t2M(e−t
2L)Ma(·, t)dt

t
.

Since a is a Tω(X)-atom associated to a ball B ⊂ X, supp a ⊂ B̂ = {(x, t) ∈ X ×
(0,∞) : d(x,Bc) ≥ t} ⊂ B × [0, rB]. Thus, the integral b =

´∞
0
t2M(e−t

2L)Ma(·, t)dt
t

is
well defined and πL,Ma = LMb.
For any h ∈ L2(Sj(B)) with norm 1 and k ∈ {0, 1, . . . ,M}, one has∣∣∣ ˆ
X

(r2
BL)kb(x)h(x)dµ(x)

∣∣∣
=
∣∣∣ ˆ

X

ˆ ∞
0

t2M(r2
BL)k(e−t

2L)Ma(x, t)h(x)
dt

t
dµ(x)

∣∣∣
≤
∣∣∣ ˆ ˆ

B̂

t2(M−k)(r2
B)ka(x, t)(e−t

2L∗)M−k(t2L∗e−t2L∗)kh(x)
dt

t
dµ(x)

∣∣∣
≤ r2M

B ||a||T 2
2 (X)

( ˆ ˆ

B̂

|(e−t2L∗)M−k(t2L∗e−t2L∗)kh(x)|2dt
t
dµ(x)

)1/2

≤ r2M
B [V (B)]−1/2 inf

x∈B
[ρ(x, V (B))]−1

(ˆ ˆ

B̂

|(e−t2L∗)M−k(t2L∗e−t2L∗)kh(x)|2dt
t
dµ(x)

)1/2

.

If j ≥ 3 then we have( ˆ ˆ

B̂

|(e−t2L∗)M−k(t2L∗e−t2L∗)kh(x)|2dt
t
dµ(x)

)1/2

≤ C
( ˆ rB

0

e
−d(B,Sj(B))2

ct2
dt

t

)1/2

≤ C
( ˆ rB

0

( t

2jrB

)4M dt

t

)1/2

≤ C2−2Mj.
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If j = 0, 1, 2, it is simple to see that(ˆ ˆ

B̂

|(e−t2L∗)M−k(t2L∗e−t2L∗)kh(x)|2dt
t
dµ(x)

)1/2

≤ C2−2Mj.

All in all, one has∣∣∣ˆ
X

(r2
BL)kb(x)h(x)dµ(x)

∣∣∣ ≤ Cr2M
B 2−2Mj[V (B)]−1/2 inf

x∈B
[ρ(x, V (B))]−1

which implies

||(r2
BL)kb||L2(Sj(B)) ≤ Cr2M

B 2−2Mj[V (B)]−1/2 inf
x∈B

[ρ(x, V (B))]−1.

Since ω is of uniformly lower type pω, ρ is of uniformly upper type 1
pω
− 1 by Lemma

2.5.3. Then we have

||(r2
BL)kb||L2(Sj(B)) ≤ Cr2M

B 2−2Mj[V (B)]−1/2 inf
x∈B

[ρ(x, V (B))]−1

≤ Cr2M
B 2−2Mj2

n
2
j
(V (2jB)

V (B)

)1/pω−1

[V (2jB)]−1/2 inf
x∈B

[ρ(x, V (2jB))]−1

≤ Cr2M
B 2(−2M+n

2
+ n
pω
−n+ε)j2−jε[V (2jB)]−1/2 inf

x∈B
[ρ(x, V (2jB))]−1

≤ Cr2M
B 2(−2M−n

2
+ n
pω

+ε)j2−jε[V (2jB)]−1/2 inf
x∈B

[ρ(x, V (2jB))]−1

Due to (−2M − n
2

+ n
pω

+ ε) < 0, we obtain that

||(r2
BL)kb||L2(Sj(B)) ≤ Cr2M

B 2−jε[V (2jB)]−1/2 inf
x∈B

[ρ(x, V (2jB))]−1.

Therefore, πL,Ma is an (ω, ε,M)-molecule.
It remains to show that α = πL,Ma ∈ HL,ω(X). Write

ˆ

X

ω(x, SL(λα)(x))dµ(x) =
∞∑
j=0

ˆ

X

ω(x, SL(λαχSj(B))(x))dµ(x) =
∞∑
j=0

Aj

for all j ∈ N.
By Assumption (C) and the Hölder inequality, for each j ∈ N, one obtains

Aj ≤
∞∑
k=0

ˆ

Sk(2jB)

ω(x, SL(λαχSj(B))(x))dµ(x)

≤
∞∑
k=0

V (2k+jB) inf
x∈X

ω
(
x,
|λ|

´
Sk(2jB)

|SL(αχSj(B))(y)|dµ(y)

V (2k+jB)

)
≤

∞∑
k=0

V (2k+jB) inf
x∈X

ω
(
x,
|λ|||SL(αχSj(B))||L2(Sk(2jB))

V (2k+jB)1/2

)
.
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For k = 0, 1, 2, one has

||SL(αχSj(B))||L2(Sk(2jB)) ≤ C||α||L2(Sj(B))

≤ C2−jε[V (2jB)]−1/2 inf
x∈B

[ρ(x, V (2jB))]−1.

For k ≥ 3, write

||SL(αχSj(B))||2L2(Sk(2jB)) =

ˆ

Sk(2jB)

( d(x,xB)

4ˆ

0

+

∞̂

d(x,xB)

4

) ˆ

d(x,y)<t

|t2Le−t2Lα|2 dµ(y)

V (x, t)

dt

t
dµ(x)

= Ij + IIj.

To estimate Ij, we set Ukj(B) := {y ∈ X : d(x, y) ≤ d(x,xB)
4

for certain x ∈ Sk(2jB)}.
Then, for each z ∈ Sj(B) and y ∈ Ukj(B), we have d(y, z) ≥ 2k+j−2rB. It follows from
the fact that ˆ

d(x,y)<t

V (x, t)−1dµ(x) ≤ C

and α = LMb that

Ij ≤ C

2k+j+1rBˆ

0

ˆ

Sj(B)

|(t2L)M+1e−t
2LbχSj(B)(y)|2dµ(y)

dt

t4M+1

≤ C||b||2L2(Sj(B))

2k+j+1rBˆ

0

exp
(
− d(Ukj(B), Sj(B))2

ct2

) dt

t4M+1

≤ C||b||2L2(Sj(B))

2k+j+1rBˆ

0

exp
(
− (2k+j−2rB)2

ct2

) dt

t4M+1

≤ C||b||2L2(Sj(B))

2k+j+1rBˆ

0

( t

2k+jrB

)4M+4 dt

t4M+1

≤ C||b||2L2(Sj(B))

2−4(k+j)M

(rB)4M
≤ C2−4(k+j)M2−2εj[V (2jB)]−1 inf

x∈B
[ρ(x, V (2jB))]−2.

Finally, for the term IIj we obtain

IIj ≤ C

∞̂

2k+j−1rB

ˆ

Sj(B)

|(t2L)M+1e−t
2LbχSj(B)(y)|2dµ(y)

dt

t4M+1

≤ C||b||2L2(Sj(B))

∞̂

2k+j−1rB

dt

t4M+1

≤ C2−4(k+j)M2−2εj[V (2jB)]−1 inf
x∈B

[ρ(x, V (2jB))]−2.
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It therefore, from the estimates for Ij, IIj above, the uniformly lower type pω of ω
together with the fact that −2Mpω + n(1− pω/2) < 0, implies that
ˆ

Sj(B)

ω(x, SL(α)(x))dµ(x)

≤ C
∞∑
k=0

2(−2(k+j)M−jε)pωV (2k+jB) inf
x∈X

ω
(
x,

|λ|
[V (2k+jB)]1/2[V (2jB)]1/2sup

y∈B
ρ(y, V (2jB))

)

≤ C

∞∑
k=0

2(−2(k+j)M−jε)2kn(1−pω/2)pωV (2jB) inf
x∈X

ω
(
x,

|λ|
[V (2jB)]sup

y∈B
ρ(y, V (2jB))

)
.

Note that we can choose p̃ω as in Convention (B) such that n
(

1
pω
− 1
p̃ω

)
< ε. It therefore,

together with the uniformly lower type 1/p̃ω − 1 of ρ by Lemma 2.5.3, yields

∞∑
j=0

ˆ

Sj(B)

ω(x, SL(λα)(x))dµ(x)

≤ C
∞∑
j=0

2−εpωj(V (2jB)
( V (B)

V (2jB)

)pω/p̃ω
inf
x∈X

ω
(
x,

|λ|
V (B)sup

y∈B
ρ(y, V (B))

)

≤ C
∞∑
j=0

2−εpωj2(1−pω/p̃ω)njV (B) inf
x∈X

ω
(
x,

|λ|
V (B))sup

y∈B
ρ(y, V (B))

)
≤ CV (B) inf

x∈X
ω
(
x,

|λ|
V (B))sup

y∈B
ρ(y, V (B))

)
,

which completes the proof of Proposition 4.2.7.

�

Proof of Theorem 4.2.6. Since f ∈ L2(X) and T has a bounded holomorphic
functional calculus on L2(X), there exists a constant CM,L such that

f = CM,L

∞̂

0

(t2Le−t
2L)M+1f

dt

t
.

By definition of HL,ω(X) and the quadratic estimate (2.4.1), t2Le−t
2Lf ∈ Tω(X) ∩

T 2
2 (X). Thanks to Proposition 4.2.4 and Proposition 4.2.7, we easily deduce

f = CM,LπL,M(t2Le−t
2Lf) = CM,L

∞∑
j=0

λjπL,M(aj)

in both L2(X) and HL,ω(X) and Λ({λjaj}j) ≤ C||f ||HL,ω(X), which completes the proof
of Theorem 4.2.6.
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By the density ofHL,ω(X)∩L2(X) inHL,ω(X), we conclude the following corollaries.

Corollary 4.2.8 Let the operator L satisfy Assumptions (i) and (ii), ω satisfy As-
sumption (C) and M > n

2
(1/pω − 1/2). Then for all f ∈ HL,ω(X), there exist a

sequence of (ω, ε,M)-molecules {aj}∞j=1 and {λj}∞j=1 ∈ C such that f =
∑∞

j=1 λjaj in
HL,ω(X). Moreover, there exists a positive constant C independent of f such that

Λ({λjaj}j) ≤ C||f ||HL,ω(X),

where Λ({λjaj}j) was defined by (4.2.3).

Corollary 4.2.9 Let the operator L satisfy Assumptions (i) and (ii), ω satisfy As-
sumption (C) and M > n

2
(1/pω − 1/2). Then for all 0 < ε < 2M − n(1/pω − 1/2), the

spaces Hmol,ε,M
ω,fin are dense in HL,ω(X) where Hmol,ε,M

ω,fin denote the spaces of finite linear
combinations of (ω, ε,M).

4.2.3 Dual spaces of Musielak–Orlicz Hardy spaces

In this subsection, we study the dual space of the Musielak–Orlicz Hardy spaces
HL,ω(X). Let φ = LMv be a function in L2(X), where v ∈ D(LM). Following [45, 46]
for ε > 0, M ∈ N and fixed x0 ∈ X we introduce the norm

||φ||MM,ε
ω (L) = sup

j∈Z+

{2jε[V (x0, 2
j)]1/2 sup

x∈B(x0,2j)

ρ(x, V (x0, 2
j))

M∑
k=0

||Lkv||L2(Sj(B(x0,1)))}

where
MM,ε

ω (L) := {φ = LMv ∈ L2(X) : ||φ||MM,ε
ω (L) <∞}.

Let (MM,ε
ω (L))∗ be the dual of MM,ε

ω (L) and denote either (I + t2L)−1 or e−t
2L by

At. Then for any f ∈ (MM,ε
ω (L))∗, (I − A∗t )

Mf belongs to L2
loc(X) in the sense of

distributions, see [45, 46].
For any M ∈ N, one defines

MM
ω,L∗(X) :=

⋂
ε>n(1/pω−1/p+ω )

(MM,ε
ω (L))∗.

Definition 4.2.10 Let the operator L satisfy Assumptions (i) and (ii), ω satisfy As-
sumption (C) and M > n

2
(1/pω − 1/2). A functional f ∈ MM

ω,L∗(X) is said to be in
BMOM

ρ,L(X) if

||f ||BMOMρ,L(X) = sup
B⊂X

1

sup
x∈B

ρ(x, V (B))

[ 1

V (B)

ˆ

B

|(I − e−r2BL)Mf(x)|2dµ(x)
]1/2

<∞,

where the supremum is taken over all balls B in X.
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We have the following characterizations of the spaces BMOM
ρ,L(X).

Proposition 4.2.11 Let the operator L satisfy Assumptions (i) and (ii), ω satisfy
Assumption (C) and M > n

2
(1/pω − 1/2). Then f ∈ BMOM

ρ,L(X) if and only if
f ∈MM

ω,L∗(X) and

sup
B⊂X

1

sup
x∈B

ρ(x, V (B))

[ 1

V (B)

ˆ

B

|(I − (I + r2
BL)−1)Mf(x)|2dµ(x)

]1/2

<∞.

Moreover,

||f ||BMOMρ,L(X) ≈ sup
B⊂X

1

sup
x∈B

ρ(x, V (B))

[ 1

V (B)

ˆ

B

|(I − (I + r2
BL)−1)Mf(x)|2dµ(x)

]1/2

.

Proposition 4.2.12 Let the operator L satisfy Assumptions (i) and (ii), ω satisfy
Assumption (C) and ε > n(1/pω− 1/p+

ω ). Then there exists a positive constant C such
that for all f ∈ BMOM

ρ,L(X),

sup
B⊂X

1

sup
x∈B

ρ(x, V (B))

[ 1

V (B)

ˆ

B̂

|(t2L)Me−t
2Lf(x)|2dµ(x)dt

t

]1/2

≤ C||f ||BMOMρ,L(X).

The proofs of two above propositions are similar to Lemmas 8.1 and 8.3 in [46] and
hence we omit the details.

We are now in position to obtain the main result in this subsection.

Theorem 4.2.13 Let the operator L satisfy Assumptions (i) and (ii), ω satisfy As-
sumption (C). Then (HL,ω(X))∗, the dual space of HL,ω(X), coincides with BMOM

ρ,L∗(X)
in the following sense:

(i) For any functional f ∈ BMOM
ρ,L∗(X) and M > max

{
n
2
(1/pω − 1) + 1, n

4

}
, the

linear functional given by
`(g) :=< f, g >,

which is initially defined on Hmol,ε,2M̃
ω,fin with M̃ > M+ N

2
(1/pω−1/2) and M̃− n

2
(1/pω−

1) > ε > N
2

(1/pω− 1/2) (N is a constant appearing in (2.1.3)), has a unique extension
to HL,ω(X) with

||`||(HL,ω(X))∗ ≤ C||f ||BMOM
ρ,L∗ (X),

where C is a positive constant independent of f .
(ii) Conversely, for any ` ∈ (HL,ω(X))∗ and M > n

2
(1/pω − 1/2) there exists a

function f ∈ BMOM
ρ,L∗(X) such that

`(g) = 〈f, g〉

for all g ∈ Hmol,M,ε
ω,fin and ||f ||BMOM

ρ,L∗(X)
≤ C||`||(HL,ω(X))∗, where C is a positive constant

independent of `.
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Before coming to the proof of Theorem 4.2.13, we need the following results.

Lemma 4.2.14 There exists a collection of open sets {Qk
α ⊂ X : k ∈ Z, α ∈ Ik},

where Ik denotes certain (possibly finite) index set depending on k, and constants δ ∈
(0, 1), a0 ∈ (0, 1) and C1 ∈ (0,∞) such that

(i) µ(X\ ∪α Qk
α) = 0 for all k ∈ Z;

(ii) if i ≥ k, then either Qi
α ⊂ Qk

β or Qi
α ∩Qk

β = ∅;

(iii) for (k, α) and each i < k, there exists a unique β such Qk
α ⊂ Qi

β;

(iv) the diameter of Qk
α ≤ C1δ

k;

(v) each Qk
α contains certain ball B(zkα, a0δ

k).

Proof. The proof of this lemma can be found in [20].

Theorem 4.2.15 Let M > max
{
n
2
(1/pω − 1/2) + 1, n

4

}
and 0 < ε < 2M − n(1/pω −

1/2). Suppose that f =
l∑

i=1

λiai where {ai}li=1 is a family of (ω, ε, 2M)-molecules and

l∑
i=1

|λi| < ∞. Then there exists a representation f =
K∑
i=1

µimi, where the m′is are

(ω, ε,M)-molecules and
K∑
i=1

|µi| ≤ C||f ||HL,ω(X),

with C = C(ε,M).

Proof. Indeed, we can adapt the ideas in the proof of Theorem 5.3 in [45] with minor
modifications to obtain the proof of Theorem 4.2.15. Instead of dealing with atoms
as in [45], we work on molecules by decomposing the underline space X into annuli
according to the balls associated with the molecules. We therefore omit the details.

�

Proof of Theorem 4.2.13. Let m be an (ω, ε, M̃)-molecule associated with a ball
B ⊂ X. Then there exists a function b such that the conditions (i) and (ii) in Definition
4.2.5 hold. Then we have,

r2M̃
B m = (r2

BL)M̃b = (I − (I + r2
BL)−1)M(I + r2

BL)M(r2
BL)M̃−Mb

=
M∑
k=0

Ck
M(I − (I + r2

BL)−1)M(r2
BL)M̃−kb.
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Therefore,

|〈f,m〉| = r−2M̃
B |〈f, (r2

BL)M̃b〉|

≤ Cr−2M̃
B

M∑
k=0

∣∣∣ˆ
X

(I − (I + r2
BL
∗)−1)Mf(x)(r2

BL)M̃−kb(x)dµ(x)
∣∣∣

≤ Cr−2M̃
B

M∑
k=0

∞∑
j=0

( ˆ

Sj(B)

∣∣∣(I − (I + r2
BL
∗)−1)Mf(x)

∣∣∣2dµ(x)
)1/2

× ||(r2
BL)M̃−kb||L2(Sj(B))

≤ C
∞∑
j=0

2−εj[V (2jB)]−1/2sup
x∈B

[ρ(x, V (2jB))]−1
( ˆ

Sj(B)

∣∣∣(I − (I + r2
BL
∗)−1)Mf(x)

∣∣∣2dµ(x)
)1/2

.

(4.2.5)
With notations as in Lemma 4.2.14 we choose an integer kj, for each j ∈ Z, such that
C1δ

kj ≤ 2jrB < C1δ
kj−1. Set

Mj = {β ∈ Ik0 : Qk0
β ∩B(xB, C1δ

kj−1) 6= ∅}.

Then, for each j ∈ Z,

Sj(B) ⊂ B(xB, C1δ
kj−1) ⊂ ∪β∈Mj

Qk0
β ⊂ B(xB, 2C1δ

kj−1).

From (ii) in Lemma 4.2.14 we can assume that the sets Qk0
β for all β ∈Mj are pairwise

disjoint. Furthermore, it follows from (iv) and (v) that there exists zk0β ∈ Q
k0
β such that

B(zk0β , a0δ
k0) ⊂ Qk0

β ⊂ B(zk0β , C1δ
k0) ⊂ B(zk0β , rB) ⊂ B(zk0β , C1δ

k0−1). (4.2.6)

Therefore, from (2.1.3), Proposition 4.2.11 together with the fact that ρ is of type
( 1
p+ω
− 1, 1

p−ω
− 1) and pω ≤ p−ω ≤ p+

ω , we have

( ˆ

Sj(B)

∣∣∣(I−(I + r2
BL
∗)−1)Mf(x)

∣∣∣2dµ(x)
)1/2

≤
( ∑
β∈Mj

ˆ

B(z
k0
β ,rB)

∣∣∣(I − (I + r2
BL
∗)−1)Mf(x)

∣∣∣2dµ(x)
)1/2

≤ C||f ||BMOM
ρ,L∗ (X)

( ∑
β∈Mj

V (B(zk0β , rB)) sup
x∈B(z

k0
β ,rB)

ρ(x, V (B(zk0β , rB)))2
)1/2

≤ C2jN(1/pω−1)||f ||BMOM
ρ,L∗ (X)V (B(xB, 2C1δ

kj−1))1/2sup
x∈B

ρ(x, V (B(xB, rB)))

≤ C2jN(1/pω−1)||f ||BMOM
ρ,L∗ (X)V (2jB)1/2sup

x∈B
ρ(x, V (B)).

(4.2.7)
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Combination of two estimates (4.2.5) and (4.2.7) gives

|〈f,m〉| ≤ C
∞∑
j=0

2−εj2jN(1/pω−1)
( V (B)

V (2jB)

)1/pω−1

||f ||BMOM
ρ,L∗ (X)

≤ C
∞∑
j=0

2j(−ε+N(1/pω−1))||f ||BMOM
ρ,L∗ (X)

≤ C||f ||BMOM
ρ,L∗ (X).

(4.2.8)

Now for any g ∈ Hmol,ε,2M̃
ω,fin then by Theorem 4.2.15, there exists a representation

g =
K∑
i=1

µimi, where the m′is are (ω, ε, M̃)-molecules and

K∑
i=1

|µi| ≤ C||g||HL,ω(X). (4.2.9)

As a result, it follows from (4.2.8) and (4.2.9) that

〈f, g〉 =
K∑
i=1

|µi|〈f,mi〉

≤ C
K∑
i=1

|µi|||f ||BMOM
ρ,L∗ (X)

≤ C||g||HL,ω(X)||f ||BMOM
ρ,L∗ (X).

The proof of part (i) of Theorem 4.2.13 is complete.
Conversely, we will adapt the ideas in [46] to give the proof of part (ii) of Theorem

4.2.13. Observe that for each (ω, ε,M)-molecule m,

|`(m)| ≤ C||`||(HL,ω(X))∗ .

Since each element in MM,ε
ω (L) is also an (ω, ε,M)-molecule associated to the ball

B(x0, 1) which implies that ` defines a linear function on MM,ε
ω (L) for every ε >

0,M > n
2
(1/pω − 1/2). Therefore, (I − (I + t2L∗))M` is well defined and belongs to

L2
loc for all t > 0. Fix a ball B and let φ ∈ L2(B) such that ||φ||L2(B) ≤ 1. Then one

can check that
m̃ = (I − (I + r2

BL)−1)Mφ

is an (ω, ε,M)-molecule for every ε > 0 and hence ||m̃||HL,ω(X) ≤ C. Consequently, we
have

| < (I − (I + r2
BL
∗)−1)M`, φ > | = | < `, (I − (I + r2

BL)−1)Mφ > |
= | < `, m̃ > | ≤ C||`||(HL,ω(X))∗ ,

which further implies that

1

sup
x∈B

ρ(x, V (B))

( 1

V (B)

ˆ

B

|(I − (I + r2
BL
∗)−1)M`(x)|2dµ(x)

)1/2

≤ C||`||(HL,ω(X))∗ .
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for all balls B. Thus, ` ∈ BMOM
ρ,L∗(X) and ‖`‖BMOM

ρ,L∗ (X) ≤ C‖`‖(HL,ω(X))∗ , which

completes the proof of part (ii).

�

4.3 Riesz transform and holomorphic functional cal-

culus

4.3.1 Holomorphic functional calculus

Lemma 4.3.1 Let the operator L satisfy Assumptions (i) and (ii), ω satisfy Assump-
tion (C) and M > n

2
( 1
pω
− 1

2
). Suppose that T is linear (resp. nonnegative sublinear)

operator which maps L2(X) continuous into weak-L2(X). If there exists a positive
constant C such that for any (ω, ε,M)-molecule a,

ˆ

X

ω(x, T (λa)(x))dµ(x) ≤ CV (B) inf
x∈X

ω
(
x,

|λ|
V (B)sup

y∈B
ρ(y, V (B))

)
, (4.3.1)

then T extends to a bounded linear (resp. sublinear) operator from HL,ω(X) to L1(ω);
moreover, there exists a positive constant C ′ such that

||Tf ||L1(ω) ≤ C ′||f ||HL,ω(X),

for all f ∈ HL,ω(X).

Proof. It follows from Theorem 4.2.6 that for every f ∈ HL,ω(X)∩L2(X), there exist
a sequence of (ω, ε,M)-molecules {aj}∞j=1 and {λj}∞j=1 ∈ C such that f =

∑∞
j=1 λjaj in

both HL,ω(X) and L2(X). Moreover, there exists a positive constant C such that

Λ({λjaj}j) ≤ C||f ||HL,ω(X).

Thus, if T is linear, then it follows from the fact that T is of week type (2,2) that
T (f) =

∑∞
j=1 T (λjaj) almost everywhere. If T is a non-negative sublinear operator,

then

sup
t>0

t1/2µ

{
x ∈ X :

∣∣∣∣∣T (f)(x)− T

(
N∑
j=1

λjaj

)
(x)

∣∣∣∣∣ > t

}
≤ C

∥∥∥∥∥f −
N∑
j=1

λjaj

∥∥∥∥∥
L2(X)

.

Note that

∥∥∥∥∥f − N∑
j=1

λjaj

∥∥∥∥∥
L2(X)

→ 0 as N → ∞. Thus, there exists a subsequence

{Nk}k ⊂ N such that

T

(
Nk∑
j=1

λjaj

)
→ T (f)
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almost everywhere, as k →∞. Observe that

T (f)−
∞∑
j=1

T (λjaj) = T (f)− T

(
Nk∑
j=1

λjaj

)
+ T

(
Nk∑
j=1

λjaj

)
−
∞∑
j=1

T (λjaj).

Hence, it follows from the non-negativity and the sublinearity of T that

T (f)−
∞∑
j=1

T (λjaj) ≤ T (f)− T

(
Nk∑
j=1

λjaj

)
.

By letting k → ∞, we see that T (f) ≤
∞∑
j=1

T (λjaj) almost everywhere. Thus, by the

subadditivity and the continuity of ω, we deduce that

ˆ

X

ω(x, T (f)(x))dµ(x) ≤ C
∞∑
j=1

ˆ

X

ω(x, T (λjaj)(x))dµ(x). (4.3.2)

Finally, it follows from (4.3.1) and (4.3.2) that

‖T (f)‖L1(ω) ≤ CΛ
(
{λjaj}j

)
≤ C‖f‖HL,ω(X),

which, combined with the density of HL,ω(X)∩L2(X) in HL,ω(X), completes the proof
of the above lemma.

�

Theorem 4.3.2 Let L be of type θ on L2(X) with 0 ≤ θ < π/2 and satisfy (i) and
(ii), ω satisfy (C) and θ < ν < π. Then, for any f ∈ H∞(S0

ν), f(L) is bounded on
HL,ω(X), that is, for any g ∈ HL,ω(X)

||f(L)g||HL,ω(X) ≤ C||f ||∞||g||HL,ω(X). (4.3.3)

Proof. Choose M > n
2
(1/pω − 1/2) and p̃ω > pω close enough to pω (as in Convention

(B)) so that there exists ε satisfying

n
( 1

pω
− 1

p̃ω

)
< ε < 2M +

n

2
− n

pω
.

With any (ω, ε,M)-molecule m associated to a ball B ⊂ X, we will claim that
ˆ

X

ω(x, SL(λf(L)m)(x))dµ(x) ≤ C||f ||∞V (B) inf
x∈X

ω
(
x,

|λ|
V (B)sup

y∈B
ρ(y, V (B))

)
. (4.3.4)

Once (4.3.4) is proved, (4.3.3) follows by Lemma 4.3.1.
Let us prove (4.3.4). Write

ˆ

X

ω(x, SL(λf(L)m)(x))dµ(x) ≤
∞∑
j=0

ˆ

X

ω(x, SL(λf(L)m · χSj(B))(x))dµ(x) =
∞∑
j=0

Aj
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for all j ∈ N.
Since ω satisfies Assumption (C), by the Hölder inequality, for each j ∈ N, one obtains

Aj ≤
∞∑
k=0

ˆ

Sk(2jB)

ω(x, SL(λf(L)m · χSj(B))(x))dµ(x)

≤
∞∑
k=0

V (2k+jB) inf
x∈X

ω
(
x,
|λ|

´
Sk(2jB)

|SL(f(L)m · χSj(B))(y)|dµ(y)

V (2k+jB)

)
≤

∞∑
k=0

V (2k+jB) inf
x∈X

ω
(
x,
|λ|||SL(f(L)m · χSj(B))||L2(Sk(2jB))

V (2k+jB)1/2

)
.

For k = 0, 1, 2,

||SL(f(L)m · χSj(B))||L2(Sk(2jB)) ≤ C||f(L)m · χSj(B)||L2(X)

≤ C||f ||∞||m||Sj(B)2
−jε[V (2jB)]−1/2 inf

x∈B
[ρ(x, V (2jB))]−1.

For k ≥ 3, write

||SL(f(L)m · χSj(B))||2L2(Sk(2jB))

=

ˆ

Sk(2jB)

( d(x,xB)

4ˆ

0

+

∞̂

d(x,xB)

4

) ˆ

d(x,y)<t

|t2Le−t2Lf(L)m · χSj(B)|2
dµ(y)

V (x, t)

dt

t
dµ(x)

= Ij + IIj.

Let us estimate Ij. It can be verified that there exists a positive constant C such that
for all closed sets E and F in X, t ∈ (0,∞) and g ∈ L2(X) supported in E,

||(tL)M+1e−tLf(L)g||L2(F ) ≤ C
( t

d(E,F )2

)M+1

||g||L2(E). (4.3.5)

Setting Ukj(B) := {y ∈ X : d(x, y) ≤ d(x,xB)
4

for certain x ∈ Sk(2jB)}, then for each
z ∈ Sj(B) and y ∈ Ukj(B), we have d(y, z) ≥ 2k+j−2rB. Combining

´
d(x,y)<t

V (x, t)−1dµ(x) <

c, m = LMb and (4.3.5), one gets

Ij ≤ C

2k+j+1rBˆ

0

ˆ

Sj(B)

|(t2L)M+1e−t
2Lf(L)b · χSj(B)(y)|2dµ(y)

dt

t4M+1

≤ C||f ||2∞||b||2L2(Sj(B))

2k+j+1rBˆ

0

( ct2

d(Ukj(B), Sj(B))2

)2M+2 dt

t4M+1

≤ C||f ||2∞2−4(j+k)M2−2εj[V (2jB)]−1 inf
x∈B

[ρ(x, V (2jB))]−2.
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For the term IIj, we have

IIj ≤ C

∞̂

2k+j−1rB

ˆ

Sj(B)

|(t2L)M+1e−t
2Lf(L)b · χSj(B)(y)|2dµ(y)

dt

t4M+1

≤ C||f ||2∞||b||2L2(Sj(B))

∞̂

2k+j−1rB

dt

t4M+1

≤ C||f ||2∞2−4(k+j)M2−2εj[V (2jB)]−1 inf
x∈B

[ρ(x, V (2jB))]−2.

Further going, from the estimates for Ij, IIj, the strictly lower type pω of ω together
with the fact that −2Mpω + n(1− pω/2) < 0, we obtainˆ

Sj(B)

ω(x, SL(f(L)m)(x))dµ(x)

≤ C||f ||∞
∞∑
k=0

2(−2(k+j)M−jε)pωV (2k+jB) inf
x∈X

ω
(
x,

|λ|
[V (2k+jB)]1/2[V (2jB)]1/2sup

y∈B
ρ(y, V (2jB))

)

≤ C||f ||∞
∞∑
k=0

2(−2(k+j)M−jε)2kn(1−pω/2)pωV (2jB) inf
x∈X

ω
(
x,

|λ|
[V (2jB)]sup

y∈B
ρ(y, V (2jB))

)
Since ρ is of uniformly lower type 1/p̃ω − 1, we further have

∞∑
j=0

ˆ

Sj(B)

ω(x, SL(λf(L)m)(x))dµ(x)

≤ C||f ||∞
∞∑
j=0

2−εpωj(V (2jB)
( V (B)

V (2jB)

)pω/p̃ω
inf
x∈X

ω
(
x,

|λ|
V (B)sup

y∈B
ρ(y, V (B))

)

≤ C||f ||∞
∞∑
j=0

2−εpωj21−pω/p̃ω)njV (B) inf
x∈X

ω
(
x,

|λ|
V (B)sup

y∈B
ρ(y, V (B))

)
.

Noting that since n
(

1
pω
− 1

p̃ω

)
< ε and M > n

2

(
1
pω
− 1

2

)
, we learn that

∞∑
j=0

ˆ

Sj(B)

ω(x, SL(λf(L)m)(x))dµ(x) ≤ C||f ||∞V (B) inf
x∈X

ω
(
x,

|λ|
V (B)sup

y∈B
ρ(y, V (B))

)
.

�

4.3.2 Riesz transforms

Assume that D is a densely defined linear operator on L2(X) which possesses the
following properties:
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(i) DL−1/2 is bounded on L2(X).

(ii) The family of operators {
√
tDe−tL}t>0 satisfies the Davies–Gaffney estimate (4.1.1).

Examples in which conditions (i) and (ii) are satisfied include the case X = Rn, D
being the gradient operator, and L the second-order divergence form operator; also, X
any non-compact complete Riemannian manifold, D the Riemannian gradient, and L
the Laplace–Beltrami operator. See, for example, [3, 4, 26].

Theorem 4.3.3 For any f ∈ HL,ω(X),

||DL−1/2f ||L1(ω) ≤ C||f ||HL,ω(X).

Before giving the proof of Theorem 4.3.3, we state the following lemma.

Lemma 4.3.4 For every M ∈ N, all closed sets E, F in X with d(E,F ) > 0 and every
f ∈ L2(X) supported in E, one has

||DL−1/2(I − e−tL)Mf ||L2(F ) ≤ C
( t

d(E,F )2

)M
||f ||L2(E), ∀t > 0, (4.3.6)

and

||DL−1/2(tLe−tL)Mf ||L2(F ) ≤ C
( t

d(E,F )2

)M
||f ||L2(E), ∀t > 0. (4.3.7)

Proof. The proof of Lemma 4.3.4 is completely analogous to one of Lemma 2.2 in [47]
and we omit it here.

�

Proof of Theorem 4.3.3. Choose M > n
2
(1/pω−1/2). Let m is an (ω, ε,M)-molecule

associated to a ball B, ε < 2M + n
2
− n

pω
. Then there exists a function b such that

m = LMb. Setting T = DL−1/2 and write
ˆ

X

ω(x, T (λm)(x))dµ(x)

≤
ˆ

X

ω(x, |λ|T ((I − er2BL)Mm(x))dµ(x) +

ˆ

X

ω(x, |λ|T ([I − (I − er2BL)M ]m(x))dµ(x)

≤
∞∑
j=0

ˆ

X

ω(x, |λ|T ((I − er2BL)M(m · χSj(B))(x))dµ(x)

+
∞∑
j=0

ˆ

X

ω(x, |λ|T ([I − (I − er2BL)M ](m · χSj(B))(x))dµ(x)

≤
∞∑
j=0

Ij +
∞∑
j=0

IIj.
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We estimate the term Ij first. By the Hölder inequality, we obtain

Ij ≤
∞∑
k=0

ˆ

Sk(2jB)

ω(x, |λ|T ((I − er2BL)M)(m · χSj(B))(x))dµ(x)

≤
∞∑
k=0

V (2k+jB) inf
x∈X

ω
(
x,

|λ|
V (2k+jB)

ˆ

Sk(2jB)

T ((I − er2BL)M)(m · χSj(B))(y))dµ(y)
)

≤
∞∑
k=0

V (2k+jB) inf
x∈X

ω
(
x,

|λ|
[V (2k+jB)]1/2

||T ((I − er2BL)M)(m · χSj(B))||L2(Sk(2jB))

)
.

For k = 0, 1, 2, it follows from Lemma 4.3.4 that

||T ((I−er2BL)M)(m·χSj(B))||L2(Sk(2jB)) ≤ C||m||L2(Sj(B)) ≤ C2−εj[V (2jB)]−1/2 inf
x∈B

[ρ(x, V (2jB))]−1.

and for k ≥ 3 that

||T ((I − er2BL)M)(m · χSj(B))||L2(Sk(2jB))

≤ C2−2M(k+j)||m||L2(Sj(B))

≤ C2−2M(k+j)2−εj[V (2jB)]−1/2 inf
x∈B

[ρ(x, V (2jB))]−1.

At this stage, by the same argument used in the proof of Theorem 4.3.2, we obtain

∞∑
j=0

Ij ≤ CV (B) inf
x∈X

ω
(
x,

|λ|
V (B)sup

y∈B
ρ(y, V (B))

)
.

We now proceed with terms IIj, j = 0, 1, . . . Also, by the Hölder inequality, we obtain

IIj ≤
∞∑
k=0

ˆ

Sk(2jB)

ω(x, |λ|T (I − (I − er2BL)M)(m · χSj(B))(x))dµ(x)

≤
∞∑
k=0

V (2k+jB) inf
x∈X

ω
(
x,

|λ|
V (2k+jB)

ˆ

Sk(2jB)

T (I − (I − er2BL)M)(m · χSj(B))(y)dµ(y)
)

≤
∞∑
k=0

V (2k+jB) inf
x∈X

ω
(
x,

|λ|
[V (2k+jB)]1/2

||T (I − (I − er2BL)M)(m · χSj(B))||L2(Sk(2jB))

)
≤

∞∑
k=0

IIkj .

Next we have

I − (I − er2BL)M =
M∑
k=1

cke
−kr2BL,
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where ck := (−1)k+1 M !
(M−k)!k!

. Therefore,

IIkj ≤ C sup
1≤k≤M

||Te−kr2BLm · χSj(B)||L2(Sk(2jB))

≤ C sup
1≤k≤M

∣∣∣∣∣∣T( k
M
r2
BLe

− k
M
r2BL
)M

(r−2
B L−1)Mm · χSj(B)

∣∣∣∣∣∣
L2(Sk(2jB))

.

At this point, repeating the argument used to estimate Ij, we also obtain that

∞∑
j=0

IIj ≤ CV (B) inf
x∈X

ω
(
x,

|λ|
V (B)sup

y∈B
ρ(y, V (B))

)
.

Combining obtained estimates gives

ˆ

X

ω(x, T (λm(x)))dµ(x) ≤ CV (B) inf
x∈X

ω
(
x,

|λ|
V (B)sup

y∈B
ρ(y, V (B))

)
.

This, together with Lemma 4.3.1, therefore completes our proof.

�
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5
Generalized weighted Hardy-Cesàro
operators and their commutators on

weighted Morrey spaces

5.1 Basic notation

Let ω be a weight function, namely ω is a measurable function on Rn and ω(x) > 0 a.e.
x ∈ Rn. We denote by BMO(ω) the space of all functions f , which are of bounded
mean oscillation with weight ω, that is

‖f‖BMO(ω) = sup
B

1

ω(B)

ˆ
B

|f(x)− fB,ω|ω(x)dx <∞, (5.1.1)

where the supremum is taken over all n−dimensional balls B. Here, ω(B) =
´
B
ω(x)dx,

and fB,ω is the mean value of f on B with weight ω:

fQ,ω =
1

ω(Q)

ˆ
Q

f(x)ω(x)dx.

The case ω ≡ 1 of (5.1.1) corresponds to the class of functions of bounded mean
oscillation of F. John and L. Nirenberg [53]. It is easy to see that L∞(Rn) ⊂ BMO(ω).
In the sequel, we need the following well-known result (see [73]).

Lemma 5.1.1 Assume that ω is a weight function with the doubling property, that is
for some positive constant C, we have

ω (B(x, 2r)) ≤ Cω (B(x, r)) ,
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for all x ∈ Rn and r > 0. Then, for any 1 < p <∞, there exists some positive contant
Cp such that

‖f‖BMOp(ω) := sup
B

(
1

ω (B)

ˆ
B

|f(x)− fB,ω|pω(x)dx

)1/p

≤ Cp‖f‖BMO(ω).

On the other hand, the classical Morrey spaces, which are natural generalizations of
Lp(Rn), were introduced by Morrey in [63] to investigate the local behavior of solu-
tions to second-order elliptic partial differential equations. After that, K. Yasuo and
S. Satoru in [86] defined weighted Morrey spaces to study the boundedness of classi-
cal operators in harmonic analysis such as the Hardy-Littlewood maximal operator,
Calderón-Zygmund operators and fractional integral operators.

Definition 5.1.2 Let ω be a weight function and B(a,R) be a ball centered at a with
radius R. Let 1 ≤ p < ∞ and −1/p ≤ λ ≤ 0. The weighted Morrey space Lp,λ(ω) is
defined by

Lp,λ(ω) :=
{
f ∈ Lploc(ω) : ‖f‖Lp,λ(ω) <∞

}
, (5.1.2)

where

‖f‖Lp,λ(ω) = sup
a∈Rn,R>0

(
1

ω(B(a,R))1+pλ

ˆ
B(a,R)

|f(x)|pω(x)dx

)1/p

. (5.1.3)

Remark 5.1.3 If ω has the doubling property then in (5.1.3) one can replace balls
B(a,R) by balls B(0, R) centered at the origin.

Remark 5.1.4 (1) If ω ≡ 1, then Lp,λ(ω) = Lp,λ(Rn), the classical Morrey spaces.
(2) Assume that ω has the doubling property. If λ = −1/p, Lp,−1/p(ω) = Lp(ω). If

λ = 0, Lp,0(ω) = L∞(ω) by the Lebesgue differentiation theorem with respect to ω.

In what follows, we will use the following useful variant of the maximal theorem for
the Hardy-Littlewood maximal operator Mω with respect to the measure ω(x)dx, that
is

Mωf(x) = sup
B

1

ω(B)

ˆ
B

|f(y)|ω(y)dy,

where the supremum is taken over all balls B containing x. See [86, Theorem 3.1].

Lemma 5.1.5 Assume that ω has the doubling property, 1 < p <∞ and −1/p < λ <
0. Then the operator Mω is bounded on Lp,λ(ω).

5.2 Bounds of generalized weighted Hardy-Cesàro

operators on weighted Morrey spaces Lp,λ(ω)

In this section, we will show the boundedness of the generalized Hardy-Cesàro operator
Uψ,s on spaces Lp,λ(ω) for the class of weights ω below and compute the corresponding
operator norm.
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Definition 5.2.1 Let α be a real number. Then Wα denotes the set of all weight
functions ω on Rn, which are absolutely homogeneous of degree α, that is ω(tx) =
|t|αω(x), for all t ∈ R \ {0}, x ∈ Rn and 0 <

´
Sn

ω(y)dσ(y) <∞, where Sn = {x ∈ Rn :

|x| = 1}.

Recall that if we define the measure ρ on (0,∞) by ρ(E) =
´
E
rn−1dr, and the map

Φ(x) =
(
|x|, x|x|

)
, then there exists a unique Borel measure σ on Sn such that ρ× σ is

the Borel measure induced by Φ from Lebesgue measure on Rn (n > 1) (see [40, page
78], [54, page 142] for more details).

Let us describe some typical examples and properties of Wα. Note that a weight
ω ∈ Wα may not belong to L1

loc(Rn). In fact, we observe that if ω ∈ Wα, then
ω ∈ L1

loc(Rn) if and only if α > −n. If n = 1, then ω(x) = c|x|α, for some positive
constant c. For n ≥ 1, ω(x) = |x|α is in Wα and has the doubling property when
α > −n. If ω1, ω2 are in Wα, so are θω1 + λω2 for all θ, λ > 0.

Lemma 5.2.2 For any real number α > −n, if ω ∈ Wα then there exists a positive
constant C such that for all R > 0,

ω(B(0, R)) =

ˆ
B(0,R)

ω(x)dx = CRn+α.

Proof. It comes from the standard integral calculation that
ˆ
B(0,R)

ω(x)dx =

ˆ R

0

dr

ˆ
S(0,r)

ω(y)dσ(y) =

ˆ R

0

rn+α−1dr

ˆ
Sn

ω(y)dσ(y).

So one can choose C = 1
n+α

´
Sn
ω(y)dσ(y) to complete the proof of Lemma 5.2.2.

�

The next lemma plays an important role in our proofs of theorems in the sequel.

Lemma 5.2.3 Assume that ω ∈ Wα(α > −n) and has the doubling property, 1 < q <
∞ and −1/q < λ < 0. Then h(x) = |x|(n+α)λ ∈ Lq,λ(ω) and ‖h‖Lq,λ(ω) > 0.

Proof. By Remark 5.1.3, one can replace ballsB(a,R) by ballsB(0, R) in the definition
of weighted Morrey spaces. Then we have

1

ω(B(0, R))1+qλ

ˆ
B(0,R)

|x|(n+α)qλω(x)dx

=
1

ω(B(0, R))1+qλ

ˆ R

0

dr

ˆ
S(0,r)

r(n+α)qλω(y)dσ(y)

=
1

ω(B(0, R))1+qλ

ˆ R

0

r(n+α)qλ+n+α−1dr

ˆ
Sn

ω(y)dσ(y)

=
1

ω(B(0, R))1+qλ

R(n+α)(qλ+1)

(n+ α)(qλ+ 1)

ˆ
Sn

ω(y)dσ(y),

which, together with Lemma 5.2.2, completes the proof of Lemma 5.2.3.
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In [42], Z. Fu and S. LU proved that for 1 < p < ∞ and −1/p < λ < 0, Uψ is
bounded on Morrey spaces Lp,λ(Rn) if and only if

A =

ˆ 1

0

tnλψ(t)dt <∞.

They also showed that A is the Lp,λ-operator norm of Uψ. Our main result in this
section is formulated as follows.

Theorem 5.2.4 Assume that ω ∈ Wα(α > −n) and has the doubling property, 1 <
p < ∞ and −1/p < λ < 0. Let s : [0; 1] → R be a measurable function such that
|s(t)| > 0 a.e. t ∈ [0, 1]. Then Uψ,s is bounded on Lp,λ(ω) if and only if

ˆ 1

0

|s(t)|(n+α)λψ(t)dt <∞. (5.2.1)

Moreover, when (5.2.1) holds, the operator norm of Uψ,s on Lp,λ(ω) is given by

‖Uψ,s‖Lp,λ(ω)→Lp,λ(ω) =

ˆ 1

0

|s(t)|(n+α)λψ(t)dt. (5.2.2)

Proof. Suppose that (5.2.1) holds. For each f ∈ Lp,λ(ω), since s(t) 6= 0 almost
everywhere, ω is homogeneous of degree α and applying Minkowski’s inequality (see
[44, page 14]) we obtain(

1

ω(B(a,R))1+pλ

ˆ
B(a,R)

|Uψ,sf(x)|pω(x)dx

)1/p

≤
ˆ 1

0

(
1

ω(B(a,R))1+pλ

ˆ
B(a,R)

|f(s(t)x)|pω(x)dx

)1/p

ψ(t)dt

=

ˆ 1

0

(
1

ω (s(t)B(a,R))1+pλ

ˆ
s(t)B(a,R)

|f(x)|pω(x)dx

)1/p

|s(t)|(n+α)λψ(t)dt

≤ ‖f‖Lp,λ(ω) ·
ˆ 1

0

|s(t)|(n+α)λψ(t)dt <∞.

Thus, Uψ,s is defined as a bounded operator on Lp,λ(ω) and

‖Uψ,s‖Lp,λ(ω)→Lp,λ(ω) ≤
ˆ 1

0

|s(t)|(n+α)λψ(t)dt. (5.2.3)

Conversely, assume that Uψ,s is defined as a bounded operator on Lp,λ(ω). Due to
Lemma 5.2.3, we take h(x) = |x|(n+α)λ ∈ Lp,λ(ω). It is easy to see that

Uψ,sh = h

ˆ 1

0

|s(t)|(n+α)λψ(t)dt. (5.2.4)

Combining (5.2.3) and (5.2.4), we get the desired result immediately.

82



�

Analogous to the proof of Theorem 5.2.4, we could find a sufficient condition on ψ
such that the integral operator Uψ,s, which is defined by

Uψ,sf(x) =

ˆ ∞
0

f (s(t)x)ψ(t)dt,

is bounded on Lp,λ(ω).

Theorem 5.2.5 Assume that ω ∈ Wα(α > −n) and has the doubling property, 1 <
p < ∞ and −1/p < λ < 0. Let s : [0; 1] → R be a measurable function such that
|s(t)| > 0 a.e. t ∈ [0, 1]. Then Uψ,s is bounded on Lp,λ(ω) if

ˆ ∞
0

|s(t)|(n+α)λψ(t)dt <∞. (5.2.5)

Moreover, when (5.2.5) holds, we have

‖Uψ,s‖Lp,λ(ω)→Lp,λ(ω) ≤
ˆ ∞

0

|s(t)|(n+α)λψ(t)dt. (5.2.6)

Corollary 5.2.6 Assume that ω ∈ Wα(α > −n) and has the doubling property, 1 <
p < ∞ and −1/p < λ < 0. Let s : [0; 1] → R be a measurable function such that
|s(t)| > 0 a.e. t ∈ [0, 1]. Then Vψ,s is bounded on Lp,λ(ω) if and only if

ˆ 1

0

|s(t)|(n+α)λ+nψ(t)dt <∞. (5.2.7)

Moreover, when (5.2.7) holds, the operator norm of Vψ,s on Lp,λ(ω) is given by

‖Vψ,s‖Lp,λ(ω)→Lp,λ(ω) =

ˆ 1

0

|s(t)|(n+α)λ+nψ(t)dt. (5.2.8)

Proof. This is an immediate consequence of Theorem 5.2.4 with the relation Vψ,sf(x) =
U|s(·)|nψ,sf(x).

�

5.3 Commutators of generalized Hardy-Cesàro op-

erators

Recently, the authors in [41] established a necessary and sufficient condition on the
weight function ψ(t), which ensures the boundedness of the commutators (with symbols
in BMO(Rn)) of weighted Hardy operators Uψ and weighted Cesàro operators Vψ on
Lp(Rn). Then in [42] these results have been extended to classical Morrey spaces. The
purpose of this section is to extend the results mentioned above to generalized Hardy-
Cesàro operators Uψ,s on weighted central Morrey spaces. Let us first recall here the
definition of the weighted central Morrey spaces.
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Definition 5.3.1 Let ω be a weight function. Let 1 ≤ p <∞ and −1/p ≤ λ ≤ 0. The

weighted central Morrey space
�
L p,λ(ω) is defined by

�
L
p,λ(ω) :=

{
f ∈ Lploc(ω) : ‖f‖ �

L p,λ(ω)
<∞

}
, (5.3.1)

where

‖f‖ �
L p,λ(ω)

= sup
R>0

(
1

ω(B(0, R))1+pλ

ˆ
B(0,R)

|f(x)|pω(x)dx

)1/p

. (5.3.2)

The first result we obtain in this section is the following.

Theorem 5.3.2 Let ω ∈ Wα(α > −n) hold the doubling property, 1 < p < q < ∞
and −1/q < λ < 0. Assume that s : [0; 1] → R is a measurable function such that
0 < |s(t)| ≤ 1 a.e. t ∈ [0, 1]. Then (i) and (ii) are equivalent:

(i) U b
ψ,s is bounded from

�
L q,λ(ω) to

�
L p,λ(ω) for all b ∈ BMO(ω);

(ii)
´ 1

0
|s(t)|(n+α)λ

∣∣∣log 2
|s(t)|

∣∣∣ψ(t)dt <∞.

Before coming to the proof of Theorem 5.3.2, we need the following two lemmas (see
[22]). For convenience of the reader, the proofs to these lemmas are presented along
with them.

Lemma 5.3.3 If ω ∈ Wα and has the doubling property, then log |x| ∈ BMO(ω).

Proof. To prove log |x| ∈ BMO(ω), for any x0 ∈ Rn and r > 0, we need to find a
constant cx0,r, such that 1

ω(B(x0,r))

´
|x−x0|≤r |log |x| − cx0,r|ω(x)dx is uniformly bounded.

Since
1

ω (B(x0, r))

ˆ

|x−x0|≤r

|log |x| − cx0,r|ω(x)dx

=
rα+n

ω (B(x0, r))

ˆ

|z−r−1x0|≤1

|log |z| − log r − cx0,r|ω(z)dz

=
1

ω (B(r−1x0, 1))

ˆ

|z−r−1x0|≤1

|log |z| − log r − cx0,r|ω(z)dz,

we may take cx0,r = cr−1x0,1 + log r, and so things reduce to the case that r = 1 and x0

is arbitrary. Let

Ax0 =
1

ω (B(x0, 1))

ˆ

|z−x0|≤1

|log |z| − cx0,1|ω(z)dz.
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If |x0| ≤ 2, we take cx0,1 = 0, and observe that

Ax0 ≤
1

ω (B(x0, 1))

ˆ

|z|≤3

log 3 · ω(z)dz = log 3 · ω (B(0, 3))

ω (B(x0, 1))

≤ log 3 · ω (B(x0, 6))

ω (B(x0, 1))
≤ C <∞,

where the last inequality comes from the assumption that ω has the doubling property.

If |x0| ≥ 2, take cx0,1 = log |x0|. In this case, notice that

Ax0 =
1

ω (B(x0, 1))

ˆ

B(x0,1)

∣∣∣∣log
|z|
|x0|

∣∣∣∣ω(z)dz

≤ 1

ω (B(x0, 1))

ˆ

B(x0,1)

max

{
log
|x0|+ 1

|x0|
, log

|x0|
|x0| − 1

}
· ω(z)dz

≤ max

{
log
|x0|+ 1

|x0|
, log

|x0|
|x0| − 1

}
≤ log 2.

Thus log |x| is in BMO(ω).

�

Lemma 5.3.4 Let ω be a doubling weight function. Then, there exists a positve con-
stant C such that for any balls B1 = B(x1, r1), B2 = B(x2, r2), whose intersection is
not empty, and 1

2
r2 ≤ r1 ≤ 2r2, then ω(B) ≤ Cω(Bi), i = 1, 2. Here, B is the smallest

ball which contains both B1 and B2. Moreover, for each function b ∈ BMO(ω), we
have

|bB1,ω − bB2,ω| ≤ 2C‖b‖BMO(ω).

Proof. Since ω has the doubling property, there exists a constant C1 such that
ω (B(x, 2r)) ≤ C1ω (B(x, r)), for any x ∈ Rn and r > 0. Without loss of general-
ity, we assume r2 ≤ r1 ≤ 2r2. Let B1 = B(x1, r1), B2 = B(x2, r2) be two balls, whose
intersection is not empty and r2 ≤ r1 ≤ 2r2. Take x ∈ B1 ∩B2. Then,

ω(B) ≤ ω (B(x, 2r1) ≤ C1ω (B(x, r1)) ≤ C1ω (B(x1, 2r1)) ≤ C2
1ω (B1) ,

and
ω(B) ≤ ω (B(x, 4r2) ≤ C2

1ω (B(x, r2)) ≤ C3
1ω (B(x2, r2)) .

Thus we can choose the constant C = max{C2
1 , C

3
1}.

It is clear that

|bB1,ω − bB2,ω| ≤ |bB1,ω − bB,ω|+ |bB,ω − bB2,ω| .
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Now

|bB,ω − bB1,ω| =
∣∣∣∣bB,ω − 1

ω(B1)

ˆ
B1

b(y)ω(y)dy

∣∣∣∣
≤ 1

ω(B1)

ˆ
B1

|b(y)− bB,ω|ω(y)dy ≤ C

ω(B)

ˆ
B

|b(y)− bB,ω|ω(y)dy ≤ C‖b‖BMO(ω).

The left term is estimated in a similar way.

�

Proof of Theorem 5.3.2. Assume that (ii) holds. Let B be any ball centered

at the origin, let f be any function in
�
L q,λ(ω), and let b be any function in BMO(ω).

Then it follows from the Minkowski inequality that

K =

(
1

ω(B)1+λp

ˆ
B

∣∣U b
ψ,sf(y)

∣∣pω(y)dy

)1/p

≤
ˆ 1

0

(
1

ω(B)1+λp

ˆ
B

|(b(y)− b (s(t)y)) f (s(t)y)|pω(y)dy

)1/p

ψ(t)dt.

Applying the following elementary inequality

3p−1 (|x|p + |y|p + |z|p) ≥ |x+ y + z|p, x, y, z ∈ C

to the right-hand side of the above estimate gives

K ≤ C

ˆ 1

0

(
1

ω(B)1+λp

ˆ
B

|(b(y)− bB,ω) f (s(t)y)|
p

ω(y)dy

)1/p

ψ(t)dt

+ C

ˆ 1

0

(
1

ω(B)1+λp

ˆ
B

∣∣(bB,ω − bs(t)B,ω) f (s(t)y)
∣∣pω(y)dy

)1/p

ψ(t)dt

+ C

ˆ 1

0

(
1

ω(B)1+λp

ˆ
B

∣∣(b(s(t)y)− bs(t)B,ω
)
f (s(t)y)

∣∣pω(y)dy

)1/p

ψ(t)dt

:= K1 +K2 +K3,

where the constant C depends only on p.
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Set r = pq
q−p . Let us now estimate the term K1. It is clear to see that applying the

Hölder inequality with the pair
(
l = q

q−p , l
′ = q

p

)
and applying Lemma 5.1.1 yield

K1 ≤
C

ω(B)λ

ˆ 1

0

(
1

ω(B)

ˆ
B

|f (s(t)y)|q ω(y)dy

)1/q (
1

ω(B)

ˆ
B

|b(y)− bB,ω|r ω(y)dy

)1/r

ψ(t)dt

≤
C‖b‖BMO(ω)

ω(B)λ

ˆ 1

0

(
1

ω(B)

ˆ
B

|f(s(t)y)|qω(y)dy

)1/q

ψ(t)dt

≤ C‖b‖BMO(ω)

ˆ 1

0

(
1

ω(B)1+λq

ˆ
B

|f(s(t)y)|qω(y)dy

)1/q

ψ(t)dt

≤ C‖b‖BMO(ω)‖f‖ �
L q,λ(ω)

1ˆ

0

|s(t)|(n+α)λψ(t)dt.

Similarly, one can use the same argument above to obtain

K3 ≤ C‖b‖BMO(ω)‖f‖ �
L q,λ(ω)

1ˆ

0

|s(t)|(n+α)λψ(t)dt.

For the last term K2, let us express this term as

K2 =
C

ω(B)λ

ˆ 1

0

(
1

ω(B)

ˆ
B

|f (s(t)y)|
p

ω(y)dy

)1/p ∣∣bB,ω − bs(t)B,ω∣∣ψ(t)dt.

Then the Hölder inequality with the pair (q/p, (q/p)′) implies that

K2 ≤
C

ω(B)λ

ˆ 1

0

(
1

ω(B)

ˆ
B

|f (s(t)y)|
q

ω(y)dy

)1/q ∣∣bB,ω − bs(t)B,ω∣∣ψ(t)dt

≤ C‖f‖ �
L q,λ(ω)

1ˆ

0

∣∣bB,ω − bs(t)B,ω∣∣ |s(t)|(n+α)λψ(t)dt

≤ C‖f‖ �
L q,λ(ω)

∞∑
k=0

ˆ

2−(k+1)≤|s(t)|≤2−k

∣∣bB,ω − bs(t)B,ω∣∣ |s(t)|(n+α)λψ(t)dt.

Observe that for each k ∈ N,

∣∣bB,ω − bs(t)B,ω∣∣ ≤ k∑
i=0

∣∣b2−(i+1)B,ω − b2−iB,ω

∣∣+
∣∣b2−(k+1)B,ω − bs(t)B,ω

∣∣ .
Then it follows from Lemma 5.3.4 that

K2 ≤ C‖f‖ �
L q,λ(ω)

‖b‖BMO(ω)

∞∑
k=0

ˆ

2−(k+1)≤|s(t)|≤2−k

(k + 2)|s(t)|(n+α)λψ(t)dt.
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So, we obtain

K2 ≤ C‖f‖ �
L q,λ(ω)

‖b‖BMO(ω)

1ˆ

0

|s(t)|(n+α)λψ(t)

(
2 + log

1

|s(t)|

)
dt,

which, if combined with the last estimates of K1 and K3 above, implies (i).

Conversely, assume that (i) holds. Taking h(x) = |x|(n+α)λ ∈
�
L s,λ(ω) for any s > 1,

and b0 = log |x| ∈ BMO(ω) (see Lemma 5.3.3). Then it is easy to see that

U b0
ψ,sh = h

ˆ 1

0

|s(t)|(n+α)λψ(t) log
1

|s(t)|
dt.

It thus follows from (i) that

ˆ 1

0

|s(t)|(n+α)λψ(t) log
1

|s(t)|
dt <∞. (5.3.3)

On the other hand, we take g(x) = |x|(n+α)λ1χB(0,1)(x) and consider the family of
functions b ∈ BMO(ω) given by b(x) = 1χB(0,1)(x)sgn(sinπd|x|), d ∈ N. Then one has

U b
ψ,sg(x) = b(x)|x|(n+α)λ

ˆ 1

0

|s(t)|(n+α)λψ(t)dt

− |x|(n+α)λ

ˆ 1

0

|s(t)|(n+α)λψ(t)sgn(sin πd|s(t)||x|)dt, |x| < 1.

By Riemann-Lebesgue Lemma, one can take d, depending on ψ, so large that

|U b
ψ,sg(x)| ≥ 1

2
|x|(n+α)λ

ˆ 1

0

|s(t)|(n+α)λψ(t)dt,
1

2
< |x| < 1.

It follows from the above inequality and the boundedness of the operator U b
ψ,s from

�
L q,λ(ω) to

�
L p,λ(ω) that

ˆ 1

0

|s(t)|(n+α)λψ(t)dt ≤ C‖U b
ψ,s‖ �

L q,λ(ω)→
�
L p,λ(ω)

, (5.3.4)

where the constant C depends only on p, q and λ. Finally, combining (5.3.3) and (5.3.4)
implies (ii).

�

Corollary 5.3.5 Let ω ∈ Wα(α > −n) hold the doubling property, 1 < p < q < ∞
and −1/q < λ < 0. Assume that s : [0; 1] → R is a measurable function such that
0 < |s(t)| ≤ 1 a.e. t ∈ [0, 1]. Then (iii) and (iv) are equivalent:

(iii) V b
ψ,s is bounded from

�
L q,λ(ω) to

�
L p,λ(ω) for all b ∈ BMO(ω);
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(iv)
´ 1

0
|s(t)|(n+α)λ+n

∣∣∣log 2
|s(t)|

∣∣∣ψ(t)dt <∞.

Remark 5.3.6 One can observe from the proof of Theorem 5.3.2 that the condition (ii)

is also necessary for the commutator U b
ψ,s to be bounded on

�
L p,λ(ω) (the case p = q) for

all b ∈ BMO(ω). However, whether the condition (ii) is sufficient for the boundedness

of U b
ψ,s on

�
L p,λ(ω) for all b ∈ BMO(ω) is still an interesting open question. Up to

now, what we can prove is the following result.

Theorem 5.3.7 Let ω ∈ Wα(α > −n) hold the doubling property, 1 < p < ∞ and
−1/p < λ < 0. Assume that s : [0; 1] → R is a measurable function such that 0 <
|s(t)| ≤ 1 a.e. t ∈ [0, 1]. Then (ii) is sufficient for (i’) to be true:

(i’) Mω,c

(
U b
ψ,s(�)

)
is bounded on Lp,λ(ω) and on

�
L p,λ(ω) for all b ∈ BMO(ω), where

Mω,c is the Hardy-Littlewood central maximal operator with respect to the measure
ω(x)dx, that is

Mω,cf(x) = sup
B

1

ω(B)

ˆ
B

|f(y)|ω(y)dy,

where the supremum is taken over all balls B centered at the origin and containing
x.

(ii)
´ 1

0
|s(t)|(n+α)λ

∣∣∣log 2
|s(t)|

∣∣∣ψ(t)dt <∞.

Proof of Theorem 5.3.7. Assume that (ii) holds. Let b be any function in
BMO(ω) and let f be any function in Lp,λ(ω). Then for any ball B centered at the
origin of Rn, x ∈ B, one has

1

ω(B)

ˆ
B

∣∣U b
ψ,sf(y)

∣∣ω(y)dy

≤ 1

ω(B)

ˆ
B

ˆ 1

0

|(b(y)− b (s(t)y)) f (s(t)y)|ψ(t)ω(y)dtdy

≤ 1

ω(B)

ˆ 1

0

ˆ
B

|(b(y)− b (s(t)y)) f (s(t)y)|ω(y)dyψ(t)dt

≤ 1

ω(B)

ˆ 1

0

ˆ
B

|(b(y)− bB,ω) f (s(t)y)|ω(y)dyψ(t)dt

+
1

ω(B)

ˆ 1

0

ˆ
B

∣∣(bB,ω − bs(t)B,ω) f (s(t)y)
∣∣ω(y)dyψ(t)dt

+
1

ω(B)

ˆ 1

0

ˆ
B

∣∣(b(s(t)y)− bs(t)B,ω
)
f (s(t)y)

∣∣ω(y)dyψ(t)dt

=: J1 + J2 + J3.

Choose a fixed number r ∈ (1, p) and denote r′ the conjugate of r (that is, 1/r+1/r′ =
1). Then we will estimate J1, J3 and J2 as follows.
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It follows from the Hölder inequality and Lemma 5.1.1 that

J1 ≤
ˆ 1

0

(
1

ω(B)

ˆ
B

|f (s(t)y)|r ω(y)dy

)1/r (
1

ω(B)

ˆ
B

|b(y)− bB,ω|r
′
ω(y)dy

)1/r′

ψ(t)dt

≤ C‖b‖BMO(ω)

ˆ 1

0

(
1

ω(s(t)B)

ˆ
s(t)B

|f(y)|rω(y)dy

)1/r

ψ(t)dt

≤ C‖b‖BMO(ω)

ˆ 1

0

(Mωf
r (s(t)x))1/r ψ(t)dt,

where C is a constant, which depends only on ω and p.

Similarly, applying the Hölder inequality and Lemma 5.1.1 again gives

J3 ≤
ˆ 1

0

(
1

ω(B)

ˆ
B

|f (s(t)y)|r ω(y)dy

)1/r (
1

ω(B)

ˆ
B

∣∣b (s(t)y)− bs(t)B,ω
∣∣r′ ω(y)dy

)1/r′

ψ(t)dt.

=

ˆ 1

0

(
1

ω(s(t)B)

ˆ
s(t)B

|f(y)|rω(y)dy

)1/r (
1

ω(s(t)B)

ˆ
s(t)B

∣∣b (y)− bs(t)B,ω
∣∣r′ ω(y)dy

)1/r′

ψ(t)dt

≤ C‖b‖BMO(ω)

ˆ 1

0

(Mωf
r (s(t)x))1/r ψ(t)dt.

For the remaining term J2, we will estimate J2 as follows:

J2 =
1

ω(B)

ˆ 1

0

ˆ
B

∣∣(bB,ω − bs(t)B,ω) f (s(t)y)
∣∣ω(y)dyψ(t)dt

=

ˆ 1

0

(
1

ω(B)

ˆ
B

|f (s(t)y)|ω(y)dy

) ∣∣bB,ω − bs(t)B,ω∣∣ψ(t)dt

≤
ˆ 1

0

(Mωf
r(s(t)x))1/r

∣∣bB,ω − bs(t)B,ω∣∣ψ(t)dt

=
∞∑
k=0

ˆ

2−(k+1)≤s(t)≤2−k

(Mωf
r(s(t)x))1/r

∣∣bB,ω − bs(t)B,ω∣∣ψ(t)dt

≤
∞∑
k=0

ˆ

2−(k+1)≤s(t)≤2−k

(Mωf
r(s(t)x))1/r

(
k∑
i=0

∣∣b2−(i+1)B,ω − b2−iB,ω

∣∣+
∣∣b2−(k+1)B,ω − bs(t)B,ω

∣∣)ψ(t)dt.

At this stage, in the light of Lemma 5.3.4, we can observe that
∣∣b2−(i+1)B,ω − b2−iB,ω

∣∣ ≤
C‖b‖BMO(ω), and

∣∣b2−(k+1)B,ω − bs(t)B,ω
∣∣ ≤ C‖b‖BMO(ω) as 2−(k+1) ≤ s(t) ≤ 2−k. So we

obtain

J2 ≤ C‖b‖BMO(ω)

∞∑
k=0

ˆ

2−(k+1)≤s(t)≤2−k

(Mωf
r(s(t)x))1/r (k + 2)ψ(t)dt.
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Then it follows from the inequality above that

J2 ≤ C‖b‖BMO(ω)

ˆ 1

0

(Mωf
r(s(t)x))1/r

(
2 +

∣∣∣∣log
1

|s(t)|

∣∣∣∣)ψ(t)dt.

Combining the estimates of J1, J2 and J3 gives the following estimate:

1

ω(B)

ˆ
B

∣∣U b
ψ,sf(y)

∣∣ω(y)dy ≤ C‖b‖BMO(ω)

ˆ 1

0

(Mωf
r(s(t)x))1/r

(
2 +

∣∣∣∣log
1

|s(t)|

∣∣∣∣)ψ(t)dt.

Taking the supremum from this inequality over such all balls B containing x, we
gain

Mω,c

(
U b
ψ,sf

)
(x) ≤ C‖b‖BMO(ω)

ˆ 1

0

(Mωf
r(s(t)x))1/r

(
2 +

∣∣∣∣log
1

|s(t)|

∣∣∣∣)ψ(t)dt.

Therefore, for any balls B, by Minkowski’s inequality and the inequality above, it is
clear to see that(

1

ω(B)1+pλ

ˆ
B

(
Mω,c

(
U b
ψ,sf

)
(x)
)p
ω(x)dx

)1/p

≤ C‖b‖BMO(ω)

(
1

ω(B)1+pλ

ˆ
B

(ˆ 1

0

(Mωf
r(s(t)x))1/r

(
2 +

∣∣∣∣log
1

|s(t)|

∣∣∣∣)ψ(t)dt

)p
ω(x)dx

)1/p

≤ C‖b‖BMO(ω)

ˆ 1

0

(
1

ω(B)1+pλ

ˆ
B

(Mωf
r (s(t)x))p/r ω(x)dx

)1/p

ψ(t)

(
2 +

∣∣∣∣log
1

|s(t)|

∣∣∣∣) dt
≤ C‖b‖BMO(ω)‖f‖Lp,λ(ω)

ˆ 1

0

|s(t)|(n+α)λψ(t)

(
2 +

∣∣∣∣log
1

|s(t)|

∣∣∣∣) dt,
where the last inequality is deduced from applying Lemma 5.1.5 and the fact that
f ∈ Lp,λ(ω) if and only if f r ∈ Lp/r,λr(ω). Thus Mω,c

(
U b
ψ,s(�)

)
is bounded on Lp,λ(ω).

To prove the boundedness of Mω,c

(
U b
ψ,s(�)

)
on

�
L p,λ(ω), we use the same arguments

above and taking the following into account: instead of using the Hardy-Littlewood
maximal operator Mω and Lemma 5.1.5, we employ the Hardy-Littlewood central max-
imal operator Mω,c and the following lemma whose proof is similar to that of [86,
Theorem 3.1] with slight modifications.

Lemma 5.3.8 Assume that ω has the doubling property, 1 < p <∞ and −1/p < λ <

0. Then the operator Mω,c is bounded on
�
L p,λ(ω).

�
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5.4 Higher order commutators on weighted central

Morrey spaces

Given a vector b = (b1, . . . , bk), the higher order commutator of the generalized weighted
Hardy-Cesàro operator is defined by

Ub
ψ,sf(x) =

ˆ 1

0

(
k∏
j=1

(bj(x)− bj(s(t)x))

)
f(s(t)x)ψ(t)dt.

When k = 0, we understand that Ub
ψ,s = Uψ,s. When k = 1, Ub

ψ,s = U b
ψ,s. Similarly, the

higher order commutator of the generalized weighted Cesàro operator is defined by

V b
ψ,sf(x) =

ˆ 1

0

(
k∏
j=1

(bj(x)− bj(s(t)x))

)
f(s(t)x)|s(t)|nψ(t)dt.

The notation b ∈ BMO(ω) below will mean that all bi ∈ BMO(ω) for 1 ≤ i ≤ k.
Using the same method in the proof of Theorem 5.3.2 as well as induction, we can

obtain a similar result for the higher order commutator of the generalized weighted
Hardy-Cesàro operator.

Theorem 5.4.1 Let ω ∈ Wα(α > −n) hold the doubling property, 1 < p < q < ∞
and −1/q < λ < 0. Assume that s : [0; 1] → R is a measurable function such that
0 < |s(t)| ≤ 1 a.e. t ∈ [0, 1]. Then (1) and (2) are equivalent:

(1) Ub
ψ,s is bounded from

�
L q,λ(ω) to

�
L p,λ(ω) for all b ∈ BMO(ω);

(2)
´ 1

0
|s(t)|(n+α)λ

∣∣∣log 2
|s(t)|

∣∣∣k ψ(t)dt <∞.

Also, (3) and (4) are equivalent:

(3) V b
ψ,s is bounded from

�
L q,λ(ω) to

�
L p,λ(ω) for all b ∈ BMO(ω);

(4)
´ 1

0
|s(t)|(n+α)λ+n

∣∣∣log 2
|s(t)|

∣∣∣k ψ(t)dt <∞.
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