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Abstract

Despite all the recent progress in the field, nanophotonics is still a step behind nanoelec-

tronics in transmitting information using nanometric circuits. A lot of effort is being

put into making very elaborate structures that can guide light and control light-matter

interactions at the nano-scale. The field of plasmonics has been especially successful in

this. In this thesis, a different approach is taken to control the light-matter interactions

at the nano-scale. The approach is based on considering light and sample as a whole

system and exploiting its symmetries. Thanks to this new perspective, new phenomena

have been unveiled. These new phenomena have been developed theoretically and/or

experimentally and are scattered across this thesis.

In chapter 2, the theoretical grounds of this thesis are settled. Even though every physi-

cist is familiar with the concept of symmetry, a formalism to systematically describe

the symmetries of electromagnetic fields is explained. With this formalism, some well-

known symmetry considerations can be as easily retrieved as some much less intuitive.

For example, it can be demonstrated that a linearly polarised Bessel beam is not cylin-

drically symmetric; whilst a circularly polarised Bessel beam is both cylindrically and

dual symmetric. Furthermore, the mathematical tools to describe non-paraxial elec-

tromagnetic fields are given. Due to the fact that this work deals with sub-wavelength

scatterers, the light-matter interaction cannot usually be described within the paraxial

approximation. As a result, the polarisation and intensity profile of the light beams

cannot be modified independently as they are linked via the Maxwell equations.

Chapters 3, 4 and 5 deepen in the study of Generalized Lorenz-Mie Theory. Using

xv
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the formalism developed in chapter 2, various new effects are discovered. In chapter

4, the excitation of WGM modes on micron-sized spheres is described. Indeed, using

cylindrically symmetric beams, light can be coupled into spherical resonators without

the use of evanescent coupling. Furthermore, it is shown that the use of cylindrically

symmetric modes also allows for the enhancement of the ripple structure in scattering.

Finally, chapter 5 generalizes the Kerker conditions and uses cylindrically and dual

symmetric beams to control the helicity content in scattering. It is shown that non-

dual materials such as TiO2 spheres can behave as dual if the correct excitation beam

and wavelength is used to illuminate them.

Chapters 6, 7 and 8 are devoted to experiments. In chapter 6, a description of the ex-

perimental techniques used in chapters 7 and 8 is carried out. In particular, the basics

of Spatial Light Modulators and Computer Generated Holograms are given. Spatial

Light modulators are used in chapters 7 and 8 to create vortex beams. In chapter 7,

the symmetries of these vortex beams turn out to be crucial to induce a giant circular

dichroism in a non-chiral sample. Furthermore, the far-field transmission of vortex

beams through a sub-wavelength nano-aperture is shown for the first time. Finally,

chapter 8 presents the dependence of scattering measurements on the wavelength and

the topological charge of the incident vortex beam. As predicted in chapter 4, it is seen

that some scattering resonances are hidden under a Gaussian beam excitation. These

resonances can be unveiled when the illumination is a vortex beam.

Overall, this work shows a number of new effects (theoretical and/or experimental)

produced by the excitation of symmetric structures with symmetric light. These new

discoveries will help to provide new ideas and design paths to fabricate new nanopho-

tonic devices such as nano-antennas or nano-resonators. A study of the symmetries of

the system should always be kept in mind for any photonic device where the spatial

degrees of freedom and the polarisation cannot be decoupled.
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“Growing up in the place I did I never was aware of any other option

but to question everything.”

Noam Chomsky

1
Introduction

Invented by the Sumerians in ancient Mesopotamia around 3000 BC, [1–3], writing may

be considered one of the greatest human inventions of all-times. Since then, it has been

used to store, transmit and manipulate information. Concurrently, the technology em-

ployed in writing has changed over the years. The development of computers, perhaps

one of mankind’s most significant technological revolutions in the last century, was in-

trinsically linked to writing. Despite the principles of modern computers having been

described by Alan Turing in 1936 [4], the first programmable electronic computer was

not built until 1946, at Pennsylvania University [5]. In the following 6 years, John von

Neumann and co-workers laid the ground work upon which modern computers rest to

this day [6–8]. The first generation of commercial electronic computers was made avail-

able in the US in 1951, but the giant leap towards our current technologies occurred in

1955, when the so-called ‘second generation computers’ reached the market [9]. Since

1



2 Introduction

Figure 1.1: Transmission data rates of different technologies and critical dimension of
their active devices. The past refers to the semiconductor electronics and vacuum tubes
used before the 1980’s, whilst modern semiconductor electronics is the technology used in
nano-electronics.

that time, the evolution of computers has been linked to the advent of semiconductor

electronics. Simply put, this is the technology associated with the control of how the

electrons move in semiconductor materials1. The majority of our current information

devices function because of our ability to control electron currents from one spot to

another one, and re-interpret this current as chains of 0’s and 1’s, which are used to

encode information. Since the 1970’s, our means of re-interpreting electron currents as

chains of 0’s and 1’s have remained fundamentally unchanged. However, the techniques

and devices to move electrons around in a controlled manner have changed drastically.

Of particular note, the size of the electronic devices has decreased by many orders of

magnitude. This can be observed in Figure 1.1. ‘The past’ includes the electronic

circuits (using semiconductor electronics, or vacuum tubes) used up until the 1980’s.

From then onwards, the semiconductor manufacturing processes achieved sizes below

1The development of semiconductor electronics was made possible thanks to the advances in quan-

tum mechanics, and in particular in solid-state physics.



3

1µm currently known as nano-electronics. In fact, nano-electronics has advanced at a

very fast pace, consistently following Moore’s Law [10]. At present, Intel2 is fabricat-

ing transistors at 22nm, and current projections are that the 11nm technology will be

obtained by 2015.

The fact that electronics has been so successful over the past 60 years does not imply

that it is the ultimate technology to carry out digital writing or information processing.

Photonics has been following a delayed but similar development. The term photonics

began to be used in the late 1960’s, once it became evident that photons could be used

as bits of information in the same way as electrons were being used. However, it did

not reach the common use until the 1980’s, when the IEEE Lasers and Electro-Optics

Society established an archival journal named Photonics Technology Letters. Some

of the early crucial developments in the field were the invention of the laser in 1958

[11, 12]; the diode laser in the 1962 [13]; the first demonstration of optical communica-

tion using optical fibres in 1966, done at the University of Ulm, Germany [14, 15]; and

the invention of the optical fibre amplifier in the early 1980’s [16]. Photonics presents

some significant advantages over electronics. The most important one is speed. Due

to its much larger carrier frequencies, photonics has a much larger bandwidth (or data

transmission rate) than electronics. This is depicted in Figure 1.2, which shows that

the operating speed of photonic devices can be up to five orders of magnitude higher

than electronics. Another important feature of photons is their weak interaction with

the environment. Photons can travel long distances almost without changing their

state. This implies much lower losses in transmission. Actually, this feature is also

exploited in quantum information, in particular in the field of quantum cryptography

[17] to create secure protocols to data exchange. As a consequence, photonic integrated

circuits have been gaining a lot of attention in recent times [18]. The most ambitious

goal is to eventually usurp the predominant role of electronic integrated circuits in in-

formation devices. However, the goal seems to be unrealistic at the moment. Photonic

2http://www.intel.com/content/www/us/en/silicon-innovations/intel-22nm-technology.html
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Figure 1.2: Transmission data rates of different technologies and critical dimension of
their active devices. Dielectric photonics refers to fibre optics technologies. It can be seen
that photonics is much faster than electronics.

circuits suffer from a lack of storage capacity, i.e. it is difficult to stop and store light.

Hence, the storage needs to be done in an electronic medium. Moreover, integrated

electronics is non-linear, whereas non-linear integrated photonics still needs to evolve

to be competitive in the market. Last but not least, the typical size of photonic com-

ponents is limited by the wavelength of light. Due to the diffraction limit of light,

dielectric photonic circuit cannot resolve or retrieve information smaller than a frac-

tion of the wavelength (200nm approximately) [19, 20], as opposed to nano-electronics

where 22nm transistors are already a reality.

Most of the efforts to overcome the diffraction limitations in photonics have been

happening in the field of plasmonics. In fact, lots of authors consider that nanopho-

tonics should be based on metallic nano-plasmonics (see Figure 1.3) [21]. Plasmonics

is the science that studies the interaction between light and free electrons on a metal.

The first theoretical studies in plasmonics were done in the 1950’s [22–25], and the

first experiments with metallic surfaces in the 1970’s [26, 27]. In general, the strategy
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Figure 1.3: Transmission data rates of different technologies and critical dimension of
their active devices. Metallic nano-plasmonics is expected to be the technology that will
bring photonics to the nano-scale.

followed in plasmonics to bring photonics down to the nano-scale has a sample-based

perspective. That is, given a fixed external excitation beam (see inset in Figure 1.4(a)

for a typical example), samples are engineered (shape and materials) so that they pro-

duce certain effects. For example, in Figure 1.4(a), an array of metallic nano-rods is

fabricated to guide light from one location to another. Similarly, in Figure 1.4(b) a

circular nano-hole drilled in a gold film deposited on top of a glass layer is inserted

into a liquid chamber. The excitation of the structure enabled the authors of [28] to

trap 50nm particles that had been dissolved in the water solution. There is no doubt

that fabrication and characterization of samples play a huge role in the current plas-

monic technologies. Interestingly, the spatial profile of the incident beam also plays

a very important role. However, most of the work in the field is done with Gaussian

beams (the beam on the inset of Figure 1.4). In this thesis, it will be shown that

more elaborate beams of light can be used to retrieve plenty of additional information

from nano-structures. An illustrative example is the Stimulated Emission Depletion

(STED) microscopy. STED microscopy was invented by Stefan Hell and co-workers
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Figure 1.4: a) Plasmonic wave-guide made of metallic nano-rods. An incident Gaussian
beam shone upon the structure is carried along the plasmonic nano-rods. The inset is an
intensity plot of a transverse section of the excitation beam. The image has been taken from
activeplasmonics.org with permission of Anatoly Zayats. Credits to Dr. Ryan McCarron,
King’s College, London. b) A metallic film with a nano-hole is excited with a Gaussian beam
to excite a surface plasmon. The surface plasmon is used to trap a polystyrene particle. The
image has been taken from [28], with permission of Mathieu L. Juan.

in 1994 [29]. It is one of the so-called super-resolution microscopy methods, as it can

resolve defects as tiny as 30nm. A very complete schematic of its working principle is

shown in Figure 1.5, and its working principle can be found in [29, 30]. Even though

Figure 1.5 is complicated, the message should be clear. Probing a sub-wavelength

specimen with a Gaussian beam (green beam in Figure 1.5) results in a blurry image

(Figure 1.5(c)). Nevertheless, the combined use of a Gaussian and a doughnut-shaped

beam (red) results in a much neater image (see Figure 1.5(d)). There are different kinds

of doughnut-shaped beams, but the ones used in STED are called vortex beams [31–33].
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Figure 1.5: Schematics of STED microscopy. a) A depletion laser beam (red) is added
to a typical microscopy set-up. b) The use of a vortex beam considerably reduces the Point
Spread Function of the system. The Point Spread Function describes the response of an
imaging system to a point source. The largest the point spread function, the blurrier the
image will be. c) Standard optical microscopy image of a sub-wavelength specimen. d) STED
image of the same sub-wavelength specimen. Image from www.zeiss.com/campus. Copyright:
Mike Davidson, FSU, Tallahassee.

Vortex beams are defined by their topological charge l, which is an integer number.

The topological charge l accounts for the number of times that the phase of the beam

wraps around its centre in a 2π circle. Examples of four different vortex beams are

shown in Figure 1.6. It can be seen that when l = −1, the phase goes from 0 to 2π

one time in counter-clockwise direction. In contrast, when l = 3, the phase goes three

times from 0 to 2π in a clockwise direction. In chapter 6, sections 6.2 and 6.3 have been

dedicated to explain how to characterize and generate vortex beams in the laboratory.

Note that the definition of vortex beam and topological charge is independent of the

polarisation. However, for many applications in nano-photonics (STED microscopy is
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Figure 1.6: Intensity and phase profiles of vortex beams with topological charges l =
−1, 0, 1, 3. For the intensity plots, red indicates maximum and dark blue minimum. For the
phase, white means 0 phase, and black means 2π.

one of them), vortex beams need to be tightly focused. When that is the case, vortex

beams become much more complex. In fact, in that regime, the definition of the phase

singularity is polarisation-dependent. This is what many authors have described as

one of the manifestations of the spin-to-orbit conversion [34–38]. Then, characteris-

ing vortex beams in terms of their symmetries becomes enormously useful. It allows

for a systematic study of the beam without the need of considering different focusing

regimes3.

Sections 2.3 and 2.4 are dedicated to a systematic characterisation of beams in terms of

3For the advanced reader: note the parallelism between the two focusing regimes (paraxial/non-

paraxial) in optics with the two regimes in quantum mechanics (non-relativistic/relativistic). In the

paraxial approximation, light can be described by a scalar function and polarization is added as a

different degree of freedom. Similarly, the scalar wave-function of a particle is obtained with Schödinger

equation, and the vectorial behaviour given by the spin is added by hand. In contrast, when light is

focused a lot, Maxwell equations have to be used, and the polarization and spatial degrees of freedom

are intermingled. Analogously, when a quantum particle is boosted and its speed is relativistic, Dirac

equations must be used. In Dirac equations, the spin degrees of freedom cannot be modified without

modifying the spatial properties of the field.
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their symmetries. Thanks to the understanding and analysis of the different transfor-

mations under which light beams are symmetric, different results have been obtained,

both theoretically and experimentally. In the succeeding chapters, three symmetries

have been specially studied: mirror symmetry, rotational symmetry, and duality [39–

41]. Both samples and beams of light which are (or are not) symmetric under these

transformations have been used and as a consequence new fundamental phenomena

have been found4. In chapter 4, the interaction between single spheres and cylindri-

cally symmetric beams has been theoretically studied. Among others, a technique to

excite Whispering Gallery Modes (WGMs) has been developed. In chapter 5, the cylin-

drical symmetry of a single sphere and the duality symmetry of a light beam have been

used to cancel the forward scattering of a sample. Furthermore, it has been proven that

a sample can effectively be dual in a controlled manner if its dimensions are changed

in a certain way with respect to an incident cylindrically symmetric beam. In chap-

ter 7, a mirror and cylindrically symmetric sample has been used to induce a giant

Circular Dichroism (CD). Again, the use of dual, cylindrically and mirror symmetric

modes has been a key point to be able to achieve it. Finally, chapter 8 merges all the

knowledge accumulated in the previous chapters, both theoretical and experimental.

Using various dual cylindrically symmetric beams, the resonant scattering behaviour of

a dielectric sphere is unveiled. This resonant behaviour is hidden under the Gaussian

beam (or plane wave) excitation, and the use of vortex beams is crucial to find it. Due

to time constraints, this last study is not as thorough as the others presented in the

previous chapters. Nevertheless, it allowed for an experimental observation of some of

the theoretical predictions of the thesis.

Now, even though the details of what has been done in each chapter may be too

technical for a non-specialised reader, these should only be considered to emphasise

the point made before: nanophotonics can also be done from another perspective dif-

ferent from the prevailing sample-based view. In particular, the consideration of the

4Saying that a system is symmetric under a transformation means that when that transformation

is applied to the system, its physical properties remain unchanged.
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sample and the exciting light as a whole system, along with symmetry considerations,

allows for the discovery of new phenomena at the nano-scale. The future in this unex-

plored direction looks as exciting as promising. In the next chapters, the reader will

find a taste of it.



“If I could explain it to the average person, I wouldn’t have been

worth the Nobel Prize.”

Richard P. Feynman

2
Theoretical methods in nano-optics

2.1 Maxwell Equations for a linear, non-dispersive,

homogeneous, isotropic and source-free medium

The material presented in this thesis can be described using the tools of EM field

theory [42–44]. In particular, the subdivisions of EM field theory that this thesis

especially deals with are electromagnetic optics and vectorial scattering theory [45–

52]. In this chapter, I will introduce all the necessary concepts and tools to understand

the theoretical developments scattered across the next chapters. For completeness, the

starting point will be the macroscopic Maxwell Equations for a source-free medium

11
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[42, 45]:

∇ · D = 0 ∇× E = −∂B
∂t

∇ · B = 0 ∇×H =
∂D
∂t

(2.1)

where E and H are the electric and magnetic fields, D is the electric displacement, and

B is the magnetic induction. The relations between D and E , as well as between B and

H are given by the properties of the medium:

D = ε0E + P (2.2)

B = µ0H + µ0M (2.3)

with ε0, µ0 being the electric permittivity and magnetic permeability of vacuum. P is

defined as the polarization density, which is the density of molecular dipole moments

induced by the electric field [42, 45]. Similarly,M, defined as the magnetization density,

is the density of molecular magnetic dipole moments induced by the magnetic field.

I will be particularly interested in linear, non-dispersive, homogeneous1 and isotropic

media. In these cases, a linear relation can be established between P and E , and

therefore the following relation holds [45]:

D = εE (2.4)

where ε is a scalar quantity defining the electrical properties of the medium called

electric permittivity. In the same way, a linear relation can be cast between M and

H, yielding the following linear relation between B and H

B = µH (2.5)

with µ being the so-called magnetic permeability constant of the medium. Hence, the

macroscopic Maxwell Equations for a linear, non-dispersive, homogeneous, isotropic

and source-free medium can be written only as functions of E and H [45]:

∇ · E = 0 ∇× E = −µ∂H
∂t

∇ · H = 0 ∇×H = ε
∂E
∂t

(2.6)

1I may consider also linear, non-dispersive, inhomogeneous media formed by different linear, non-

dispersive, homogeneous, and isotropic submedia.
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Here, I will be especially interested in the monochromatic solutions of these equations.

That is, I will suppose that all the fields have a e−iωt time dependence, with ω being

the frequency of light. Then, any field can be expressed as the real part of a product

of a purely temporal part and a purely spatial part: A(r, t) = Re [A(r)e−iωt], where

A(r) represents a complex-amplitude vector. Then, equations (2.6) can be re-written

just in terms of their spatially dependent parts:

∇ · E = 0 ∇× E = iωµH

∇ ·H = 0 ∇×H = −iωεE
(2.7)

Now, applying the curl operation to equations (2.7) and making use of the vector

identity ∇ × (∇ ×A) = ∇(∇ ·A) − ∇2A, one obtains that both E and H fulfil the

vectorial Helmholtz Equation [42]:

∇2E + k2E = 0

∇2H + k2H = 0
(2.8)

where k = ω
√
εµ is known as the wave-number. Nonetheless, equations (2.7, 2.8)

cannot be uniquely solved unless some boundary conditions (BC) are applied. Firstly,

the EM fields must have a proper decay at infinity and be finite everywhere else.

Secondly, when equations (2.7) are applied between two different media, the following

BC need to hold:

(ε2E2 − ε1E1) · n̂ = σ (µ2H2 − µ1H1) · n̂ = 0

n̂× (E2 − E1) = 0 n̂× (H2 −H1) = js
(2.9)

where σ is the surface charge density at the surface; js is the surface current density;

n̂ is the unitary normal vector to the interface between 1 and 2; and {E1,H1} and

{E2,H2} account for the electric and magnetic fields at two different media. It is

observed that the tangential components of E and H must be continuous, while the

normal components of D and B can be discontinuous depending on the properties of

the surface. Equations (2.7) plus the BC listed above will be the framework in which

this thesis will be grounded on.
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2.2 Fields, operators and symmetry groups

In the previous section, I have introduced the monochromatic Maxwell Equations for

linear, non-dispersive, homogeneous, isotropic and source-free media (see equation

(2.7)). I will impose that all the theoretical developments done in this thesis fulfil

equations (2.7). That is, I will require that any meaningful EM field fulfils equations

(2.7), BCs (2.9), it decays properly at infinity and it is finite everywhere else.

Another framework to do optical physics is the paraxial equation [45, 53], which is

an approximation of equations (2.7) but it is much simpler to use. In paraxial optics, a

complex-amplitude electric field E can be expressed as E(r) = E(r)u, with E(r) being

a complex-wave amplitude scalar function that must fulfil the paraxial equation

(
∂2
x + ∂2

y + 2ik∂z
)
E(r) = 0 (2.10)

and u being an arbitrary polarization vector. Then, it is clear that in paraxial optics

the vectorial character of the field (given by u) is decoupled from its spatial properties

(given by E(r)). The importance of the paraxial equation is that collimated beams,

which are very frequently used in the laboratory, can be accurately described within

this framework. In those beams, changes in the transversal shape of the beam occur

in length scales much smaller than the wavelength. Another way of explaining this is

that if the propagation direction of the beam is the z axis, a plane wave decomposition

of the wave yields partial waves whose kρ � kz, and kz ≈ k (see 2.3.1 to check the

definitions of kρ and kz). This implies that the complex amplitude function E(r) can

be expressed as E(r) = A(r) exp(ikz), where A(r) is a magnitude called the envelope

of the wave which varies slowly with z:

∂A

∂z
� kA (2.11)

However, the paraxial approximation does not properly work in nano-optics. In nano-

optics, light beams are either tightly focused or interact with sub-wavelength objects.

In those cases, the polarization degrees of freedom of the beams cannot be decoupled
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from their spatial properties [49, 54]. Then, imposing that all EM fields must be so-

lutions of the full Maxwell equations rules out all those beams that fulfil the paraxial

equation, but are not solutions of the full Maxwell equations given by equation (2.7)

[53, 55, 56].

Now, I will define an operator as an entity that picks up any EM field fulfilling

equations 2.7 and transforms it into a different one that still fulfils equations 2.7. Fi-

nally, I will define a symmetry group as a set of operators with group structure. A

group G is defined as a set of elements {a, b, c, ...} along with an inner product. The

inner product (·) is such that the product of two arbitrary elements of the group yields

an element of the group [39]. Furthermore, the product must satisfy the following

conditions [39]:

• It must be associative, i.e. a · (b · c) = (a · b) · c, ∀a, b, c ∈ G.

• There must be an element e ∈ G, called the identity, which is such that a · e = a,

∀a ∈ G.

• For each a ∈ G, there must exist an element a−1 ∈ G, called the inverse of a,

such that a · a−1 = e.

Groups can be subdivided into two categories - discrete, and continuous. In physics,

most of continuous groups of interest are part of a subdivision called ‘linear Lie groups’

[39]. Linear Lie groups can be labelled by one or more continuous variables. In fact,

each label is related to a generator. The generators of the group define the local be-

haviour of the group near the identity, and any element of the group can be obtained as

a smooth function of the generator. For example, for the SO(2) group of 2-dimensional

rotations, any rotation R(φ) can be obtained as R(φ) = exp(−iφJ), with J the gen-

erator of the group. Note that this implies that if the element of the group is an

operator, so must be the generator. In fact, group generators are very good candidates

to compose a complete set of commuting operators. A complete set of commuting op-

erators of a vector space is a set of operators that commute with each other and whose



16 Theoretical methods in nano-optics

eigenvalues completely specify the state of a system [57, 58]. The idea is that if an EM

field is an eigenvector of a generator of a symmetry, then it is also invariant under the

symmetry transformation generated by that generator, and vice versa2 [39, 59]. Then,

using generators to make a set of commuting operators will be useful as the fields will

be characterized in terms of their symmetries. Now, I will differentiate between EM

fields and EM modes. EM fields are solutions of Maxwell equations (2.7), whereas

EM Modes are elements of a basis of solutions of Maxwell equations (2.7). Thus, in

general, any EM field can be decomposed into EM modes. In addition, EM modes will

be chosen so that they are eigenstates of some generators, i.e. they will be invariant

under certain symmetries. Next, I will list the most common operators that I will use

to describe EM modes and their differential representation will be given. Some of them

are generators of symmetries, so in those cases I will also comment on the symmetries

that they give rise to.

i) Hamiltonian, H = −i ∂
∂t

. The hamiltonian is the generator of temporal transla-

tions (or time evolution) [40]. That is, the transformation T∆t = exp (−iH∆t)

applied to an EM field ψ(r, t) the state evolve from t = t0 to t′ = t0 + ∆t:

T∆t [ψ(r, t)] = ψ(r, t+ ∆t) (2.12)

ii) Linear momentum operator, P = −i∇. This is a vectorial operator, i.e. it is

composed of three operators in three different directions: P = Pxx̂+Pyŷ+Pzẑ. Its

three components commute with each other [Pi, Pj] = 0. Each of the components

generates a translation in its corresponding axis. Hence, the vectorial addition

of all of them is the generator of linear translations in any direction of space:

T∆r = exp (−iP ·∆r) [39]. That is,

T∆r [ψ(r, t)] = ψ(r + ∆r, t) (2.13)

iii) Angular momentum operator, J = L + S, with L = −i(r×∇) and S =

− i (ε1nmx̂ + ε2nmŷ + ε3nmẑ) respectively, where εlnm is the total anti-symmetric

2This statement is a consequence of Noether’s theorem, which states that every continuous sym-

metry of a physical system corresponds to a conservation law of the system.
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tensor and l,m, n = 1, 2, 3. It is also composed of three operators in three

components, J = Jxx̂ + Jyŷ + Jzẑ, but they do not commute with each other:

[Ji, Jj] = iεijkJk. The reason why the three components of the angular momen-

tum (AM) J do not commute is that they are the generators of rotations on three

different axis, and rotations do not commute (whereas spatial translations do, see

above) [51]. A general rotation of an angle ϕ along an axis on the direction n̂

is given by: Rn̂(ϕ) = exp (−iJ · n̂ϕ). Then, the application of a rotation onto a

general EM field yields:

Rn̂(ϕ) [ψ(r, t)] = Mn̂(ϕ) · ψ(M−1
n̂ (ϕ) · r, t) (2.14)

where Mn(ϕ) is a rotation matrix [39] (see Appendix A). Finally, note that even

though the L and S operators used to define J are usually called orbital and

spin AM respectively, they are not proper AM momentum operator on their own

[54, 60–62]. None of them generates proper rotations, only their addition does.

Furthermore, they are not proper operators, as their application to an EM field

fulfilling Maxwell equations yields a field that does not fulfil Maxwell equations

[54, 60–62].

iv) Angular momentum squared, J2 = J2
x + J2

y + J2
z , where Ji have been defined in

iii). J2 is called a Casimir operator, and commutes with all the operators. Even

though it does not generate any meaningful transformation, it is very useful for

problems with spherical symmetry.

v) Helicity operator, Λ =
J ·P
|P|

. The helicity operator is defined as the projection

of the AM onto the direction of the linear momentum. It was proven in [63, 64]

that Λ generates generalized duality transformations [41, 42]: Dϕ = exp (−iΛϕ).

Generalized duality transformations mix the electric and magnetic parts of an

EM field. That is, if we express ψ(r, t) as ψ(r, t) = (E(r, t),H(r, t))T , then

Dϕ [ψ(r, t)] = Dϕ

 E(r, t)

H(r, t)

 =

 E(r, t) cosϕ−H(r, t) sinϕ

E(r, t) sinϕ+ H(r, t) cosϕ

 (2.15)
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Its differential representation for monochromatic fields is Λ =
∇×
k

. Unlike all the

rest of symmetries listed hereby, duality symmetry is a non-geometrical symme-

try. It can be proven that its preservation only depends on the material properties

of the medium in consideration [41]. A very thorough study of duality symmetry

and its generator (helicity) can be found in [65].

vi) Parity operator, Π. Parity transformations (r→ −r) are discrete, therefore they

are not generated by any other operator. The application of Π onto a Maxwell

field yields [40]:

Π [ψ(r, t)] = ψ(−r, t) (2.16)

vii) Mirror symmetry operator, Mn̂. A mirror transformation of the kind Mn̂ indi-

cates that the spatial coordinates are reflected off a plane given by its normal

vector n̂3. Actually, it can be re-written as Mn̂ = ΠRn̂(π), i.e. a mirror sym-

metry operator can be obtained by multiplying a parity and rotation operators.

Like parity, it is a discrete transformation, so it is not generated by any other

operator. Its application onto ψ(r, t) gives [40]:

Mn̂ [ψ(r, t)] = ψ(r− 2n̂(n̂ · r), t) (2.17)

Last but not least, I will give the most useful commutation rules between the operators

listed above [40]. These commutation rules are crucial in order to define a set of

commuting operators. In fact, it is known that only four commuting operators are

needed to describe EM fields, as they are elements of the Poincaré group [39, 66]:

• T∆t commutes with all the other operators of the list above.

• P commutes with T∆t, J
2, Λ, Π and Mn̂. It does not commute with J, their

commutator is [Ji, Pj] = iεijkPk.

3Throughout this thesis, another notation will also be used for mirror transformations: M{n̂}. The

difference is that in Mn̂ the reflection is off a plane whose normal vector is n̂, whereas M{n̂} indicates

that the reflection is done upon a plane that contains the axis n̂.
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• J commutes with T∆t, J
2, Λ, Π and Mn̂ (when n̂ is parallel to J). It does not

commute with M{n̂}, in fact it anti-commutes: JiM{n̂} = −M{n̂}Ji.

• J2 commutes with all the rest of operators, as it is a Casimir operator.

• Λ commutes with T∆t, P, J and J2. It anti-commutes both with Π and Mn̂.

• Π commutes with T∆t, P, J, J2, and Mn̂.

2.3 Basis of solutions of free-source Maxwell equa-

tions

The aim of this chapter is to establish the basis on which the works presented on

this thesis are grounded. In section 2.1, I have introduced Maxwell equations. Then,

in section 2.2, I have discussed that I will require all the EM fields to fulfil Maxwell

equations in its form given by equations (2.7). Furthermore, some operators and gen-

erators have been introduced. In this section and the next one, six different sets of

EM modes that stem from six different sets of complete commuting operators will be

described. Each of these sets of EM modes will be especially suited to describe some

particular EM interactions. In fact, since generators of symmetries will be used as

the operators in a set, a set of modes will be chosen over another depending on the

symmetries of the interaction. There are different ways of constructing these sets of

EM modes. From a symmetries’ point of view, probably the clearest technique is ‘the

induced representation method’. Wu-Ki Tung describes it in chapter 9 of his book

[39]. As in most of the cases, the use of symmetries simplifies the amount of opera-

tions tremendously. Unfortunately, this method is not very common in optics. Hence,

another equivalent method much better-known in the optics community will be used

here. This method is based on some mathematical theorems about the solutions of

the vectorial Helmholtz equation (2.8). The method is described in [43, 46, 47] among

others. It is based on the following property. Given a general solution of the scalar
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Helmholtz equation in a system of coordinates where the solution is in separated vari-

ables Ψ(x1, x2, x3) = X1(x1)X2(x2)X3(x3), then it can be proven that if â is a unitary

vector in a privileged direction4,

MTE = ∇× (âΨ(x1, x2, x3))

MTM = {(∇×)/k} [∇× (âψ(x1, x2, x3))]
(2.18)

are general solutions of the vectorial Helmholtz equation and fulfil the divergence equa-

tions ∇·E = ∇·H = 0 [43, 47]. That is, any E field can be obtained as a superposition

of the modes MTE and MTM defined in equation (2.18). Then, the magnetic field H

can be derived from Maxwell equations (2.7)5. Note that I have differentiated the

behaviour of the two general solutions by its TE or TM character. The notation of

TE/TM behaviour is a bit arbitrary, as both the electric and magnetic fields are ‘trans-

verse’ in the Maxwell sense, i.e. ∇·E = ∇·H = 0. In fact, this notation gets even more

cumbersome when spherical coordinates are used, as TE modes are usually referred to

as ‘magnetic’ and TM as ’electric’. Here, I will stick to the most common notation

and denote the first solution in equation (2.18) as TE and the second one as TM for

cartesian and cylindrical coordinates [43, 47, 48]. Then, in spherical coordinates I will

refer to the first solution as magnetic and the second one as electric [42, 50, 51], as

that is the dominant notation.

2.3.1 Plane waves

It can be shown that Ψ(x, y, z) = exp(ik·r) is a general solution of the scalar Helmholtz

equation for cartesian coordinates [43], with r = (x, y, z) being the position vector and

k = (kx, ky, kz) the wave-vector, whose modulus |k| = k = ω/c is the wave-number.

Then, using â = ẑ as the symmetry direction, the two following vectorial solutions

4Not any vector â is valid. Some conditions apply. These conditions can be found in [47].
5As H can always be derived from E, I will only focus on the properties of E, and derive H using

equations (2.7). Besides, any symmetry considerations regarding E will also apply to H, except for

parity and mirror inversion. It can be shown that when E is odd, H is even and viceversa [42]
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arise:

MTE = ŝ exp(ik · r) =
i

kρ
(kyx̂− kxŷ) exp(ik · r) (2.19)

MTM = p̂ exp(ik · r) =

[−kz (kxx̂ + kyŷ) + k2
ρẑ

kkρ

]
exp(ik · r) (2.20)

where {x̂, ŷ, ẑ} are the polarization vectors in cartesian directions. These TE and TM

modes are very well-known in optics and are referred to as ŝ and p̂ plane waves. In fact,

they define a trihedron such that p̂× ŝ = k/|k|. As previously mentioned, all the fields

considered here are monochromatic, therefore both ŝ and p̂ waves will be eigenvectors

of the H operator. In addition, it can be checked that they are eigenvectors of the

following operators:

Px [̂s exp(ik · r)] = kx ŝ exp(ik · r) Px [p̂ exp(ik · r)] = kx p̂ exp(ik · r)

Py [̂s exp(ik · r)] = ky ŝ exp(ik · r) Py [p̂ exp(ik · r)] = ky p̂ exp(ik · r)

Mŝ [̂s exp(ik · r)] = − ŝ exp(ik · r) Mŝ [p̂ exp(ik · r)] = + p̂ exp(ik · r)

(2.21)

Then, ŝ and p̂ are EM modes invariant under temporal translations, spatial translations

along x and y axis, and mirror symmetry transformations. Hence, they are eigenvectors

of H, Px, Py, and Mŝ. Now, if we look at equations (2.18), we can see that the MTM

mode (p̂ wave) is obtained by applying (∇×)/k to the MTE mode (ŝ wave). In section

2.2, I have shown that the operation (∇×)/k is actually the differential form of the

helicity operator for monochromatic fields:

Λ =
J ·P

P
=
∇×
k

(2.22)

Then, it can immediately be seen that:

Λ [̂s exp(ik · r)] = p̂ exp(ik · r) (2.23)

Λ [p̂ exp(ik · r)] = ŝ exp(ik · r) (2.24)
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Thus, additions and subtractions of ŝ and p̂ waves yield states with a well-defined

helicity6:

Λ

[
ŝ + p̂√

2
exp(ik · r)

]
= +

[
ŝ + p̂√

2
exp(ik · r)

]
(2.25)

Λ

[
ŝ− p̂√

2
exp(ik · r)

]
= −

[
ŝ− p̂√

2
exp(ik · r)

]
(2.26)

I will denote these combinations as êp = (ŝ + pp̂)/
√

2, with p = ±1 depending on the

value of helicity:

ê+ =
ŝ + p̂√

2
=

1

2

[(
1− kz

k

)
eiφk σ̂− +

(
−1− kz

k

)
e−iφk σ̂+ +

√
2kρ
k

ẑ

]
(2.27)

ê− =
ŝ− p̂√

2
=

1

2

[(
1 +

kz
k

)
eiφk σ̂− +

(
kz
k
− 1

)
e−iφk σ̂+ −

√
2kρ
k

ẑ

]
(2.28)

where kρ and φk are the wave-vector components in cylindrical coordinates, i.e. kx =

kρ cosφk, ky = kρ sinφk and {σ̂+, σ̂−} are the circular polarizations vectors: σ̂+ =

(x̂ + iŷ)/
√

2 is the left circular polarization and σ̂− = (x̂ − iŷ)/
√

2 is the right one.

Then, a new basis of EM modes can be created with ê+ and ê−. This will be symmetric

under temporal translations, spatial translations along x and y axis, and generalized

duality transformations:

Px [ê+ exp(ik · r)] = kx ê+ exp(ik · r) Px [ê− exp(ik · r)] = kx ê− exp(ik · r)

Py [ê+ exp(ik · r)] = ky ê+ exp(ik · r) Py [ê− exp(ik · r)] = ky ê− exp(ik · r)

Λ [ê+ exp(ik · r)] = + ê+ exp(ik · r) Λ [ê− exp(ik · r)] = − ê− exp(ik · r)

(2.29)

Finally, it can be checked that the two sets of EM modes given here are normalized in

the following way:∫
R3

(ŝ exp(ik · r))∗ · ŝ exp(ik′ · r)d3r = δ(k− k′)∫
R3

(p̂ exp(ik · r))∗ · p̂ exp(ik′ · r)d3r = δ(k− k′)∫
R3

(êp exp(ik · r))∗ · êp′ exp(ik′ · r)d3r = δ(k− k′) δpp′

(2.30)

where δ(k− k′) is a Dirac delta, and δpp′ is a Kronecker delta [47].

6Saying that a state has a well-defined property (helicity, for example) means that the state is an

eigenstate of the operator representing that property.
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2.3.2 Bessel beams

Cylindrically symmetric interactions will play a very significant role in this thesis.

Therefore, a basis that exploits this symmetry needs to be found. A way of attacking

the problem is to use equations (2.18) in cylindrical coordinates with â = ẑ as well.

This method, used by [43, 47, 56, 67] and several others, naturally gives rise to the

so-called TE/TM Bessel beams. Nevertheless, the symmetries of the problem are a bit

blurred by the methodology. Then, in order to highlight the symmetries of the Bessel

beams, I will use an alternative method to derive them. This method is based on

the fact that any field can be decomposed into plane waves. Then, the superpositions

are chosen so that the symmetry requirements are fulfilled. A Bessel beam can be

defined as an EM mode symmetric under temporal translations, spatial translations

and rotations along a symmetry axis (usually, the z is chosen). This implies that

Bessel beams need to be eigenstates of H, Pz, and Jz. As mentioned earlier, since I am

only considering monochromatic fields, they are immediately eigenstates of H. Then,

having a set ω fixes a relation between kz and kρ: ω
2/c2 = k2 = k2

z + k2
ρ. Therefore,

the z component and the transverse component of the linear momentum are linked via

the frequency. Thus, having a well-defined Pz is analogous of having a well-defined Pρ.

Consequently, adding plane waves on a circular cone symmetric under the z axis will

yield a field with a well-defined Pρ. Then, I will be able to find the conditions on the

superposition coefficients by imposing that the beam is an eigenvector of Jz. To start,

let me re-write the four plane waves derived in the previous sub-section in terms of

rotations (see Appendix A):

ŝ exp(ik · r) = −R(φk, θk)iŷ exp(ikz) (2.31)

p̂ exp(ik · r) = −R(φk, θk)x̂ exp(ikz) (2.32)

ê+ exp(ik · r) = −R(φk, θk)σ̂+ exp(ikz) (2.33)

ê− exp(ik · r) = −R(φk, θk)σ̂− exp(ikz) (2.34)

where R(φk, θk) is the operator of rotations defined in Appendix A. Then, due to the

symmetry considerations given by equations (2.21, 2.29), a superposition of ŝ waves

will yield a mode with a well-defined frequency and a defined TE/TM character. In
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general, it will no longer be an eigenstate of Px and Py, but if we only add ŝ waves

on a cone, as mentioned in the paragraph above, we can retrieve a mode with a well

defined Pz (or Pρ). This can be given by the general superposition:

BTE
kρ

=

∫ π

0

sin θkdθk

∫ 2π

0

dφkα(φk, θk)ŝ exp(ik · r)

= −
∫ π

0

sin θkdθk

∫ 2π

0

dφkα(φk, θk)R(φk, θk)iŷ exp(ikz)

(2.35)

where α(φk, θk) = f(φk)δ(θk−θ′k). By construction, the field BTE
kρ

is an eigenstate of H

and Pρ. In order to make it a Bessel beam, a right function f(φk) needs to be chosen

so that BTE
kρ

is an eigenstate of Jz. It can be proven that f(φk) = 1
2π

exp(imφk) does

exactly this, and it also assures the unitarity of the transformation:

Jz[B
TE
kρ ] =

Id−R(dφ, 0)

idφ
[BTE

kρ ]

=−
∫ π

0

sin θkdθk

∫ 2π

0

dφkf(φk)δ(θk − θ′k)
R(φk, θk)−R(φk + dφ, θk)

idφ
iŷ exp(ikz)

=

∫ π

0

sin θkdθk

∫ 2π

0

dφk
∂f(φk)

∂φk
δ(θk − θ′k)R(φk, θk)ŷ exp(ikz) = mBTE

kρ

(2.36)

where an integration by parts has been carried out on the last step. It is straightfor-

ward to see that similar Bessel beams could have been obtained if instead of rotating

iŷ exp(ikz), the other three plane waves listed on equations (2.32-2.34) had been used.

This fact allows for the definition of two sets of EM modes. I will denote the first set

as B
(y)
mkρ

, with (y) = TE/TM, or Bessel beams7. Besides H, they are eigenstates of the

following operators:

Pρ

[
B

(y)
mkρ

]
= kρ B

(y)
mkρ

Jz

[
B

(y)
mkρ

]
= m B

(y)
mkρ

(2.37)

Their expressions as functions of ŝ and p̂ waves are:

BTE
mkρ

=
1

2π

∫ π

0

sin θkdθk

∫ 2π

0

dφkδ(θk − θ′k) exp(imφk)ŝ exp(ik · r)

BTM
mkρ

=
1

2π

∫ π

0

sin θkdθk

∫ 2π

0

dφkδ(θk − θ′k) exp(imφk)p̂ exp(ik · r)

(2.38)

7Due to the fact that these are the Bessel beams that the community generally uses, I denote them

as Bessel beams, instead of Bessel beams with a TE/TM character.
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Whilst their expressions in the real space are:

BTE
mkρ

= im
√
kρ
4π

[
iJm+1(kρρ)ei(m+1)φ σ̂− + iJm−1(kρρ)ei(m−1)φ σ̂+

]
eikzz

BTM
mkρ

= im
√
kρ
4π

[
−kz
k

(
iJm+1(kρρ)ei(m+1)φ σ̂− − iJm−1(kρρ)ei(m−1)φ σ̂+

)
+
√

2
kρ
k
Jm(kρρ)eimφ ẑ

]
eikzz

(2.39)

where kρ = k sin θ′k and the following equality has been used [43]:

exp(ik · r) =
∑
n

inJn(kρρ) exp(in(φ− φk)) exp(ikzz) (2.40)

with Jn(kρρ) being a Bessel function of the first kind [68, 69]. An analogous procedure

can be followed to derive the Bessel beams with a well-defined helicity, Bp
mkρ

. Their

expressions as functions of the êp waves can be compacted into:

Bp
mkρ

=
1

2π

∫ π

0

sin θkdθk

∫ 2π

0

dφkδ(θk − θ′k) exp(imφk)êp exp(ik · r) (2.41)

Which yields the following expression for the real space fields:

Bp
mkρ

=

√
kρ
2π
imeikzz

[
i√
2

(
(1− pkz

k
)Jm+1(kρρ)ei(m+1)φ σ̂−

+(1 + p
kz
k

)Jm−1(kρρ)ei(m−1)φ σ̂+

)
+ p

kρ
k
Jm(kρρ)eimφ ẑ

] (2.42)

As for the symmetries of Bp
mkρ

, they are eigenstates of H, and the following operators:

Pρ

[
Bp
mkρ

]
= kρ Bp

mkρ

Jz

[
Bp
mkρ

]
= m Bp

mkρ

Λ
[
Bp
mkρ

]
= p Bp

mkρ

(2.43)

It is clear, then, that the relation between the parity and helicity modes is the following

one:

Bp
mkρ

= BTE
mkρ + pBTM

mkρ (2.44)

As with the plane waves, the two sets of Bessel beams are also normalized:∫
R3

(B
(y)
mkρ

)∗ ·B(y′)
m′k′ρ

d3r = δ(kρ − k′ρ)δ(kz − k′z)δmm′δyy′∫
R3

(Bp
mkρ

)∗ ·B(p′)
m′k′ρ

d3r = δ(kρ − k′ρ)δ(kz − k′z)δmm′δpp′
(2.45)
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Finally, for completeness, the decomposition of plane waves into Bessel beams is also

given:

ŝ exp(ik · r) =

∫ π

0

sin θ′kdθ
′
k

∞∑
m=−∞

δ(θ′k − θk) exp(−imφk)BTE
mkρ (2.46)

p̂ exp(ik · r) =

∫ π

0

sin θ′kdθ
′
k

∞∑
m=−∞

δ(θ′k − θk) exp(−imφk)BTM
mkρ (2.47)

êp exp(ik · r) =

∫ π

0

sin θ′kdθ
′
k

∞∑
m=−∞

δ(θ′k − θk) exp(−imφk)Bp
mkρ

(2.48)

2.4 Multipolar fields

The multipolar fields8 are EM modes specially useful to describe EM interactions with

spherical symmetry. They are widely used in antenna theory [70], Mie Theory (see

sections (3-5)), nuclear [71], atomic and molecular physics [72–74], astrophysics [75],

and many more fields. The fact that they are used in such vast variety of fields makes

a unique notation almost impossible. Sometimes, even within the same field, different

notations are used, making it hard to reconcile calculations from different sources [76].

My notation is very similar to Rose’s [50, 51], and it is based on the symmetries of the

modes. I will denote a multipolar field as A
(y)
jmz

, where (y) = (m), (e) accounts for the

parity of the field9. The notation becomes clear when we look at the symmetries of the

modes. Besides the hamiltonian H, these modes are also symmetric under:

J2
[
A

(m)
jmz

]
= j(j + 1) A

(m)
jmz

J2
[
A

(e)
jmz

]
= j(j + 1) A

(e)
jmz

Jz

[
A

(m)
jmz

]
= mz A

(m)
jmz

Jz

[
A

(e)
jmz

]
= mz A

(e)
jmz

Π
[
A

(m)
jmz

]
= (−1)j A

(m)
jmz

Π
[
A

(e)
jmz

]
= (−1)j+1 A

(e)
jmz

(2.49)

8Here, I will call multipolar fields to those multipolar fields with a well-defined parity. I will show

that multipolar fields can also have a well-defined helicity, and those will be denoted as multipolar

fields with a well-defined helicity.
9Remember that a TE parity (or mode) is also called ‘magnetic’; while a TM parity can also be

called ’electric’.
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Like Bessel beams, they can also be expressed as general superpositions of plane waves.

Their expressions can be found in [39, 61]:

A
(m)
jmz

=
2j + 1

4π

∫ π

0

sin θkdθk

∫ 2π

0

dφkD
j
mzp(φk, θk)ŝ exp(ik · r)

A
(e)
jmz

=
2j + 1

4π

∫ π

0

sin θkdθk

∫ 2π

0

dφkD
j
mzp(φk, θk)p̂ exp(ik · r)

(2.50)

where Dj
mzp(φk, θk) is the Wigner rotation matrix [39, 51]. Note that the symme-

try requirements defined by equations (2.49) do not imply anything about the radial

dependence of the multipoles. Nonetheless, in the plane-wave decomposition given

by equations (2.50), the radial function has been chosen so that these multipoles are

regular at the origin10. Thus, they have the following expressions in the real space

[46, 50, 76, 77]:

A
(m)
jmz

= Cjmz

[
i
mz

sin θ
Pmz
j (η)jj(kr)e

imzφ θ̂ −
dPmz

j (η)

dθ
jj(kr)e

imzφ φ̂

]
A

(e)
jmz

= Cjmz

[
j(j + 1)Pmz

j (η)
jj(kr)

kr
eimzφ r̂ +

1

kr

d [krjj(kr)]

d(kr)

dPmz
j (η)

dθ
eimzφ θ̂

+ieimzφ
mz

sin θ
Pmz
j (η)

1

kr

d [krjj(kr)]

d(kr)
φ̂

]
(2.51)

where jj(kr) is a spherical Bessel function [68, 69], Pmz
j (η) is a generalized Legendre

polynomial [47, 68], η = cos θ,
{

r̂, φ̂, θ̂
}

are the polarization vectors in spherical co-

ordinates, and Cjmz is a constant so that the modes are normalized. Its expression is

given by:

C2
jmz =

4π(2j + 1)(j +mz)!

2k2j(j + 1)(j −mz)!
(2.52)

Indeed, with Cjmz the multipolar fields are an orthonormal basis:∫
R3

(A
(y)
jmz

)∗ ·A(y′)
j′m′z

d3r = δ(k − k′)δjj′δmzm′zδyy′ (2.53)

Similarly, to the plane waves and Bessel beams, a new set of multipolar fields can be

defined by adding and subtracting the electric and magnetic modes:

A+
jmz

=
A

(m)
jmz

+ iA
(e)
jmz√

2
A−jmz =

A
(m)
jmz
− iA(e)

jmz√
2

(2.54)

10Notice that the radial dependence determines the behaviour of the multipolar field at infinity. In

the next couple of pages, another radial function will be introduced. This radial function, known as

Hankel function, is frequently used to model emission or scattering problems.
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This implies that their plane wave decomposition is [39]:

A+
jmz

=
2j + 1

4π

∫ π

0

sin θkdθk

∫ 2π

0

dφkD
j
mzp(φk, θk)ê+ exp(ik · r)

A−jmz =
2j + 1

4π

∫ π

0

sin θkdθk

∫ 2π

0

dφkD
j
mzp(φk, θk)ê− exp(ik · r)

(2.55)

which yields the following real space expression:

Ap
jmz

=
Cjmz√

2

[
ipj(j + 1)Pmz

j (η)
jj(kr)

kr
eimzφ r̂

+ieimzφ
(
mz

sin θ
Pmz
j (η)jj(kr) + p

1

kr

d [krjj(kr)]

d(kr)

dPmz
j (η)

dθ

)
θ̂

−eimzφ
(

dPmz
j (η)

dθ
jj(kr)e

imzφ + p
mz

sin θ
Pmz
j (η)

1

kr

d [krjj(kr)]

d(kr)

)
φ̂

] (2.56)

Besides of the H operator, the multipolar fields with well-defined helicity Ap
jmz

are

eigenstate of the following three operators:

J2
[
Ap
jmz

]
= j(j + 1) Ap

jmz

Jz
[
Ap
jmz

]
= mz Ap

jmz

Λ
[
Ap
jmz

]
= p Ap

jmz

(2.57)

Finally, by construction, Ap
jmz

are also normalized:∫
R3

(Ap
jmz

)∗ ·Ap′

j′m′z
d3r = δ(k − k′)δjj′δmzm′zδpp′ (2.58)

Now, as it will be clear in chapter 3, there is a need to define other multipolar fields.

Indeed, the two sets of multipolar fields defined by equations (2.51, 2.56) have a far-

field (kr → ∞) behaviour which is not desired for scattering problems [42, 46, 48].

This behaviour stems from the spherical Bessel function:

lim
kr→∞

jj(kr)→
sin

(
kr − jπ

2

)
kr

(2.59)

That is, the multipolar fields given by equations (2.51, 2.56) behave as stationary spher-

ical waves in the far-field. Nevertheless, lots of EM problems with spherical symmetry

have an emitting nature, e.g. radiation emitted from antennas [78], quantum dots

[79, 80], nitrogen-vacancies [81], electrons [82], among others. One of these problems,
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which lays in the core of this thesis, is the Mie scattering problem, where a sphere em-

bedded in a homogeneous medium scatters light that is illuminated on it [46, 48, 77, 83].

In all these problems, the spherical Bessel function of first kind must be replaced by

a Hankel function of first kind h
(I)
j (kr)11 [42, 69]. Because h

(II)
j (kr) will not be used

throughout this thesis, I denote the Hankel function of the first kind simply as hj(kr).

In the far-field, the Hankel function produces a desired response, i.e. it behaves like

an outgoing spherical wave:

lim
kr→∞

hj(kr)→ (−i)j+1 e
ikr

kr
(2.60)

The real expressions of these new multipolar fields is analogous to the ones presented

by equations (2.51, 2.56), where hj(kr) replaces jj(kr):

A
(m),h
jmz

= Cjmz

[
i
mz

sin θ
Pmz
j (η)hj(kr)e

imzφ θ̂ −
dPmz

j (η)

dθ
hj(kr)e

imzφ φ̂

]
A

(e),h
jmz

= Cjmz

[
j(j + 1)Pmz

j (η)
hj(kr)

kr
eimzφ r̂ +

1

kr

d [krhj(kr)]

d(kr)

dPmz
j (η)

dθ
eimzφ θ̂

+ieimzφ
mz

sin θ
Pmz
j (η)

1

kr

d [krhj(kr)]

d(kr)
φ̂

]
Ap,h
jmz

=
Cjmz√

2

[
ipj(j + 1)Pmz

j (η)
hj(kr)

kr
eimzφ r̂

+ieimzφ
(
mz

sin θ
Pmz
j (η)hj(kr) + p

1

kr

d [krhj(kr)]

d(kr)

dPmz
j (η)

dθ

)
θ̂

−eimzφ
(

dPmz
j (η)

dθ
hj(kr)e

imzφ + p
mz

sin θ
Pmz
j (η)

1

kr

d [krhj(kr)]

d(kr)

)
φ̂

]
(2.61)

However, the plane wave decomposition of A
(m),h
jmz

,A
(e),h
jmz

,Ap,h
jmz

changes dramatically.

The Hankel function is singular in the origin, lim
kr→∞

|hj(kr)| → ∞, and consequently it

cannot be expanded only as a superposition of propagating plane waves. Evanescent

waves must appear in the superposition. Moreover, it is necessary to split the domain

11If the harmonic dependence of all the fields in the problem had been chosen to be eiωt instead of

e−iωt, the Hankel function of second kind h
(II)
j (kr) should have been chosen [48].
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into two subspaces, z ≷ 0. The decomposition is given by the following equation [84]:

A
(m),h
jmz

=
2j + 1

2π

∫ ∞
−∞

dkx

∫ ∞
−∞

dky D
j
mzp(φk, θk) ŝ

exp(ik · r)

κk

A
(e),h
jmz

=
2j + 1

2π

∫ ∞
−∞

dkx

∫ ∞
−∞

dky D
j
mzp(φk, θk) p̂

exp(ik · r)

κk
z > 0

Ap,h
jmz

=
2j + 1

2π

∫ ∞
−∞

dkx

∫ ∞
−∞

dky D
j
mzp(φk, θk) êp

exp(ik · r)

κk

(2.62)

where κ is given by:

κ = kz =


√
k2 − k2

ρ, k ≥ kρ

i
√
k2 − k2

ρ, k < kρ
(2.63)

and the spherical momentum variables φk and θk must be computed as functions of

kx, ky:

φk = arctan

(
ky
kx

)
θk = arccos

(√
k2 − k2

x − k2
y

k

) (2.64)

The expression for the semi-plane z < 0 can be obtained substituting the factor exp(ik·

r)/(κk) by exp(−ik · r)/(κk) [84]. Equations (2.62) have large implications in nano-

optics. Evanescent waves play a key role in obtaining information beyond the diffraction

limit of light [49]. Here, it is shown that evanescent waves are an integral part of Hankel

multipolar fields. Furthermore, it is seen that, like evanescent waves, Hankel multipolar

fields are intrinsically linked to interfaces, as they are not well-defined on the whole

space. This fact is largely exploited in the excitation of WGMs (see section 4.4). As

described by Oraevsky in [85], given a sphere of radius R, Hankel multipolar fields have

an evanescent dependence for a short range of r’s outside the spherical surface:

|A(m),h
jmz
| ∝ exp [−βr] , r > R (2.65)

Last but not least, some authors have managed to link the evanescent behaviour of

plane waves to complex rotations [86, 87]. In fact, this is what is seen in the expressions

(2.62), where complex angles would be needed if the double integral
∫ ∫

dkxdky was to

be expressed in spherical coordinates.
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2.5 Scattering control

The work presented in this thesis belongs to the field of nano-optics. That is, most of

the work deals with light-matter interactions where the light is at optical wavelengths

(λ ∈ [390 − 780] nm [45]) and the matter is a nano-structure. I will be specially

interested in single nano-structures, therefore it will be almost mandatory to tightly

focus the beam onto the structure, so that the light-matter interaction is stronger.

However, this is not the typical approach in nanophotonics or metamaterials, where

structures are mostly designed to interact with paraxial Gaussian beams or plane waves

[88–91]. In general, the approach followed in the design of nano-circuits or nano-

materials is the following one. The nano-structure is characterized by its scattering

matrix S. This scattering matrix is a function of many geometrical and material

properties of the system, S(g,m), where g and m are general sets of variables describing

the geometrical and material properties of the structure. However, the properties of

the structure do not depend on the incident field. Then, the response of the structure

to an incoming field Ein can be cast as a convolution of S(g,m) with Ein:

Eout(r) =
(
S(g,m) ∗ Ein

)
(r) (2.66)

Since the properties of the structure do not depend on Ein and the incoming field

is well-known (a plane wave), the light-matter interaction is reduced to a complete

characterization of the scattering matrix S(g,m). Then, adjusting the geometry or

material of the structure, a controlled interaction can be carried out. In this thesis, I

will look at these light-matter interactions from a different perspective. I will study

single highly symmetric nano-structures whose scattering matrix are analytical or easy

to compute. Then, I will use different plane waves decompositions to control the

scattering. That is, instead of controlling Eout with the geometry and materials of the

structure, the interaction will be controlled with the incoming field Ein:

Eout(r) =

∫
d3k′i exp(ik · r)

(
S(g,m) ∗ Ein(k′i)

)
(r) (2.67)

where k′i is each of the different plane waves that take part in the superposition, and

Ein(k′i) is the Fourier transform of the incident field, which modulates the plane wave
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decomposition. Thus, it will be crucial to know the analytical expression and the

symmetries of the incoming beam. In addition, as previously mentioned, due to the

fact that single structures will be used, tightly focused light beams will be used to

strengthen the light-matter interaction. Tightly focused beams can be analytically

described with the aplanatic model of a lens. This is explained in the following section.

2.6 Aplanatic lens model

In this section, I study one of the most frequently used models to describe the focusing

of light beams, i.e. the aplanatic lens model [49, 52, 92–94]. In particular, I will be

especially interested in the symmetries of this model. I will show that the aplanatic

lens model does not change the helicity nor the AM content of the beam as long as

some conditions are met. When those are met, the focusing of a Bessel beam with

a well-defined helicity such as Bp
mkρ

can be easily modelled as Bp,foc
mkρ

=
∫

dk′ρB
p
mk′ρ

.

Thus, Bp,foc
mkρ

will still be an eigenvector of Λ and Jz. But before getting there, the

aplanatic model of a lens is explained. The variables playing a role in the model are

the collimated incident beam Ein, the focal distance of the lens f , and the refractive

indexes of the media on the two sides of the lens n, n1. The geometrical representation

of the aplanatic model is given by Figure 2.1. As it can be seen there, the collimated

beam Ein travels in a medium whose refractive index is n and hits the back-aperture

of a lens. The analytical description of the collimated beam at the a z plane of the

back-aperture of the lens is done in the paraxial approximation, i.e. Ein = Einu with

u being the polarisation vector. The incident beam gets refracted and its expression

E∞(φk, θk) is obtained as:

E∞(φk, θk) =
[
ts(φk, θk)

(
Ein · φ̂

)
φ̂+ tp(φk, θk)

(
Ein · ρ̂

)
θ̂
]√ n

n1

(cos θk)
1/2 (2.68)

where ts(φk, θk), t
p(φk, θk) are the effective Fresnel coefficients of the lens for ŝ and

p̂ waves respectively [49, 52];
{
ρ̂, φ̂, ẑ

}
and

{
r̂, φ̂, θ̂

}
are the polarization vectors in

cylindrical and spherical coordinates (see Figure 2.1). Note that three assumptions have

been made here. First, the sine condition of geometrical optics has been considered.
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Figure 2.1: Schematics of the aplanatic lens model. Ein is the incident collimated electric
field; Efoc is the focused field; n, n1 are the refractive indexes of the media embedding the lens

before and after the field is focused;
{
ρ̂, φ̂
}

and
{
φ̂, θ̂
}

are polarization vectors in cylindrical

and spherical coordinates.

The sine condition states that any ray emerging or converging to the focus of an

aplanatic system meets its conjugate ray at the surface of a sphere of radius f , at a

distance of the optical axis h = f sin θ, where θ is the divergence angle [49]. Second, the

intensity law has also been assumed. The intensity law implies that the energy incident

on the aplanatic lens equals the energy leaving it. It can be expressed as |Efoc| =

|Ein|
√
nµ/(n1µ1) cos1/2 θ [49]. Finally, it is imposed that the real space-expression of

Ein on that z plane gives rise to the angular spectrum of the focused beam. That

is, when introducing the expression of Ein in equation (2.68), the change of variables

Ein(ρ, φ) = Ein(f sin θk, φk) needs to be done, where no z dependence is supposed as

the expression is taken on a plane with a constant z. With all this, the electric field at

the focus of the lens is obtained as:

Efoc =
ikfe(−ikf)

2π

∫ θMk

0

∫ 2π

0

sin θkdθkdφk E∞(φk, θk)e
(ikz cos θ)e(ikρ sin θ cos(φ−φk))

=
ikfe(−ikf)

2π

∫ θMk

0

∫ 2π

0

sin θkdθkdφk E∞(φk, θk) exp(ik · r)

(2.69)
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with f being the focal distance of the lens, and θMk = arcsin(NA) with NA the numerical

aperture of the lens.

2.6.1 Λ preservation

The fact that the aplanatic model preserves the helicity of light is not trivial nor a

casualty. In fact, simple lenses made of glass do not preserve helicity. However, it is

interesting for different applications that the polarisation of light is preserved under

a microscope set-up. In order to achieve that (which implies helicity preservation),

microscope objective manufacturers need to apply a special coating to microscope

objectives [38, 49]. This fact is translated into a condition relating the effective Fresnel

coefficients ts, tp. In order to show this condition, a general plane wave with a well-

defined helicity p will be focused down using the aplanatic lens model. It will be

seen that the helicity of the beam is preserved provided a certain condition is met.

Consider a general incident paraxial beam with a well-defined helicity p within the

paraxial approximation and a exp(ik · r) dependence:

Ein = Ein(φk, f sin θk)σ̂p (2.70)

where Ein(ρ, φ) is the amplitude of the electric field on the plane of the back-aperture

of the lens. Then, the computation of E∞(φk, θk) yields:

E∞(φk, θk) = Ein(φk, f sin θk)e
ipφk

[
ts(φk, θk)ip

φ̂√
2

+ tp(φk, θk)
θ̂√
2

]√
n

n1

(cos θk)
1/2

(2.71)

where the following equalities have been used:

σ̂p · ρ̂ =
eipφk√

2
(2.72)

σ̂p · φ̂ = ip
eipφk√

2
(2.73)

Equation (2.71) can be expressed in terms of ŝ and p̂:

E∞(φk, θk) = Ein(φk, f sin θk)e
ipφk

[
ts(φk, θk)

ŝ√
2

+ tp(φk, θk)p
p̂√
2

]√
n

n1

(cos θk)
1/2

(2.74)
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where the two following relations have been used:

ŝ = −iφ̂ (2.75)

p̂ = −θ̂ (2.76)

Hence, examining equation (2.74), it is straightforward to conclude that the aplanatic

lens model preserves helicity if and only if

ts(φk, θk) = tp(φk, θk) = t(φk, θk) ∀φk, θk (2.77)

I will consider that equation (2.77) is valid for the rest of my theoretical calculations.

2.6.2 Jz preservation

Looking at Figure 2.1, one notices that the geometrical representation of the aplanatic

model is cylindrically symmetric around the z axis. Thanks to Noether’s theorem,

in principle it follows that the model preserves Jz. Nevertheless, in the same way

as it happened in the previous subsection, the Fresnel coefficients play an important

role. Indeed, next it will be proven that either the Fresnel coefficients fulfil a certain

condition, or the model is not cylindrically symmetric and therefore does not preserves

Jz. Using equation (2.69), the expression for the electric field at the focus of the

aplanatic lens when an incoming beam given by equation (2.70) can be computed:

Efoc =
ikfe(−ikf)

2π

∫ θMk

0

∫ 2π

0

sin θkdθkdφk E∞(φk, θk) exp(ik · r)

=
ikfe(−ikf)

2π

∫ θMk

0

∫ 2π

0

sin θkdθkdφk E
inteipφk

√
n

n1

(cos θk)
1/2êp exp(ik · r)

(2.78)

It is interesting to see that equation (2.78) can be expressed as a superposition of

rotated plane waves with a well-defined helicity. The way to construct such a super-

position is intuitive and reflects very well the definition of the helicity of a beam. We

take a circularly polarized plane wave propagating along the z axis with helicity p.

We rotate it in all directions and we sum all the different contributions with a certain

weight g(φk, θk). This rotation does not change the polarization in the system of ref-

erence of the plane wave (it maintains transversality), therefore the helicity has still a
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well-defined value p.

Ap =

∫ π

0

sin(θk)dθk

∫ 2π

0

dφk g(φk, θk)R(φk, θk)σ̂p exp (ikz) (2.79)

where Ap is a general field with a well-defined helicity. Then, using equations (2.33,

2.34), Ap can be re-written as:

Ap = −
∫ π

0

sin(θk)dθk

∫ 2π

0

dφk g(φk, θk)êp exp(ik · r) (2.80)

At this point, a direct comparison between equations (2.80) and (2.78) yields a function

g(φk, θk) that makes both equations equal:

g(φk, θk) = −ikfe
(−ikf)

2π
Ein(f sin θk, φk)t(φk, θk)e

ipφk
(
1−H(θk − θMk )

)√ n

n1

(cos θk)
1/2

(2.81)

where H(θk − θMk ) is the Heaviside step function. With g(φk, θk) given by equation

(2.81), the field at the focus of a lens can be given by:

Efoc =

∫ π

0

sin(θk)dθk

∫ 2π

0

dφk g(φk, θk)R(φk, θk)σ̂p exp (ikz) (2.82)

Now, I will show that Efoc has a well-defined Jz if the incoming field does, too. That

is, I will show that the aplanatic model of a lens preserves Jz by verifying the following

condition:

If Jz[E
in] = mEin =⇒ Jz[E

foc] = mEfoc (2.83)

A paraxial beam with a well-defined helicity p and an value of Jz = m12 is given by

any expression of the kind:

Epar = Epar(ρ)eimφ exp(ikz)σ̂p (2.84)

If this expression is substituted in equation (2.81), the following expression for g(φk, θk)

follows:

g(θk, φk) =
−ikfe−ikf

2π
Epar(f sin θk)e

i(m+p)φkt(φk, θk)
(
1−H(θk − θMk )

)√n cos θk
n1

(2.85)

12This is an abuse of language that will be used throughout the whole thesis. It means that the

beam is an eigenstate of Jz with eigenvalue m.
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Now, in order to prove that the aplanatic lens model does not change the Jz content

of Epar, I apply Jz to Efoc when g(φk, θk) is given by equation (2.85). The fact that

Efoc can be expressed as a rotation helps to compute the result. As seen by equation

(2.36), Jz can be applied as a partial derivative with respect to φk under the integral

operation. Then, it can be seen that:

Jz
[
Efoc

]
=

∫ π

0

sin(θk)dθk

∫ 2π

0

dφk
∂g(φk, θk)

∂φk
R(φk, θk)iσ̂p exp (ikz) (2.86)

with g(φk, θk) only depending on φk via two terms, ei(m+p)φk and t(φk, θk). As one

could expect, it is easy to see that the aplanatic model preserves Jz of Ein if and only

if t(φk, θk) = t(θk). Throughout this thesis, I will consider that all lenses (as long as

they are centred with the beam axis) preserve Jz and therefore t(θk) = ts(θk) = tp(θk).

2.7 Overview

In this chapter, different theoretical methods to describe light-matter interactions have

been explained. They will be used in the remaining of this thesis, both to understand

the experimental results, as well as to carry out different theoretical developments.

Next, I present a summary of the methods that have been described above as well as

their applications in the remaining of the thesis.

In section 2.1, Maxwell Equations for a linear, non-dispersive, homogeneous, isotropic

and source-free medium have been introduced. These equations will be used in chap-

ters 3, 4 and 5 to deepen in understanding of the interaction of vortex beams with

spherical particles.

In section 2.2, the paraxial approximation, which is a very relevant limit of Maxwell

equations, has been explained. This approximation is going to be used in all the ex-

perimental chapters (6, 7, and 8). Then, the concepts of EM field, operator, and

symmetry have been given. Of particular interest is the concept of symmetry, which is

used throughout this thesis to predict theoretical results or interpret experimental re-

sults. A complete list of symmetries with their respective generators can also be found



38 Theoretical methods in nano-optics

in section 2.2. Many of these generators will be used to characterize the light beams

as well as the samples that will be used in this thesis. In particular, chapters 4, 5,

7, 8 describe different phenomena that arise when beams with duality and cylindrical

symmetry interact with samples with mirror and cylindrical symmetry.

In section 2.3, a general method to construct solutions of the vectorial Helmholtz

equation is sketched. Then, plane waves are constructed using this method. Plane

waves are characterised in terms of their symmetries, and they are used to construct

Bessel beams, which are symmetric under some different symmetries. Both plane waves

and Bessel beams are later used in section 6.2.

Section 2.4 introduces two different basis of multipolar fields with two different radial

functions each. The understanding of the symmetries of these beams will be crucial

in chapters 3, 4 and 5, where they are used to solve Maxwell equations in a spherical

domain.

Section 2.5 presents in a formal way the key idea behind the work done in this thesis,

which was introduced in 1. That is, controlling and/or characterising the scattering

of nano-structures using symmetric light. This method is exploited both theoretically

and experimentally in chapters 4, 5, 7 and 8. It is seen that symmetric beams can be

used to effectively turn a non-dual particle into dual, or inducing circular dichroism in

a non-chiral smaple.

Finally, in section 2.6, the description of the aplanatic model of a lens is given. The

aplanatic model is used in chapter 4 to theoretically control the multipolar content

of a beam. Furthermore, the symmetry conditions proven in 2.6.1 and 2.6.2 are then

assumed in chapters 7 and 8 to understand the experimental results.



“I learned very early the difference between knowing the name of

something and knowing something.”

Richard P. Feynman

3
Generalized Lorenz-Mie Theory

3.1 Introduction

In this chapter, I will use the tools described in the preceding chapter to solve the

electromagnetic problem described in Figure 3.1. An arbitrary electromagnetic field Ei

excites a single homogeneous, isotropic sphere embedded in a homogeneous, isotropic

and lossless medium1. As mentioned in the introduction, the scattering of a sphere

illuminated by a plane wave was independently solved by Ludvig Lorenz in 1890 and

Gustav Mie in 1908 [95, 96]. Unfortunately for Lorenz, Mie’s name has stuck in the

literature and nowadays the problem is mostly known as the Mie scattering problem

[97]. A very complete review about the history of this problem can be found in [48].

1Note that denoting the incident field as Ei is an abuse of language. The incident electromagnetic

field has also a magnetic component Hi, and it is indeed used to solve the Maxwell’s equations.

39
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Figure 3.1: Schematics of the Generalized Lorenz-Mie problem. An arbitrary EM field
Ei (red) propagates through a lossless, isotropic and homogeneous medium with optical
constants (εm, µm). The field interacts with an isotropic, homogeneous sphere with optical
constants (εs, µs). As a result, the incident field is scattered in all directions giving rise to Es

(blue).

Before the invention of lasers in 1958 [11, 12], Mie theory had already been successfully

applied to a very wide range of fields, e.g. chemistry, material science or atmospheric

physics [43, 83]. However, once Mie theory started being tested with lasers, it became

clear that a more general formulation of the problem had to be established. Although

in many cases the light beam produced by a laser could be modelled as a plane wave

with a good approximation, a more general theory that took into account the spatial

non-uniformity of light beams was needed. In this context, the Generalized Lorenz-Mie

Theory (GLMT) was created in the 1980’s [98]. The GLMT development was especially

led by Gérard Gouesbet and Gérard Gréhan, both Professors at the University of

Rouen, France. In its first ten years, the progress of GLMT was mainly focused on the

theoretical part. In 1985, Gouesbet et al. managed to solve the scattering problem of

a free propagating Gaussian beam interacting with an on-axis arbitrary sphere using

Bromwich potentials [99]. And then, in 1988, a seminal paper was also published
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by Gouesbet and co-workers where the scattering of a sphere located in an arbitrary

position with respect to the axis of propagation of a Gaussian beam was solved [100].

This paper laid the foundations of the GLMT, as it solved the scattering problem of

a single sphere excited with an arbitrary beam of light [101, 102]. Since then, as the

theoretical framework had already been laid, the development of the theory happened

in the applications and computation side. Due to computation limitations at that time,

a lot of effort was put into finding ways of efficiently computing the so-called beam

shape coefficients of an arbitrary beam [103]. In addition to that, lots of applications

were found, including phase-Doppler instruments, imaging, optical characterization

and optical manipulation, among others [98]. In this chapter, I will summarize the

main theoretical results of GLMT and interpret them from a symmetry-based point of

view.

3.2 Symmetry considerations

The wide variety of applications of GLMT is a proof of the success of the theory. How-

ever, due to the typical method of solving the problem via vector potentials (Bromwich,

Debye or Hertz) [43, 48], the symmetries of the system are usually blurred. In order to

gain a bit of insight about the symmetries in the problem, let’s take a look at Figure

3.2, where the different symmetries of the Mie problem are presented. I have ruled

out the incident beam of any consideration, as I consider it as an excitation to the

system, but not part of the system itself. The system is formed by the sphere and

the surrounding medium. The origin of the frame of reference in which the problem

is described is placed at the centre of the sphere. This is necessary for the three last

symmetry considerations to hold:

• Temporal translations, T∆t. Because both the sphere and the medium surround-

ing it are assumed to be linear media, the excitation of the sphere is independent

of the instant when the sphere is excited.

• Rotations around the z axis, Rz. A rotation around the z axis leaves the system
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Figure 3.2: Symmetries in Mie Theory. a) Temporal translational symmetry. Two exact
plane waves interact with the sphere at different instants (t for the blue wave, t∗ for the red
one). The interaction is the same one for both. b) Rotations around the z axis. The system
remains invariant when it is rotated around the z axis. c) Independence of orientation of
reference frame. The problem is cylindrically symmetric around the z axis independently of
the orientation of the reference frame. d) Parity. A parity r → −r change of coordinates
leaves the problem invariant.

invariant. This will also be referred to as cylindrical symmetry.

• Independence of orientation of the reference frame. As long as the origin is the

center of the sphere, the orientation of the axis will be irrelevant. That is, any

axis is an axis of cylindrical symmetry.

• Parity, Π. The system is invariant under parity transformations, i.e. changes of

r→ −r.

These four transformations commute with each other. Thus, the natural modes of the

system will be eigenmodes of these four transformations. Now, due to the fact that
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continuous symmetries can be expressed as a function of their generators, I will use

the generators of the three first symmetries to classify the natural modes of the system

(see section 2.2):

• Hamiltonian, H. Temporal translations are generated by the Hamiltonian T∆t =

exp(−iH∆t).

• Projection of the AM in the z axis, Jz. The z component of the AM generates

Rz(θ) = exp(−iJzθ).

• The AM squared, J2. The transformation TJ(θ) = exp(−iJ2θ) is meaningless.

Nevertheless, the independence of orientation of axis implies that the eigenmodes

of the system need to be eigenstates of J2.

Parity (Π) is not a continuous transformation, therefore I will use the transformation

itself to classify the eigenmodes of the system. Now, in 2.4 we have seen that one of the

complete basis of solutions of source-free Maxwell equations are the multipolar modes

{A(m)
jmz

,A
(e)
jmz
}. As shown in there, these modes are eigenmodes of H, Jz, J

2, and Π

respectively. Thus, the natural modes of the system depicted in Figures 3.1, 3.2 will be

the multipolar modes, as they fulfil all the symmetry requirements. A harmonic time

dependence e−iωt will be assumed throughout the rest of the chapter, as non-linear

phenomena are not going to be studied.

3.3 The scattering problem

In this section I will solve the problem sketched in Figure 3.1. That is, I will find

the EM field (E, H) in all space for a given arbitrary incident field Ei. In order to

achieve that, I will describe all the EM fields as a superposition of multipolar modes.

This will simplify all the calculations, as they are the natural modes of the system.

The procedure will be the following one. First, I will break down the domain into two

sub-domains which will be separated by the surface of the sphere. The EM field inside

the sphere will be given by Eint and Hint, the interior electric and magnetic fields. The

expression of the EM field outside the sphere will be given by the total field, which
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can be computed as the addition of the scattered field (Es, Hs) and the incident field

(Ei, Hi), i.e. (Et,Ht) = (Es + Ei,Hs + Hi). Then, I will impose that the tangential

components of the fields inside and outside the sphere are continuous [46]. To make

the problem as general as possible, I will suppose that the incident electric field is the

most general superposition of multipolar modes:

Ei =
∞∑
j=1

j∑
mz=−j

g
(m)
jmz

A
(m)
jmz

+ g
(e)
jmz

A
(e)
jmz

(3.1)

where g
(m)
jmz

and g
(e)
jmz

are some general coefficients modulating the multipolar superpo-

sition. Then, the magnetic field can be obtained using the Maxwell equations (2.7)

and the relations between multipolar modes given in [51]:

Hi = −∇× Ei

iωµk
=
−1

ωµ

[
∞∑
j=1

j∑
mz=−j

g
(m)
jmz

A
(e)
jmz
− g(e)

jmz
A

(m)
jmz

]
(3.2)

The scattered and interior fields are also supposed to be a general superposition of

multipolar fields, whose expression are given by:

Es =
∞∑
j=1

j∑
mz=−j

bj,mzA
(m)
jmz

+ aj,mzA
(e)
jmz

(3.3)

Hs =
−1

ωµ

[
∞∑
j=1

j∑
mz=−j

bj,mzA
(e)
jmz
− aj,mzA

(m)
jmz

]
(3.4)

Eint =
∞∑
j=1

j∑
mz=−j

cj,mzA
(m)
jmz

+ dj,mzA
(e)
jmz

(3.5)

Hint =
−1

ωµ1

[
∞∑
j=1

j∑
mz=−j

cj,mzA
(e)
jmz
− dj,mzA

(m)
jmz

]
(3.6)

where µ1 and µ are the magnetic permeabilities of the sphere and the surrounding

medium respectively. However, as mentioned in 2.4, even though we use the same

notation for the multipolar modes in scattering and free propagation, their radial func-

tions are different. For scattering, the radial function is a Hankel function of first kind,

h
(1)
j . Whereas for the interior and incident fields, the radial function is a Bessel func-

tion, jj [48, 68]. Once the general expression of the fields has been found, we apply the
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tangential Maxwell boundary conditions, which yield the following four equalities:

Eint
θ = Es

θ + Ei
θ Eint

φ = Es
φ + Ei

φ

H int
θ = Hs

θ +H i
θ H int

φ = Hs
φ +H i

φ

(3.7)

Equations (3.7) can be solved with Cramer’s rule, yielding the following results:

aj,mz = ajg
(e)
jmz

bj,mz = bjg
(m)
jmz

cj,mz = cjg
(m)
jmz

dj,mz = djg
(e)
jmz

(3.8)

where {aj, bj, cj, dj} are the so-called Mie coefficients, whose expressions are given by:

aj =
µn2

rjj(nrx)[xjj(x)]′ − µ1jj(x)[nrxjj(nrx)]′

µn2
rjj(nrx)[xh

(1)
j (x)]′ − µ1h

(1)
j (x)[nrxjj(nrx)]′

bj =
µ1jj(nrx)[xjj(x)]′ − µjj(x)[nrxjj(nrx)]′

µ1jj(nrx)[xh
(1)
j (x)]′ − µh(1)

j (x)[nrxjj(nrx)]′

cj =
µ1jj(x)[xh

(1)
j (x)]′ − µ1h

(1)
j (x)[xjj(x)]′

µ1jj(nrx)[xh
(1)
j (x)]′ − µh(1)

j (x)[nrxjj(nrx)]′

dj =
µ1nrjj(x)[xh

(1)
j (x)]′ − µ1nrh

(1)
j (x)[xjj(x)]′

µn2
rjj(nrx)[xh

(1)
j (x)]′ − µ1h

(1)
j (x)[nrxjj(nrx)]′

(3.9)

where x = 2πR/λ is the so-called size parameter, with R being the radius of the

sphere in consideration and λ the excitation wavelength, inversely proportional to

the frequency ω; nr is the relative refractive index of the sphere with respect to the

surrounding medium, nr =
√
µrεr. It can be observed from equations (3.8) that once

the coefficients {g(m)
jmz

, g
(e)
jmz
} have been found for the incident field, the solution of the

scattering problem is straightforward: the expression for the scattered and interior

fields are a mere formal copy of the incident field, where each multipole is modulated

by a Mie coefficient. Hence, the key point to solve the Generalized Lorenz-Mie problem

is finding the coefficients {g(m)
jmz

, g
(e)
jmz
}. Both g

(m)
jmz

and g
(e)
jmz

are usually known as beam

shape coefficients, except for a subtlety. In GLMT, the beam shape coefficients are
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defined as Amj and Bm
j , and they are equal to g

(e)
jmz

and g
(m)
jmz

divided by a factor [48]:

Bm
j =

g
(m)
jmz

cpwj
Amj =

g
(e)
jmz

cpwj
(3.10)

where cpwj are the plane-wave coefficients:

cpwj =
1

ik
(−i)j 2j + 1

j(j + 1)
(3.11)

Now, given Ei, we can find them applying the techniques shown in (2.3). That is, due

to the orthonormality relations between A
(m)
jmz

and A
(e)
jmz

, we can find g
(m)
jmz

and g
(e)
jmz

projecting Ei onto the multipolar modes, yielding a unique result. Thus, from equation

(3.1), we obtain:

g
(m)
jmz

=

∫ 1

−1

∫ 2π

0

(A
(m)
jmz

)∗ · Ei d(cos θ)dφ (3.12)

g
(e)
jmz

=

∫ 1

−1

∫ 2π

0

(A
(e)
jmz

)∗ · Ei d(cos θ)dφ (3.13)

Equations (3.12, 3.13) give us the formal solution of the problem. Hence, solving the

GLMT problem basically consists in computing two sets of two-dimensional angular

integrals. With our current computational power, g
(m)
jmz

and g
(e)
jmz

can be computed using

standard numerical integration techniques, without too much of a struggle. Neverthe-

less, as mentioned in 3.1, that was not the case when GLMT was firstly formulated, and

so a lot of effort was put into computing the beam shape coefficients. A very complete

review of all the different available techniques to compute the beam shape coefficients

can be found in [102]. I will not explicitly comment further on those techniques, as in

the proceeding sections I will simplify (3.12, 3.13) thanks to some symmetry consider-

ations.

3.4 Cross sections

In the previous section I have given the expressions of the EM field in all points of

space. Nonetheless, it is difficult to measure the EM field in experiments at optical

frequencies. Therefore, we need to derive some quantities that we can experimentally
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determine, even though they might provide a less complete description of the scattering

process. One of these quantities is the EM power carried by the radiation, since many

light detectors are sensitive to it. Thus, we need to mathematically characterize how

much power is carried by the three fields in the problem. In order to do that, we first

define the time-averaged Poynting vector2 [77]:

〈St〉 =
1

2
Re
[
Et × (Ht)∗

]
(3.14)

Now, the total fields are obtained adding the scattered and incident fields, i.e. (Et,Ht) =

(Es + Ei,Hs + Hi). Hence, we can split the time-averaged Poynting vector in three

parts:

〈St〉 = 〈Si〉+ 〈Ss〉+ 〈Sext〉 (3.15)

〈Si〉 =
1

2
Re
[
Ei × (Hi)∗

]
(3.16)

〈Ss〉 =
1

2
Re [Es × (Hs)∗] (3.17)

〈Sext〉 =
1

2
Re
[
Ei × (Hs)∗ + Es × (Hi)∗

]
(3.18)

The flux of the Poynting vector across a surface gives us the energy flux per unit of

area and unit of time, which accounts for the loss of energy inside the surface. We will

denote this flux as minus the absorption cross-section:

−Cabs =

∫
S

〈St〉 · n dΩ (3.19)

where dΩ is a differential surface element, with n̂ being the normal vector to this

element at every point. Due to the distributive property of integrals, this can be

also split in three terms, to which we will refer as incident, scattering and extinction3

2Remember that a harmonic exp(−iωt) dependence is supposed
3The extinction cross section is defined as energy loss as well, that is why define it with a minus

sign.
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cross-sections:

− Cabs = Ci + Cs + Cext (3.20)

Ci =

∫
S

〈Si〉 · n̂ dΩ (3.21)

Cs =

∫
S

〈Ss〉 · n̂ dΩ (3.22)

−Cext =

∫
S

〈Sext〉 · n̂ dΩ (3.23)

Clearly, if we consider the flux of the Poynting vector across a spherical surface, Ci =

0, as the surrounding medium is non-absorbing. The choice of a spherical surface

simplifies the calculations without any loss of generality, therefore I will use it for

the rest of the calculations. This will directly imply that the surface element dΩ =

d (cos θ) dφ, and the normal vector n̂ will point in the radial direction r̂. I will start by

computing Cs. In order to do this calculation, the following orthonormality relations

of the multipolar fields will be considered [50]:∫ (
A

(y)
jmz
× (A

(y)
jmz

)∗
)
· r̂ dΩ = 0 (3.24)∫ (

A
(y)
jmz

)∗
·A(y′)

j′m′z
dΩ = F (r) δjj′δmzm′zδyy′ (3.25)

where F (r) is

F (r) =


|ξj|2 for y = m

j|ξj+1|2 + (j + 1)|ξj−1|2

2j + 1
for y = e

(3.26)

and ξj is a Bessel function for the incident and interior field and a Hankel function of

the first kind for the scattered field. Then, it can be proven that

Cs =
∞∑
j=1

j∑
mz=−j

(
|ajg(e)

jmz
|2 + |bjg(m)

jmz
|2
)

(3.27)

where the two following relations have been used [42, 50]:

∇×A
(m)
jmz

= iA
(e)
jmz

, ∇×A
(e)
jmz

= −iA(m)
jmz

(3.28)

∇ · (A×B) = B · (∇×A)−A · (∇×B) (3.29)
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Note that equation (3.27) differs from the expression given in [48] in some factors due

to the fact that the normalisation of the multipolar modes given by equation 2.52 is

not considered in [48] using the Bromwich potentials. Very similarly, the following

expression can be obtained for Cext [48]:

Cext = 2Re

[
∞∑
j=1

j∑
mz=−j

(
aj|g(e)

jmz
|2 + bj|g(m)

jmz
|2
)]

(3.30)

Consequently, Cabs can be obtained subtracting expressions (3.30) and (3.27): Cabs =

Cext − Cs.

3.5 Efficiency factors

As I have shown above, the expressions for the interior and scattered field depend on

the incident field. In particular, their expressions depend on the intensity carried by

Ei. This fact naturally translates into the cross sections, i.e. the cross sections depend

on the intensity of the incident beam. In order to remove the intensity dependence

from the cross-section expression, we normalize the cross sections over the intensity of

the beam across a transverse section [48, 104]:

Qv =
1∫
|Ei|2dΩ

∫
〈Sv〉 · r̂dΩ (3.31)

where v can take three values v = s, i, ext. I will not give general expressions for the

efficiencies. Instead, I will either explicitly compute them (see chapters 4 and 5), or

measure them (see chapter 8). A subtlety about the measurements in chapter 8 is in

order at this point. Despite normalising the scattering intensity over the power of the

incident beam (Inorm), the result is modified by the limited NA of the detector. That

is, the definitions of cross section and efficiency factors given by equations (3.19-3.23)

and (3.31) suppose that the scattering in all angles (θ, φ) is collected. However, this is

not the case in the experiments done in chapter 8. There, only scattered light in the

backward semi-space is collected. Now, even though backward cross sections do not

generally have the same λ dependence as proper cross sections [46], the features that I
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will be especially interested in will still remain. Namely, as it will be shown in section

4.4, the excitation of spheres with plane waves hides some resonant behaviour that can

be unveiled using vortex beams.



“I think it only makes sense to seek out and identify structures of

authority, hierarchy, and domination in every aspect of life, and to

challenge them; unless a justification for them can be given, they

are illegitimate, and should be dismantled, to increase the scope of

human freedom.”

Noam Chomsky

4
Excitation of single multipolar resonances

4.1 GLMT with cylindrically symmetric beams

In the previous chapter, I have solved the Generalized Lorenz-Mie problem. That is, I

have found the EM fields in the whole space when a homogeneous and isotropic sphere

is excited by an arbitrary monochromatic light beam Ei. In the present chapter, I will

particularize the solution given by equations (3.3-3.13) for an incident monochromatic

cylindrically symmetric beam. The definition of a general cylindrically symmetric beam

stems from the definition of cylindrical symmetry. As it has been described in chapters

2-3, a light beam is symmetric under a transformation T when its EM field is an

eigenstate of the transformation generated by T: Tu = cuu. I define a cylindrically

symmetric beam as an eigenstate of Rz(θ), the operator of rotations around the z axis.

Now, because Rz(θ) can be expressed as Rz(θ) = exp(−iJzθ), a cylindrically symmetric

51
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beam can be alternatively defined as an eigenstate of Jz. As we have seen in chapter 2,

there are different families of monochromatic modes that have a well-defined Jz. Both

Bessel beams and multipolar fields are basis of modes that are eigenstates of Jz with

eigenvalues m and mz respectively (see equations (2.37, 2.49)):

JzBmkρ = mBmkρ (4.1)

JzAjmz = mzAjmz (4.2)

An arbitrary superposition of them (keeping m or mz constant) will also be an eigen-

state of Jz. Now, both basis are valid to describe the problem, but I will use the

multipolar fields as they are the normal modes of a sphere (see section 3.2). In this

basis, the expression for the electric field of a general cylindrically symmetric beam is:

Ei =
∞∑

j=|m∗z |

g
(m)
jm∗z

A
(m)
jm∗z

+ g
(e)
jm∗z

A
(e)
jm∗z

(4.3)

where g
(e)
jm∗z

and g
(m)
jm∗z

are proportional to the beam shape coefficients, (see section 3.3).

Note that a general superposition of multipoles is given by equation (3.1). That de-

composition contains two summations, on j = 1, ..,∞ and mz = −j, .., j respectively.

In contrast, expression (4.3) only involves a summation in j = m∗z, ..,∞. First, mz

needs to be fixed to m∗z so that Ei is still an eigenstate of Jz. And secondly, due to the

fact that J2 ≥ J2
z , m∗z bounds j to values j ≥ m∗z.

Last but not least, I will also impose that the cylindrically symmetric beams are eigen-

states of the helicity operator, Λ. In this way, they will be symmetric under duality

transformations and it will be easier to study the duality properties of the system (see

chapter 5). Imposing that the incident field Ei has a well-defined helicity has further

implications on expression (4.3). As it has been demonstrated in chapter 2, a mode

of light with a well-defined helicity can be expressed as a superposition of electric and

magnetic modes. Consequently, the two families of beam shape coefficients can be

reduced to one:

Cjmzp = g
(m)
jmz

= −ipg(e)
jmz

(4.4)

where Cjmzp is the only family of beam shape coefficients remaining and p = ±1 are

the helicity values for the beam. Thus, the multipolar decomposition of a cylindrically
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symmetric beam with a well-defined helicity is:

Ei =
∞∑

j=|m∗z |

Cjm∗zp

(
A

(m)
jm∗z

+ ipA
(e)
jm∗z

)
(4.5)

Equation (4.5) will be the starting point for this chapter. I will use it to solve the

GLMT problem with paraxial cylindrically symmetric beams in 4.2 and with general

non-paraxial cylindrically symmetric beams in 4.3. Then, in 4.4, I will show how the

use of these beams of light along with the proper choice of ratio between the particle

size and the excitation wavelength is enough to excite WGMs [105].

4.2 Paraxial excitation

In this section I solve the GLMT when the incident field Ei is a Laguerre-Gaussian

beam, LGl,q
1. The LG modes are the normal modes of a cylindrical cavity and can

also be obtained as superpositions of Hermite-Gaussian modes, which are the normal

modes of spherical-mirror resonator2 [45]. They are a basis of solutions of the paraxial

equation in cylindrical coordinates [12, 106], i.e. any paraxial beam can be described

as a superposition of LG modes [107]. The LG modes had been known by the optics

community for a long time, but their use highly escalated after a seminal paper by

Allen and co-workers in 1992 [108]. In that paper, it was established that there was

a relation between the phase and the AM content of these modes. This laid out the

grounds of the field of the angular momentum of light. Since then, the AM of light has

been used in many diverse fields such as quantum optics [31, 109], optical manipulation

[110–113], optical communications [114, 115] or astrophysics [116, 117]. The general

1LG beams are also named as vortex or doughnut beams. However, there are some subtleties.

The ‘vortex beam’ term usually refers to beams of light whose phase dependence is of the kind

exp [ilφ]. This phase dependence generally gives rise to an intensity profile that resembles that of a

doughnut. Nevertheless, a beam can have a doughnut-like intensity profile without having a exp [ilφ]

phase dependence. The LG modes are a well-defined set of modes (see equation (4.6)). Their phase

dependence is that of a vortex beam, but their intensity profile is not always doughnut-like. In fact,

their intensity profile is only doughnut-like when the radial parameter q = 0.
2In fact, LG modes are also normal modes of this kind of resonator.
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expression for a LG modes is given by:

LGl,q = Nl,q exp

[
−ρ2

w(z)2

]
ρlLlq(

2ρ2

w2(z)
)

( √
2

w(z)

)l+1

e
i

(
−kρ2z

2(z2+z20)
+(2q+l+1) tan−1(z/z0)+lφ

)

(4.6)

where q ≥ 0 is the radial index, and l the azimuthal one. The azimuthal number l

describes how the phase winds around the center of the beam, whereas q has to do

with the number of intensity nodes in the radial direction. (ρ, φ, z) are the cylindrical

coordinates; Llq are the generalized-Laguerre functions; w(z) is the waist of the beam

at a plane of z constant; Nl,q =

[
q!

(π(l + q)!

]1/2

is a normalization constant; and k

is the wave-vector. Note that due to the fact that a LG mode is a paraxial beam,

the polarization is added to the beam independently of its spatial shape (see section

2.2)[53]. Next, I will decompose a circularly polarized LG beam into multipoles. In

fact, a circularly polarized paraxial beam has a well-defined helicity within the paraxial

approximation [54, 118]. That is, if we apply the helicity operator Λ to a circularly

polarized LG mode, and we only consider paraxial terms, we obtain the same mode

times the helicity value of the beam:

Λ [LGl,qσ̂p] ≈ p [LGl,qσ̂p] (4.7)

with σ̂p being a general circularly polarized vector defined as σ̂p = (x̂+ipŷ)/
√

2, and x̂

and ŷ the horizontal and vertical polarization vectors. The differential form of Λ is given

by the expression Λ = (∇×)/k [40, 54]. Then, the multipolar decomposition of LGl,qσ̂p

is given by equation (4.5) and only one set of beam shape coefficients is needed, Cjmzp.

Before computing them, one comment needs to be made. A beam such as LGl,qσ̂p does

not fulfil Maxwell equations. However, its decomposition into multipoles using equation

(4.5) does. This is a known paradox in optics that was solved by Lax in 1975 [48, 53].

The idea is that the Maxwell field given by the multipolar decomposition is equal to

the paraxial beam only in the paraxial limit. Furthermore, Lax also showed that a

paraxial field gives rise to many different fields fulfilling the Maxwell equations. The

general formalism to find one of the possible multipolar decompositions of a circularly

polarized LG mode was given by my supervisor in [118]. Then, in [119], we applied
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that formalism to give an analytical formula for the beam shaping coefficients Cjmzp.

Our findings are shown next. If Ei = LGl,qσ̂p, then we can re-express it as:

Ei =
∞∑

j=|m∗z |

ij(2j + 1)1/2Cjm∗zp

[
A

(m)
jm∗z

+ ipA
(e)
jm∗z

]

Cjm∗zp =

∫ π

0

djm∗zp(θk)fl,q(k sin θk) sin θkdθk

(4.8)

where m∗z = l + p stands for value of Jz
3. The reduced rotation matrix djm∗zp(θk) can

be found in [51], and the function fl,q(kr) is related to the Fourier transform of the

incident field, with kρ being the transverse momentum, i.e. kρ =
√
k2
x + k2

y = k sin θk.

Note that the function Cjm∗zp is still defined as an integral, although it is no longer

a double one, unlike (3.12, 3.13). This is a consequence of the fact that Ei and the

multipolar fields are eigenstates of Jz with value m∗z, therefore projections are only

needed on J2 values. Also, note that the definition of Cjm∗zp in equation (4.8) is slightly

different from its definition in (4.5): a factor ij(2j + 1)1/2 has been made explicit. The

definition of Cjm∗zp given by equation (4.8) will be the one used for the rest of the thesis.

Actually, equation (4.8) is valid for any beam whose Jz is well-defined. For the specific

case of a LGl,q beam, the integral in equation (4.8) can be solved analytically thanks to

the expression of fl,q and provided the integral 4.8 is extended to infinity. The following

expression is obtained:

Cjm∗zp = (−1)l [(j + p)!(j − p)!(j + l + p)!(j − l − p)!]1/2∑
s

(−1)s

(j − l − p− s)!(j + p− s)!(s+ l)!s!

Ml+2s(fl,q)

2l+2s

(4.9)

3Remember that as described in chapter 2, the AM content of a paraxial beam can be obtained by

adding the topological charge of the beam (l for a LGl,q beam) and the value of the helicity p. This is

what is usually described as AM = OAM + SAM, i.e. the total angular momentum can be obtained

adding its orbital and spin parts
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where the number Ma(fl,q) =
∫∞

0
kρdkρk

a
ρfl,q(kρ) is the momentum of order a of the

function fl,q. The expression for fl,q(kρ) when the incident beam is a LGl,q is:

fl,q(kρ) =

(
w2

0q!

2π(|l|+ q)!

)1/2 (
w0kr/

√
2
)|l|

L|l|q (w2
0k

2
r/2) exp

(
−w2

0k
2
r/4
)

(4.10)

with w0 = w(z = 0) being the beam width of the LG mode in real space. Finally, I

give the expression of Ma(fl,q) when the function fl,q is given by the expression (4.10).

As it is shown, in this particular case, the integral is analytical. Also, I particularize

the result for q = 0:

Ma(fl,q) = Γ

(
a+ |l|+ 2

2

)√
w2

0(|l|+ q)!

2π(|l|!)2q!
2a+

|l|
2

+1×

×w−2−a
0 2F1

(
−q, a+ |l|+ 2

2
, |l|+ 1; 2

) (4.11)

Ml+2s(fl,0) = (s+ |l|)!w−1−|l|−2s
0

√
1

2π|l|!
2|l|+2s+

|l|
2

+1 (4.12)

where Γ(z) is the Gamma function and 2F1(a, b, c : z) is the hypergeometric function.

The problem, then, is solved. Using equations (4.8, 4.9) and (4.11) the decomposition

of the incident beam is found. Then, using the GLMT formulation introduced in the

preceding chapter, the scattered and the interior fields are obtained (see section 3.3):

Es =
∞∑

j=|m∗z |

ij(2j + 1)1/2Cjm∗zp

[
bjA

(m)
jm∗z

+ ipajA
(e)
jm∗z

]

Eint =
∞∑

j=|m∗z |

ij(2j + 1)1/2Cjm∗zp

[
cjA

(m)
jm∗z

+ ipdjA
(e)
jm∗z

] (4.13)

As already mentioned in chapter 3, it is clear that the solution of the scattering prob-

lem only depends on the beam shape coefficients Cjm∗zp. The beam shape coefficients

depend on the parameters of the incident LG modes, i.e. the azimuthal and radial

numbers (l, q), the helicity p, and the waist of the beam w0. That means that once

the LG mode and its polarization have been chosen, the only way of tailoring the

multipolar content of the beam is with the width of the beam, w0. However, w0 can-

not get arbitrary values, as the beam still needs to fulfil the paraxial equation [53]. As
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a consequence, the multipolar content of the beam is almost fixed for every single mode.

In Figure 4.1, the multipolar content for four different LG modes is depicted. It can

be observed that over 40 multipolar modes of each parity are needed to describe a LG

mode of an arbitrary order4. This fact will be further explored in the next section. I

advance that using high NA lenses will enable us to describe a cylindrically symmet-

ric beam with a handful of multipoles. This fact will be a key point to excite single

multipolar resonances in section 4.4.

4.3 Non-paraxial excitation

In this section, I will extend the results of the previous section to the non-paraxial case.

That is, in this case the incident field Ei will fulfil Maxwell equations. Mathematically,

the only difference is the way the beam shape coefficients Cjmzp are computed. How-

ever, physically there is a very big difference: the use of an aplanatic lens enables us to

control the multipolar decomposition at the focal plane with a much higher precision.

This fact is of great interest to control multipolar resonances both in nanostructures

and atoms [73, 105, 120–122]. I will further develop this idea on section 4.4. In addi-

tion, I will show that by adjusting the focal distance of a lens, the magnitude of the

scattering efficiency can be increased by orders of magnitude.

To start, I will show how the aplanatic model of a lens tailors the multipolar con-

tent of a beam. In section 2.6, I have demonstrated the conditions under which the

aplanatic lens model does not change the helicity and the angular momentum con-

tent (Jz) of the incident fields. In order to do that, I have expressed the aplanatic lens

transformation [49, 93] as a rotation in the momentum space. Next, I will use the same

mathematical technique to retrieve the beam shape coefficients Cjmzp as a function of

the focal distance of the lens, the NA, and the media surrounding the lens. On one

4Multipolar modes of both parities are excited as Cjm∗
zp

gives rise to the two families of beam

shape coefficients (see equation (4.4)).
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Figure 4.1: |Cjm∗zp|
2 for different LGl,q beams. a) LG0,0 b) LG2,0 c) LG4,0 d) LG6,0.

The relation between the width (w0) of the beam and the wavelength is w/λ ≈ 4. The
helicity is p = 1 for the four different cases. The insets are intensity plots of the multipolar
decomposition for each of the four cases. The intensity of each of the LG modes is then
retrieved.

hand, I will consider a general superposition of circularly polarized propagating plane

waves with the same helicity:

E1 =

∫ π

0

sin θkdθk

∫ 2π

0

dφk g(θk, φk)R(θk, φk)σ̂pe
ikz (4.14)
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On the other hand, the aplanatic model can be modelled as the integral (2.69) of a

collimated (or paraxial) beam Einc over the surface of a sphere [49]:

E2 =
ikf exp(−ikf)

2π

∫ θMk

0

sin θk

∫ 2π

0

dθkdφk E∞(θk, φk)e
(ikz cos θ)e(ikρ sin θ cos(φ−φk))

=
ikf exp(−ikf)

2π

∫ θMk

0

sin θk

∫ 2π

0

dθkdφk E∞(θk, φk) exp(ik · r)

(4.15)

In chapter 2, I proved that the polarization transformation produced by equations

(4.15) and (4.14) is the same one provided the two transmissivities of the lens are

equal, ts(θk) = tp(θk) (see section 2.6). I also gave the value of the function g(φk, θk)

that makes E1 = E2, which is (see equation 2.81):

g(θk, φk) = −ikfe
(−ikf)

2π
Ein(f sin θk, φk)t(θk)e

ipφk
(
1−H(θk − θMk )

)√ n

n1

(cos θk)
1/2

(4.16)

where f is the focal of the lens; θMk = arcsin(NA), with NA the numerical aperture

of the lens; n1 and n are the index of refraction of the lens and the medium sur-

rounding it respectively; H(θk − θMk ) is the Heaviside step function; and Ein is the

value of the paraxial incident field at the back-aperture of the lens. Note Ein(ρ, φ) =

Ein(f sin θk, φk). That is, there is a match between the cylindrical coordinates in the

real space of the paraxial incident beam, and the spherical coordinates of its angular

spectrum in the momentum space. As mentioned in section 2.6, this fact is a key

factor to prove that the aplanatic model does not change the helicity nor the AM of

the incident fiend. Now, using the properties of the multipolar fields under rotations

[51], the expression (4.14) can be re-written as:

E =

∫ π

0

sin θkdθk

∫ 2π

0

dφk g(θk, φk)
∑
j,mz

ij(2j + 1)1/2Dj
mzp(φk, θk)

[
A

(m)
jmz

+ ipA
(e)
jmz

]
=

∫ π

0

sin θkdθk

∫ 2π

0

dφk g(θk, φk)
∑
j,mz

ij(2j + 1)1/2djmzp(θk)e
−imφk

[
A

(m)
jmz

+ ipA
(e)
jmz

]
=
∑
j,mz

ij(2j + 1)1/2Cjmzp

[
A

(m)
jmz

+ ipA
(e)
jmz

]
(4.17)
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with

Cjmzp =

∫ π

0

sin θkdθk

∫ 2π

0

dφk g(θk, φk)d
j
mzp(θk)e

−imφk (4.18)

If the expression for g(θk, φk) found in (4.16) is used in the previous expression (4.18),

the value for the Cjmzp is the following one:

Cjmzp =

∫ θMk

0

sin θkdθk
fe−ikf

2π

√
n1

n2

cos1/2 θkd
j
mzp(θk)

∫ 2π

0

dφke
−imφkeipφkEin(f sin θk, φk)

(4.19)

As I mentioned in the beginning of the chapter, I will be interested in cylindrically

symmetric beams. The helicity has been set to p already, so the only other requirement

on the incident paraxial field Epar(ρ, φ) = Epar(f sin θk, φk) is having an azimuthal

dependence of the kind eilφ. In general, this can be achieved by a superposition of LG

beams with a fixed azimuthal number l:

Epar
l (f sin θk, φk) =

∞∑
q=1

cqLGl,q(f sin θk)e
ilφk (4.20)

However, for simplicity, the calculations will be done for a single LGl,q mode. Now,

using the following orthogonality property of the exponentials,

∫ 2π

0

dx ei(m−m
′)x = δmm′ (4.21)

it can be seen that the second integral in (4.19) can be analytically solved, setting

mz = m∗z = l + p. Then, Cjm∗zp can be expressed as a 1-dimensional integral. Its

expression, as well as the one for the incident field Ei, is given by the following equation:
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Ei =
∞∑

j=|m∗z |

ij(2j + 1)1/2Cjm∗zp

[
A

(m)
jm∗z

+ ipA
(e)
jm∗z

]

Cjm∗zp =

∫ θMk

0

sin θkdθk
fe−ikf

2π

√
n1

n2

cos1/2(θk)d
j
m∗zp

(θk)Nl,q

exp

[
−(f sin θk)

2

w(z)2

]
(f sin θk)

lLlq(
2(f sin θk)

2

w2(z)
)

( √
2

w(z)

)l+1

exp

[
i

(
−k(f sin θk)

2z

2(z2 + z2
0)

+ (2q + l + 1) tan−1(z/z0)

)]

(4.22)

Next, I show the influence of the NA of a lens in the beam shape coefficients. In

Figure 4.2, I have plotted the multipolar decomposition of the same four LG beams

used in Figure 4.1. The four LG modes are plotted for two different focusing scenarios,

one of them being focused with NA= 0.25 (yellow), and the other one with NA= 0.9

(red). In all cases I have used LG modes with a well-defined helicity p = 1. The width

of all beams in the paraxial approximation is chosen so that the entrance pupil of the

lens is filled. The results presented in Figure 4.2 show that the higher the NA, the

narrower the distribution of multipolar modes is. For some cases such as Figure 4.2(a),

the beam shape coefficients Cjm∗zp can be described with only a handful of multipoles.

In those cases, the value of |Cjm∗zp|2 increases considerably, as the incident field needs

to be normalised on a transverse plane [118, 119]. As a consequence, the following

condition needs to be fulfilled: ∑
j

(2j + 1)|Cjm∗zp|
2 = 2 (4.23)

The other parameter to control the distribution of multipoles is the Jz of the incident

beam. As mentioned earlier, the distribution of multipolar amplitudes is zero for values

of j < |l + p|. This second degree of freedom can be also used in the paraxial case, as

displayed in Figure 4.1, but its influence is less important. Also, comparing Figures 4.1

and 4.2, one can see that in the paraxial case more multipoles are needed to describe
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Figure 4.2: Beam shape coefficients (|Cjm∗zp|
2) for different focusing scenarios. The insets

represent the intensity plots of the paraxial LG modes at entrance pupil of the lens. These
paraxial modes are focused with two lenses of NA= 0.9 and NA= 0.25, and their multipolar
decomposition given by Cjm∗zp is found at the focal plane. The red coloured bars indicate
NA= 0.9, and the yellow ones NA= 0.25. The paraxial beams used are a) LG0,0, b) LG2,0,
c) LG4,0, and d) LG6,0. Note that Cjm∗zp can be described with very few multipoles when a
high NA lens is used.

the same LG modes, even if a lens with small NA= 0.25 has been used. Now, similarly

to the previous section, once Cjm∗zp has been calculated, the fields in the whole space

are obtained applying the GLMT, and expressions (4.13) are re-obtained:

Es =
∞∑

j=|m∗z |

ij(2j + 1)1/2Cjm∗zp

[
bjA

(m)
jm∗z

+ ipajA
(e)
jm∗z

]

Eint =
∞∑

j=|m∗z |

ij(2j + 1)1/2Cjm∗zp

[
cjA

(m)
jm∗z

+ ipdjA
(e)
jm∗z

] (4.24)
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where Cjm∗zp is given by expression (4.22). Finally, I want to acknowledge that before

I published these results in [105], based on the work done by my supervisor in [118],

N.M. Mojarad et al. had observed the influence of the NA of a lens in focusing a plane

wave onto plasmonic particles [123, 124]. However, their study only dealt with a single

focused ŝ plane waves, and therefore it could not be applied to any paraxial field. Also,

they never applied their formalism to more elaborated beams such as vortex beams.

4.4 Excitation of Whispering Gallery Modes

In this section, I will look into one of the applications of GLMT - the excitation of

WGMs, or Morphological-Dependent Resonances (MDRs) [85, 125]. WGM and MDR

are interchangeable expressions, however the term MDR has been typically only used

in the context of GLMT, whereas WGM has been used in almost any other branch

of physics. Hence, I will use the term WGM throughout this thesis to refer to MDR.

In the next pages, I will use paraxial and non-paraxial cylindrically symmetric beams

to excite single WGMs in dielectric spheres. I will show that provided an adequate

ratio of R/λ is obtained the excitation beam, a single WGM can be excited with direct

light, without the need of going to evanescent coupling. In order to do that, I will

need to compute the scattering efficiency factors defined in section 3.5 for an incident

field given by expression (4.8) and a scattered and interior fields given by equations

(4.13). As described in chapter 3, the first step is computing the temporal average of

the Poynting vector, 〈Ss〉. Then, the flux of it across a spherical surface is computed

to obtain the scattering cross section Cs. The general result was given in chapter 3 by

equation (3.27):

Cs =
∞∑
j=1

j∑
mz=−j

(
|ajg(e)

jmz
|2 + |bjg(m)

jmz
|2
)

(4.25)

Then, if the result is particularized for g
(m)
jmz

= ij(2j+ 1)1/2Cjm∗zp and g
(e)
jmz

= ij+1p(2j+

1)1/2Cjm∗zp (see equations (4.4, 4.8)), the scattering efficiency factorQs can be computed

[105, 119]:

Qs =
∞∑

j=|m∗z |

2j + 1

x2
|Cjm∗zp|

2
(
|aj|2 + |bj|2

)
(4.26)
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where m∗z = l + p , p being the helicity of the incident beam, and l the topological

charge of the LG mode used to produce the focused beam; and x = 2πR/λ is the

size parameter of the problem. It is insightful to compare equation (4.26) with the

expression for Qs in Mie theory. This expression is [46]:

QMie
s =

∞∑
j=1

2j + 1

x2

(
|aj|2 + |bj|2

)
(4.27)

Expressions (4.26) and (4.27) give rise to very different scattering efficiency as a func-

tion of the wavelength. I showed these differences in [119] using paraxial LG beams

as Ei. That is, I used the equation (4.9) to compute Cjm∗zp. The differences between

the scattering efficiency using equations (4.26) and (4.27) are summarised in Figures

4.3, 4.4, 4.5. Firstly, I use equation (4.27) to compute the scattering efficiency for

Mie theory. The result is shown in Figure 4.3. It can be observed that high order

multipoles only give rise to ripples in ths scattering structure. That implies that the

scattering is dominated by the low order modes. Secondly, I use equation (4.26) to plot

Figure 4.3: QMie
s (blue curve, on top) for a single sphere with nr = 1.33 and x ∈ [50, 52].

At the bottom, four Mie coefficients (a55, b55, a56 and b56) are plotted. It is seen that the
ripples in the scattering efficiency are caused by high order Mie resonances.
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the scattering efficiency for the same incident four LG modes whose multipolar decom-

position has been given in Figure 4.1, i.e. LG0,0, LG2,0, LG4,0, LG6,0. As seen in Figure

4.4, an increase in the AM of the incident beam is translated into an enhancement of

the ripple structure with respect to the background produced by the low order modes.

This phenomenon is clear when we compare Figure 4.4(a) with (4.4(d)). In Figure

4.4(a), it is observed that the scattering is dominated by the low multipolar orders,

and the high ones only contribute to the scattering as ripples, very similarly to Figure

4.35. Nevertheless, in Figure 4.4(d) the ripple structure is largely enhanced and the

scattering is dominated by the ripple structure itself. In order to highlight this effect

Figure 4.4: Qs as a function of wavelength, λ ∈ [450, 800] nm, for different incident LG
beams. a) LG0,0 b) LG2,0 c) LG4,0 d) LG6,0. All the rest of parameters do not vary from a)
to d): nr = 1.5, p = 1, R = 1.3 µm. The multipolar decomposition of each of the LG beams
is given in Figure 4.1.

5The underlying reason is that both a plane wave and Gaussian beam are very similar when the

sphere is much smaller than the beam waist of the Gaussian beam w0. Furthemore, both of them

have the same AM content, Jz = p.
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and quantify it, the influence of the same four excitation beams (LG0,0, LG2,0, LG4,0,

LG6,0) on a single ripple is plotted in Figure 4.5. The maximum value of the scattering

Figure 4.5: Variation of a resonance in Qs as a function of wavelength, λ ∈ [728.6, 744.6]
nm, and AM of the incident beam. The excitation beam is a) LG0,0 b) LG2,0 c) LG4,0 d)
LG6,0. All the rest of parameters do not vary: nr = 1.5, p = 1, R = 1.3 µm. The multi-
polar decomposition of each of the LG beams is given in Figure 4.1. The chosen resonance
corresponds to a17, that is, an electric multipole with j = 17.

efficiency, Qmax, which peaks at 736.6 nm, and the minimum value are computed for

each plot. The minimum value is computed as the average of two values 8 nm apart

in wavelength from the position of the maximum. Then, the ratio δ can be defined as

the relative quotient between the subtraction of the maximum and the minimum, and

the minimum.

δ =
Qmax −Qmin

Qmin

(4.28)
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Table 4.1: Enhancement of the ripple structure using different LG beams.

LG0,0 LG2,0 LG4,0 LG6,0

δ(%) 8.184 61.30 153.9 218.9

where Qmax
s = Q736.6

s and Qmin
s = (Q744.6

s +Q728.6
s )/2. The results are presented in table

(4.1). It can be seen that the background is highly reduced. When a LG0,0 is used

to excite the sphere, the peak only represents 8% of the background. Nevertheless,

when the incident beam is a LG6,0, the peak contribution to Qs is two times larger

than the addition of all the other modes. This is easily understood looking at equation

(4.26). Due to the rotational symmetry of the system, the AM needs to be preserved.

That is, if Ei is an eigenstate of has Jz with value m∗z, its multipolar decomposition

is such that the first (m∗z − 1) multipolar modes are not included in the scattering.

This way of enhancing the ripple structure by cancelling the contribution of the low

order modes has a severe drawback: it reduces a lot the scattered power. In order to

make up for it, a higher NA lens can be used. This is shown in Figure 4.6, where the

same resonance presented in Figure 4.5 is excited with a LG6,0 focused with different

NAs. It can be observed that there is a difference in more than 10 orders of magnitude

between the scattering produced by a paraxial beam (or NA≈ 0.25, see section 4.3)

and a highly non-paraxial one. Thus, highly non-paraxial beams with a well-defined

AM and helicity are a good choice to excite single resonances, and in particular WGMs.

WGMs are widely used in physics. Their incredibly high Q factors make them very

useful to probe any sort of disturbance in the environment [85, 126–129]. Their defi-

nition can be found in a very good review done by Oraevsky [85]. He defines a WGM

as a single multipolar mode, with j large, mz = j and ξ = 1, where ξ is defined in

the next lines6. Even though defining something as ‘large’ is not very mathematical,

6Oraevsky does not state anything about the parity of the multipolar mode, nor the frequency.

Thus, a WGM can have both magnetic or electric parity, and can also be excited at any wavelength,
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Figure 4.6: Effect of the NA of the lens on the excitation of a single resonance at λ = 736.6
nm. A LG6,0 with helicity p = 1 is used for all the cases, but different lenses are used to
focus it down to the particle. The particle has a radius R = 1.3 µm, and a relative index of
refraction nr = 1.5. In all the cases, Qs is plotted in logarithmic units.

it makes sense in this context. The WGM resonances are computed as the roots of the

Mie coefficients of order j. Each Mie coefficient has multiple roots, which are usually

listed by the root number ξ. The Q factor of the resonance decreases with the root

number ξ = 1, 2, .., therefore given a WGM mode (i.e., given j) the narrowest WGM

resonance happens for ξ = 1 [85]. Due to losses, it is experimentally very challenging

to obtain Q factors larger than 109, therefore a large j can be understood as such that

makes the Q factor of a resonance larger than 109. There is not a quantitative answer

to this, because the Q factor not only depend on j, but it also depends on the relative

refractive index of the sphere with respect to the surrounding medium, nr.

as long as the other conditions are fulfilled. I will denote them as A
(y)
jj .
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Now, using beams of light with a well-defined Jz makes it straightforward to excite

modes of light with a single m∗z = j, where j is large. The control of mz is done

with the azimuthal number of a LGl,q beam and its helicity p: m∗z = l + p. However,

following Oraevsky’s definition, this is not enough to excite a WGM - only one j needs

to be excited, too.

To achieve that, the idea is to use the properties of the Mie coefficients for dielec-

tric particles7. In this case, the Mie coefficients, aj and bj, that is the multipolar

moments of the sphere, are complex and their absolute values are bounded between

zero and one, 0 ≤ {|aj|, |bj|} ≤ 1. Both aj and bj are very close to zero for small

x = 2πR/λ, and they start to grow for a value of x which is proportional to the order

of the mode j. The proportionality value is a function f(nr) that depends on nr. For

example, when nr = 1.5, it can be computationally verified that the Mie coefficients

approximately start to grow when x ≈ 4j/5 (see Figure 4.7) [130]. Then, if x < 4j/5

both aj and bj are negligible. For x > 4j/5 their absolute values oscillate between 0

and 1. This is depicted in Figure 4.7, where aj and bj are plotted for j = 1, 10, 20.

It can be observed that all the Mie coefficients follow the pattern described above:

their absolute value is 0 until x ≈ 4j/5, and for x ≥ 4j/5 they oscillate between 0

and 1. Hence, it always exists an interval around x ≈ 4j/5 where aj and bj start

growing and the higher Mie coefficients are approximately zero (as they start growing

for x ≈ 4(j + 1)/5 ). Consequently, if the incident beam has a Jz = m∗z
8 and we pick

a particle whose size R is such that kR ≈ f(nr) · m∗z, only modes with j = m∗z will

be excited. This condition can be achieved by tuning the wavelength of the incident

beam, λ = 2π/k. In summary, a single WGM with indexes j and mz = j (A
(y)
jj ) can

be excited by doing the following two steps process:

1. We create a cylindrically symmetric beam with a large value of Jz = m∗z = l + p

and we select a MO with a large NA to tightly focus it. The wavelength of the

7Remember that a dielectric particle has a real index of refraction.
8As mentioned in chapter 2, this is an abuse of language. It means that the beam is an eigenstate

of Jz with eigenvalue m∗z.
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Figure 4.7: Norm of the Mie coefficients |aj | (in red) and |bj | (in blue) for j = 1, 10, 20 in
a), b) and c) respectively, as a function of the size parameter x = 2πr/λ . The relative index
of refraction is nr = 1.5. It can be seen that all of them start being significantly different
from zero when x ≈ 4j/5.

laser is supposed fixed.

2. We choose a sphere whose radius R is such that the following condition is fulfilled:

R ≈ λ ·m∗z · f(nr)/(2π)

Next, I will illustrate how precise and flexible this method of exciting WGMs is by

giving three examples of excitation of WGMs. In the three examples, λ will be fixed

at λ = 532 nm:

• Example 1: I want to excite a WGM with j = 15, A
(y)
15,15. Hence, a beam

of light with m∗z = 15 needs to be used. That can be a LG14,0 beam with a

helicity p = 1. Now, the size of the sphere needs to be selected so that only
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a single multipolar mode is excited. All the spheres are surrounded by air and

made of a material with n1 = nr = 1.5. It can be computationally proved that

nr = 1.5 → f(nr) ≈ 0.8 [130]. As I want to excite a mode with j = 15, then

I need that kR/f(nr) ≈ 15 → kR ≈ 12. Given the excitation wavelength of

λ = 532 nm, the condition is fulfilled by a particle with R = 1.0 µm. It can be

checked that this multipolar resonance has a magnetic parity and a Q factor of

Q = 70.

• Example 2: A WGM with j = 40 needs to be excited and the available spheres

and surrounding medium are still such that nr = 1.5. A LG39,0 beam with p = 1

is created to excite the resonance. Then, the radius of the sphere needs to be

such that kR/f(nr) ≈ 40 → kR ≈ 31, which is fulfilled by R = 2.6 µm. In this

case, the Q factor is Q = 5 · 104, and the parity is still magnetic.

• Example 3: The material which the sphere is made of is changed and now

nr = 2. It can be computationally checked that this implies that f(nr) ≈ 0.6.

I want to excite the same multipolar modes as in the previous case, i.e. A
(m)
40,40.

Therefore, I need to used a LG39,0 mode with p = 1. The condition on the radius

of the sphere is the same one, but the result is different due to the change of

material: kR/f(nr) ≈ 40 → kR ≈ 23, which yields R = 1.9 µm and a Q factor

Q = 1 · 106.

WGMs or multipolar modes are normal modes of the sphere, and as such they are

symmetric under parity transformations (see sections 2.4 and 3.2). It is interesting to

see what happens when we decompose the scattering into its two orthogonal helicity

components. For an electric or magnetic resonance, the scattering is split equally into

two orthogonal helicity components [54, 105]. This effect is put forward in Figures 4.8,

4.9.

First, Figure 4.8 shows the background-suppression effect previously shown in Fig-

ures 4.4, 4.5. That is, in Figure 4.8(a) I show the scattering efficiency produced by



72 Excitation of single multipolar resonances

Figure 4.8: Suppression of background in the scattering efficiency (Qs). Input beams
are a) LG0,0 and b) LG18,0, both with p = 1. In a) an aplanatic lens with NA= 0.25 is
used, whereas in b) an aplanatic lens with a NA=0.9 is used. The rest of parameters are
kept constant for both plots, i.e. R = 1.3 µm, nr = 1.5. The insets indicate the typical
profile of the beam used to excite the sphere. The scattering efficiency is represented with
a blue continuous line. The Mie coefficients b20 and a22 are plotted with a red and a green
line respectively. In a) we have indicated with a dashed line the position of two particular
resonances for these modes. Note that the ordinate axis in a) and b) are different. The y-axis
scale in both plots is given by Qs. Then, b20 and a22 are re-scaled to match the values of Qs.

a Gaussian beam on a particle whose radius is R = 1.3 µm and whose relative index

of refraction is nr = 1.5. Two resonances given by a22 and b20 are singled out. Their

contribution to the scattering is seen to be a single ripple, due to the large background

produced by all the other modes. However, in (4.8(b)), where a focused LG18,0 is used,

the scattering efficiency is completely dominated by the ripple structure, as the back-

ground produced by the low order multipolar modes is not excited due to the large

value of Jz.

Then, in Figure 4.9, the intensity of the electric field (|E|2) in all the space is plotted

at the b20 resonant condition, λ = 503 nm, and 2 nm out of resonances at λ = 505 nm.

The particle and the surrounding medium are still the same, i.e. R = 1.3 µm, nr = 1.5.

|E|2 is plotted for two excitation cases: Ei = LG0,0σ̂p and Ei = LG18,0σ̂p, both of them

with p = 1. Then, Ei = LG0,0σ̂p is focused with a NA= 0.25 and Ei = LG18,0σ̂p

with a NA= 0.9. The resonant behaviour of the scattered field is especially clear when

the opposite component of the helicity Λ− is examined, since the contribution due
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to the incident field is 0. Figures 4.9(a)-(d) depict the fact that the influence of the

b20 resonance on the scattering is minimum, as the same behaviour is observed for on

and off-resonance cases. However, in Figures 4.9(e)-(h) the situation is very different.

There are two orders of magnitude of difference in intensity between the cross helicity

component in Figure 4.9(f) and 4.9(h). Finally, it can be observed that unlike Figure

4.9(e-h), where the field can be described with a single mode, many multipoles are

needed to describe the highly complex pattern seen in Figure 4.9(a-d). In fact, the

intensity profile observed in Figure 4.9(a-d) has drawn a lot of attention since 2004,

where it was first characterized as photonic nanojet [131]. Since then, nanojets have

been extensively studied and applied in many different fields [132–135].

Previous works on the excitation of metallic particles by LG beams were carried out

in [136]. There, the use of purely numerical techniques allowed the authors to distin-

guish certain properties of the scattered field. However, due to the large absorption of

silver, the ripple structure could not be enhanced in a similar fashion to what I have

shown. On the contrary, the control of the AM of LG modes was used to achieve optical

transparency in dielectric particles in [137]. LG modes were also used in some recent

scattering experiments with silica spheres [138]. The theory developed here allows for

a better understanding of the experiments. In fact, the same calculations could also

help to expand the computations of the optical forces when the incident beam is not

a plane wave [139] and when the particle is not much smaller than the wavelength

[140–142]. Last but not least, the technique presented in the present chapter to control

the multipolar content of cylindrically symmetric beams, as well as its application to

excite single multipolar modes could open up new possibilities in the forefront research

of magnetic resonances [143–147].
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Figure 4.9: Projection into the helicity basis of the intensity of the interior and total field
from a sphere with parameters {R = 1.3 µm, nr = 1.5}. The helicity of the incident beam
is always p = 1. The intensity is plotted in logarithmic scale, where 0 corresponds to the
maximum of intensity in a). Images a), b), e) and f) have been simulated for a λresonance = 503
nm, whereas a 2 nm shift has been introduced in the off-resonance wavelength for the others,
i.e. λoff−resonance = 505 nm. The simulations for the LG0,0 beam have been executed with a
NA=0.25 lens in order to be able to excite the resonance of order 20. Note that the scattering
is dominated by the off-resonance modes, since a change of 2nm in λ leaves the field invariant.
Calculations with higher numerical apertures give similar results. On the contrary, a lens with
a NA=0.9 has been used for the excitation with a LG0,18. In both cases, the entrance pupil
of the lens was filled. Note that in contrast with b), the mode of order 20 is greatly enhanced
when we tune the wavelength to the resonance.



“Physics is like sex: sure, it may give some practical results, but

that’s not why we do it”

Richard P. Feynman

5
Control of the helicity content in scattering

5.1 GLMT problem in helicity basis

In the previous chapter, I have used the GLMT developed in chapter 3 to find the scat-

tering off a sphere illuminated with a cylindrically symmetric beam with a well-defined

helicity. As explained in chapter 3, the problem is described with the multipolar fields

(A
(m)
jmz

,A
(e)
jmz

) since they are the normal modes of the system. Consequently, and as we

have seen in section 4.4, the resonances of the system have a well-defined parity (either

electric or magnetic). In the current chapter, I will show that a wealth of information

about the sample can be easily obtained by changing the basis in which the problem

is described. The same information could be obtained with the expressions derived

in chapter 3, but the change of basis will unveil this information in a straightforward

manner. I will describe the problem with the multipolar fields with a well-defined

75



76 Control of the helicity content in scattering

helicity (see section 2.4). Their relation with the multipolar fields (with well-defined

parity)1 is the following one [60, 148]:

A+
jmz

=
A

(m)
jmz

+ iA
(e)
jmz√

2
A−jmz =

A
(m)
jmz
− iA(e)

jmz√
2

(5.1)

It can be checked that these modes have a well-defined helicity, i.e. they are eigenstates

of the Λ operator. In order to check that, the following relations between the multipolar

fields need to be taken into account [51, 105]:

ΛA
(m)
jmz

= iA
(e)
jmz

ΛA
(e)
jmz

= −iA(e)
jmz

(5.2)

Then, it is straightforward to check that:

ΛA+
jmz

= +A+
jmz

ΛA−jmz = −A−jmz (5.3)

As discussed in chapter 3, duality transformations are generated by the helicity operator

[63, 64]. It is well-known that Maxwell equations are not symmetric with respect

to electric and magnetic fields in the presence of charges [42]. This is due to the

lack of magnetic monopoles in the universe [149]. However, it was proven in [41]

that the macroscopic Maxwell equations for isotropic and homogeneous media can

be dual-symmetric if some conditions are fulfilled. Microscopically, duality symmetry

is still broken, but the collective effect of all the charges and currents in the medium

restores the symmetry in the macroscopic approximation. In [41], the non-conservation

of helicity was carefully quantified. In the same way as it happens with any other

generator of a symmetry, if the helicity of a light beam is preserved upon interaction

with a material medium, this necessarily implies that the system is symmetric under

its associated duality symmetry. I will refer to these sort of media as ‘dual’, i.e. media

that preserve the helicity content of the incident beam upon scattering. In order to

study the dual behaviour of spheres, I will use beams of light with a well-defined helicity

with value p. Its decomposition into multipolar modes of well-defined helicity will be

the following one:

Ei =
∑
j,mz

αpjmzA
p
jmz

(5.4)

1Due to their common use, the multipolar fields with well-defined parity will be simply referred to

as multipolar fields.
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where αpjmz are the amplitudes that determine the multipolar content of the incident

beam2. Then, the scattered and interior field can be obtained following the procedure

shown in section 3.3. The following fields are obtained:

Es =
∑
j,mz

αpjmz

[
aj + bj√

2
Ap
jmz

+
aj − bj√

2
A−pjmz

]
Eint =

∑
j,mz

αpjmz

[
dj + cj√

2
Ap
jmz

+
dj − cj√

2
A−pjmz

] (5.5)

where {aj, bj, cj, dj} are the Mie coefficients [46]. The rest of quantities defined for the

GLMT in chapter 3 could be equally derived, but I will not compute them as I will not

need them for my purposes.

5.2 Kerker conditions

In 1983, Kerker et al. demonstrated that a sphere with µ 6= 1 could have zero scattering

in both back and forward directions [150]. These two anomalous conditions, nowadays

known as first and second Kerker conditions, arguably passed unnoticed until 2006,

when Mehta and co-workers published experimental evidence of zero forward and back-

scattering by magnetic spheres [151, 152]. Since then, a lot of work has been done in

this field, as researchers seek to independently control both the electric and magnetic

resonances of different structures and control its directionality [143, 144, 153, 154]. Re-

cently, different research groups have managed to measure the two Kerker conditions

in different regimes. Geffrin and co-workers measured these two conditions in the mi-

crowave regime [155]. Whereas Person et al. and Fu et al. measured the first Kerker

condition in the dipolar approximation for optical wavelengths [156, 157]. Nonethe-

less, the measurement of the Kerker conditions in the optical regime for arbitrary large

particles still remains an unsolved problem.

In this chapter, I will extend the Kerker conditions to systems with cylindrical sym-

metry. We will see that this extension naturally arises from equations (5.5). Indeed,

2I will not call the coefficients αp
jmz

beam shape coefficients as I reserve that name for the coefficients

g
(m)
jmz

and g
(e)
jmz

that multiply the multipolar fields in the GLMT described in chapter 3
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looking at equations (5.5), it can be seen that the scattered and interior fields do not

generally preserve the helicity of the incident field (see Figure 5.1(a) and 5.1(b)). That

is, in general, an incident beam with a well-defined helicity such as Ei impinging on an

isotropic and homogeneous sphere will give rise to scattered and interior fields which

will not be eigenvectors of the helicity operator Λ. This is evident from equations

(5.5), as multipolar modes with helicity −p (A−pjmz) are created upon scattering. The

underlying reason for this is that the two pairs of Mie coefficients {aj, bj} and {cj, dj}

are not generally equal and therefore the amplitudes modulating A−pjmz will be different

from zero.

However, as it was proven by Kerker et al., the Mie coefficients can be equal for some

cases, i.e. aj(x) = bj(x) ∀j, x when εr = µr [150]. This is the so-called first Kerker

condition (K1), and it implies zero-backscattering from the sphere in consideration.

Actually, observing equations (5.5), it can be seen that the K1 also implies that the

sphere in consideration will preserve the helicity of the incident field Ei upon scatter-

ing and therefore be dual (see section 5.1 to refresh the definition of a dual system).

Indeed, for the scattered field, the amplitudes of the components with opposite helicity

to the incident one are given by αpj,mz(aj − bj)/
√

2. Hence, when aj = bj they are

all zero, granting the scattered field with the same helicity as the incident one. This

feature has been overlooked in the past, and it will enable me to extend K1.

The K1 is a particular case of a more general condition that restores the EM dual-

ity symmetry in material media [41]. In general,

εi
µi

= const⇐⇒ Λ conservation (5.6)

for any medium made of an arbitrary number of isotropic and homogeneous sub-media

i, εi and µi being its electric permittivity and magnetic permeability. That is, when

an arbitrary light beam impinges on a medium such that the electric and magnetic

fields behave symmetrically, i.e. condition (5.6) is met, the helicity of this beam is
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not changed regardless of the geometry of this medium. Now, even though the zero-

backscattering condition or K1 was introduced using spheres, it can be demonstrated

that it can be relaxed to any system with cylindrical symmetry [148]. Suppose we have

a dual scatterer and impose that it must also be cylindrically symmetric around the z

axis. Then, besides helicity, the Jz of the incident beam must also be preserved. Under

these conditions, a plane wave incident along the symmetry axis will not backscatter.

The proof comes from the definition of helicity Λ = J ·P/|P| (see section 2.2). Imagine

that a plane wave is directed in the z axis (its linear momentum is P = Pzẑ) and it has

a well defined helicity Λ = Jz · Pz/|Pz| = Jz = 1. A plane wave with P = −Pzẑ must

Figure 5.1: Sketch of relations between Kerker conditions and cylindrical and Duality
symmetry. The large red helix pointing the scatterer represents an incident plane wave with
a well defined helicity. The other helices represent scattered plane waves. The small red
helix has the same helicity as the incoming wave, while the small blue helix has the opposite
helicity. a) A general scattering process with neither cylindrical nor dual symmetries is
shown. In general, both back and forward scattering have contributions from both helicities.
b) Scattering from a cylindrically symmetric object. In this case, symmetry imposes that
forward scattering is of the same helicity than the incident field, and backward scattering
of opposite helicity. c) A dual and cylindrically symmetric system. Only forward scattering
is allowed with the same helicity. d) An anti-dual system with cylindrical symmetry. Only
back scattering is allowed with flipped helicity.

necessarily have Λ = −Jz. If the system preserves Jz and Λ, such plane wave can never

exist. Thus, it is very natural to extend K1 from a sphere such that εr = µr to a dual

system with cylindrical symmetry, i.e. a system that preserves both helicity and the

z component of the AM (see Figure 5.1(c)), as both entities have zero backscattering

[41, 148].
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The second Kerker condition (K2) can also be extended in a similar fashion. K2 pre-

dicts zero forward scattering for dipolar magnetic particles. Here, I will relax its use to

cylindrically symmetric systems of any size. In order to do this, I am going to define

what an “anti-dual” scatterer is. It is a scatterer whose scattered light flips the helicity

state of the incident beam. That is, if Ei =
∑
αjmzA

p
jmz

, then Es =
∑
βjmzA

−p
jmz

.

Looking at equations (5.5), the conditions for an anti-dual sphere can be found. For

Es, the amplitudes of the components with the same helicity as the incident field are

given by αpj,mz(aj + bj)/
√

2. Thus, a necessary and sufficient condition for a sphere to

be anti-dual is that:

aj(x) = −bj(x) ∀j, x (5.7)

If this condition is expressed in the dipolar approximation, i.e only terms with j = 1

are considered, it yields a1 = −b1. This is the so-called K2.

With this new perspective, the zero-forward scattering condition for spheres (K2) can

be cast again as a particular case of a more general system, a system which is cylindri-

cally symmetric and anti-dual. Once again, only considering the symmetries of such a

system, it is possible to derive that the forward scattering must be zero. To prove that,

a plane wave travelling in the positive z axis, whose helicity is Λ = Jz · Pz/|Pz| = 1

is used as Ei. Now, as the system is anti-dual, the helicity in all the directions (in

particular in forward) have to flip, giving Λ = −1. However, Jz cannot change since

the system is cylindrically symmetric, and Pz/|Pz| = 1 in the forward direction. Con-

sequently, this plane wave cannot exist (see Figure 5.1(d)).

At this point, it is important to note that finding an exact anti-dual sphere is chal-

lenging. Some authors have noticed that dielectric, isotropic and homogeneous spheres

cannot behave as anti-dual materials in the strict sense, as they would contradict the

Optical Theorem3 [154, 158, 159]. But a possible alternative would be to use particles

3Their argument is only valid for plane wave excitation, though. As it is explained in [48], the

optical theorem only applies to Mie theory, and fails to provide meaningful results in GLMT, where
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with gain, as the Mie coefficients can get values greater than 1 [130, 148, 154].

5.3 Helicity control in scattering

Equations (5.4, 5.5) give us the expression of the electric field in all space. Then, the

magnetic field can be obtained using the Maxwell equations given by equations (2.7).

The following expressions for the H field are obtained:

Hi =
1

µ

∑
j,mz

p · αpjmzA
p
jmz

(5.8)

Hs =
1

µ

∑
j,mz

p · αpjmz

[
aj + bj√

2
Ap
jmz
− aj − bj√

2
A−pjmz

]
(5.9)

Hint =
1

µ1

∑
j,mz

p · αpjmz

[
dj + cj√

2
Ap
jmz
− dj − cj√

2
A−pjmz

]
(5.10)

The energy density of the EM field can be computed as [42, 160]:

w =
1

16π

(
ε|E|2 + µ|H|2

)
(5.11)

Then, if w is integrated on a surface, the energy of the EM field per unit of length is

obtained:

W =

∫
Ω

1

16π

(
ε|E|2 + µ|H|2

)
dΩ (5.12)

To find out more information about the scattering process, I will particularize equation

(5.12) for the scattered field, as it contains all the information about the scatterer.

Given equations (5.5, 5.9), the orthogonality relations given in section 2.3, the definition

of multipoles with well-defined helicity (5.1), the following relations yield:

Ws =
∑
j,mz

|αpjmz |
2
(
|aj|2 + |bj|2

)
(5.13)

Ws
p =

1

2

∑
j,mz

αpjmz |
2|aj + bj|2 (5.14)

Ws
−p =

1

2

∑
j,mz

|αpjmz |
2|aj − bj|2 (5.15)

more complicated beam of lights can be used.
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Ws represents the total energy of the scattered field. Due to the orthogonality of the

multipolar fields, the scattered energy can be split into two orthogonal components,

and these are Ws
p and Ws

−p. They account for the energy scattered in modes with the

same helicity as the incident field (Ws
p) and with the opposite helicity (Ws

−p).

As described in the previous section, note that in general the scattered field will al-

ways carry energy in modes with the opposite helicity, i.e. Ws
−p 6= 0. However, if

aj(x) = bj(x) ∀j, x, the particle only scatters energy with the same helicity as the

incident beam, conserving the helicity of the EM field and therefore behaving as a dual

medium. Note also that if aj(x) = −bj(x) ∀j, x, then Ws
p = 0. That is, the scattered

field has the opposite helicity to the incident one and therefore the sphere behaves as

an anti-dual scatterer. It can be proven that a spherical particle will only be dual if

µr = εr [41, 150]. Nonetheless, here I will relax this definition in order to address some

experimentally relevant cases [161–163]. I will consider that a particle of radius R

behaves in a dual or anti-dual manner at a given wavelength if all the scattered energy

goes into the same helicity component or the opposite one at that wavelength.

These two facts have been experimentally verified in the dipolar regime [155–157],

experimentally achieving a1 = b1 and a1 ≈ −b1. I will show how to extend these con-

ditions to other regimes and shapes. As a result, it will be clear that even a dielectric

sphere can approximately fulfil the anti-dual condition or extended K2. In order to

achieve these purposes, I will define a transfer function Tp(R, nr). Its definition de-

pends on the helicity value of Ei, the radius R of the sphere in consideration and the

relative refractive index nr:

Tp(R, nr) =
Ws
−p

Ws
p

=

∑
j,mz
|αpjmz |

2|aj − bj|2∑
j,mz
|αpjmz |2|aj + bj|2

(5.16)

Tp(R, nr) is the ratio between the scattered light going into modes with opposite helicity

with respect to the incident light (Ws
−p), and the scattered light going into modes with

the same helicity (Ws
p), for a given helicity (p) of the incident beam. Thus, Tp(R, nr)

varies from 0 to infinity. When Tp(R, nr) tends to zero, the particle is dual and all
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Figure 5.2: Plot of the log of the Transfer function Tp(R,nr) for p = 1, i.e.
log (T1(R,nr)), as a function of the radius R of the particle (horizontal axis) and the rel-
ative index of refraction nr (vertical axis). The radius of the particle is varied from 100nm
(left) to 300nm (right) and the relative index of refraction goes from 1.2 ≤ nr ≤ 3.

the scattered light has helicity p: in other words, it fulfils the extended K1 [130, 148].

On the contrary, when Tp(R, nr) tends to infinity, the particle is anti-dual and all the

scattering is transferred to the cross helicity, −p: it fulfils the extended K2 [130, 148].

Given an incident field Ei and a sphere with radius R and relative refractive index

nr, Tp(R, nr) can be computed and the combinations of {λ,R, nr} that make the par-

ticle behave as dual or anti-dual can be studied [130]. For example, Figure 5.2 depicts

the transfer function of sphere excited with a Gaussian beam at λ = 780 nm. It is seen

that the sphere can behave as dual for many resonant combinations of {R, nr}. This

way of looking at duality behaviour and Kerker conditions represents a considerable

improvement over the methods used before, where only the first order Mie coefficiens

were used [143, 153, 154]. As it can be observed in Figure 5.2, not all the points sitting

on the curve a1 = b1 are equally dual. Generally speaking, it is due to the fact that the

particle has a size (or an index of refraction) for which the dipolar approximation does

no longer apply. The transfer function defined in (5.16) exactly quantifies this fact, as
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Figure 5.3: Plot of |a1 − b1| as a function of the radius of the sphere R (horizontal axis)
and the relative index of refraction nr (vertical axis). It can be observed that there are three
major regions where |a1 − b1| = 0. The wavelength is set to λ = 780nm.

it accounts for the contributions of all the higher multipolar orders present in scattering.

It is also interesting to see how the induced duality strongly depends on the rela-

tive index of refraction. It is apparent from Figure 5.2 that the dielectric sphere gets

closer to the dual condition when nr gets larger. That means that the helicity of the

incoming beam will be better preserved when particles with a high refractive index

embedded in a low refractive index medium are used.

In addition to the duality considerations mentioned above, Figure 5.2 also depicts

the anti-dual behaviour of the particle. Two main features can be observed. First, as

it can be deduced from the colorbar, the anti-dual condition is not achieved as finely as

the dual is. That is, the extension of K2 is more difficult to achieve. Hence, the forward

scattering is never reduced as much as the backward is. This feature had already been

observed and analysed in [158]. Moreover, it is consistent with the few experiments

done until now [155, 157]. Secondly, if the relative index of refraction is maintained,
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the anti-dual condition is held for larger particles than the dual one [143, 164].

It is worth mentioning that the same method for characterizing the dual behaviour

of a medium can be undertaken even though its geometry is not spherical. In that

case, the analytical expression of the transfer function cannot be given, but the idea is

the same one. The scattered energy can still be split into two orthogonal components

with a well-defined helicity content. i.e. Ws = Ws
p + Ws

−p. Then, the only difference lays

in the calculation of Ws
p and Ws

−p. Whereas this calculation for a sphere only depends

on the Mie coefficients, for a general medium is achieved in the following way [41]:

Ws
p = ‖Es + ipHs‖2 (5.17)

where the norm is computed as a surface integral. Therefore, the equation for the

transfer function in general is:

Tp(R, nr) =
‖Es − ipHs‖2

‖Es + ipHs‖2
(5.18)

It can be checked that equations (5.14, 5.15) are re-obtained if the expressions (5.5,

5.9) for Es and Hs are introduced in equation (5.17). For a more general case though,

numerical methods are needed to compute Es and Hs. This method has been applied

both in [41] and in [161] to compute the helicity content of the scattered field. As

mentioned in chapter 3, the calculation of Es and Hs depends on Ei, but an eigenmode

calculation could retrieve calculations which are independent of the excitation beam.

5.4 Angular momentum-induced helicity transfer

In this section, I will particularise the equations (5.4, 5.5) for the case of Ei being

cylindrically symmetric (and with a well-defined helicity). As in the previous chapter,

I will consider that its eigenvalue for Jz is m∗z = l+ p, where l is the topological charge

of the beam in the paraxial approximation. Thus, equations (5.4, 5.5) will be simplified
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Figure 5.4: Plot of log (|a5 − b5|)) as a function of the radius R of the particle (horizontal
axis) and the relative index of refraction nr (vertical axis).

to:

Ei =
∞∑

j=|m∗z |

αpjm∗zA
p
jm∗z

(5.19)

Es =
∞∑

j=|m∗z |

αpjm∗z

[
aj + bj√

2
Ap
jm∗z

+
aj − bj√

2
A−pjm∗z

]
(5.20)

Eint =
∞∑

j=|m∗z |

αpjm∗z

[
dj + cj√

2
Ap
jm∗z

+
dj − cj√

2
A−pjm∗z

]
(5.21)

Then, the transfer function can be re-written as:

Tm∗zp(R, nr) =
Ws
−p

Ws
p

=

∑∞
j=|m∗z |

|αpjm∗z |
2|aj − bj|2∑∞

j=|m∗z |
|αpjm∗z |

2|aj + bj|2
(5.22)

Given an incident cylindrically symmetric beam, I will show how the dual and anti-dual

properties of the particle previously depicted in Figure 5.2 dramatically change when a

higher angular momentum mode is used as Ei. To exemplify this, a cylindrically sym-

metric beam with m∗z = 5 and p = 1 is used. In particular, the beam is a left circularly

polarized LG4,0 focused with a lens whose NA= 0.9. Its decomposition into multipoles
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Figure 5.5: Plot of the log of the transfer function Tm∗zp(r, nr) for mz = 5 and p = 1,
log (T51(R,nr)), as a function of R and nr.

is given by Figure 4.2 in section 4.3. If we compare equations (5.19) and (4.22), it

can be observed that the relation between the beam shape coefficients Cjm∗zp and αpjm∗z

is ij(2j + 1)1/2Cjm∗zp
√

2 = αpjm∗z . Then, equation (5.22) can be used to compute the

transfer function for this new excitation scenario.

In Figure 5.4, the shape of log (|a5 − b5|) as a function of R and nr is displayed (λ = 780

nm), where the log function has been used to make the plot more readable. Although

Figure 5.4 has a similar shape to Figure 5.3, where |a1 − b1| was plotted, some dif-

ferences can be found. The range of sizes for the particles to achieve the condition

a5 = b5 has increased for the same interval of nr = [1.2, 3]. Before, it spanned 200nm,

whereas now it spans 500nm. Nonetheless, as previously discussed, this plot does not

give any information regarding the higher multipolar orders. Therefore, I have plotted

log (T51(R, nr)) in Figure 5.5 to capture this behaviour.

As in the j = 1 case, an increase in nr is linked to an increase of the dual proper-

ties of the sphere. Also, it can be inferred from a comparison between Figure 5.5 and
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Figure 5.2, that the dual and anti-dual conditions are fulfilled with a better approxi-

mation in this new occasion. Indeed, the minimum value of the colorbar drops almost

an order of magnitude more, and the maximum value increases more than two orders

of magnitude. That is, for some certain combinations of R and nr, the energy of the

scattered field in the modes of opposite helicity is 10, 000 times smaller than the en-

ergy going to the original helicity of the incident field; whereas for some other certain

conditions, the scattered field energy is dominated by modes with the opposite helicity

with a ratio of 500 to 1. As in the incident Gaussian beam case, an increase in nr is

linked to an increase of the dual and anti-dual properties of the sphere. To summarize,

some very general conclusions can be reached after a careful look into these results:

• The larger the relative refraction index of the particle nr is, the more accurately

the two extended Kerker conditions shown in [148] can be achieved.

• Fixing the index of refraction and size of the particle, we can always approxi-

mately induce the duality symmetry by choosing a right combination of AM and

optical frequency of our laser, regardless of how big the sphere is with respect to

the wavelength.

Even though I have not included other plots for other excitation beams, I have con-

firmed these conclusions by doing calculations similar to the ones presented with dif-

ferent sizes, wavelengths, refractive indexes, and excitation beams. The results have

always been consistent with the conclusion above. Finally, note that in these simula-

tions nr ≤ 3 and λ = 780nm. With these two conditions, the smallest a particle can

be to induce duality symmetry is 120nm. This size could be reduced down to 81nm if

a λ = 532nm was used.

5.5 Possible experimental implementations

In the previous section, I have compared different scenarios where the EM duality sym-

metry can be induced with dielectric spheres and arbitrarily high AM modes. I have

shown that it is possible to induce dual and anti-dual behaviours for certain incident
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beams Ei, regardless of the nature of the particle. In this section, two hypothetical

experiments in the laboratory will be quantified where the duality condition can be

achieved.

I will consider spheres made of Silica and Alumina. Their respective refractive in-

dexes at λ = 780nm are nSiO2 = 1.54 [165] and nAl2O3 = 1.76 [166]. I will suppose that

they are embedded in water, therefore their respective relative refractive index will be

nSiO2
r = 1.16 and nAl2O3

r = 1.32. The necessary equipment in order to induce this dual

behaviour will be a tunable laser, a set of wave-plates and linear polarisers to create

well-defined helicity states [167], an element to modify the spatial properties of light

such as a Spatial Light Modulator, an imaging system (two microscope objectives),

and a dielectric sphere embedded in a homogeneous, lossless and isotropic medium.

Then, the way to proceed to induce helicity conservation will be the following. I con-

sider the particle and its embedding medium as a given system. It will be clear that

the helicity of light can be conserved regardless of the nature of the particle (size and

index of refraction), as long as it is approximately spherical, the surrounding medium

is homogeneous, lossless and isotropic, and considering a tunable laser with a broad

enough wavelength modulation.

Once the two parameters defining the particle R and nr are known, the range of

size parameters x that could be achieved with a tunable laser can always be com-

puted. Supposing that the tunable laser can offer wavelengths spanning from 700nm

to 1000nm (that would be the case of a Ti:Sapphire laser, for example), the achievable

x will belong to the interval {6.28 r(µm), 8.98 r(µm)}. Now, as it has been proven in

the previous section, there also exist a large number of radii R∗ (and consequently, x∗)

for which the dual condition is achieved. This is a consequence of the fact that given nr,

there exist different radii of particles R that make the particle dual provided adequate

excitation beams with angular momentum mz are used. Hence it is highly probable

that regardless of R and nr the dual condition Tm∗zp(R, nr) ≈ 0 can be achieved. In

fact, this statement is even more true inasmuch as R gets bigger. To be more specific,
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Table 5.1: Wavelengths at which the dual condition is achieved depending on the AM
of the incident beam. The bold wavelengths are those at which the dual condition could be
achieved with the range of wavelengths available in a Ti:Sap laser. The dual conditions are
achieved with a minimum precision of Tmzp(r, nr) = 2% for the four different cases.

λ (nm) mz = 1 mz = 5

RSiO2
1 859 330

RSiO2
2 1860 710

RAl2O3
1 986 377

RAl2O3
2 2122 812

suppose that we have four different spheres. Two of them are made of Silica and the

other two are made of Alumina. For each of the materials, suppose that the radii of the

spheres are R1 = 325nm and R2 = 700nm. Now, given these sizes and their respective

index of refraction, the R dependence on the horizontal axis of Figure 5.2 and Figure

5.5 can be turned into a x = 2πR/λ dependence and obtain the wavelength for which

the dual condition will be achieved.

The results are presented in Table 5.1 for the different four combinations of mate-

rials and sizes
{
RSiO2

1 , RSiO2
2 , RAl2O3

1 , RAl2O3
2

}
and for the two different excitation beams

considered in sections 5.3 and 5.4, i.e. m∗z = 1 and m∗z = 5. It can be observed that

regardless of the size and the material, the duality condition can be achieved if a wave-

length is chosen. Moreover, it is seen that when the particle is larger, higher order

beams are needed to reach the duality condition, for a fixed λ range. Finally, it can

also be observed that when the relative refractive index nr is increased, the duality

condition is pushed to longer wavelengths.

All this evidence, enables me to conclude that dual systems are easily realisable in

the laboratory if an arbitrary dielectric sphere is properly matched with a proper light

beam. The results for aggregates of particles or metamaterials are different, though. In
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those cases, each of the individual cells is typically smaller than the wavelength, there-

fore the results about high order AM modes do not apply there, as their behaviour is

dipolar due to their size. However, Figure 5.2 can still be used to engineer some dual

individual cells [162, 168].



92 Control of the helicity content in scattering



“It doesn’t matter how beautiful your theory is, it doesn’t matter

how smart you are. If it doesn’t agree with experiment, it’s wrong.”

Richard P. Feynman

6
Experimental Techniques

6.1 Holography principles

The aim of this chapter is to introduce the reader to different experimental techniques

that will be used to carry out the experiments in chapters 7 and 8. As shown in

all the previous chapters, the precise characterization of both the spatial properties

and polarization of light is crucial to control light-matter interactions at the nano-

scale. In particular, a great emphasis has been put into using cylindrically symmetric

beams, i.e beams of light which are eigenstates of Jz. Here, it will be shown how

to experimentally create these beams in the laboratory with two different techniques:

Computer Generated Holograms (CGH) and Spatial Light Modulators (SLM). Both

techniques are based on holography, whose basis are grounded on Fourier optics [45,

169]. In Fourier optics, the polarization does not play any role - the whole description of

93
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light phenomena can be done with a scalar magnitude named complex wave-function

U(r, t). Furthermore, as it has been done in all the previous chapters, a harmonic

time dependence exp(−iωt) will be considered, therefore U(r, t) = U(r) exp(−iωt),

where U(r) is referred to as complex amplitude. Then, U(r) can be retrieved with the

intensity I(r) = |U(r)|2 and the phase arg {U(r)} of the wave:

U(r) =
√
I(r) exp (i arg {U(r)}) (6.1)

Only paraxial waves will be considered here [53]. Paraxial waves were described in

section 2.2. For these waves, the complex amplitude can be expressed as U(r) =

A(r) exp(ikz), where A(r) is the envelope of the wave which varies slowly with z. Then,

a very important magnitude in wave optics is the complex amplitude transmittance of

an optical element, t(x, y). This magnitude is defined as the ratio between the complex

amplitude of the wave after and before the optical element. That is,

t(x, y) =
U(x, y, zf )

U(x, y, zi)
(6.2)

where zi and zf are the two z planes where the optical element begins and finishes.

In Figure 6.1(a), a sketch of a thin layer of glass is depicted, with zf − zi = d0. The

excitation wave is paraxial and propagating in a direction normal to the interface of

the material. In this case, t(x, y) is naturally defined as U(r) at the outer face of the

layer over U(r) at the inner face. Then, if the refractive index of the layer is n,

U(x, y, zf ) ≈ exp [−inkd0]U(x, y, zi) =⇒ t(x, y) ≈ exp [−inkd0] (6.3)

where exp(−inkd0) is the phase shift introduced by the optical element1. However,

when the optical element is not plane-parallel, the definition of t(x, y) is a bit more

complex. If the element lies between zi and zf , we can define a function d(x, y) which

gives the thickness of the optical element as a function of its transverse coordinates

(x, y). The air occupies the rest of it, i.e. the thickness of the air is d0 − d(x, y) (see

Figure 6.1(b)). Considering the result given by equation (6.3), the transmittance of

this variable-thickness optical element is:

t(x, y) ≈ exp [−inkd(x, y)] exp [−ik(d0 − d(x, y))] ≈ h0 exp [−i(n− 1)kd(x, y)] (6.4)

1Here, reflection at the interfaces and absorption in the material are neglected.
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Figure 6.1: Sketch of two different transmission plates. a) Thin layer of glass with
constant thickness zf − zi = d0. b) Thin layer of glass with variable thickness d(x, y). Both
figures have been copied from [45] with the permission of Prof. M.C. Teich.

with h0 = exp [−ikd0] being a constant phase factor. Now, a hologram is an optical

element (a transparency) that contains a coded record of an optical wave. That is, it

contains the amplitude and the phase of the wave that has been recorded, allowing for

a complete reconstruction of the field. For example, suppose that a transparency was

made with t(x, y) = U(x, y), with U(x, y) being the wave to be reconstructed. If this

transparency was illuminated with a wave U(x, y, zi) = 1, then the transmitted wave

would be U(x, y, zf ) = t(x, y) · 1 = U(x, y). However, it is challenging to encode both

amplitude and phase on a transparency. Next, a method to reconstruct t(x, y) only

modulating the intensity of the beam is explained. Then, in sections 6.2 and 6.3, two

different techniques to carry out phase modulation holograms will be discussed.

6.1.1 Intensity modulation holograms

There are different techniques to make intensity (or amplitude) modulation holograms.

Since the first holograms made by Gabor in 1948 [170], a lot of work was done by

many researchers [171–173]. An intensity modulation hologram encodes the intensity
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Figure 6.2: a) The intensity interference pattern of a reference wave Ur and the object
Uo is recorded on a holographic plate. b) The object wave is recovered after the interference
pattern is shone onto the plate. Both figures have been copied from [45] with the permission
of Prof. M.C. Teich.

and the phase as a form of intensity pattern2. In order to do that, an interference

pattern needs to be recorded so that the information of the phase of the wave is carried

through. Then, if the wave that wants to be reconstructed is named object wave

Uo and the wave that will impinge on the hologram is called reference wave Ur, the

transmittance needs to be proportional to their interference:

t ∝ |Uo + Ur|2 = Ir + Io + U∗rUo + UrU
∗
o (6.5)

where Uo, Ur, and consequently all the rest of terms can take different values for

different transverse coordinates (x, y). When the reference wave illuminates the trans-

parency, the following wave is obtained as a result:

U = tUr ∝ Ur(Ir + Io) + IrUo + U2
rU
∗
o (6.6)

Any wave can be chosen to illuminate the transparency. It is convenient to choose a

wave such that Ir is a constant, i.e. Ir(x, y) = Ir. If that is the case, equation (6.6)

can be re-formulated as:

U(x, y) ∝ Ir + Io(x, y) +
√
IrUo(x, y) +

√
IrU

∗
o (x, y) (6.7)

2The first holograms were made of photographic plates, which indeed are only sensitive to the

intensity of light shone on them.
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Figure 6.3: a) Recording of the hologram. b) Reconstruction of the hologram, giving rise
to three components: a constant wave, Uo exp(ik sin θx) and U∗o exp(−ik sin θx) Both figures
have been copied from [45] with the permission of Prof. M.C. Teich.

Now, to make sure that the four terms of the equations are properly separated in space,

a oblique phase can be added to Uo. That is, if U ′o(x, y) = Uo(x, y) exp(ikx sin θ), then

equation (6.7) can be expressed as:

U ′(x, y) ∝ Ir+Io(x, y)+
√
IrUo(x, y) exp(ikx sin θ)+

√
IrU

∗
o (x, y) exp(−ikx sin θ) (6.8)

The first two terms of equation (6.8) are waves that travel in the z axis. However,

the third and fourth terms of the equations are waves travelling in an oblique manner,

as shown in Figure 6.3. The third term represents the object wave Uo travelling at an

oblique angle θ with respect to the z axis and modulated by a constant factor
√
Ir.

On the contrary, the fourth term represents the conjugate wave U∗o travelling at an

angle −θ with respect to the z axis. Hence, the addition of an oblique plane wave

allows for the total reconstruction and isolation of the object wave, which is the aim of

any hologram. In fact, the addition of an oblique phase is widely used in holography,

and will also be considered in sections 6.2 and 6.3 when phase-only holograms are

introduced.

6.2 Computer Generated Holograms

The meaning of the word hologram changed with the advent of modern computers.

Before then, a real object wave needed to be encoded in the hologram. The invention
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of computers allowed for the creation of holograms representing optical waves coming

from non-existing objects. Holography became an inverse scattering problem, where

the object wave was given and the diffraction pattern was sought [174]. The first

CGHs made by Brown and Lohmann [174] were a very specific kind of amplitude-

only modulated holograms: they were binary, i.e. a set of apertures on an opaque

mask. More sophisticated methods to produce intensity-modulated CGH using gray-

tones came up later, even though their fabrication remained challenging [175, 176].

A review of the history of intensity-only CGH can be found in [177]. Then, in the

1970’s, another type of holograms was discovered [178]. Using phase-only holograms

(which were already known), Kirk managed to encode amplitude information in a

phase-only hologram. However, their use went almost unnoticed until 1999, when

Davis and co-workers used SLMs (instead of photographic films or transparencies) to

encode amplitude and phase modulation in a phase-only hologram [179]. Now, even

though phase-only CGH did not start being used to encode amplitude modulation until

the 2000’s, they were very popular to change and encode phase shifts. The fabrication

processes had been carefully characterized by Hariharan in the 1970’s [172, 180–185],

and their use was extended in imaging [186], Fourier optics [187] and even acoustics,

where they were first conceived [188, 189]. Here, I will describe an applications of phase-

only CGH in the field of singular optics, and in particular in the creation of beams

of light with a well-defined AM. Light beams with phase singularities, also known as

vortex or doughnut beams3, boomed after the seminal paper by Allen and co-workers

in 1992 [108]. However, even when the connection between phase singularities and the

AM of light had not been properly established, CGH had already been used to produce

vortex beams [190–195]. In fact, they kept being mainly used to manipulate the AM

of light up until the beginning of 2000, when the use of SLMs took over [196–199].

Next, I will describe why CGH are useful to manipulate the AM of light, and how they

achieve it.

3See section 4.2 to know a bit more about why they are called in this manner.
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6.2.1 Phase singularities

In chapter 2, Bessel beams and multipolar fields have been introduced. Both of them

are EM modes, i.e. they are basis of solutions of the Maxwell equations (2.7). Also,

they are both eigenstates of Jz. Therefore, following the nomenclature given in chapter

4, they are cylindrically symmetric. Cylindrically symmetric beams have been used in

chapters 4 and 5 to show many different effects - from excitation of WGMs, to inducing

duality symmetry in non-dual materials. In chapters 4 and 5, a cylindrically symmet-

ric beam has been decomposed as a superposition of multipolar fields, as these are the

normal modes of a sphere. Unfortunately, multipolar fields are experimentally difficult

to produce, as they propagate in all directions of space.

Here, it will be considered that a cylindrically symmetric beam is a general super-

position of Bessel beams (with either TE/TM character or well-defined helicity):

Ei
m =

∫ ∞
0

kρdkρ

(
akρB

TE
mkρ + bkρB

TM
mkρ

)
=

∫ ∞
0

kρdkρ

(
a′kρB

+
mkρ

+ b′kρB
−
mkρ

)
(6.9)

Now, because of their definition as a basis of solution of Maxwell equations, Bessel

beams include paraxial and non-paraxial waves. However, as mentioned in section 6.1,

only paraxial waves will be considered in this chapter. Therefore, equation (6.9) needs

to be re-expressed in the paraxial approximation, i.e. kρ � k. Using equations (2.38,

2.39, 2.42, 2.75, 2.76), it can be observed that the four different Bessel modes can be

expressed in the paraxial limit as:

BTE
mkρ ≈ AkρJm(kρρ)eimφeikzz φ̂ (6.10)

BTM
mkρ ≈ BkρJm(kρρ)eimφeikzz ρ̂ (6.11)

B+
mkρ

≈ CkρJm−1(kρρ)ei(m−1)φeikzz σ̂+ (6.12)

B+
mkρ

≈ DkρJm+1(kρρ)ei(m+1)φeikzz σ̂− (6.13)

with Akρ , Bkρ , Ckρ , Dkρ being functions of kρ. Taking into account the asymptotic

properties of Bessel functions [69], which yield Jm(x) ∝ xm when x −→ 0, it can be

seen that a cylindrically symmetric beam in the paraxial approximation can be done
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with waves whose complex amplitude, when ρ→ 0, is of the kind:

Ul(ρ, φ, z) ∝ ρleilφeikzz (6.14)

and whose polarization has to be properly matched depending on the value of Jz that

needs to be created. That is, if a value of Jz = m∗ is needed, then Ul(ρ, φ, z) can be

used if the beam is radially or azimuthally polarized, whereas U(l−1) or U(l+1) ought to

be used for left or right circular polarization respectively.

Polarization states such as σ̂+ and σ̂− can be easily achieved using wave plates [45]. On

the contrary, φ̂ and ρ̂ polarization states are more challenging to obtain, as typically

interferometry was needed [200, 201]. Nowadays, with the invention of liquid-crystal

polarization converters [202, 203], radial and azimuthal polarization states are not as

challenging to prepare as before. For simplicity though, only circular polarization states

will be considered in all the experiments of this thesis concerning AM states.

Independently of the polarization state though, it is clear looking at equations (6.10-

6.13) that the beam must possess a phase dependence of the kind eilφ to be cylindrically

symmetric beams. Figure 6.4 depicts the phase of Ul(x, y) on a transverse plane for

l = −3,−1, 1, 4. It can be observed that the phase winds around the center of the

transverse plane (x, y) = (0, 0). In fact, (x, y) = (0, 0) is a singular point, as the an-

gle φ is not well-defined. Any point whose phase is not well-defined is named phase

singularity. A point which is singular in phase must have a zero intensity, so that

the field still fulfils the Helmholtz equation. Then, the azimuthal number l gives the

order of the singularity. Thus, the aim of the phase-only CGHs made for this project

will be to create beams with a twisting phase such as eilφ. In fact, as mentioned in

section 6.1.1, an oblique phase of the kind exp(ikxx) will be added to the spiral phase

eilφ so that the hologram separates the different diffraction orders coming out of the

hologram.
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Figure 6.4: Phase profile of a paraxial vortex beam on a transverse plane x − y:
arg {Ul(x, y)} for a) l = −3, b) l = −1, c) l = 1, d) l = 4. Black means [Ul(x, y)mod2π] = 0,
and white [Ul(x, y)mod2π] = 2π

6.2.2 Fabrication of phase-only CGH

It is clear now that a hologram which imprints a eilφ phase dependence onto the beam

is needed. Now, if a paraxial wave of the kind U(r) = A(r) exp(ikzz) goes through

a hologram with t(x, y) = eilφ, the field after the hologram will be a vortex beam.

Equation (6.4) gives a way to produce that kind of hologram. If a homogeneous and

isotropic material is modified in a way that its thickness has a φ dependence, then

t(x, y) can be made equal to eilφ:

t(x, y) ≈ h0 exp [−i(n− 1)kd(x, y)]

t(x, y) = exp(ilφ)

 =⇒ d(x, y) = d(φ) (6.15)

That is, a homogeneous material made of an index of refraction n can be used to create

phase singularities of order l if its thickness varies according to the following expression:

d(φ) =
lφλ

(n− 1)2π
(6.16)
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Note that equation (6.16) is wavelength-dependent, what means that in theory the

thickness d(φ) to create a perfect phase dependence eilφ can only be achieved for a single

wavelength. However, in practice, the efficiency of CGHs does not considerably vary

for a broad range of wavelengths. The method to obtain d(φ) is based on the following

idea. As it was explained in section 6.1.1, photographic films are only sensitive to

the intensity of light. In a conventional black and white negative developing process,

a film transforms the intensity captured by the camera into a grey scale where black

means high exposure and white low exposure [204]. Then, the negative (which could be

understood as an amplitude hologram) can be transformed into a phase hologram by a

bleaching and fixing process. The bleaching and fixing processes remove all the silver

salts and the unexposed gelatin, consequently giving different widths to the material

depending on the exposure. More importantly, the efficiency of the hologram increases

[205]. The fabrication process is detailed in Appendix B.1.

6.2.3 Characterization

The performance of CGH can be characterized by different parameters. One of the

most relevant ones is their efficiency. Here, I define what the efficiency of a CGH is,

and how to measure it. Then, in Appendix B.2, the characterization of the CGH fab-

ricated throughout my project and their dependence on some controllable parameters

is detailed. The wavelength of the laser used to perform the characterisation of the

holograms is λ = 632.8nm.

Even though the efficiency is not the only parameter to characterize the performance

of a hologram, it is certainly a very important one. The efficiency is a ratio between

the power of the incident beam onto the hologram, and the power going to the first

diffraction order of the hologram (that is, the object wave in Figure 6.3). Note that

if the hologram absorbs some power, then the efficiency drops. As depicted by Figure

6.5, the intensity is measured with a CCD camera. That is, a snapshot is taken of the

incident beam when the hologram is removed from the optical path (Figure 6.5(a)).
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Figure 6.5: a) CCD image of the reference beam when no hologram is on the optical
path. b) Typical diffraction pattern created by a CGH when the efficiency is over 30%. The
0th order is at the same position as the reference beam, whereas the 1st order has been tilted.
The colour bar indicates goes from 0 to 1, where 1 is taken as the absolute intensity maximum
of the reference beam.

Next, the hologram is added in the optical path making sure that the beam almost

fills the hologram dimensions. The hologram tilts the incident beam and its effect is

again captured by the CCD camera (Figure 6.5(b)). Due to the imperfections of the

hologram, other diffraction orders arise giving rise to the pattern in Figure 6.5(b). Note

that in Figure 6.5(b), there is light at the same position where the incident beam is

in Figure 6.5(a). This is the so-called 0th-order, i.e. the incident beam going through

the hologram without being modified by it. The tilt given by the hologram depends

on the number of lines of the hologram, i.e. the number of complete 2π phase jumps.

In fact, the angle of diffraction given by the hologram is given by:

∆θx =
λ

∆x
(6.17)

where ∆θx is the angle that the 1st diffraction order forms with the direction of the

initial beam (or the 0th order); ∆x is the width of a 2π phase ramp in the hologram

(see Figure B.1 in Appendix B.1); and x is the direction in which the phase jump is

given. In Appendix B.4, it will be determined how the efficiency critically depends on
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the oblique phase exp(ikxx) added to the hologram, which is proportional to (∆x)−1.

Also, a detailed explanation of how to experimentally separate the different diffraction

orders coming out of a hologram, i.e. how to obtain Figures 6.5, 6.8 and 6.9, is given

in Appendix B.3.

6.3 Spatial Light Modulators

The technology to digitally control nematic liquid crystals boomed at the end of the

1980’s giving rise to SLMs that could modify the phase, the amplitude and the polar-

ization of beams [206–209]. A sketch of a transverse section of an SLM can be observed

in Figure 6.6. Two electrodes close a volume that is filled with liquid crystals and a

mirror. First, the incident light on the SLM is transmitted through the coverglass

electrode. Afterwards, it goes through the volume enclosing the liquid crystals. Their

orientation is determined by the difference of potential between the two electrodes,

which is at the same time linked to the CGH displayed on the computer. Due to

the anisotropy of the liquid crystals, their index of refraction will be different for two

orthogonal incident linear polarizations. Then, controlled changes in their orientation

will vary the index of refraction for one of polarization as a function of the transverse

coordinates (x, y), giving rise to a computer-controlled transmittance t(x, y)4. Then,

the light hits a mirror and is reflected back off. The mirror sits on top of a grid of

pixel electrodes, which set the potential difference on the liquid crystal volume in con-

junction with the first electrode. Thus, in most of cases, the SLM technology works in

reflection, in contrast to the CGH holograms described in section 6.2.3, which work in

transmission (see Figure 6.7). One decade after their boom, the ability of SLMs to in-

teractively control holograms in real time made them very prolific in the field of optical

micro-manipulation and optical tweezers [197, 211–215]. Nowadays, the holographic

optical tweezers are used in a myriad of fields and it is even possible to find portable

commercial optical tweezers set-ups [216, 217]. Now, as commented in section 6.2, the

4Unlike the CGHs, because of the anisotropy of the liquid crystals, t(x, y) is very polarisation-

dependent.



6.3 Spatial Light Modulators 105

Figure 6.6: Schematics of a transverse section of an SLM. Two electrodes and a mirror
enclose a volume filled with liquid crystals. The potential difference applied by the electrodes
sets the orientation of the liquid crystal, thus achieving the desired transmittance function
t(x, y). Figure copied from [210] with their permission.

use of SLMs to produce beams carrying phase singularities highly escalated after 2002

[196–199]. Actually, the use of phase-only CGH for these purposes is practically obso-

lete now. Nonetheless, in this section I will characterize the performance of SLMs and

compare it with the performance of CGH. It will be seen that even though CGHs are

less efficient and certainly less flexible, they can still be useful for certain applications.

6.3.1 SLM characterization

Here, similarly to what has been done in section 6.2.3, the performance of an SLM

is characterized. The SLM used in this chapter as well as in chapter 7 and 8 is a

Boulder Nonlinear Systems5 (BNS) XYseries optimized for wavelengths ranging from

[630−800] nm. The SLM characterization is done again in terms of the SLM efficiency.

Figure 6.7(a) shows a real picture of the set-up to test the efficiency of the SLM. The

laser beam is given by a He-Ne laser, whose λ = 632.8nm. The beam is expanded

to properly fill the SLM chip (see Figure 6.7(b)). Then, its polarization is controlled

5http://www.bnonlinear.com/
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Figure 6.7: a) Picture of the experimental set-up to characterize the XY series SLM from
BNS. A Gaussian beam from a He-Ne laser is expanded, then its polarization is controlled
before it is sent over to the SLM. The SLM changes the phase and reflects off the beam,
which is focused with a lens onto a CCD camera. b) Picture of the SLM. The incident beam
almost fills in all the SLM chip.

by a linear polariser and a half-wave plate. Later, a mirror sends the beam to the

SLM, which changes its phase. Finally, a lens Fourier-transforms the beam and a CCD

camera records the image at the Fourier plane. Then, the efficiency is measured as the

intensity of the laser beam hitting the SLM divided over the intensity going to the first

diffraction order. Note that this efficiency measurement takes into account the losses

of the SLM: imperfect reflection of the mirror, as well as diffraction losses due to the

grid of pixels. Similarly to Figure 6.5, a typical diffraction pattern is captured with a

CCD camera in Figure 6.8. Figure 6.8(a) shows the position of the beam on the CCD

camera when the SLM works as a mirror (the phase shift is 0). Then, Figure 6.8(b)

displays the diffraction pattern created by the SLM. Note that unlike the diffraction

pattern created by the CGH shown in Figure 6.5, most of the intensity goes to the

1st diffraction order. In Appendix B.4, the efficiency of the SLM is characterized as a

function of different controllable parameters in the laboratory.
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Figure 6.8: a) CCD image of the reference beam when the SLM works as a mirror. b)
Typical diffraction pattern created by the SLM when the efficiency is over 80%. The 0th
order is at the same position as the reference beam, whereas the 1st order has been tilted.
The colour bar indicates goes from 0 to 1, where 1 is taken as the absolute intensity maximum
of the reference beam.

6.3.2 CGHs or SLMs? Pros and cons

Due to their flexibility and interactive control, SLMs have taken over the role that

CGHs used to play in the field of optical micro-manipulation, and in particular in the

field of the AM of light. However, CGHs made of photographic films can still be useful

for some applications. Thus, to conclude with this study of different methods to create

phase-only holograms, the pros and cons of using each of the two methods will be

discussed.

• Price. Making CGH in the way described in section 6.2 is cheap. All the

equipment and materials needed are easily available. On average, making 60

holograms (which corresponds to two photographic films) costs less than $100.

In contrast, the cheapest SLM in the market (from Cambridge Correlators6) is

valued $1000. And then, the rest of them are in the range of $15000-$25000.

• Efficiency. The CGH made and characterized in this thesis reached efficiencies

6www.cambridgecorrelators.com/
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Figure 6.9: CCD image of a typical diffraction pattern created by a CGH and a SLM. It
is seen that the SLM sends most of the light to the first diffraction order, whereas the light
coming out of the CGH is split between many diffraction orders.

values of 45%. However, it is known that the efficiency can reach values of the

order of 60%. The main reason why those values were not reached is because the

chemical process is not optimised and some silver has remained in the sample,

thus producing some absorption. In contrast, the efficiencies measured with the

SLM from BNS are constantly above 80%. In order to visualize the difference

of efficiency, Figure 6.9 displays the diffraction pattern from a CGH and the one

from an SLM. It is seen that with the SLM, almost all the light goes into the 1st

diffraction order, whilst with the CGH the 0th and 2nd order are also clearly seen.

The cheap SLMs from Cambridge Correlators do not have such high efficiencies,

though. Theirs is usually below 60%.

• Polarization. Polarization does not play any role for CGHs. That is, the

transmittance t(x, y) given by the hologram is completely independent of the

polarization of the incoming beam. However, for SLMs, the polarization of the

incident beam is crucial. Nematic liquid crystals form an anisotropic medium,

therefore a change of polarization alters their response dramatically. In order to
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Table 6.1: Summary features CGHs and SLMs.

CGH SLM

Price $100 to make 60 holograms. Cambridge Correlators: $1500.
Others: $15000-$25000.

Efficiency 40% easily achievable. Chemistry
needs to be refined to go above
50%.

Cambridge Correlators: 55%.
Others: > 60%, 85% with BNS.

Polarization Does not play any role. Efficiency highly depends on polar-
ization.

Flexibility Cannot be changed once it is made. Controlled by computer. Can be
changed interactively.

λ dependence Phase shift depends on λ. Effi-
ciency is not very affected by λ.

Performance depends a lot on λ.

Set-up Transmission. Reflection.

achieve the desired phase shift, the incident beam must be linearly polarized in

a certain direction given by the axis of the liquid crystals [206].

• Flexibility. CGH are optical elements that cannot be varied once they have

been made. SLMs are dynamically controlled, therefore they can steer the beam

interactively in real time. This makes them much more flexible.

• λ dependence. The phase shift given by both CGHs and SLMs is wavelength

dependent (see equation (6.4)). However, for the CGH, the efficiency remains

almost constant for a large range of wavelengths. In contrast, the efficiency of an

SLM is very dependent on the range of λs for which it has been designed. When

the SLM is tested outside that range, the efficiency drop considerably. One of

the main reasons for the drop in efficiency is the drop in reflectivity by the mirror

standing between the liquid crystals and the pixel electrodes.

• Set-up. CGH work in transmission, whereas SLMs typically work in reflection.

A summary of the pros and cons can be found in Table 6.1.
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Figure 6.10: SEM images of two nano-apertures of diameter Φ = 237nm (a) and b)) and
Φ = 424nm (c) and d)). None of the images is post-processed. Images b) and d) have been
used to retrieve the values of Φ, Eccentricity and Ellipticity

6.4 Fabrication of samples

In order to carry out the experiments done in chapters 7 and 8, different samples

have been needed. In this section, both the samples and the methods to obtain them

are broadly described. Notice that this is not the main topic and this thesis and

consequently the level of detail of this section is lower than some others.

6.4.1 Nano-apertures on metallic films

In chapter 7, some experiments using circular nano-apertures are presented. I assisted

Alexander E. Minovich in the fabrication of these circular nano-apertures at the ACT

Node of the Australian Nanofabrication Facility, in Canberra. First, a glass film of

1mm thickness was cleaned using a plasma etching technique. Afterwards, a gold
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layer of 200nm was deposited on top of the glass layer using thermal evaporation.

Then, the gold layer on the glass film was milled using a FEI Helios NanoLab Focused

Ion Beam system7. The circular nano-apertures have diameter sizes ranging from

200-450 nm, and they are all 50 µm apart, so that the coupling of surface plasmons

launched from one nanohole to the closest one is avoided. The nano-apertures have been

imaged using a secondary electron Scanning Electron Microscope (SEM, JEOL JSM-

6480) operated at 10KeV, at the Microscopy Unit of Faculty of Science in Macquarie

University. Then, the images have been analyzed with Matlab, where the boundaries

of the nano-apertures were determined by selecting the pixels whose intensity was

below the 10% of the maximum. Figure 6.10(a) depicts a SEM image of a 237 nm

nano-aperture and Figure 6.10(b) shows the same image with a boundary traced by a

Matlab code to determine the diameter (Φ), the eccentricity and the ellipticity of the

hole. Likewise, Figure 6.10(c) and Figure 6.10(d) show the same features for a larger

aperture of Φ = 424 nm. All the images on Figure 6.10 have not been post-processed.

The results for the 12 milled nano-apertures are summarized in Table 6.2.

6.4.2 Single spheres on a substrate

The theory developed in chapters 4 and 5 is based on the assumption that an isolated

sphere is embedded in an isotropic, homogeneous medium. It is not trivial to achieve

these conditions experimentally. One option would be levitating a single sphere. This

was done already in the pioneering experiments of Ashkin [218–221]. However, levi-

tating particles of diameters smaller than 1 µm is experimentally hard. Even though

objects of the order of 100 nm have been recently levitated [222, 223], the experimental

set-ups typically use vacuum chambers for cooling and other equipment that was not

available in my current set-up. Now, due to the fact that we wanted to be able to

use small particles to reach the dipolar regime to reproduce results from chapter 5,

another technique to have them embedded in a homogeneous medium was considered.

This technique is spin-coating.

7http://anff-act.anu.edu.au/HTM/detail/flagship services.htm
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Table 6.2: Characterization of the circular nano-apertures images taken with the SEM.

Φ (nm) Eccentricity Ellipticity

212 0.324 0.0538

214 0.414 0.0897

237 0.422 0.0933

253 0.462 0.113

317 0.295 0.0446

325 0.279 0.0396

333 0.118 0.00693

341 0.360 0.0672

424 0.260 0.0346

429 0.388 0.0783

432 0.273 0.0381

433 0.310 0.493

Spin-coating is a simple technique that is used to uniformly deposit a layer of ma-

terial (usually a polymer or an organic material) on top of a flat surface. A good

review of this process can be found in [224]. The process starts by mixing particles

with a resin. A droplet of the mix (with a controlled volume) is deposited on top

of a planar surface, a microscope slide in this case. The microscope slide has been

previously plasma-etched to remove any impurities that the glass surface could have.

The microscope slide with a droplet on top is located on the spin-coater. Three pa-

rameters need to be entered to control the spin-coater: the duration time (tsc), the

maximum angular speed (ωsc), and the angular acceleration (αsc) to reach ωsc. Then,

the spin-coater spins for tsc seconds following a pattern assigned by αsc and ωsc. Once

the process is finished, the sample is removed and placed under the illumination of a

UV lamp, which joins the monomers of the resin to form a solid polymer. In this way,

after the last step, the particles find themselves trapped in a homogeneous medium.

If the concentration of particles is right (neither too low nor too high), it will be easy
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to find particles under the microscope and some of them will be isolated, i.e. single

particles whose closest particles are at a distance of 10 λs.

As it has been explained in chapters 4 and 5, the relative index of refraction between

the single spheres and the surrounding medium is a crucial parameter to observe many

phenomena. In fact, the example given at section 4.4 and Figure 5.2 clearly show

that high nr play an important role to either excite WGMs, or to preserve helicity.

The refractive index of polymers varies from 1.3-1.7 [225]. The most common ones for

lithographic processes, such as PMMA or SU-8, have n ≈ 1.5 [226, 227]. That means

that with these typical polymers, particles with n > 2.4 are needed in order to obtain

nr > 1.6.

Finding spheres with high refractive indexes is hard. Silicon is a very good candi-

date working at telecommunication wavelengths with n > 3, but it absorbs too much

in the optical region [166]. In the experiments carried out in chapter 8, particles made

of Titania (TiO2) have been used. Titania can be found in different phases, amorphous,

anatase and rutile. The three phases have different refractive indexes. At λ = 500 nm,

rutile has nru = 2.7 [228], anatase has nan = 2.3 [229], and the amorphous phase

nam = 1.8 [229]. Spheres made of these materials have been purchased from a Cana-

dian company, MKnano8.

In order to increase even further the contrast, a low-refractive index resin from an

Israeli company called MY Polymers Ldt.9 was acquired. The refractive index is

nre = 1.33. However, mixing titania particles with the resins acquired from MY Poly-

mers has turned out to be challenging. The resins are highly hydrophobic, that is,

they repel water. Whilst titania particles are given in aqueous solutions as they are

hydrophilic. The way to fix this problem is to mix the aqueous solution in methanol,

8http://www.mknano.com/
9www.mypolymers.com/

http://www.mknano.com/
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Figure 6.11: Dark-field image of Φ = 950 nm titania particles deposited on a coverslip
after being spun. The images have been obtained from directly above the coverslip.

which is also hydrophobic. Xavier Vidal and I have seen that when the aqueous so-

lution of titania particles is mixed with methanol in a 1/10 or 1/100 water/methanol

manner, then the mix of titania and resin give acceptable results. That is, even though

lots of particles still agglomerate, some of them can be isolated and surrounded by

an homogeneous and isotropic medium. However, we have not been able to produce

samples where the air-polymer interface is parallel to the coverslip surface. Since we

are interested in symmetric samples, we have dismissed them due to these asymmetries.

Instead, we have done something else. We have deposited the aqueous solution of

titania particles directly on top of a coverslip. The sample has been spun using the

spin-coater to redistribute the particles across the sample and get some isolated single

spheres. The result is displayed by Figure 6.11, which is a dark-field image of a certain

region of one of our samples. Even though these samples do not have spherical sym-

metry, they still keep the cylindrical one. Thus, they are still good candidates to test

the theories developed in chapters 4 and 5, as they must preserve Jz.



“For a succesful technology, reality must take precedence over public
relations, for nature cannot be fooled.”

Richard P. Feynman

7
Experiments with single nano-apertures

7.1 Introduction

In this chapter, a way of controlling the scattering of a given nano-structure with the

incident field is shown. As it was explained in section 2.6, the conventional way to

control the scattering response of a structure is by characterizing its scattering matrix

S(g,m), where g and m are general sets of variables describing the geometrical and

material properties of the structure, respectively. Then, assuming a ŝ or p̂ plane wave-

excitation, the geometrical and/or material properties of the structure are modified to

control the optical response given the corresponding plane wave excitation. There is

an alternative and less-explored way of controlling the response of structures, and that

is by tuning the properties of the incident beam. That is, once the scattering matrix

has been characterized, a certain response can be obtained as a weighted superposition

of individual responses of different plane waves:

Eout(r) =

(∫
d3k′i exp(ik′i · r)S(g,m) ∗ Ein(k′i)

)
(r) (7.1)

where k′i is each of the different plane waves that take part in the superposition, and

Ein(k′i) is the Fourier transform of the incident field, which modulates the plane wave

115
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decomposition. Both approaches are equally challenging and complementary. For ex-

ample, once a structure is characterized, the knowledge of the response to different

input beams can be used to control its scattering. Alternatively, once the structure is

chosen but not characterized, the incoming beams used to probe it can be modified

to maximize the information retrieved from the sample. In this sense, exploiting the

symmetries of the sample allows for identifying correlations between input and output

fields.

Here, the scattering of a non-chiral sample is controlled with vortex beams to ex-

perimentally induce a huge CD. These results are presented in section 7.3, but before

that an analysis of the experiment in terms of symmetries is carried out.

7.2 Symmetries

The interaction of light with nano-apertures is a problem that has been carefully

studied by many scientists. In particular, the work of Ebbesen et al. [230] show-

ing that nano-apertures could have an extraordinary transmission due to the coupling

of light and SPPs opened up lots of possibilities among different fields in optics, micro-

manipulation, biophysics and condensed-matter [231–234]. Lots of these studies have

focused on how the nano-apertures couple with SPPs depending on many different

parameters [235–238]. Some others have focused on the radiation diagram of these

nano-apertures and have studied how the ŝ and p̂ polarization states are transmitted

through the apertures both theoretically and numerically [90, 239–243]. Finally, the

excitation of surface plasmon with subwavelength nano-apertures has also been used

to induce spin-orbit interactions [35–37, 244–246].

Here, it will be shown that a symmetry characterization of both samples and exci-

tation beams can allow for a predictive description of light-matter interactions at the

nano-scale. First, the symmetries of the nano-apertures shown in section 6.4.1 are

characterized. As described in section 6.4.1, the sample is a 1mm glass film coated
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with a gold layer of 200nm. The sizes of the nano-apertures as well as their devia-

tion from a circle are given by Table 6.2. Then, with a very good approximation, the

circular nano-apertures are symmetric under rotations along the z axis, where the z

axis stands for the normal direction of the sample. With the same assumption, they

are also symmetric under any mirror transformation that contains the z axis. Last

but not least, since the samples behave as linear media (see section 3.2), they are also

symmetric under time translations and therefore the frequency of light is preserved in

the interaction. In contrast, spatial translations and duality symmetry are broken. All

these symmetry considerations of the samples are inherited by the scattering matrix

S(g,m). Thus, the scattering matrix commutes with the following three operators1:[
S, Rz

]
=
[
S,M{ẑ}

]
=
[
S, T∆t

]
= 0 (7.2)

Now, even though the experiment will be done with a single nanohole, the CD study

will be carried out with a more general system formed by two MOs and the sample

(see Figure 7.1). This more general system will be referred to as target (T). The

idea is that the microscope objectives are symmetric under the same transformations

as the sample: rotations around the z axis, mirror symmetries containing the z axis

and temporal translations (see section 2.6). Thus, target and sample are equivalent

in terms of symmetries. This fact will be exploited in the study of CD in section 7.3.

Moreover, it will be considered that the action of the two microscope objectives and

the sample can be characterized by a linear integro-differential operator that inherits

all the properties of the target. I will denote this operator as T. Similarly to the

scattering matrix, T fulfils the following commutation rules:[
T, Rz

]
=
[
T,M{ẑ}

]
=
[
T, T∆t

]
= 0 (7.3)

7.2.1 Duality symmetry

One main difference between the MOs and the sample is that the MOs preserve helicity

(see section 2.6), whereas the sample does not. In this subsection, the mechanism by

1See section 2.2 to see the definition of these operators
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Figure 7.1: Schematics of the Target = MOs + Sample. MO1 focus light onto the sample
and the scattering is collected by MO2.

which duality symmetry is highly broken in the sample is explained. As it has been

explained in previous chapters, the helicity operator Λ is the generator of duality trans-

formations. Therefore, the helicity of light is not preserved upon interaction when the

sample is not dual, and vice versa.

It is known that the microscopic Maxwell equations for material media always break

duality symmetry [41, 42]. However, it was proven in [41] that duality symmetry can

be restored in the macroscopic Maxwell equations if there is an impedance matching

between all the media where the studied EM interaction takes place. That is,

εi
µi

= const⇐⇒ Λ conservation (7.4)

for any medium made of an arbitrary number of isotropic and homogeneous sub-media

i, εi and µi being its electric permittivity and magnetic permeability. This is not the

case for the sample, made of gold and glass. Clearly,

εglass

µglass

6= εair

µair

6= εgold

µgold

(7.5)

therefore duality symmetry must be broken by the sample.

In contrast, as shown in section 2.6, MOs are made in a way such that helicity is
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Figure 7.2: Schematics of a helicity projection scheme. A beam with a well-defined
helicity is focused down to a sample that breaks duality symmetry. As a consequence, an
additional helicity component is created. A quarter-wave plate and a linear polariser are used
to separate the two helicity states.

preserved2. That is, consider a paraxial beam of light with a well-defined helicity p.

Because the beam is paraxial, the polarization has to be circular (σ̂p). Now, it is

well-known that when a beam is tightly focused, the polarization changes so that the

transversality of the field is maintained [38, 49, 54]. However, because MOs preserve

helicity, the helicity of the beam at the focus is still p.

Then, the interaction with the sample takes place. The sample is not dual-symmetric,

therefore helicity is not preserved. That is, an opposite helicity component −p is cre-

ated upon scattering.

The scattered light is collected by the second MO, which also preserves helicity. If

the collecting MO is placed at a focal distance of the sample, then the beam coming

out of the objective is a paraxial field again. Hence, one component of the helicity is

left circularly polarized (LCP) and the other one is right circularly polarized (RCP).

LCP corresponds to σ̂+ and RCP to σ̂−. Then, by projecting the states back to a linear

basis, the two different helicity components can be analysed separately.

The method is depicted in Figure 7.2. Between MO1 and QWP, the red helix rep-

2As a consequence, the action of two MOs preserves the polarisation state. This statement has
been experimentally verified in the laboratory using a Thorlabs polarimeter. The value of the third
Stokes parameter S3 remained the same when it was measured with or without the MOs.
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resents a beam with a helicity p, and the blue helix represents a beam with a helicity

−p. It can be seen that the beam has helicity p before it interacts with the sample.

Once the interaction has been taken place, the beam is a combination of red and blue,

as a −p helicity component has been created. The quarter-wave plate (QWP) changes

the polarization state from LCP and RCP to horizontal and vertical, so that the linear

polariser (P) can filter out one of the components. Note that the −p helicity compo-

nent has an exceptional signal ratio. That is, all the light analysed with the −p helicity

component exclusively comes from the sample and not from the incident field, except

for the experimental errors introduced by the QWP and LP.

The fact that a nano-aperture scatters light in the crossed helicity component is not

surprising. Any macroscopic material which does not fulfil equation (7.4) breaks dual-

ity symmetry and creates light with the crossed helicity component −p. As I showed

in chapter 5, some very specific conditions need to be fulfilled so that dielectric spheres

behave in a dual way. However, the creation of modes with helicity −p with a circular

nano-aperture is interesting from different perspectives.

Firstly, due to the sub-wavelength nature of the nano-apertures, duality symmetry

is highly broken. To analyse it, it is useful to define a ratio of light scattered into the

crossed helicity component divided over the direct one, γ. The definition of γ is very

similar to the transfer function Tp(R, nr) defined in section 5.3, except for a subtlety:

Tp(R, nr) takes into account the intensity which is backscattered, whereas γ is only

defined in transmission. If the γ ratio is computed for the glass + gold multilayer sys-

tem, it turns out to be of the order of 10−3 [167]. However, the nano-aperture highly

breaks duality symmetry and then γ is of the order of 1 [167]. This incredibly high

helicity conversion ratio is due to the coupling of the scattered field to surface modes

of the multilayer system, whose character is TE/TM [167, 241]. Thus, the study of the

−p helicity component as well as its intensity ratio with respect to the direct one can

allow for the characterization of the coupling of light to surface modes.
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Secondly, the creation of modes with helicity −p can also be very useful to link ge-

ometrical and material symmetries of the sample to spin-orbit interactions. In the

literature, spin-orbit couplings are used to explain phenomena where the polarization

(spin) and spatial properties of light (orbital) are linked. Due to the non-paraxial

nature of the helicity formalism, spin-orbit interactions are naturally included. Thus,

in section 7.4, it will be shown that the two helicity components give rise to different

spatial modes with different spatial properties and polarizations. Last but not least,

the spatial properties of the crossed helicity component have been also used in [247] to

develop a highly stable nanopositioning method to center a sample in only three steps.

7.3 Circular Dichroism

In this section, the second method to control the scattering of a structure explained in

section 7.1 is used to induce giant CD on a sample. Since its discovery in the 19th cen-

tury, CD has been widely used in science. Defined as the differential absorption LCP

and RCP [248], its uses are as diverse as protein spectroscopy, DNA studies and char-

acterization of the electronic structure of samples [249]. In the advent of nano-photonic

circuitry, a lot of work has been put recently into characterizing plasmonic components

and optical metamaterials in terms of CD [250–258]. The approach in all these works

is the same one. CD wants to be induced with a structure that is illuminated under

a plane wave excitation. In order to achieve it, structures with a non-trivial geometry

made of a smart combination of materials are engineered. In fact, in all the cases cited

before, the structures engineered are chiral. A chiral structure is such that none of

its mirror symmetric images can be superimposed the sample itself [248, 259]. One of

the mains reasons why the design of the structures is chiral is an important theorem

known in molecular physics:

“We know today, in molecular terms, that the one necessary and sufficient
condition for a substance to exhibit optical activity is that its molecular structure
be such that it cannot be superimposed on its image obtained by reflection in
a mirror.”

David M. Bishop, Group theory and chemistry, (2012) page 20
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The approach that it is taken here to achieve CD is completely different. The nano-

structure that will be used to induce CD is a circular nano-apertures. Typically it was

thought that a non-chiral sample could not induce CD. However, recent experiments

with non-chiral plasmonic planar structures have shown that a non-zero CD can be

obtained with a sample that lacks mirror symmetry with respect to the incident input

beam, but it is non-chiral on its own [260–263]. Other attempts to create CD with a

non-chiral sample have been carried out surrounding the sample with a chiral medium

[264, 265]. Here, I will go a step further and induce giant CD in a non-chiral sample

such as a circular nano-aperture using light at normal incidence. In contrast to the

previous approaches, the mirror symmetry of the system is broken with an internal

degree of freedom of the input beam: its angular momentum. The results presented

in this section show that CD can be induced in a symmetric sample if the beam used

to make the CD measurement is a vortex beam. The reasons behind this interesting

phenomenon are two. Firstly, the two LCP and RCP beams used to carry out the

CD measurement are not mirror symmetric. And secondly, the LCP and RCP vortex

beams have an AM that differs in two units.

A sketch of the experimental set-up used in the experiment is depicted in Figure 7.3.

It can be divided into three parts: preparation of states, non-paraxial interaction with

the sample, and measurement. For the state preparation, a HeNe laser working at

λ = 632.8nm was used. It produces a collimated, linearly polarized Gaussian beam.

The beam is expanded with a beam expander (lenses L1-L2) to match the dimensions

of the chip of the SLM. Both lenses are achromatic with an anti-reflection coating for

650−1050nm. Their focal lenses are f1 = 200nm and f2 = 300nm respectively, making

the magnitude of the beam expander equal to 1.5. Then, the polarization state of the

beam is modified with a linear polariser (P1) and a half-wave plate (HWP) to maximize

the efficiency of the SLM. The linear polariser is a Glan-Taylor Calcite Polarizer with

a 650− 1050nm coating. The HWP is an achromatic zero-order wave plate from New-

port (10RP02-28). Then, the SLM creates a vortex beam by displaying an optimized
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Figure 7.3: (a) Schematic view of the optical set-up in consideration. LCP and RCP
vortex beams go through a sub-wavelength circular aperture and their transmissivities are
recorded with a CCD camera. (b) A pitchfork-like hologram is used to create a vortex beam.
(c) Intensity profile of one of the vortex beams used in the experiment. (d) SEM images of
two isolated circular nano-apertures.

pitchfork hologram [266] (see Figure 7.3(b)). Proper control of the pitchfork hologram

allows for the creation of a phase singularity of order l in the center of the beam, i.e.

the phase of the beam twists around its center from 0 to 2πl radians in one revolution.

Note that when l = 0, the SLM behaves simply as a mirror. As explained in section

6.2.3 and appendix B, the SLM produces different diffraction orders. In order to filter

the non-desired orders of diffraction, a modified 4-f filtering system with the lenses L3-

L4 and an iris (I) in the middle is used. Lens L3 (achromatic AC254-150-B-ML from

Thorlabs) Fourier-transforms the beam, and the iris selects the 1st diffraction order

and filters out the rest. Then, lens L4 (achromatic AC254-125-B-ML from Thorlabs)

is used to match the size of the back-aperture of the microscope objective that will be

used to focus the beam down to the sample. But before focusing, the preparation of

the input beam is finished by setting its polarization to either LCP or RCP. This is

done with a linear polariser (P2), which is also a GT10-B like P1, and a quarter-wave
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plate (QWP1). The QWP1 is a 10RP04-28 zero-order quartz wave-plate from Newport.

Since the beam is collimated, this change of polarization does not appreciably affect

the spatial shape of the input beam.

After this initial preparation, the light is focused down to interact with the sample

(S), i.e. one of the single circular nano-apertures listed in Table 6.2. The focus-

ing MO1 is a water-immersion Olympus LUMFLN60XW3 with NA=1.1 and a long

working distance (WD=1.5mm). The nano-apertures are centred with respect to the

incident beam with a nano-positioning stage. The sample is mounted on a piezo elec-

tric transducer on closed-loop with resolution below 0.5nm (translation range 300 µm

with 20-bit USB interface and noise floor of tens of picometers). Then, the centring

is done maximizing the intensity going through the aperture when a Gaussian beam

(vortex beam with charge l = 0) is used. When a vortex with l 6= 0 is used, the

central position is found by minimizing the intensity going through the nano-aperture.

The interaction of the light and the centred nano-aperture occurs in the non-paraxial

regime. Typically, the nano-aperture only allows a small part of the incoming beam

to be transmitted. The transmitted light is scattered in all directions. This facilitates

the coupling of light to superficial modes of light, as it has been described theoretically

and experimentally by many authors [241, 243, 267]. The light transmitted through

the sample is collected by another microscope objective (MO2). MO2 is an Olympus

MPLFLN100x4, whose NA=0.9 and WD=1mm. MO2 collects the transmitted light

through the aperture and images it on a charged-couple device (CCD) camera, which

sits more than 1m apart of MO2. The CCD camera is used to capture the transmitted

intensity.

The procedure to measure CD is the following: First, a vortex beam of topological

charge l is created with the SLM. Secondly, the QWP1 is rotated to create a LCP

state. Then the sample is centred with respect to the beam at the focal plane of MO1

3http://www.olympusamerica.com/seg section/uis2/seg uis2.asp
4http://www.olympus-ims.com/en/microscope/mplfln/
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Table 7.1: Measurements of CD(%) for three different phase singularities l as a function
of the diameter of the nano-aperture. CD is computed using equation (7.6).

Φ(nm) l = −1 l = 0 l = 1

d1 = 237 −78± 6 −0.130± 0.003 68± 6

d2 = 212 −91± 6 −1.843± 0.004 84± 6

d3 = 325 −10± 4 0.596± 0.004 9.8± 1.1

d4 = 317 −7± 5 1.258± 0.005 12± 4

d5 = 333 −9± 4 0.841± 0.005 13± 2

d6 = 432 −22.3± 0.8 0.596± 0.003 27.1± 0.8

d7 = 429 −34± 2 −1.055± 0.007 37.5± 1.3

d8 = 433 −46.8± 1.3 0.629± 0.004 45.9± 0.8

in the manner explained before. The transmitted intensity ILl is measured with the

CCD camera, where L stands for the polarization of the beam (LCP) and l for its

topological charge. Later, the QWP1 is rotated again to change the polarization state

to RCP. The sample is re-centred. Finally, the transmitted intensity IRl is measured.

Given the two measured values ILl and IRl , the CD measurement given an incident

vortex beam with charge l can be computed as:

CDl(%) =
ILl − IRl
ILl + IRl

· 100 (7.6)

The results of the experiment are presented in Table 7.1 and Figure 7.4. The first

column of Table 7.1 shows the size of the nano-aperture in consideration. The rest of

columns show the measured CD using beams with different phase singularities of order

l = −1, 0, 1, respectively. As expected, due to the fact that the circular nano-aperture

is mirror symmetric and the incidence is normal, the CD is very close to zero when

the incident beam is Gaussian (l = 0). The residual CD can be attributed to the

small asymmetries of the sample (characterized in section 6.4.1) or the incoming beam.

When vortex beams with l = −1, 1 are used the situation is very different. A non-null

CD is obtained. This value is of the order of 90% for some nano-apertures, even though

the incidence is normal and the nano-aperture is still mirror symmetric. Because the
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Figure 7.4: Measurements of CD(%) for three different phase singularities l as a function
of the diameter of the nano-aperture. CD is computed using equation (7.6). Black diamonds
are used to represent the CD obtained with l = 1; green circles for l = 0 and magenta hexagon
stars for l = −1.

theoretical maximum value for CD given the formula (7.6) is 100%, it is fair to say

that for certain sizes a giant value of CD has been obtained. Furthermore, it can be

observed that there is an underlying symmetry relating the value of CD1 and CD−1.

Indeed, CD1 ' −CD−1. Hereafter the results are discussed and the mechanisms by

which CD1 ' −CD−1 6= 0 are unveiled. It will be seen that symmetries considerations

are almost enough to predict these results. However, it will be shown that not only the

symmetries of the sample need to be taken into account, but also the symmetries of

light. The symmetries of the target have been analysed in section 7.2. T is symmetric

under time translations, rotation around the z axis, and mirror symmetries containing

off a plane containing the z axis. Thus, T fulfils the commutation relations given by

equation (7.3). Now we will turn our attention to the symmetries of the light beams.
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The electric field of the light beam incident on T can be described within the paraxial

approximation with the complex vector:

Ein
p,l = Aρle(ilφ+ikz)e(−ρ2/w0)σ̂p (7.7)

where σ̂p = (x̂+ipŷ)/
√

2, x̂ and ŷ being the horizontal and vertical polarization vectors,

A is a normalisation constant, k = 2π/λ with λ the wavelength in consideration, and

ρ, φ, z are the cylindrical coordinates. An implicit harmonic exp(−iωt) dependence is

assumed, where ω = 2πc/λ is the angular frequency of light, and c is the speed of light

in vacuum. Note that p = 1 refers to LCP and p = −1 to RCP. Now, if we apply a

rotation around the z axis by an angle θ to this beam, the transformed field acquires

a constant phase:

Rz(θ)E
in
p,l = exp(−i(p+ l)θ)Ein

p,l (7.8)

That is, Ein
p,l is a cylindrically symmetric beam (see section 4.1). Thus, Ein

p,l is also an

eigenstates of the generator of rotations around the z axis, i.e. the z component of the

total AM Jz:

JzE
in
p,l = (p+ l)Ein

p,l (7.9)

The Jz eigenvalue is m = p+l. Also note that a beam with p 6= ±1 would be elliptically

polarized (linearly when p = 0) and would no longer be an eigenstate of Jz, since a

rotation of the field would not leave it invariant except for a phase (see Appendix A for

more information about rotations of EM fields). The helicity operator Λ5 can also be

applied to Ein
p,l. If only paraxial terms are considered, then the following result yields:

ΛEin
p,l ≈ pEin

p,l (7.10)

Hence, in the paraxial approximation, a beam Ein
p,l with p = 1 is both LCP and also an

eigenvector of Λ with value 1. In the same way, a beam Ein
p,l with p = −1 is RCP and

its helicity equals to −1. It is important to emphasize that this simple relation between

helicity and polarization is only valid because the light beam is being described in the

paraxial regime. When the paraxial approximation does not hold, the polarization of

the field and helicity can no longer be so simply related with helicity, as it is shown in

5See section 2.2 to find its differential expression.
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chapter 2 and [54]. Now, if a mirror transformation is applied to the incident beam,

the following result is obtained:

M{ẑ}E
in
p,l = exp(iα)Ein

−p,−l. (7.11)

where α is a phase given by the specific mirror transformation chosen6. That is, a

beam with flipped values of Jz and Λ is obtained. As shown in section 2.2, this is

a consequence of the fact that both Jz and Λ anti-commute with mirror symmetry

transformations M{ẑ} [40]:

M †
{ẑ}JzM{ẑ} = −Jz (7.12)

M †
{ẑ}ΛM{ẑ} = −Λ (7.13)

In order to explain the experimental results given by Table 7.1 and Figure 7.4, the field

transmitted through the nano-apertures and collimated by MO2 Et
p,l is classified with

the parameters p and l from the incident field: p = −1, 1 and l = −1, 0, 1. Remember

that for the incident field Ein
p,l, p is modified with QWP1 and l with the SLM (see

Figure 7.3). Mathematically, the field Et
p,l can be obtained through the use of the

target operator T, which can be found using the Green dyadic formalism and contains

all the relevant information about target T [241, 268]. That is, Et
p,l = T{Ein

p,l}, where

the action of T on the incident field will in general be in the form of a convolution. As

T is simply the mathematical description of T, T inherits the symmetries of T. Thus,

due to the cylindrical and mirror symmetries of the target and given an incident field

Ein
p,l, the following two statements hold: First, the transmitted field Et

p,l will also be an

eigenstate of Jz with the same eigenvalue of m = p + l. Second, two incident beams

which are mirror images of each other will produce two transmitted fields which will

be mirror images. The proof of both statements is given next. Due to the bijective

properties of the exponential function, the commutation relation between T and Rz

can be extended to the generator of rotations Jz:

J†zTJz = T (7.14)

6Remember that M{ẑ} is any mirror symmetry that contains the z axis. Therefore, a rotation
angle is needed to define a particular M{ẑ}. If M{ẑ} is written as Mn̂, the unitary normal vector to
the plane is n̂ = cosαx̂ + sinαŷ.
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Then, given that Ein
p,l is an eigenvector of Jz, Et

p,l must also be an eigenvector of Jz

with the same eigenvalue:

Jz
[
Et
p,l

]
= Jz

[
T{Ein

p,l}
]

= T{Jz
[
Ein
p,l

]
} = (p+ l)T{Ein

p,l} = (p+ l)Et
p,l (7.15)

Then, as explained in section 7.2, given a sample which is symmetric under mirror

transformations, its scattering matrix must commute with M{ẑ}, i.e.
[
T,M{ẑ}

]
= 0.

Now, given two mirror symmetric beams such as Ein
p,l and Ein

−p,−l (see equation (7.11)),

it can be checked that their respective transmitted fields (Et
p,l and Et

−p,−l) are related

with a mirror symmetry:

Et
p,l = T{Ein

p,l} = T{exp(iα)M{ẑ}E
in
−p,−l} = M{ẑ}T{exp(iα)Ein

−p,−l}

= exp(iα)M{ẑ}E
t
−p,−l

(7.16)

That is, given two mirror symmetric beams such as Ein
p,l and Ein

−p,−l (see equation (7.11)),

their transmitted beams Et
p,l = T{Ein

p,l} and Et
−p,−l = T{Ein

−p,−l} are connected via a

mirror symmetry: Et
p,l = exp(iα)M{ẑ}E

t
−p,−l. This last result is one of the key points

to understand the CD measurements with vortex beams presented in Table 7.1 and

Figure 7.4. Indeed, in equation (7.6), the intensities ILl and IRl can be obtained from

the transmitted electric field as:

I
L/R
l =

∫ ∞
−∞

∫ ∞
−∞
|Et

+1/−1,l|2dxdy, (7.17)

where the integral is taken on the plane of the detector (in our case CCD chip of the

camera). Then, for a mirror symmetric sample, it can be proven that:

I
L/R
l = I

R/L
−l (7.18)

The proof of equation (7.18) is done in Appendix C. Next, equation (7.18) is applied

to prove that CD0 = 0 and that CDl = −CD−l. When l = 0, it is easy to see that

IL0 = IR0 . Substituting this in the definition of CD, i.e. equation (7.6), yields CD0 = 0.

However, when l 6= 0, equation (7.18) leads to ILl − IRl = IR−l − IL−l = −(IL−l − IR−l),

which implies that CDl = CD−l, in very good agreement with our measurements7.

7Note that all the experimental values are consistent with CDl = CD−l, within the experimental
error bars.
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Powerful as these symmetry considerations are, they still cannot explain the measured

quantitative results of CD, nor their variation with the diameter of the nano-aperture.

They only indicate that when l 6= 0 the two opposite circular polarizations are not the

mirror image of each other and then the associated CDl does not have to be zero. Here,

the AM of light plays a crucial role again. In general, it can be observed that CD mea-

surements compare the differential ratio of electromagnetic fields with opposite circular

polarization and a difference of AM of 2 units. For example, CDl=1 relates |Et
1,1|2 and

|Et
−1,1|2, whose respective AM values are mp=1 = 1 + 1 = 2 and mp=−1 = 1− 1 = 0. It

is then interesting to observe that even though CD is usually defined as the differential

absorption of circular polarization states, it also measures the differential absorption

of AM states. In the case of the nano-aperture, this is the most probable cause of the

giant value of CD obtained in the experiments. Even though the sample is cylindrically

symmetric, thus preserving the AM of field, input beams with different values of AM

have very different scattering amplitudes8. This was shown and used in chapter 4 to

enhance the ripple structure and excite WGMs.

Furthermore, using the model of the aplanatic lens [49, 93], one can check that the

fields at the focal plane of MO1 produced by Ein
−1,l and Ein

1,l are completely different.

Indeed, due to their different AM content, Ein
1,l has a vortex beam in the ẑ polarization,

whereas Ein
−1,l does not (see Figure 7.5(b))9. Consequently, their multipolar decom-

positions are also very different (see Figure 4.2), surely giving rise to very different

coupling scenarios.

This fact can be analytically proven for spheres, where different couplings can oc-

cur not only depending on the geometry of the particles but also on the beams used

to excite these particles (see chapter 4). But actually, very similar effects have been

8If the sample was a sphere, the scattering amplitudes would be the Mie coefficients
9The fields shown in Figure 7.5(b) can be obtained using the expression for the Bessel beams given

by equation (2.42).
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Figure 7.5: a) Sketch of the addition to the set-up in order to perform a projective
measurement of the circular polarisation states. The projective measurement is done in the
following manner. Firstly, the metallic sample is removed from the nano-positioning system.
Secondly, a LCP beam Ein

1,l is focused with MO1 and collimated with MO2. Then, a second
quarter-wave plate (QWP2) and a linear polarizer (P3) are used to select either the LCP
(direct component) or the RCP (crossed component) of the transmitted beam. At last, the
sample is put back on the nano-positioning device, which places it at the focal plane of MO1,
and re-centres it with the incident beam. b) Intensity and phase plots of the two beams used
to carry out the measurement of CDl=1, i.e. Ein

1,1 and Ein
−1,1. In the upper row, the intensity

and phase of the beams are shown on the back-aperture plane of the MO1. Both the intensity
and the phase can be described with equation (7.7). In contrast, the three rows below show
the intensity and the phase of the same beams (Ein

1,1 and Ein
−1,1) at the focal plane of MO1.

As it can be observed, even though their paraxial intensities and phases are analogous, their
structure is completely different at the focal plane. This is a direct consequence of the fact
that the AM of both beams differ in two units.
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experimentally observed for other plasmonic structures [36, 245, 269, 270].

In conclusion, a new method to induce CD has been demonstrated. Instead of tweak-

ing the scattering matrix S of the structure by to changing the geometry or material

properties, vortex beams have been used carry out the measurement. As a result, it

has been proven that a giant CD can be induced on a single non-chiral sub-wavelength

sample, at normal incidence. To do so, the transmission of beams with three different

phase singularities of order l = −1, 0, 1 has been studied. It has been seen that the

results can be conveyed from a symmetry perspective. In particular, it has been proven

that even for mirror symmetric systems, CD can be induced if the LCP and RCP beams

are not connected via a mirror symmetry. In addition, it has been shown that the in-

formation carried by CD measurements has two different contributions: the differential

scattering of different circular polarization states but also the differential scattering of

different angular momentum states. Thus, it is expected that vortex beam-induced

CD will be able to unveil properties of the sample which are hidden to standard CD

measurements. Finally, it is interesting to see that in other related phenomena, such

as molecular optical activity, the interplay between the two symmetries associated to

helicity and AM (electromagnetic duality and rotational symmetry) are also essential

to fully understand the problem from first principles [161].

7.4 Angular momentum preservation

In this section, in order to further explore the AM scattering from nano-apertures, an

experimental characterization of the modes transmitted through the nano-apertures

has been carried out. As mentioned earlier, due to the cylindrical symmetry of the

nano-apertures, both Ein
p,l and Et

p,l are eigenstates of Jz with value (p+l). Nevertheless,

because the sample is non-dual, helicity is not preserved upon interaction, therefore

p and l may not be preserved individually. This phenomenon has been detailed in

subsection 7.2.1: it is a consequence of the duality symmetry being highly broken by

the nano-aperture and the multilayer system [41, 54, 130, 167, 271]. In order to measure

it, two elements have been added to the set-up to perform a projective measurement of
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the two helicity components, and at the same time determine the topological charge l

of the corresponding mode (See Figure 7.5(a)). The two elements added in the set-up

are a quarter-wave plate and a linear polarizer (QWP2 and P3 in Figure 7.5(a)). First,

QWP2 transforms the circular polarization into linear. Then, due to the fact that the

two different helicity components are orthogonal, if one gets transformed into x̂, the

other one goes to ŷ. Therefore, the linear polariser P3 serves as an analyser: it selects

one of the two helicity components, and removes the other one. As mentioned earlier,

due to the fact that the duality symmetry is highly broken by the sample, the helicity

of the incident beam Ein
p,l is not preserved. Thus, the field Et

p,l comprises two helicity

components, one of polarization σ̂p and another one of polarization σ̂−p:

Et
p,l = At

p,l(x, y)σ̂p +Bt
p,l(x, y)σ̂−p (7.19)

where At
p,l(x, y) and Bt

p,l(x, y) are the complex amplitudes of the two polarizations at

the plane of the camera. At
p,l(x, y) is denoted as the direct component, as it maintains

the polarization state σ̂p and consequently the topological charge l, as AM needs to

be conserved. The other orthogonal component is Bt
p,l(x, y), and it will be denoted

as crossed component. The crossed component has a polarization state σ̂−p when the

incident state is σ̂p. Due to the cylindrical symmetry, the value of the AM along the z

axis must be preserved. Therefore, when p changes to −p, l goes to l+2p. That is, the

crossed component Bt
p,l(x, y) is a vortex beam whose topological charge differs in two

units with respect to the incident beam Ein
p,l. This is depicted in Figure 7.6. The six

images in Figure 7.6 are the CCD recorded images for Bt
p,l(x, y) when the values of p

and l of the incident beam are p = −1, 1 and l = −1, 0, 1. Hence, the image taken with

(p = 1, l = 1) corresponds to Bt
1,1(x, y), and consequently its vortex has an topological

charge l′ = l+ 2p = 1 + 2 = 3. However, instead of observing a vortex of charge l′ = 3,

three singularities of charge l = 1 are observed. This occurs because higher order

phase singularities are very unstable and prone to split into first order singularities

[272? –274]. Thus, in the current scenario, a phase singularity of order l′ will split

into |l′| singularities of order sign(l′). This is the principal feature that is captured in

the snapshots of Figure 7.6. They can be experimentally used to verify that the AM
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Figure 7.6: Crossed component |Bt
p,l(x, y)|2 for p = −1, 1 and l = −1, 0, 1. The values

of p and l are the ones carried by the incident beam Ein
p,l. Given a row p and a column l,

the image represents |Bt
p,l(x, y)|2, which is a mode of light with polarization −p and a phase

singularity l + 2p. The six far-field images have been taken using the nano-aperture d8

along the z axis is conserved within the experimental errors. The preservation of AM

in the z direction is also observed with the direct transmitted component At
p,l(x, y).

This is depicted in Figure 7.7 for the same six incident beams. The intensity profiles

are not as surprising as the ones shown in Figure 7.6, as their intensity distributions

are qualitatively the same ones as the incident beams Ein
p,l, whose expression is given

by equation (7.7). The preservation of AM in a cylindrically symmetric system has

also been reported by some other authors. In a very recent experiment, Gorodetski

et al. observed similar phenomena to the ones reported here [246], even though their

samples were not always cylindrically symmetric. Instead, they managed to transfer

AM from their sub-wavelength samples to the EM field and measure it in the far

field. Also very recently, Chimento and co-workers observed the preservation of the z

component of the AM using an incident Gaussian beam and a 20 µm circular aperture

[275]. Finally, Vuong et al. described how phase singularities can arise and change

with the polarization of the incident field, in the near-field of sub-wavelength apertures

[35]. However, to the best of my knowledge, this is the first time that the transmission
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Figure 7.7: Direct component |At
p,l(x, y)|2 for p = −1, 1 and l = −1, 0, 1. The values of

p and l are the ones carried by the incident beam Ein
p,l. In contrast to Figure 7.6, p and l

for these images coincide with the values of p and l for the incident beam. All the snapshots
have been taken in the far-field using the nano-aperture d6.

of high AM through circular sub-wavelength apertures is measured in the far field.
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“We are trying to prove ourselves wrong as quickly as possible, be-
cause only in that way can we find progress”

Richard P. Feynman

8
Experiments with single spherical particles

8.1 Scope

The use of light to manipulate small particles has widely spread since the seminal

works of Ashkin in the 1970’s [218–221]. Ashkin studied the levitation of particles of

the order of 10 µm. He showed that the radiation pressure exerted on single particles

of that size is enough to beat gravity and Brownian motion. His seminal works led

to the development of what nowadays is known as optical tweezers [276]. Besides,

optical levitation was also used to measure scattering (or absorption) cross sections

as a function of the size parameter x = 2πR/λ from a single scatterer. Indeed, a

monochromatic laser can be used to trap and levitate a single large droplet of water, e.g.

Φ = 100µm. Then, the power of the laser can be increased and as a result the droplet

starts to evaporate. This allows for measuring the variation of scattering cross section

as a function of x [46, 277]. With the advance of laser technologies, other methods

have been used by different authors to measure scattering efficiencies. Xifré-Pérez et

al. used Fourier Transform Infra-red Spectrometer coupled to a microscope to measure

the scattering cross section of Silicon particles in the infra-red [278]. Similarly, other

authors have combined the use of continuum laser sources with spectral filters to make λ

137
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scans, while keeping the size of the single structure constant [279–281]. In this chapter,

as it was pointed out in section 3.5, I use cylindrically symmetric beams to measure

backward scattering efficiencies for single spheres. As it has been observed in chapter 4,

cylindrically symmetric beams can be used to control the scattering of spheres. They

can enhance their scattering ripple structure, and in case high enough order modes

are used, they can also excite WGMs. Furthermore, the scattering cross section of

spheres excited by vortex beams has, up to my knowledge, never been measured as a

function of λ yet. The only similar experimental realisations have been done at one

fixed wavelength and only using LG modes of order l = −1, 0, 1 [282, 283]. Here, not

only λ scans will be carried out, but also high AM beams such as m = 6 will be used

to study the interaction of symmetric light with these spheres. Even though the study

is not fully complete, the results presented in this chapter ratify the fact that high AM

can unveil some scattering resonances that are hidden under a plane-wave or Gaussian

excitation.

8.2 Experimental set-up

The experimental set-up is schematically displayed in Figure 8.1. Note that the mea-

surements presented in this chapter are done in backscattering. The experimental

set-up allows for measuring forward scattering too, but it has not been used. The

preparation of states is very similar to the one carried out in the previous chapter.

That is, a monochromatic Gaussian mode is expanded using two lenses (L1 and L2) to

match the chip size of the SLM; then, using a linear polariser and a half-wave plate (P1

and HWP), its polarization is set to optimize the efficiency of the SLM; afterwards,

the SLM modifies the phase of the beam to create a vortex beam of order l; the first

diffraction order is selected using a pair of lenses and an iris (L3, L4 and I); then, its

polarization is modified to create a state of well-defined helicity with a linear polariser

and a quarter-wave plate (P2 and QWP1). Later, the light beam hits the back-aperture

lens of MO1 and is focused down to the sample.
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Figure 8.1: Schematics of the experimental set-up. A laser beam of variable wavelength
λ = [760− 810]nm is expanded with two lenses (L1, L2) and polarized with a linear polariser
(P1) and a half-wave plate (HWP) to match the requirements of the SLM. The SLM gives a
spiral phase to the beam and with the use of two lenses (L3, L4) the first diffraction order is
selected by an iris (I). Later, the polarisation of the beam is modified with a linear polariser
(P2) and a quarter-wave plate (QWP1).

Here, a subtlety needs to be commented. In the experiments with nano-apertures

shown in chapter 7, the wavelength of the laser is kept constant, therefore once the

optical path has been aligned, the SLM is not changed. In the current case, the aim of

the experiments makes this part a little bit more complicated. The laser used for this

experiment is a Toptica DLpro tunable diode laser1. Its wavelength range goes from

760-810 nm, and its linewidth is extremely narrow (2 · 10−6 nm). The output power is

over 50mW at all the different wavelengths, peaking at 785nm, where it gives 100mW.

Due to the 50nm range of the laser, the hologram displayed by the SLM produces

1http://www.toptica.com/products/research grade diode lasers/tunable diode lasers.html
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different diffraction angles at the two boundaries of the wavelength range. That is,

∆θ760
x 6= ∆θ810

x , where ∆θx = λ/∆x (see equation (6.17)). This is specially obvious

at the focal plane of MO1. Because of the different diffraction angles, the beam hits

the back-aperture of MO1 in a slightly different position, which creates a considerable

displacement of the focus spot in the focal plane2. Now, the SLM can correct for this

displacement by displaying more or less 2π phase jumps. The formula to give the same

diffraction angle for all wavelengths is:

∆xλ =
λ

λref

∆xλref (8.1)

where λref is the reference wavelength for which the alignment has been done, and

∆xλref is the total number of 2π phase ramps given by the hologram at λ = λref di-

vided by width of the SLM chip. I have chosen λref to be the wavelength for which

the provider of the SLM has made the LUT, which in this case is λ = 785nm. Then,

the alignment is done at λ = 785nm with a certain ∆xλref so that the different orders

separate and the efficiency is still high.

The interaction between the incoming beam and the sample then takes place. The

sample, as explained in section 6.4.2, is a coverslip which has been spin-coated with

a solution of TiO2 particles on top. The slide is placed on a sample holder which

is attached to a nano-positioning device. The nano-positioning device is also clamped

onto a micro-positioning device. The micro-positioner is used to look for single spheres.

Then the single sphere is centred with respect to the beam using the nano-positioning

device, whose precision is 0.5nm (see section 7.3). Note that MO1 is a water immersion

objective, therefore the incoming beam must go through the coverslip first, and then

is scattered off the particle.

The scattering is collected both in the forward and backward semi-spaces. Both of

them analyse the scattering in the same fashion. Figure 8.2 shows the analyser in the

forward direction. It can be observed that MO2 (100x, NA= 0.9) collects the scattered

2In fact, this is the basic principle of holographic optical tweezers [216]
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Figure 8.2: Picture of the forward scattering measuring set-up. MO1 focus light on the
sample, which lies on top of a sample-holder. The sample-holder is clamped onto a nano-
positioning device. The forward scattering is collected by MO2, which sends the light up to a
mirror that reflects the light towards a helicity projector. The helicity projector is formed by
a quarter-wave plate and a linear polariser. The projected state is imaged by a CCD camera.

light and images it on the CCD camera. Before that, a quarter-wave plate projects

the two helicity components onto two different linear polarisations so that a linear po-

lariser can select one of the two and remove the other (see section 7.4 and Figure 7.5).

The backward scattering acquisition set-up is shown in Figure 8.3 and schematically

in Figure 8.1. The same MO1 used to focus the light on the sample is used to collect

the scattering. Then, a beam-splitter (BS) is used to separate the scattered light from

incident beam. The scattered beam is separated into its two orthogonal helicity com-

ponents with a quarter-wave plate and then another linear polariser is used to select

one of the two components. Afterwards, the beam goes through a lens that images the
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Figure 8.3: Picture of the backward scattering acqusition set-up. The light scattered
off the particle in the backward semi-space is collimated by MO1, which sends the beam
downwards. A 45◦ mirror steers the light back to a horizontal plane. Then the scattered
light is separated from the path of the incident light by a beam-splitter (BS). Afterwards, the
light goes through some neutral dentisty filters and the helicity state is transformed using
a quarter-wave plate and a linear polariser. Finally, a lens images the beam onto a CCD
camera.

sample onto a CCD camera.

8.3 Measuring methods

The set-up explained above allows for measuring the direct and crossed helicity compo-

nents both in forward and backward scattering. However, there are a few fundamental

differences between the acquisition of data in forward or backward scattering. Forward

scattering encompasses the scattering of the spheres in the forward semi-plane as well

as all the direct light which does not interact with the sphere. That is, in Mie Theory

notation, the measured electric field is the total field Et, which is the addition of the

scattered field Es, and the incident one Ei (see section 3.3). Due to the size of the
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particles used in this experiment (Φ = 950nm), the contribution of Es to the scattering

is much smaller than the direct light Ei. Thus, an intensity recording of Et with a CCD

camera does not yield a very good signal-to-noise ratio of the scattered field, since the

latter is blurred by the incident beam. Two possible ways of overcoming this problem

are explained next.

The first one uses the fact that the incident beams of light used in this experiment

have a well-defined helicity. Due to this fact, all the incident light is vertically polarised

after it has been collected with MO2 and transformed with a QWP. Now, the scattered

field has two helicity components, as the sphere is not dual, i.e. Es = Es
p + Es

−p. The

direct component Es
p

3 is transformed to a vertical linear polarised state. In contrast,

the crossed component is horizontal linearly polarised after the QWP. Thus, the linear

polariser can filter out the light with helicity p and leave exclusively Es
−p. This method,

even though is elegant and easy to implement, does not always perform as well as one

would wish. If we define tr
4 as the extinction ratio of a linear polariser, then the inten-

sity of the incident beam I i must be smaller than Is−p · t−1
r for this projection to work.

This method has been tried for the set-up shown in Figures 8.2, 8.3 and I i ≈ Is−p · t−1
r ,

therefore the experiment has not been done in this way.

The second method is based on dark-field microscopy principles [144, 284, 285]. MOs

manufacturers make most of the objectives so that they create an image at infinity.

Certainly, these are the ones used in this experiment. Then, their back-aperture plane

contains the Fourier decomposition of the image field. Thus, a 4-f filter system (see

Appendix B.3) can be used to sort the Fourier content of the image field. The idea

is that most of the incident light travels at small kρ’s, whereas the sphere scatters

light for all angles, in particular those kρ ∼ k. Hence, if the light at the center of

3In the same way as I did in the previous chapter, I denote ‘direct component’ to the scattering
component with the same helicity as the incident light. The term ‘crossed component’ is used to refer
to the scattered light whose helicity is the opposite to the incident field.

4tr is defined here as the ratio between the unwanted component and the wanted one. Thus, it can
take values between 0 and 1.



144 Experiments with single spherical particles

Figure 8.4: Schematics of the helicity content in different scattering events. a) A plane
wave with a well-defined helicity (red) hits on an air-glass interface. The transmitted light
preserves the helicity, whilst the reflected light flips the helicity value (blue). b) A non-dual
sphere scatters intensity in both helicity components (red and blue). The division between
left and write semi-spaces is merely aesthetic: both helicities are scattered in all directions. c)
Backward crossed helicity (blue) component of the scattering of a sphere sitting on top an air-
glass interface. The scattering encompasses the crossed helicity component in the backward
semi-space as well as the reflection of the incident beam on the interface. d) Backward direct
helicity (red) component of the scattering of a sphere sitting on top an air-glass interface.
The scattering only encompasses the direct helicity component.

the Fourier plane is blocked, only the spatial frequencies with large kρ’s will be im-

aged by the CCD. Those Fourier components mostly correspond to the scattering of

the particle. Even though this method can potentially give good signal to noise ratios,

we opted for the method presented in the next paragraph because it was more versatile.

The scattering can also be measured in the backward semi-space. And this is the way

the measurements presented in this chapter have been carried out. An intuitive model

behind the measurements in backward scattering is presented in Figure 8.4. Remember
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that the sample that is going to be used to carry out λ scans with different optical

vortices is the one depicted in Figure 6.11 - single TiO2 particles with Φ = 950nm on

a glass coverslip. Then, Figure 8.4(a) sketches the interaction between an incoming

plane wave (grey straight arrow) with a well-defined helicity (red spinning arrow) and

a glass-air interface. It can be seen that a small fraction of light (generally it is about

4% of the incident intensity) represented by a dashed arrow is reflected back. The rest

of the 96% of light goes through and maintains its helicity value5. Now, note that the

4% of the light that is reflected changes its helicity (blue spinning arrow). The interface

acts as a mirror. Without loss of generality, the z axis can be placed in the direction

normal to the interface. Then, the z component of the incident k is flipped, and kx,

ky maintained. The same mirror symmetry applies to the polarisation vectors. That

is, ẑ → −ẑ, and x̂ → x̂, ŷ → ŷ. That implies that the polarisation in the real space

(computed with respect to some external reference frame in the lab) is maintained, but

its projection to the linear momentum direction yields an opposite helicity [163]. The

same conclusion can be reached using the anti-commutation relations between Λ and

Mn̂ (see section 2.2 and equation (7.13)).

Note that the previous explanation is only valid if the incident field is a plane wave

with a well-defined helicity propagating in the direction normal to the interface. In the

experiment, the field that impinges the coverslip is a fully vectorial focused beam with

many different plane waves components, and therefore these considerations do not fully

apply. In particular, the reflected light also has some components with the same helicity

value as the incident beam, as the symmetry arguments why the helicity value must flip

only apply for plane waves travelling at normal incidence to the interface (see section

5.2.) Then, the reflected beam is computed applying the reflection Fresnel coefficients

to each of the ŝ and p̂ waves of the incident field and then adding them all together [52].

Figure 8.4(b) shows the fact that a non-dual sphere scatters light in both helicities.

5Even though the glass is not dual, the helicity must be preserved in the forward direction due to
the cylindrical symmetry of the interface (see section 5.2 for a more detailed explanation).
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The division between left and write semi-spaces is purely aesthetic. Both helicities

are scattered in all directions in space. The red spinning arrows represent the direct

helicity component, while the blue ones represent the crossed component. It can be

observed that the polarisation of a plane wave component scattered in the forward di-

rection with helicity p is the same one as the polarisation of a plane wave with helicity

−p scattered in the backward direction. This property is the key why the acquisition

of data has been done in backward scattering.

Figure 8.4(c) shows the excitation of a sphere with a beam with helicity p (red), its

reflection on the glass-air interface (dashed grey arrow), and the scattering crossed

helicity component of the sphere in the backward semi-space. Now, because both the

reflection from the interface and the scattering crossed component have the same he-

licity, they all acquire the same horizontal linear polarisation after they are projected

to a linear basis by the QWP in the backward set-up (see Figure 8.3). Similarly, the

direct component of the scattering also gets projected onto the linear basis. However,

its state becomes vertically polarised. Note that in this approximate model, all the

light reflected off the glass is in the crossed helicity component. Therefore, if the linear

polariser filters out the crossed component (or horizontal polarisation), all the remain-

ing light will exclusively be from the direct scattering component of the sphere. This

is depicted in Figure 8.4(d), where it is shown that all the light with helicity p on the

backward semi-space comes from the scattering of the sphere. This is the way the cross

section curves as a function of λ have been measured. That is, instead of measuring

all the scattered intensity, only the direct component of scattering in the backward

semi-space has been recorded. The used measuring protocol is the following one:

1. Alignment at λ = 785nm. As mentioned previously, the system is aligned at

λ = 785nm. That is, the SLM is aligned with the two MOs and the camera so

that all the different orders that will be used in the experiment (l = −5, .., 5) are

properly focused and collimated.
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Figure 8.5: Forward imaging of the sample. Left: snapshot of a particle which is not
isolated enough to perform single scattering experiments with it. Right: snapshot of a single
sphere. The experiments have been carried out with this particle. There are no particles
within 20 µm. All particles are made of TiO2 and their Φ = 950nm.

2. Finding a suitable single sphere. The sample is moved with the nano-

positioning device to single out a TiO2 sphere on the glass substrate. In order

to see that in screen of the computer, the focusing objective (MO1) is moved out

of focus so that the illumination is constant in the field of view of MO2. Then,

the position of the particles can be tracked with the CCD camera in the forward

semi-space. It is important that the selected sphere is isolated enough, so that

no multi-scattering phenomena take place. Figure 8.5 shows two CCD snapshots

of single particles. Clearly, the single sphere on the left is not far enough from

other spheres, therefore it has not been used. In contrast, the single sphere on

the right snapshot is isolated enough. This is the particle that has been used for

the experiments presented in this section.

3. Background measurement at every λ. Once a sphere has been singled

out, MO1 is positioned to focus light on the particle. At the same time, MO2 is

moved mm’s away from the focus, to avoid reflections from its lenses. Then, the

particle is laterally moved tens of microns away from the position where the beam

is focused. At this point, a snapshot of the beam is taken. This snapshot will

be referred to as the background. The idea is that, this reflected light cannot be
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removed from the scattering measurements6. Thus, it will be used to normalise

the scattering of the particle. The background measurement depends on the

incident mode, consequently a background snapshot will be taken for each mode

Ein
p,l, with p = −1, 1 and l = −5, .., 5. The process is repeated at every different

λ.

4. Scattering measurement at every λ. The sphere is placed back at the

centre of the beam. Now, centring the sphere with respect to the beam is not an

easy task to do. In fact, it gets more and more cumbersome as the topological

charge of the incident beam gets larger. The main reason why high optical

vortices are hard to centre when they are focused was already mentioned in

section 7.4. An optical vortex of charge l breaks and it gives rise to |l| vortices of

charge sign(l) [272? –274]. Then, |l| singular points can be found in the optical

plane, which slightly break the cylindrical symmetry. In order to minimise this

symmetry-breaking for every λ, Ein
1,−3 (for p = 1 helicity modes) and Ein

−1,3 (for

p = −1 modes) have been used to centre the particle with respect to the beam. It

can be observed (see Appendix D) that a multipolar field Ap
jmz

in the backward

semi-space is identical to the multipolar field A−pjmz in the forward semi-space.

That is,

Ap
jmz

(z < 0) = A−pjmz (z > 0) (8.2)

Now, when A−pjm is collimated and made paraxial, it yields an optical vortex of

charge l′ = m+ p, where m = p+ l for beams of the kind Ein
p,l, giving l′ = 2p+ l.

Then, in the direct component of backscattering, Ein
1,−3 and Ein

−1,3 yield vortices

of charge l′ = 1 and l′ = −1 respectively. Hence, if the CCD image obtained in

backward scattering is a cylindrically symmetric beam with |l| = 17, it means that

the incident beam (Ein
1,−3 or Ein

−1,3) is properly centred with respect to the spherical

particle. Then, once the particle has been centred, ten snapshots are taken of

the scattering of the sphere for each combination of p = −1, 1, l = −5, .., 5.

6As explained in Figure 8.4(d), the background would be null if the incident field was a plane wave
with a well-defined helicity propagating in the direction normal to the glass interface.

7See Figures 7.6(l = −1, p = 1) or 7.7(l = 1, p = −1) to see an example of a scattered vortex beam
with |l| = 1.
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Figure 8.6: Inorm as a function of λ. The incoming beams are of the kind Ein
1,l, where

l = −5, .., 5. Note the resonant behaviour of the modes with l = ±1 and l = 2 at 785nm.
Inorm is defined as the back-scattered intensity when the sphere is centred with respect to
the incident beam over the intensity of the background. Both intensities are recorded with a
CCD camera.

5. CCD noise recording. To compensate for the inherent noise of the CCD

camera due to electronic noise and others, thirty snapshots without light on the

camera have been taken for each of the exposures used to record the background

and scattering of the particle. In this way, an image of background noise is

obtained, and it will be subtracted to all the rest of snapshots (background and

particle).

8.4 Wavelength scans

In the previous section, I have described the protocol to measure the backscattering of

single spheres projected into their direct helicity component, given an incoming beam

Ein
p,l and a wavelength λ. In this section, the collected data are shown and interpreted.

First, λ scans for Ein
p,l with p = 1 and l = −5, .., 5 are presented in Figure 8.6. The L

values in the legend correspond to the l value of the incident mode used to record that

plot. The horizontal axis shows the excitation wavelength λ, and the vertical axis a
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Figure 8.7: Resonant behaviour of Inorm as a function of λ. The beams depicted in the
figure are Ein

1,l, where l = −2,−1, 0, 1. The coloured lines highlight the resonant behaviour of
the particle around λ = 785nm. The colors are the same ones as the ones used in Figure 8.6.
The rest of points, in a black dashed line, are left in the plot for completeness. It is clearly
observed that the resonant behaviour of the particle is not observed with a Gaussian (l = 0)
excitation. The use of vortex beams is crucial to unveil the resonance.

normalised intensity Inorm. Inorm is computed as the scattered intensity divided over

the background. The scattered intensity is computed when the single sphere that we

want to study is centred with respect to the incident beam. In contrast, the back-

ground is computed to normalise the scattered intensity, i.e. it is the reflection of the

beam on the glass when the sphere is tens of microns away from the beam (see previous

section). Consequently, the value of Inorm is always Inorm > 1. Because 10 pictures

were taken for each of the scattering events, an average picture is computed8. Then,

a region of interest in the average picture is defined. Finally, the scattered intensity is

computed summing all the individual values of the pixels in this region of interest of

the average picture. The same region of interest is defined for the background picture

8As mentioned before, the noise of the CCD camera is subtracted at every single snapshot (back-
ground and scattering).
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Figure 8.8: Standard deviation σN (%) of the recorded scattering as a function of the
mode and the excitation λ. The incoming beams have helicity p = −1.

and the values of the pixels in that region are summed up. That gives rise to the

value of the background intensity. Then, as explained before, Inorm is computed as the

ratio between the scattered intensity over the background. Hence, every single point

in Figure 8.6 is a dimensionless number computed as the ratio of two intensities, i.e.

Inorm is an efficiency factor (see section 3.5).

These 10 different pictures are also used to compute statistical errors on the measure-

ments. These are shown in Figure 8.8. Except for one value giving a standard deviation

of σN(%) ≈ 80, all the rest of errors are of the order of σN(%) ≈ 10. In order not to

make the intensity plots even more complicated, these errors have not been displayed

as error bars in Figure 8.6.
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Figure 8.9: Inorm as a function of λ. The incoming beams are labelled as a function of
their AM content, m = l + p, where p = 1 in this case.

Figures 8.6 and 8.7 show very interesting results. Obviously, the λ scans with the

different modes of light yield different curves. Then, it can be observed that the sphere

behaves very resonantly around 785nm.

In fact, the resonance is hidden under the Gaussian excitation (l = 0), and the use

of vortex beams is crucial to unveil it, as predicted by the theory in chapter 4 (see

Figure 4.5). Also, as expected, the Gaussian mode (l = 0) is the one that yields a

larger intensity. However, the mode with l = −1 also gives a comparable amount of

scattering. It is important to note the huge asymmetry between the modes with l = 1

and l = −1. The mode with l = −1, scatters much more light than the one with l = 1.

This is due to their different AM content, m = l + p. Now, because a beam of Jz = m

can only excite Mie resonances of order j ≥ m, it is convenient to re-label the incident

beams in terms of their AM content. This is displayed in Figure 8.9.

The λ scans obtained for Ein
p,l with p = −1 and l = −5, .., 5 are presented in Fig-
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Figure 8.10: Inorm as a function of λ. The incoming beams are of the kind Ein
−1,l, where

l = −5, .., 5.

ure 8.10. Again, their error bars are not plotted along with the average measurements.

Instead, they are depicted in Figure 8.11, yielding standard deviations smaller than

14%. A close look at Figure 8.10 shows that the results are very similar to the ones

presented in Figure 8.6. In fact, it is seen that there is an underlying symmetry relating

the results for Ein
p,l and Ein

−p,−l. The underlying symmetry relates the scattering of

vortex beams with an topological charge l and a helicity p with the scattering of modes

with topological charge −l and a helicity −p. This is the same symmetry relation

that yielded CDq = −CD−q in section 7.3: mirror symmetry. In fact, the sample used

in this experiment (glass substrate with a single sphere on top) has exactly the same

symmetries as the sample used in chapter 7 (circular nano-aperture in a metallic film).

Those symmetries are mirror symmetry with respect to any plane containing the z axis,
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Figure 8.11: Standard deviation σN (%) of the recorded scattering as a function of the
mode and the excitation λ. The incoming beams have helicity p = −1.

rotations along the z axis, and time translations (see section 7.2 for a detailed explana-

tion of the symmetries). The mirror symmetric scattering of the particle is highlighted

in Figures 8.12, 8.13. In Figure 8.12, the scattering produced by modes with m ≤ 0

for beams with p = 1, and m ≥ 0 with p = −1 is compared. The resemblance of

Inorm
m,p (λ) and Inorm

−m,−p(λ) is apparent. Similarly, Figure 8.13, portraying the comparative

scattering of modes with m ≥ 0 for p = 1 and modes with m ≤ 0 for p = −1, also

shows a great match between the results using the two different families of modes.

Actually, one of the few significant differences is that in the plots for p = 1, there is

a drastic decrease of intensity for the modes with l = 0,−2,−3 at λ = 800nm. The

fact that this decrease was not observed in its mirror symmetric scattering counterpart

leads to believe that it is an experimental human error.

It is clear that the AM of light plays a crucial role in GLMT. As it was predicted
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Figure 8.12: Comparative scattering of mirror symemtric beams. Left: the incident
beams have p = 1 and m = l+p ≤ 0. Right: incident beams have p = −1 and m = l+p ≥ 0.

in [105, 119], the AM of light can be used to unveil some hidden resonances in the

Gaussian (or plane wave) excitation. Furthermore, it is clear that symmetry consider-

ations allows for qualitative predictions of the results. In this case, the mirror symmetry

of the sample allows for a prediction of the scattering intensity of beams Ein
−p,−l once

the scattering of Ein
p,l modes has been found. As future work, I would like to apply the

same technique to structures with spherical symmetry, instead of spheres in contact

with an interface. In order to do that, the method to embed particles in a polymer

needs to be improved so that the faces of the sample are rather parallel and the scat-

tering from the polymer is null. Another option would be to trap the particles with

an optical tweezers set-up, which would be easy to implement in my current set-up.

In a similar direction, I would like to carry out similar experiments with particles of

different sizes. In particular, I would like to excite WGMs with direct light using the

technique described in section 4.4. For that matter, particles of large sizes as well as

higher order optical vortices need to be used.

8.5 Characterization of crossed helicity modes

To conclude with this chapter, some of the CCD images that have been used to compute

the intensity plots in Figures 8.6-8.13 are shown. Because the experiments have been



156 Experiments with single spherical particles

Figure 8.13: Comparative scattering of mirror symemtric beams. Left: the incident
beams have p = 1 and m = l+p ≥ 0. Right: incident beams have p = −1 and m = l+p ≤ 0.

done with the particles centred with respect to the incident beam, the images used to

compute the background normalisation and the ones recording the scattering of the

particles share the same features. That is a consequence of both system having the

same symmetries. The basic difference between the images is the magnitude of the

intensity. Next, the background CCD images are shown. As explained before, each of

the snapshots has been taken using an incident beam of the kind Ein
p,l. Therefore, the

images are classified in terms of the charge of the optical vortex created by the SLM (l)

and the helicity of the incident beam p. Note that, because of equation 8.2, the images

show the spatial shape of the crossed helicity component in the forward direction. That

is, given an incident beam of Jz = m = l + p, the captured image has |l + 2p| optical

vortices of charge sign(l + 2p). This fact is easily observable from the pictures when

|l + 2p| ≤ 3, yet it is difficult to appreciate when the number of singularities exceeds

3. Finally, note the mirror symmetry between the image profiles. That is, the images

obtained for Ein
p,l are practically identical to the ones obtained with Ein

−p,−l. To the best

of my knowledge, the experimental characterisation of crossed components of vortex

beams with a well-defined helicity has not been published anywhere.
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Figure 8.14: Background scattering intensity given an incident beam Ein
p,l with p = ±1

and l = −5,−4,−3. The sphere is about 20µm away.
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Figure 8.15: Background scattering intensity given an incident beam Ein
p,l with p = ±1

and l = −2,−1, 0. The sphere is about 20µm away.
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Figure 8.16: Background scattering intensity given an incident beam Ein
p,l with p = ±1

and l = 1, 2, 3. The sphere is about 20µm away.
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Figure 8.17: Background scattering intensity given an incident beam Ein
p,l with p = ±1

and l = 4, 5. The sphere is about 20µm away.



“Education must provide the opportunities for self-fulfilment; it can
at best provide a rich and challenging environment for the individual
to explore, in his own way”

Noam Chomsky

9
Conclusions

As technology advances, science is challenged with new problems and vice-versa. In

particular, the development of dielectric photonic technologies in the 1980’s made it

clear that photonics could compete with electronics to encode, transmit and retrieve

information. However, the current drive to shrink down our devices has enabled elec-

tronics to clearly outperform photonics. Nanophotonics is a young field, and there is

still a lot of room for improvement. In this sense, the work presented in this thesis

is done from a different approach to the mainstream research in nanophotonics. Most

of efforts in overcoming the diffraction limit of light have been done in the field of

plasmonics, where the materials and the geometry the nano-structures are made of

are crucial to control light-matter interactions at the nano-scale. Here, light-matter

interactions are described in terms of their symmetries. The fact that light can be

experimentally modified so that it is symmetric under many different transformations

is crucial in the process. Within this framework, the main findings of this work are the

following ones:

Systematic study of EM modes in terms of their symmetries. In chapter

2, a systematic study of six different basis of transverse solutions of Maxwell equations

161
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is done. Moreover, the relations between the different basis are also given. Then, in

chapters 4,5,7,8, different problems are faced. Depending on the symmetries of the

problem, one of the basis is chosen over the others to describe the light-matter inter-

action. These studies have been partially published as part of [54, 76].

Effect of the aplanatic lens on the multipolar content of a beam. The apla-

natic transformation of a lens, which is described in section 2.6, is used to modify the

beam shape coefficients of a beam. That is, the NA of an aplanatic lens is used to

control the multipolar content of a beam. This effect is part of the findings presented

in [105].

Enhancement of ripple structure. In Mie Theory, the scattering efficiency is com-

puted as an infinite summation of Mie coefficients:

QMie
s =

∞∑
j=1

2j + 1

x

(
|aj|2 + |bj|2

)
(9.1)

Due to the infinite summation, the resonances of the high order Mie coefficients are

only perceived as little ripples in the cross section. These ripples have a very low Q

factor (δ parameter in section 4.4). In chapter 4, it is proven that the use of LG beams

(and in general any cylindrically symmetric beam) allows for the enhancement of the

ripples. In fact, their Q factors can be increased by two orders of magnitude even using

relatively low-order LG modes such as LG6,0. The downside of it, there is much less

scattering, as all the contributions of the low orders modes are suppressed from the

scattering. These results were published in [119].

Excitation of single multipolar modes. In chapter 4, a technique to excite single

multipolar resonances regardless of their size and index of refraction is explained. In

particular, the technique can be used to excite WGMs. The excitation of single modes

is achieved in two steps. First, a cylindrically symmetric beam with a large value of

Jz = l+p is paraxially created, with p being the helicity of the beam and l the order of

the phase singularity that carries. To increase the cross section, the paraxial beam is
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focused onto the sphere with a MO with a large NA. Then, the wavelength of the laser

λ and the radius of the sphere R are chosen so that the following expression holds:

R ≈ λ(l + p)f(nr)/(2π), where f(nr) is a function of the relative refractive index that

can be computationally checked. For example, when nr = 1.5, f(nr) ≈ 0.8. This

technique was explained in detail in [105].

Generalization of Kerker Conditions. The Kerker conditions were demonstrated

by Kerker and co-workers in 1983. The first Kerker condition (K1) states that a sphere

with ε = µ has zero backward scattering. Then, K2 states that a small particle with

µ 6= 1 can have zero forward scattering if a1 = −b1. In section 5.2, it is demon-

strated that Kerker conditions can be generalized to cylindrical objects of arbitrary

size. In fact, it is proven that K1 is a specific case of a system symmetric under duality

transformations and rotations along the z axis. Then, in a very similar fashion, K2

is generalized to anti-dual cylindrically symmetric systems. That is, if a scatterer is

anti-dual and symmetric under rotations along the z axis, then its forward scattering

must be 0. A detailed proof of this generalization was published in [148].

Inducing dual or anti-dual behaviours in dielectric spheres. It is very challeng-

ing to find dual materials in nature. However, some materials can behave as such under

certain conditions. In chapter 5, an analytical method to induce duality in dielectric

spheres is shown. The method can be applied to any geometry and material, but it

becomes particularly efficient for spheres, as it can be computed analytically. In fact,

using the same formalism, the anti-dual behaviour of spheres can also be probed. Then,

the influence of the AM of light on this process is studied. It is demonstrated that the

AM of light adds another degree of freedom to the previously discussed method. Thus,

in principle, arbitrarily large spheres can behave as dual or anti-dual when high order

AM modes are used. This method as well as some practical applications were shown

in [130].
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CD with non-chiral sample. CD is a widely used technique in biology and chem-

istry. Recently, it has gained a lot of interest among the metamaterials and plasmonics

community. In chapter 7, a symmetry-based method to induce CD in a non-chiral sam-

ple is shown. It is observed that a circular nano-aperture can induce a giant CD when

it is excited with vortex beams. The key reason why this phenomenon arises is that

the two vortex beams used in the measurement are not mirror symmetric with respect

to the other. Furthermore, it is explained that CD not only compares the differential

absorption of left and right circular polarisation, but also the differential absorption of

AM momenta states differing in two units. These results are presented in [286].

Transmission of optical vortices through sub-wavelength nano-apertures.

In section 7.4, the transmission of optical vortices through a sub-wavelength circular

nano-aperture is demonstrated. The decomposition of the transmitted light into its

two helicity components shows that optical singularities arise in scattering processes

due to the fact that duality symmetry is broken. Similar experimental effects have

been presented in [167, 247].

Experimental excitation of scattering resonances with optical vortices. Some

of the predicted effects in chapter 4 have been experimentally verified in chapter 8. In

particular, it has been seen that vortex beams can unveil scattering resonances for

dielectric spheres. That is, it has been observed that a relatively flat scattering cross

section (as a function of the size parameter x) can be turned into a resonant one when

the appropriate vortex beam is used to excite the single sphere. The effect has been

corroborated with two sets of beams with different helicities. As a result, the same

mirror symmetric properties observed in chapter 7 have been also measured.

As it has been mentioned before, the findings of this thesis advance the control of

light-matter interactions at the nano-scale using a new symmetry-based formalism.

For example, thanks to the method put forward in section 4.4, Q factors of the order

of Q = 1 · 106 are accessible with spheres of radius R = 1.9µm. Also, as shown in
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chapter 7, a new wealth of information from nano-samples can be extracted carrying

out a CD measurement with vortex beams. Figure 7.4 in section 7.3 depicts samples

whose diameter sizes differ in only 100 nm retrieve CD values that differ in more than

70%. Another effect with direct consequences in nano-science is the induced duality

described in chapter 5. The design of new metamaterials requires a great control of the

building cells. In that sense, Figure 5.2 can be used as a design map for new highly

directional metamaterials, as dual spheres have zero-backscattering. The applications

described so far are direct implications of the results presented in the previous chapters.

Nevertheless, the findings in this thesis open up new possibilities in other fields. For

instance, there is a growing interest in controlling the magnetic component of light.

Different groups have recently fabricated structures that can enhance the magnetic

component of light in certain regions. The semi-analytical techniques described in

chapter 4 allow for scattering control of spheres. In particular, the technique can be

applied so that the scattering is purely magnetic. Then, the analysis of the dual be-

haviour of a scatterer could result to be very useful to achieve very interesting regimes

of optical forces. The fact that an anti-dual scatterer does not scatter light in forward

and a dual scatterer does not scatter light in the backward direction could be linked to

pushing and pulling forces. Also, the excitation of single high order multipolar modes

could be used to carry out side-band cooling in quantum optomechanics experiments.

The idea is that the excitation of WGMs with direct light can be easily added in an

optical levitation set-up, which is a very optimum way of cooling down the centre of

motion of a particle.
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A
Rotation of electromagnetic fields

In order to compute the rotation of EM fields, the following formulae are necessary.

Given a EM field ψ(r, t), a rotation of magnitude ϕ along an axis n̂ is computed using

equation (2.14):

Rn̂(ϕ) [ψ(r, t)] = Mn̂(ϕ) · ψ(M−1
n̂ (ϕ) · r, t) (A.1)

where Mn̂(ϕ) is given by the following expression

Mn̂(ϕ) =


cosϕ − sinϕ 0

sinϕ cosϕ 0

0 0 1

 (A.2)

if the cartesian axis are rotated in a way such that n̂ = ẑ and ϕ > 0 corresponds to a

dextrogyrate rotation. Now, this is not the only way of computing rotation matrices.

The most usual way is using Euler angles. That is, the reference frame is considered

clumped in the origin and then any rotation is expressed as the product of three

rotations [39]:

M(α, β, γ) = Mz(α)My(β)Mz(γ) (A.3)
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where Mz(α) and My(β) are given by:

Mz(α) =


cosα − sinα 0

sinα cosα 0

0 0 1

 My(β) =


cos β 0 sin β

0 1 0

− sin β 0 cos β

 (A.4)

In this thesis, especially in chapter 2, the operator of rotations R(φk, θk) has been used.

This operator rotates EM fields following equation (A.1). Then, the rotation matrix

can be obteined as M(α, β, γ) = Mz(φk)My(θk)Mz(0), which yields the following two

rotation matrix:

M(φk, θk) =


cos θk cosφk − sinφk sin θk cosφk

cos θk sinφk cosφk sin θk sinφk

− sin θk 0 cos θk

 (A.5)

M−1(φk, θk) =


cos θk cosφk sinφk cos θk − sin θk

− sinφk cosφk 0

sin θk cosφk sinφk sin θk cos θk

 (A.6)

As an example, the rotation of a plane wave is shown. The equation (2.32) will be

proven step by step:

R(φk, θk)x̂ exp(ikz) = M(φk, θk)x̂ exp
(
ikẑ ·M−1(φk, θk)r

)
(A.7)

ikẑ ·M−1(φk, θk)r = ik (sin θk cosφkx+ sin θk sinφky + cos θkz) = ik · r (A.8)

M(φk, θk)x̂ =


cos θk cosφk

cos θk sinφk

− sin θk

 = −p̂ (A.9)



B
Holography

This Appendix gives supplementary information to fully understand the holography

techniques used in this thesis.

B.1 Fabrication of phase-only CGH

Hologram design

Designing the phase hologram is as simple as computing the desired phase as a function

of the transverse coordinates x, y. In general, the computed phases will be additions

of phase singularities of order m and oblique phases. An oblique phase eikxx represents

the tilt that a prism would imprint on the beam, where kx is related to the apex of the

prism [45, 266]. The larger kx is, the more the beam will be tilted. In fact, kx = 2π/∆x,

where ∆x is the width of a 2π phase ramp (see Figure B.1). Then, the superposition

of an oblique phase and a phase singularity yields a so-called pitchfork hologram (see

Figure B.1), which is used to create tilted vortex beams [266, 287].
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Figure B.1: A pitchfork hologram is obtained adding a twisting and an oblique phase.
The width of six 2π phase ramps is highlighted.

Hologram print

Once the hologram has been digitally created, it has to be printed. In order to have

a good efficiency, CGHs need to have a smooth gray-scale to go from black (2π phase

shift) to white (0 phase shift). This fact depends on many factors, and the first of them

is the printer. The chosen printer needs to provide a good gray-scale. Generally, inkjet

printers not only have better gray-scales than laser printers, but they are also cheaper

[288]. Thus, all the holograms made during my thesis were done with an inkjet printer

Canon iP4850 Ink. Also, printers can print both in black and white or color mode. The

difference between the two modes is that when printing in black and white, the gray

tones are done by printing black dots. If the gray tone is darker, then the black dots

are more packed; otherwise, they are more separated. Therefore, the fact that this is

seen as gray is an optic effect, but it is not truly gray. Colour printing goes through all

the gray tones by mixing colors in a RGB (red green blue) basis. I printed holograms

in both configurations to carry out the characterization presented in section 6.2.3, but

their efficiency was not seen to clearly depend on the printing technique.
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Figure B.2: Sketch of a transverse section of a photographic film. The emulsion is
sandwitched between the supercoat and adhesive layer, which separates the emulsion from
the transparent base. The thickness of the emulsion is about 20 µm, and the thickness of the
base is about 200 µm.

Photography of the hologram

Once the hologram has been printed out, a picture needs to be taken. At this stage,

several factors can play a very determinant role to obtain a good spiral thickness d(φ).

The first one is the photographic film. A sketch of a photographic film can be found

in Figure B.2. From top to bottom, it is formed by a supercoat, which protects the

emulsion; an emulsion made of a photo-reactive material, which is generally composed

of silver halide (AgBr) grains dispersed in a gelatine substrate; an adhesive layer so

that the emulsion does not flow off the film; and a transparent base, which supports the

rest of the film. Now, the key parameter for photographic films is the lines pairs per

millimetre (lp/mm). One line pair is a pair of black and white lines next to each other.

The larger the number of lp/mm is, the finer details the picture can resolve. There is

a myriad of photographic films in the market, but the vast majority of them have a

resolution of 100 lp/mm. In contrast, a German company called Gigabitfilm1 produces

high resolution films with up to 900 lp/mm (see Figure B.3). These are the ones that

1http://www.gigabitfilm.com/
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Figure B.3: Schematics of a photographic emulsion for a) Generic photographic film with
100 lp/mm b) Gigabitfilm with 900 lp/mm. The generic one contains randomly located silver
halide grains of different sizes, whilst the Gigabitfilm keeps both the size and the position of
the grains in a much ordered manner

Table B.1: Common lens apertures.

larger aperture / more light 1.7 2.8 4 5.6 8 11 16 smaller aperture / less light

have been used, granting a higher efficiency for the holograms. Another parameter

that plays a very significant role is the camera. In order to make holograms, a Minolta

manual reflex SR-T 101 camera was used. It is important that the camera is reflex,

so that what is seen by the viewfinder of the camera is seen in the same way by the

objective (and film). Then, two parameters of the camera system need to be adjusted:

shutter speed and aperture. The shutter speed, usually given in fractions of seconds,

is the amount of time that the camera is permitting light from the lens to hit the film

or digital sensor. A fast shutter speed is good for “freezing” the action of a subject in

motion. A slow shutter speed is good for purposely blurring the motion of a subject.

After carrying out some batches of holograms, I have seen that holograms generally

turn out better for relatively large exposition times (see section 6.2.3). The aperture

(or f-stop) refers to the size of the opening in the lens of the camera when a picture

is taken. With aperture, smaller numbers (ex. f/4) mean a larger opening. Large

numbers (ex. f/16) mean a small opening. Any time the amount of light is increased

or decreased by a factor of two, the exposure changes by “1 stop”. Table B.1 shows

the most common apertures. The aperture size of the lens is also related to the depth
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Figure B.4: Photography set-up. The camera is mounted on a tripod at a certain dis-
tance of the printed holograms, which are stuck to a wall (or cupboard in this case). The
illumination is white and uniform.

of field. A large aperture causes a small depth of field, and a small one causes a large

depth of field. The depth of field of an image is related to the distance between the

nearest and farthest objects in the scene that appear acceptably sharp in the image.

In section 6.2.3, the relation between f-stop, exposure time and hologram efficiency is

shown. Also, the picture needs to be taken free of vibrations. In order to achieve that,

the camera needs to be clumped on a stable tripod. Moreover, in order to even reduce

more the vibrations, a trigger has been used to shoot the pictures. The last parameter

that play a role on this step is the illumination of the printed CGH. Even though its

dependence has not been numerically quantified, a uniform white illumination on the

hologram is necessary to obtain a good photography.

Developing process

The development is the most important step in order to obtain efficient holograms.

First, the film needs to be removed from the camera and placed in a developing tank,

where the film is protected from light. This process needs to be done in a dark chamber,



174 Holography

or somewhere where light is over 690 nm. Then, the whole developing process can be

started, which is divided into the following steps:

1. Development. The developer transforms the latent image2 to metallic silver.

Lots of different developers are available in the market, but I made my own one,

as both the films and the application that they are used for (phase holograms)

are not conventional. The main chemical needed for a developer is dihydroxyben-

zene or Catechol. This is mixed with NaOH and pure water using the following

quantities:

• 0.6g catechol in 5ml of pure water.

• 0.32g NaOH in 8ml of pure water

• 300ml of pure water

To keep its developing properties, the mixing has to be made before being poured

into the developing tank. It is important to continuously stir the developer while

it is in contact with the film. This stage lasts 6min.

2. Stop bath. Once the negative has been developed, the tanks needs to be quickly

emptied and the stop bath needs to be poured. The stop bath is an acid mixture

that halts the action of the developer by drastically changing the pH of the

medium surrounding the film. The developer is a basic solution, and the stop

bath is acid. It only needs to be stirred in for 30s. It is made of:

• 10ml acetic acid

• 320 ml pure water

3. Bleaching. Bleaching is a crucial step in this fabrication process. Together with

the fixing, it transforms the film from an amplitude to a phase-only hologram.

There are different kinds of bleaching. Hariharan studied the efficiency of the

different kinds of bleaching and reached the conclusion that the rehalogenising

2The latent image is an invisible image produced by the exposure to light of a photographic film.
The chemical structure of the silver halides forming the emulsion changes, but those changes are not
visible.
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bleach allows for the greatest efficiency of phase-holograms [172, 180, 181]. The

principal difference between the rehalogenising bleaching process and the others is

the addition of a rehalogenising agent, which in Hariharan experiments as well as

mine is potassium bromide (KBr). The products used to make the rehalogenising

bleach are the following ones:

• 0.3g potassium dichromate

• 5g potassium bromide

• 0.63ml sulfuric acid

• 300ml pure water

A rehalogenising bleach converts the developed silver image into silver halides

and modifies the gelatin matrix where the silver image has been formed. The

new-created silver halides will be removed a posteriori in the fixing process, but

the modified gelatin will stay. The sulphuric acid turns the medium acid so that

the different chemical reactions can happen. The potassium dichromate dissolves

the metallic silver created in the development and the potassium bromide re-

converts the dissolved silver into silver halides. The solution needs to be stirred

for 3min.

4. Fixing. The fixer removes the silver salts, the unmodified gelatin (not exposed)

and the supercoat. Instead, it leaves the transparent base and the modified

gelatin whose thickness is directly proportional to the exposition - the most ex-

posed areas have less modified gelatin removed. Usually, before the fixer is poured

into the tank, the film is rinsed with pure water to remove all the substances left

by the bleaching process. Then, the fixer is stirred in the developing tank for

1-2min. Two different fixers have been used yielding similar results:

(a) 30ml Kodak T-Max fixer + 300ml pure water

(b) 45g sodium thiosulfate + 325ml pure water
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Figure B.5: Phase-only CGH fabrication process. Grey (red) indicates that the film
has (not) been exposed. a) Formation of latent image - silver halides become ionized. b)
Developer converts ionized silver halides into metallic silver. c) Bleaching modifies the gelatin
and converts the metallic silver back into silver halides. d) Fixing removes the supercoat and
the unexposed emulsion.

After the fixing is done, the film is completely transparent and light-resistant.

It is important to rinse the film for 2min after the fixer has been applied. Any

residual fixer could corrode hologram. Then, it only needs to be dried and cut.

Figure B.5 summarizes the whole developing process explained in this section. In

Figure B.5(a), the latent image is formed after exposure (Ag−Br+). Figure B.5(b)

shows that the developer converts the ionized silver (Ag−) into solid metallic Ag. Then,

Figure B.5(c) displays the action of the stopping bath + bleaching. The metallic Ag

is precipitated and there are cross-links in the gelatin molecules. The modified gelatin

will remain after applying the fixing bath. Finally, Figure B.5(d) shows the action of

the fixing bath, i.e. removing the supercoat and the unexposed emulsion, while leaving

the modified gelatine and the transparent base. A pattern of thickness given by the

original picture is obtained as a result.
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Figure B.6: Efficiency of a batch of holograms as a function of shutter speed and aperture
size. The holograms are the oblique phase given at Figure B.1. The dashed line is a guide of
the eye.

B.2 Characterization of CGHs

The performance of holograms has been characterized in terms of the shutter speed and

aperture size of the camera. All the rest of variables, i.e. printing method, photographic

film, illumination and chemical process have been previously optimized, so they will

remain constant in this study. All the holograms characterized in this section have

been imprinted with the oblique phase shown in Figure B.1 has been used. Then, the

efficiency has been computed for many different holograms. Every single hologram has

been characterized by the shutter time and the f-stop used to illuminate it. The results

are shown in Table B.2 and Figure B.6. As it is observed in Figure B.6, for every single

shutter speed, there is an optimum aperture size that maximizes the efficiency. For very

slow shutter speeds, there is a very strong efficiency dependence on the aperture of the

camera, whilst this dependence is much more smooth for short expositions. The results
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also suggest that slow shutter speed can produce higher efficiencies. Furthermore, it is

seen that the maximum efficiencies are above 40%, in accordance to the typical results

in the field [205]. Nonetheless, it is worth commenting that higher efficiencies could be

achieved if the chemical process was more accurate. Indeed, even though the phase-

holograms are meant to be transparent, the ones used to carry out this characterization

have absorption. If the chemical process was improved and the absorption was removed

(maintaining the same thickness profile), then the efficiencies could reach values of

60%. In fact, this is the result that is obtained when the efficiency is computed as a

ratio between the intensity going to the first diffraction order and the intensity that is

transmitted through the CGH.

B.3 Holograms - separation of diffraction orders

Here, the experimental basics to separate and isolate the 1st diffraction order of a holo-

gram are explained3. In section 6.1.1, a method to separate the different contributions

from a hologram has been explained. Indeed, if an oblique phase exp(ikxx) is added to

the hologram expression, the different diffraction orders of a hologram are separated

by an angle ∆θx = λ/∆x, where ∆x = 2π/kx. Now, this implies that at a distance z

from the hologram the different diffraction orders are separated a transverse distance:

x0 = z tan(∆θx) ≈
λz

∆x
(B.1)

Nevertheless, the width of the diffraction orders also grows following Gaussian optics.

That is, if the beam waist at the hologram plane is w0, then the waist of every single

diffraction order at a distance z from the hologram is

w = w0

√√√√l

(
1 +

(
z

z0

)2
)
≈ λz

√
l

πw0

(B.2)

where l is the order of the phase singularity given by the hologram. It is clear that the

condition that assures that two diffraction orders are separated is

x0 � w =⇒ πw0√
l
� ∆x (B.3)

3Note that all the equations given here are valid for both CGHs and SLMs.
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Figure B.7: Sketch of a 4-f filtering system. The field at the object plane is Fourier-
transformed by the first lens. At the Fourier plane, the diffraction orders split and a filter
(either an iris or a pinhole) selects the 1st diffraction order. This order is re-imaged by the
second lens. The figures has been copied from [45] with the permission of Prof. M.C. Teich

Note that equations (B.1)-(B.3) are valid at distances such that a free-space Fourier

Transform of the field at the plane of the hologram is carried out. In this case, the

complex amplitude of the plane wave components at the plane of the hologram are

related to different positions in the Fourier plane. Experimentally, a free-space Fourier

Transform is carried out when the distance to the hologram z is

z � 2πw2

λ

√(
2πw

∆x

)2

− 4

(B.4)

Due to lack of space or need to make set-ups compact, it is not always possible to

propagate beams. However, there is another way of doing a Fourier Transform, and

that is using a lens. A widely used set-up to separate the diffraction orders of a

hologram is a 4-f filtering system. A sketch of a 4-f filtering system is shown in Figure

B.7. On one hand, the diffraction orders are separated a distance x0 at the Fourier

plane:

x0 =
kxλf

2π
=
λf

∆x
(B.5)

where f is the focal distance of the lens. On the other hand, the waist of a diffraction

order at the focus of a lens is given by Gaussian optics:

w =
fλ
√
l

πw0

(B.6)
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Figure B.8: Efficiency dependence on the polarization angle. The angle formed by the
normal of the incidence and the beam axis is 8’. The red markers display the efficiency in
the Y axis, whereas the blue markers display the efficiency in the X axis.

Similarly to the free-space case, the condition that needs to be fulfilled is x0 � w,

which yields the exact same condition given by equation (B.4). A rule of thumb to

separate the diffraction orders is:

∆x <
w0

10
(B.7)

B.4 SLM characterization

Here, the efficiency of the SLM is characterized as a function of some controllable pa-

rameters in the laboratory, such as the polarization of the incoming beam, the angle

formed between the incident beam and the normal to the SLM, and the number of

2π phase jumps displayed at the hologram (see equation (6.17)). Contrary to CGHs

made of photographic films, the performance of the SLM is very dependent on all these

parameters. Figures B.8 and B.9 show the influence of the polarization and the angle
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Figure B.9: Efficiency dependence on the polarization angle. The angle formed by the
normal of the incidence and the beam axis is 5 degrees. The red markers display the efficiency
in the Y axis, whereas the blue markers display the efficiency in the X axis.
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Figure B.10: Efficiency dependence on the polarization angle. The angle formed by the
normal of the incidence and the beam axis is −14 degrees. The red markers display the
efficiency in the Y axis, whereas the blue markers display the efficiency in the X axis.
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of incidence on the efficiency4. In fact, in each of the Figures, two lines of data points

are plotted. The red markers correspond the efficiency measured when the phase holo-

gram is t(x, y) = exp(iky), while the blue markers are obtained with t(x, y) = exp(ikx).

That is, the first (red) one measures the efficiency steering the beam in the x axis, and

the second one in the y axis (the y axis is perpendicular to the plane of the optical

table). For all the cases, the vertical axis displays the efficiency of the SLM measured

in the way it has been described above; whilst the horizontal axis displays the polar-

ization angle. This polarization angle is a direct readout of the angular position of

a rotation-mount where a half-wave plate is hold. Hence, the value is arbitrary, as a

rotation of the SLM would make it vary. However, the number is given so that it can

be checked how the maximum is displaced when the SLM is tilted. The first conclusion

that can be drown from Figures B.8 and B.9 is that the efficiency significantly depends

on the polarization of the incident beam. Second, it is observed that when the angle

between the normal to the SLM and the beam axis increases, the efficiency decreases

more rapidly for a same range of variation of polarization degrees. That is, Figure

B.8, which corresponds to almost normal incidence, shows that a 10 degree variation

in polarization is matched with a 5% variation in efficiency. Figure B.9, which depicts

the efficiency data obtained when the angle between the incident beam and the normal

to the SLM is 5 degrees, shows that a 10 degree variation in polarization is matched

with a 12% variation in efficiency. Furthermore the maximum value for the efficiency

drops a little and changes its position. The position of the maximum varies 5 degrees

approximately, which is approximately the angle that the SLM has been rotated. In

Figure B.10, where the results obtained when the angle between the normal to the

SLM and the incident beam is −14 degrees are displayed, the same trends commented

previously are maintained. That is, the efficiency of the maximum decreases; the angle

for which the maximum of efficiency is moved as much as the angle between the normal

of the SLM and the incident beam; and the gap between the efficiency in the x and y

axis increases. The pixels are squares, so one would expect that the efficiencies in both

axis were the same. However, a tilt of the SLM breaks the symmetry between the two

4The hologram used in both figure gives twenty-four 2π phase jumps.
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axis and accounts for the measured difference.

Next, the importance of the hologram displayed on the SLM is characterized. In

Figures B.8-B.10 the same hologram was used. The hologram is the oblique phase in

Figure B.1 for the efficiency in the y axis, and a π/2 rotation of it for the x axis. This

hologram contains twenty-four 2π phase jumps. In Figure B.11 the efficiency is plotted

as a function of the number of 2π phase jumps given by the hologram. The angle of

incidence is set at 8’ (same as Figure B.8) and the optimum position of the half-wave

plate angle is set to maximize the efficiency. Obviously, as given by equation (6.17), the

larger number of 2π phase jumps the hologram gives, the larger is the angle between

the 0th and the 1st diffraction order. Then, it can be observed that there is an almost

linear relation between the efficiency of the SLM and the number of 2π phase jumps in

for this range of values. The larger the number of 2π phase jumps given by the holo-

gram, the lesser pixels per ramp are used, and consequently the efficiency is reduced.

To finalize, the Lookup Table (LUT) provided by the producer of the SLM (BNS) was

tested. All the data points collected to plot Figures B.8-B.11 were done at λ = 632.8

nm, using a He-Ne laser (see Figure 6.7). The phase shift given by an SLM highly

depends on λ. The transmittance function created by the liquid crystals depends on λ

as shown in equation (6.4). This means that the efficiency of the SLM can vary a lot

depending on λ. In order to account for this dependence and some other imperfections

of the SLM such as non-linear behaviour of the pixels, LUTs change the theoretical

value of pixels to give them an effective one which increases the performance of the

hologram as a whole. In [266], a linear method to correct the imperfections of the SLM

was developed. The idea is to multiply the phase of the phase-hologram t(x, y) by a

contrast constant C. Then, when the new t′(x, y) = Ct(x, y) is such that t′(x, y) < −π

or t′(x, y) > π, those phases are re-set to −π or π. Using this method, Bowman et

al. managed to greatly increase the efficiency of an SLM. Using a hologram with ten

2π phase ramps and maximizing the polarization angle at an angle of incidence of 8’,

I tried to use the same method to improve the efficiency of the SLM. The results are
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Figure B.11: Efficiency dependence on the number of 2π phase jumps displayed on the
SLM. The angle formed by the normal to the SLM and the beam axis is 8’. The polarization
is set to optimize the efficiency. The red markers display the efficiency in the y axis, whereas
the blue markers display the efficiency in the x axis.

shown in Figure B.12. The y axis shows the efficiency and x axis the contrast param-

eter C. Leaving C = 1 means not doing any changes to the LUT. It can be observed

that the highest efficiency is achieved for C = 1.02. Hence, the LUT had been properly

optimized at the frequency of the HeNe laser. I believe that whenever a new SLM or

wavelength are used, this is a sanity check that should be done. In fact, some producers

do not send LUTs along with the SLM. In those cases, it is highly recommended to

apply the method described in [266] to improve the performance of the SLM.
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Figure B.12: Efficiency dependence on the contrast. The hologram in consideration
displays ten 2π phase ramps. The angle of incidence is 8’, and the polarization is optimized
to maximize the efficiency.
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Table B.2: Efficiency as a function of the aperture and the shutter speed. An aperture
size of the kind 2.8-4 means that the aperture was set at an intermediate position between
2.8 and 4.

Hologram # Shutter speed (s) Aperture size Efficiency (%)
1 30 1.7 35.3
2 30 2.8 12.4
3 15 1.7 44.9
4 15 2.8 29.2
5 15 2.8-4 13.2
6 8 2.8 44.0
7 8 2.8-4 40.3
8 8 4 23.1
9 8 4-5.6 12.3
10 4 2.8-4 40.6
11 4 4 43.2
12 4 4-5.6 34.8
13 4 5.6 20.3
14 4 5.6-8 8.6
15 2 4 36.1
16 2 4-5.6 39.4
17 2 5.6 36.5
18 2 5.6-8 29.5
19 2 8 14.8
20 2 8-11 7.0
21 1 4 27.7
22 1 4-5.6 32.0
23 1 5.6 35.9
24 1 5.6-8 37.2
25 1 8 43.1
26 1 8-11 38.3



C
Proof of I

L/R
l = I

R/L
−l

In this appendix, the equation (7.18) is demonstrated. In order to do that, the following

relations given in chapter 7 are used:

I
L/R
l =

∫ ∞
−∞

∫ ∞
−∞
|Et

+1/−1,l|2dxdy (C.1)

Et
p,l = At

p,l(x, y)σ̂p +Bt
p,l(x, y)σ̂−p (C.2)

σ̂∗p · σ̂−p = 0 (C.3)

Using all of them, it can be obtained that I
L/R
l can be expressed as:

I
L/R
l =

∫ ∞
−∞

∫ ∞
−∞
|At

+1/−1,l(x, y)|2 + |Bt
+1/−1,l(x, y)|2dxdy (C.4)

Following an identical procedure, the following equation yields for I
R/L
−l :

I
R/L
−l =

∫ ∞
−∞

∫ ∞
−∞
|At
−1/+1,−l(x, y)|2 + |Bt

−1/+1,−l(x, y)|2dxdy (C.5)

Choosing the mirror symmetric operator to be M{ẑ} = M{x→−x}, then equation (7.11)

can be used to get a relation between the coefficients in equations (C.4,C.5):

Et
p,l = At

p,l(x, y)σ̂p +Bt
p,l(x, y)σ̂−p

= M{ẑ}E
t
−p,−l = M{ẑ}

(
At
−p,−l(x, y)σ̂−p +Bt

−p,−l(x, y)σ̂p
)

= −At
−p,−l(−x, y)σ̂p −Bt

−p,−l(−x, y)σ̂−p

(C.6)
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L/R
l = I

R/L
−l

which implies that At
p,l(x, y) = −At

−p,−l(−x, y) and Bt
p,l(x, y) = Bt

−p,−l(−x, y), due to

the orthogonality of σ̂p and σ̂−p. Consequently, it follows that:

I
L/R
l =

∫ ∞
−∞

∫ ∞
−∞
|At

+1/−1,l(x, y)|2 + |Bt
+1/−1,l(x, y)|2dxdy

=

∫ ∞
−∞

∫ ∞
−∞
| − At

−1/+1,l(−x, y)|2 + | −Bt
−1/+1,l(−x, y)|2dxdy

=

∫ ∞
−∞

∫ ∞
−∞
|At
−1/+1,−l(x

′, y)|2 + |Bt
−1/+1,−l(x

′, y)|2dx′dy = I
R/L
−l

(C.7)

as the integrations limits remain the same under the change x→ −x′.



D
Intensity plots of multipolar fields

In the current appendix, intensity distributions of multipolar fields are displayed. Bear-

ing their spatial shape in mind is of special importance to understand the excitation of

WGMs (section 4.4), the suppression of backscattering (5.2), and the intensity profiles

recorded by the CCD camera in the experiments done in chapter 8. Furthermore, it is

fairly common to forget about the fact that there are four different kinds of multipolar

fields depending on the radial function used: jj(kr), nj(kr), h
(I)
j (kr), and h

(II)
j (kr) .

Also, as it has been shown across this whole thesis, the multipolar fields can be clas-

sified either in terms of parity or helicity. Hereafter, some frequently used multipolar

fields are displayed. They are displayed for both parities, helicities, and typically used

radial functions (jj(kr) and h
(I)
j (kr)). The plots are done in the z − x plane, z be-

ing the horizontal axis and x the vertical one. Then, because they are cylindrically

symmetric around z, the expression in the other planes can be deduced by applying

a 2π revolution symmetry. The axis are normalised to the wavelength, so they are

dimensionless. All the units are normalized to λ. Also, due to the properties of the

Wigner D-matrices Dj
mzp(φk, θk) [39], the plots have only been done for mz > 0, as it
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can be observed that the following properties hold:

|Ap
jmz
|2 = |A−pj(−mz)|

2 (D.1)

|A(y)
jmz
|2 = |A(y)

j(−mz)|
2 (D.2)

First, the dipolar orders are displayed. It is apparent from Figure D.1 (and it can be

re-checked with all the rest of Figures displaying multipoles with well-defined helicity)

that equation (8.2) holds. In fact, equation (8.2) is a consequence of the fact that

Mẑ|Ap
jmz
|2 = |A−pjmz |

2 (D.3)

Second, it can also be observed that Ap
jmz

has the same behaviour for the two z < 0 and

z > 0 semi-spaces, whilst Ap,h
jmz

does not. This property is the basis of the measurements

carried out in chapter 8. Third, the stationary wave behaviour of the Bessel function is

only observed for A
(y)
jmz

, but not for Ap
jmz

. Remember that a spherical Bessel function

jj(kr) is a superposition of two spherical Hankel functions jj(kr) = h
(I)
j (kr) +h

(2)
j (kr),

where the spherical Hankel functions have a respective outwards and inwards radiative

behaviour (see equations (2.59, 2.60) in section 2.4). In addition, looking at all the

captions of the different Figures, it is observed that the plot area does not remain

constant. This has been done to visualize the spatial shape of the multipolar fields.

Indeed, high order Hankel multipolar fields are highly evanescent, therefore the plot

area has been reduced. In contrast, high order Bessel multipoles require a larger

plot area. Also note that a central region surrounding the origin of coordinates has

been removed from the plots of Hankel multipoles. The reason for this is that Hankel

functions are singular at the origin. Finally, Figures D.11-D.16 depict multipolar beams

with j = 15. Note the similarities between Figure D.11 and Figure 4.9 in section 4.4,

where almost a single mode was excited. And last but not least, Figure D.16, which

depicts A
(y)
15,1, shows an intensity plot which highly resembles the typical plots for

WGMs field distribution. It is interesting to see that those plots are achieved when

mz = 1 and j is large, in contrast to Oraevsky’s definition of WGM, which states that

a WGM is a multipolar field with very large j and mz = j [85]. That, of course, does

not affect the Q factor of the sphere, as the Q factor is only given by the linewidth of
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Figure D.1: Ap
1,1 and Ap,h

1,1 for p = ±1. The plot area is a square of side s = 12πλ. A

contour of 0.5πλ around the origin has been removed to plot Ap,h
1,1 .

a Mie resonance, usually the first one for WGMs [85]. And in Mie theory the mz value

is degenerated, therefore a multipolar field A
(y)
15,1 has the same Q-factor as A

(y)
15,15.
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Figure D.2: A
(y)
1,1 and A

(y),h
1,1 for (y) = (e), (m). The plot area is a square of side s = 12πλ.

A contour of 0.5πλ around the origin has been removed to plot A
(y),h
1,1 .

Figure D.3: Ap
1,0 and Ap,h

1,0 for p = ±1. The plot area is a square of side s = 12πλ. A

contour of 0.5πλ around the origin has been removed to plot Ap,h
1,0 .
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Figure D.4: A
(y)
1,0 and A

(y),h
1,0 for (y) = (e), (m). The plot area is a square of side s = 12πλ.

A contour of 0.5πλ around the origin has been removed to plot A
(y),h
1,0 .

Figure D.5: Ap
2,2 and Ap,h

2,2 for p = ±1. The plot area is a square of side s = 18πλ. A

contour of 0.5πλ around the origin has been removed to plot Ap,h
2,2 .
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Figure D.6: A
(y)
2,2 and A

(y),h
2,2 for (y) = (e), (m).The plot area is a square of side s = 18πλ.

A contour of 0.5πλ around the origin has been removed to plot A
(y),h
2,2 .

Figure D.7: Ap
2,1 and Ap,h

2,1 for p = ±1. The plot area is a square of side s = 18πλ. A

contour of 0.8πλ around the origin has been removed to plot Ap,h
2,1 .
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Figure D.8: A
(y)
2,1 and A

(y),h
2,1 for (y) = (e), (m). The plot area is a square of side s = 18πλ.

A contour of 0.8πλ around the origin has been removed to plot A
(y),h
2,1 .

Figure D.9: Ap
2,0 and Ap,h

2,0 for p = ±1. The plot area is a square of side s = 18πλ. A

contour of 0.8πλ around the origin has been removed to plot Ap,h
2,0 .
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Figure D.10: A
(y)
2,0 and A

(y),h
2,0 for (y) = (e), (m). The plot area is a square of side

s = 18πλ. A contour of 0.8πλ around the origin has been removed to plot A
(y),h
2,0 .

Figure D.11: Ap
15,15 and Ap,h

15,15 for p = ±1. For Ap
15,15, the plot area is a square of side

s = 36πλ. For Ap,h
15,15, the plot area is a square of side s = 6πλ, where a contour of 1.6πλ

around the origin has been removed.
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Figure D.12: A
(y)
15,15 and A

(y),h
15,15 for (y) = (e), (m). For A

(y)
15,15, the plot area is a square

of side s = 36πλ. For A
(y),h
15,15, the plot area is a square of side s = 6πλ, where a contour of

0.8πλ around the origin has been removed.

Figure D.13: Ap
15,8 and Ap,h

15,8 for p = ±1. For Ap
15,8, the plot area is a square of side

s = 36πλ. For Ap,h
15,8, the plot area is a square of side s = 6πλ, where a contour of 1.6πλ

around the origin has been removed.
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Figure D.14: A
(y)
15,8 and A

(y),h
15,8 for (y) = (e), (m). For A

(y)
15,8, the plot area is a square of

side s = 36πλ. For A
(y),h
15,8 , the plot area is a square of side s = 6πλ, where a contour of 0.8πλ

around the origin has been removed.

Figure D.15: Ap
15,1 and Ap,h

15,1 for p = ±1. For Ap
15,1, the plot area is a square of side

s = 36πλ. For Ap,h
15,1, the plot area is a square of side s = 4.8πλ, where a contour of 1.6πλ

around the origin has been removed.
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Figure D.16: A
(y)
15,1 and A

(y),h
15,1 for (y) = (e), (m). For A

(y)
15,1, the plot area is a square of

side s = 36πλ. For A
(y),h
15,1 , the plot area is a square of side s = 4.8πλ, where a contour of

0.8πλ around the origin has been removed.
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w . . . . . . . . . . . . . . . energy density

W . . . . . . . . . . . . . . . energy of the EM per unit length

Ws . . . . . . . . . . . . . . energy scattered

Ws
p . . . . . . . . . . . . . . energy scattered in modes with the same helicity as the incident beam

Ws
−p . . . . . . . . . . . . . energy scattered in modes with opposite helicity to the incident field

Tp(R, nr) . . . . . . . transfer function

Tm∗zp(R, nr) . . . . . transfer function for a cylindrically symmetric beam with Jz = m∗z

Holography

U(r, t). . . . . . . . . . complex wave-function

U(r) . . . . . . . . . . . complex amplitude

I(r) . . . . . . . . . . . . intensity

t(x, y) . . . . . . . . . . complex amplitude transmittance

d(x, y). . . . . . . . . . thickness of an optical element

Uo . . . . . . . . . . . . . . object wave

Ur . . . . . . . . . . . . . . reference wave

∆x . . . . . . . . . . . . . width of a 2π phase ramp

∆xλ . . . . . . . . . . . . width of a 2π phase ramp for a given λ

∆θx . . . . . . . . . . . . diffraction angle given by a hologram

Experimental parameters

Φ . . . . . . . . . . . . . . diameter

T . . . . . . . . . . . . . . target
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T . . . . . . . . . . . . . . target integro-differential operator

CDl(%) . . . . . . . . CD given an incident vortex beam of order l

tr . . . . . . . . . . . . . . Extinction ratio of a linear polariser

γ . . . . . . . . . . . . . . . ratio of light scattered into crossed helicity component divided over

the direct one

IRl . . . . . . . . . . . . . transmitted intensity for a RCP incident vortex beam of topological

charge l

ILl . . . . . . . . . . . . . . transmitted intensity for a LCP incident vortex beam of topological

charge l

I i . . . . . . . . . . . . . . measured intensity of the incident EM field

Is−p . . . . . . . . . . . . . measured intensity of the crossed helicity component of the scattered

EM field

Isp . . . . . . . . . . . . . . measured intensity of the direct helicity component of the scattered

EM field

Inorm . . . . . . . . . . . normalised (by the background) measured intensity

σN(%) . . . . . . . . . standard deviation with respect to the average

Inorm
m,p (λ) . . . . . . . . normalised (by the background) measured intensity at λ given a

monochromatic incident beam with Jz = m, Λ = p
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