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Abstract

Nonthermal linewidths in molecular clouds reveal the presence of
highly supersonic turbulence, which inevitably dissipates by a net-
work of shock waves. A multifluid treatment of these shocks is
necessitated by low ionization fractions and strong magnetic field
gradients.

In this thesis, a two-fluid model of magnetised radiative shocks
is developed in which neutrals are heated by ion-neutral friction
and cooled by ro-vibrational molecular lines. The structure of fast
and slow magnetohydrodynamic shocks are compared at velocities
of the order of the Alfvén velocity, appropriate for shocks driven
by turbulence. Slow shocks are hotter than fast shocks at the same
velocity, and their radiative signatures fit observations of infrared
dark clouds in the Milky Way and giant molecular clouds near
the Galactic Centre. An algorithm is developed to characterise
the shocks in simulations of molecular cloud turbulence. Both fast
and slow shocks are present, and the distributions of shock speeds,
Alfvénic Mach numbers and preshock conditions are used to pro-
duce synthetic emission maps of CO and to predict the volume of
shock-heated gas.

Finally, two-fluid dusty gas shocks in protoplanetary discs are
considered. Two distinct shock solutions analogous to C- and J-
type magnetised shocks are identified and these shocks are ideal
benchmarking problems for numerical codes seeking to simulate
dusty gas in protoplanetary discs. In addition, a J-type dusty shock
is used to model the accretion shock above protoplanetary discs.
Two-fluid effects are most important for grains larger than 1 µm,
and dust emission from the shock is sensitive to the dust-to-gas
ratio of the infalling material.
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Chapter 1

Introduction

The interstellar medium, comprising all the material in a galaxy not locked up
in stars or stellar remnants, is a complex system of varying physical conditions.
Its structure and characteristics are governed by a wide variety of physical pro-
cesses. Supernovae blast waves produce a hot ionized medium, which cools pre-
dominantly by emitting X-rays (McCray and Snow, 1979; Spitzer, 1990). A warm
atomic medium is heated by ultraviolet starlight from newly formed stars and cooled
by atomic line emission (Wolfire et al., 1995; Hollenbach and Tielens, 1999). The
coldest phase, composed of dense molecular clouds, is shielded from ionizing radia-
tion by dust grains, penetrated by relativistic cosmic-rays (Gredel et al., 1989) and
stirred up from the inside by protostellar outflows and jets (Mac Low and Klessen,
2004). Large scale motions may also be driven by shear due to galactic rotation
(Fleck, 1981). This diversity of physical conditions and processes ensures studies of
the interstellar medium remain challenging and interesting.

Despite the complexity of the interstellar medium, stars form almost exclusively
in just one phase: the dense molecular clouds. Determining the precise conditions of
this phase is vitally important to constrain the physical processes that govern star
formation. Magnetic fields, turbulence and stellar feedback have been identified as
key processes to explain different aspects of the structure and evolution of molec-
ular clouds, but open problems remain. It is still relatively unknown exactly what
controls, for example, the rate at which stars form and the distribution of stellar
masses at birth (see reviews by Hennebelle and Falgarone, 2012; Krumholz, 2014a).

Molecular clouds are dynamic, violent objects with a number of situations giving
rise to shock waves. In regions of densely packed molecular clouds such as near the
centres of galaxies, cloud-cloud collisions produce shocks that strongly disturb each
cloud (Takahira et al., 2014). Supernovae blast waves disperse a cloud from the
inside (Kim and Ostriker, 2015), or compress a cloud from the outside triggering
the formation of new stars. Supersonic turbulence, driven by expanding HII regions
and supernovae (Mac Low and Klessen, 2004), provides nonthermal pressure to
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CHAPTER 1. INTRODUCTION

support against gravitational collapse, but is eventually dissipated by a network of
shocks (Basu and Murali, 2001). In the densest clumps, gravitationally accelerated
material passes through an accretion shock as it settles onto a protoplanetary disc
(Shu et al., 1987). At a later stage of protostellar evolution, bipolar outflows or jets
launched from the disc shock the surrounding medium (Lada, 1985; Bally, 2016).
Detailed studies of the ubiquitous shock waves can therefore shed light on many
aspects of molecular cloud evolution and star formation.

Shock waves are typically considered as simple discontinuities in the fluid vari-
ables as a high pressure region drives material into a low pressure region (e.g. de Hoff-
mann and Teller, 1950; Kennel et al., 1989). The material is viscously heated inside
the shock front, and the flow behind this front cools due to radiation from a variety of
atoms, molecules and dust grains. Accurately modeling the radiative cooling is not
only important to properly model the structure of the shock—because the fluid den-
sity and velocity will be coupled to its temperature—but also to provide signatures
of the shock parameters such as its velocity and preshock chemical composition,
which in turn gives information about the gas being shocked.

In certain conditions single fluid treatments of shock waves are inaccurate. In a
partially ionized fluid, magnetic pressure gradients lead to a decoupling of the neu-
trals and ions within a shock front (Mullan, 1971; Draine, 1980). Similar decoupling
occurs between gas particles and dust grains above a critical grain size (Carrier,
1958; Kriebel, 1964). In these circumstances a single-fluid description does not ac-
curately predict the temperature of coolants because it will overlook the frictional
heating due to the relative velocities of the decoupled fluid components. It may also
miss chemical pathways opened up by the increased kinetic energy from the relative
velocities of reaction products (Flower et al., 1985). Thus a multifluid description
(e.g. Draine, 1986) is needed to accurately model both the structure of shock waves
and their radiative signatures.

The focus of this thesis is on two-fluid treatments of low-velocity magnetised
shocks in turbulent molecular clouds and dusty accretion shocks in protoplanetary
discs. In the remainder of this introduction, I give an overview of turbulent molecular
clouds, considering their observed properties and theoretical models in the context of
low-velocity shocks; and the early stages of star formation, in which protoplanetary
discs are deeply embedded by infalling dust and gas. Throughout the introduction
I will highlight the multifluid nature of these systems. This introductory chapter
concludes with an outline of the structure of the thesis.
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1.1. TURBULENT MOLECULAR CLOUDS

1.1 Turbulent Molecular Clouds

1.1.1 Typical Conditions

The densest, coldest phase of the interstellar medium is contained within giant
molecular cloud complexes. In the disc of the Milky Way, molecular clouds are
observed with the following characteristic properties. The clouds are composed
almost entirely of molecular hydrogen (H2), with trace amounts of other molecules
and dust grains. Adopting the convention of Bergin and Tafalla (2007), they range
in size from 2–15 pc, have gas temperatures of ∼10 K and average number densities
between 102 and 103 cm−3. In these conditions the sound speed is cs ∼ 0.2 km s−1.
The clouds are also threaded by large scale magnetic fields with strengths of the
order of ∼10µG. In addition, they contain 103 − 104 M� of material, with only a
small fraction (.5%) of this eventually collapsing to form stars (e.g. Myers et al.,
1986) before the cloud is dispersed in 3–30 Myr (Blitz and Shu, 1980; Shu et al.,
1987).

Most of a molecular cloud’s material cannot be observed, because the lowest-
lying allowable rotational transition of H2 (J = 2 − 0 quadrupole transition) lies
510 K above the ground state, well above the cold cloud temperatures. Observers
have therefore relied on indirect means of measuring the properties of molecular
clouds. The most commonly observed molecule has been carbon monoxide (CO),
which radiates in low-J rotational lines very easily due to collisional excitation with
H2. A contour map of the CO J=1-0 emission from a typical molecular cloud is
shown in Fig. 1.1. The map shows the clumpy, filamentary spatial structure of
molecular clouds.

Molecular line radiation is not only a tracer of H2, it is also important for setting
the thermal balance of molecular clouds. Cosmic-ray ionization is the dominant
heating process as dust-attenuation and H2 self-shielding efficiently blocks UV ra-
diation from all but the edges. The cosmic-ray heating rate is balanced by CO
cooling due to low-lying rotational lines at ∼10 K, giving the typical temperature
of molecular clouds.

Linewidths are typically observed to be much larger (∼ 1−10 kms−1) than can be
explained by thermal broadening (e.g. Larson, 1981; Solomon et al., 1987). Fig. 1.2
shows an example of broad linewidths of CO emission from two molecular clouds.
The linewidth, ∆v, of a cloud of size L is observed to obey a power-law relation
∆v ∝ Lα. The power-law index was initially measured as ∼0.38 (Larson, 1981),
reminiscent of the Kolmogorov scaling of turbulent eddy velocities, v, with respect
to the eddy size, l: v ∝ l1/3 (Kolmogorov, 1962). This law arises in incompressible
turbulence when considering how kinetic energy cascades down from large scale mo-
tions to small scale motions until the energy is lost to heat. The power law follows
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CHAPTER 1. INTRODUCTION

Figure 1.1: A CO J = 1→ 0 emission map of molecular clouds in the Orion-Monoceros
region. Image taken from Wilson et al. (2005).

assuming the energy transfer rate does not depend on the size of the motion consid-
ered. The assumption of incompressibility is inapplicable to interstellar clouds, and
the assumption of homogeneity is broken by magnetic fields (discussed in the next
section) providing a directionality in clouds. Hence it is unclear whether turbulence
in molecular clouds should even resemble the model from Kolmogorov. However,
extensions of the Kolmogorov theory into the compressible regime have had some
success. Kritsuk et al. (2007) find that the original Kolmogorov laws hold for the
density weighted fluid velocity, ρ1/3v, in simulations of compressible hydrodynamic
turbulence. The scaling of this quantity appears to hold in the power spectrum
and has been confirmed by other authors (Kritsuk et al., 2009; Price and Federrath,
2010; Federrath, 2013).

Subsequent observations of molecular cloud linewidths discovered a steeper re-
lation to the cloud size, with exponents ranging from 0.48–0.65 (Leung et al., 1982;
Myers, 1983; Sanders et al., 1985; Solomon et al., 1987; Ossenkopf and Mac Low,
2002; Brunt and Heyer, 2002; Heyer and Brunt, 2004). This steeper relation has
been interpreted as resulting from the supersonic nature of the molecular cloud
turbulence (Vázquez-Semadeni et al., 1997). Supersonic flows have a large scale dis-
sipative mechanism in shock waves, which compress and heat the gas. This means

4
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1.1. TURBULENT MOLECULAR CLOUDS

Figure 1.2: Typical line profiles of CO line emission from two molecular clouds. Figure
taken from Falgarone and Phillips (1990).

there is less energy available to cascade down to smaller motions, so that there are
preferentially more high velocity motions than in subsonic turbulence.

The velocity dispersion, measured from the linewidth, gives a measure of the
turbulent kinetic energy. It is generally found that this is of the order of the gravi-
tational potential of a cloud, and so the turbulence must be dynamically important
to the evolution of molecular clouds. At large scales turbulence provides a non-
thermal pressure support against gravitational collapse of the whole cloud, however
it may also be important in triggering collapse to form protostars at small scales
(Mac Low and Klessen, 2004). In fact, the distribution of stellar masses at birth, the
initial mass function (IMF), can be explained if one assumes that protostars form in
the density enhancements caused by shock waves (Padoan et al., 1997; Padoan and
Nordlund, 1999, 2002). If shock waves set the initial conditions for star formation,
then detailed shock models provide observational tests for this theory of the IMF
(Holdship and Viti, 2016).

The turbulence interpretation of the large nonthermal linewidths was initially
controversial because such highly supersonic motions should dissipate too quickly to
be sustainable (Goldreich and Kwan, 1974). The timescale for turbulent decay is on
the order of the time it takes a strong shock to traverse a cloud. This timescale turns
out to be much shorter than the assumed long lifetime of molecular clouds. Thus
a constant supply of driving energy would be required to maintain the turbulent
motions, and a source of such energy needed to be discovered. On the other hand,
short cloud lifetimes have been proposed where a small fraction of a cloud quickly
forms stars before stellar feedback disperses the remaining gas (Elmegreen, 2000,
2007; Mac Low and Klessen, 2004). Alternatively, the hydromagnetic nature of
molecular clouds may alter this result.
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CHAPTER 1. INTRODUCTION

1.1.2 Alfvénic Turbulence

In an ionized fluid of mass density ρ, containing a magnetic field with strength B,
the fluid has a characteristic speed of wave motions, vA = B/

√
4πρ, called the Alfvén

velocity. Zeeman splitting of molecular line emission, while challenging to observe,
has been used to measure line-of-sight magnetic field strengths in some molecular
clouds. Crutcher et al. (2010) compiled observations of the Zeeman effect from OH
(Crutcher, 1999; Troland and Crutcher, 2008), CN (Falgarone et al., 2008), and HI
(Heiles and Troland, 2004), and found magnetic field strengths in clouds that give
Alfvén velocities of the order of the velocity dispersion of the cloud. This result
suggests that magnetic fields will be dynamically important.

Alfvén waves are incompressible modes of an MHD fluid, and so the addition of
a magnetic field provided a promising avenue to extend the lifetime of turbulence.
For an MHD wave interpretation of molecular cloud turbulence, the particles of a
molecular cloud have to be well coupled to the magnetic field. Only charged particles
are directly coupled to the field via the Lorentz force, so some minimum amount
of ionization is required to couple the neutral particles to the charged particles
via collisions. In molecular clouds, cosmic-ray protons penetrate the dense gas to
collisionally ionize a fraction of gas. The resulting electrons can further ionize nearby
particles. This cascade transfers energy to the cloud and sets the overall ionization
rate. Typical molecular clouds have cosmic-ray ionization rates ζ ∼ 10−16 s−1 H−1,
leading to ionization fractions of about 1 part per 106 (Hollenbach et al., 2012).
In addition, the Alfvén velocity must be large compared to the gas sound speed in
the medium. These conditions were outlined by Arons and Max (1975), who also
discovered that for MHD waves with wavelengths small compared to the cloud size,
friction of the neutrals on the charged particles damp out the waves at timescales
much shorter than the lifetimes of clouds, thus requiring a driving source of the
waves if they are to be responsible for supporting the cloud. On the other hand,
long wavelength MHD waves corresponding to oscillations of large subregions of a
cloud do not damp out as quickly. For example, Alfvén waves propagating along the
direction of the magnetic field are the longest living mode (Zweibel and Josafatsson,
1983). Friction between the neutral and ion components of the gas provides a
constant damping but steepening of the wave profiles into shock waves dominates
the dissipation of this mode.

The presence of shock waves is an inescapable outcome of supersonically turbu-
lent molecular clouds, whether or not a magnetic field is included. As a primary
source of dissipation, shocks determine the decay timescale of turbulence and there-
fore the lifetime of a cloud. In simulations of compressible MHD turbulence, Stone
et al. (1998) found that the inclusion of a magnetic field did not significantly lengthen
the decay timescale compared to hydrodynamical turbulence. As in the hydrody-
namic case, shock waves were found to be an important energy sink, accounting for
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1.1. TURBULENT MOLECULAR CLOUDS

around half of the dissipation turbulent kinetic energy. The cascade of turbulent
energy from large scale motions to small results in a distribution of shock veloci-
ties. Smith et al. (2000b) found that weak shocks in a large range of velocities were
responsible for the majority of dissipation in simulations of decaying turbulence.
In contrast, a small range of stronger shocks dissipated turbulence that was being
driven (Smith et al., 2000a). The heating of compressed gas in a thin post-shock
region uniquely drives chemistry and radiative cooling. Thus the radiative charac-
teristics and chemical signatures of turbulent dissipation will be strongly shaped by
the detailed cooling and chemistry in shocks. This is the primary motivation for
the MHD shock models presented in chapter 2 and chapter 4. In the next section,
I review previous studies of MHD shock waves.

1.1.3 Magnetohydrodynamic Shock Waves

For a purely hydrodynamic (i.e. nonmagnetic) shock wave, in the frame of reference
comoving with the shock—called the shock frame—the preshock fluid flows with
speed vs towards a thin, viscous shock front faster than the sound speed cs and
undergoes an effectively discontinuous transition to below the sound speed across
the shock front. Conservation of mass, momentum and energy imply that in this
situation the pressure and temperature will also undergo discontinuous jumps.

In an ideal MHD fluid three linear wave modes are supported, the fast, inter-
mediate and slow waves. The six ways for a fluid to transition across these speeds
allows for three distinct families of shocks. Fast MHD shocks cross the fast wave
speed only, intermediate shocks cross the intermediate wave speed (but could cross
the others), and slow shocks cross the slow wave speed only. Single fluid treatments
of fast shocks including detailed microphysics have been used to study interstellar
shocks (e.g. Kwan et al., 1977; Hollenbach and McKee, 1979), but the other fam-
ilies have been largely ignored. Intermediate and slow shocks have sub-Alfvénic
velocities—vA . 10 km s−1 in molecular clouds—and so are far less luminous than
the fast shocks typically studied with velocities in the tens of km s−1 (e.g. Draine
and Katz, 1986a; Neufeld and Dalgarno, 1989; Smith and Brand, 1990). However,
turbulent dissipation is dominated by shocks with velocities of the order of the cloud
velocity dispersion, so the sub-Alfvénic shocks can have comparable luminosities to
fast shocks.

Molecular clouds are penetrated by cosmic-rays which produce an ionized com-
ponent of the order of 1 part per million. The ionized component decouples from
the neutral component due to strong magnetic field gradients so that a two-fluid
treatment of shock waves is required. With such a treatment Mullan (1971) and
Draine (1980) discovered that fast shock fronts are not necessarily discontinuous.
Fast waves in the ion fluid can travel ahead of the shock front, collisionally heat-
ing the neutral fluid in a “magnetic precursor”. If the magnetic field is stronger

7



CHAPTER 1. INTRODUCTION

than some critical strength, the precursor completely smooths the shock front al-
lowing for all the fluid variables to transition continuously to their post-shock values.
Such a shock is called a C-type shock—in contrast to a J-type shock with a jump
discontinuity—and has been extensively studied in various interstellar medium con-
ditions. Before C-type shocks were discovered, one-fluid treatments of shocks in
molecular clouds had the problem of being too hot. These shocks would heat up
the gas beyond the dissociation temperature of H2 for velocities vs & 24 km s−1

(Kwan et al., 1977; Hollenbach and McKee, 1980), contradicting observations of
this molecule at high velocities (& 30 km s−1) in molecular regions. C-type shocks
solved this problem because they heat up the gas more gently than J-type shocks.
Thus a primary motivation for C-type shock studies was to explain low temperatures
in moderate to high velocity shocks (vs & 10 km s−1) produced by violent events.
In addition, C-type shocks have been used to explain the observed overabundance
of the CH+ molecule with respect to other chemical models of diffuse clouds (e.g.
Draine and Katz, 1986b; Flower and Pineau Des Forêts, 1998). Finally, the large
relative velocities of ion and neutral species can increase sputtering and shattering
of dust grains in shocks caused by protostellar outflows, explaining observed large
abundances of gas phase SiO (e.g. Flower et al., 1996; Schilke et al., 1997; Guillet
et al., 2007).

Previous studies considered single shocks at high velocities to model emission
from large-scale coherent structures like expanding ionization fronts or supernovae
blast waves. In contrast, supersonic turbulence in molecular clouds decays by a
network of shocks at very low velocities (vs . 5 km s−1). The only study (before
this one) of MHD shocks at these velocities is that of Pon et al. (2012). They
consider observational diagnostics due to turbulent dissipation in fast MHD shocks.
Comparing these models to observations of anomalously bright high-J CO line emis-
sion has been more successful than models of photon-dominated regions (Pon et al.,
2014, 2015; Larson et al., 2015). In chapter 2, the first published two-fluid models
of slow MHD shocks are presented. Slow shocks are hotter than fast shocks of the
same velocity and observations of high-J CO lines are better fit by shocks from this
family. Recent high-J CO line measurements have shown that both fast and slow
MHD shocks are consistent with the observational data (Pon et al., 2016a).

While this is observational evidence for the presence fast and slow MHD shocks
in turbulent regions, it is still unclear what mixture of shock families should be pro-
duced by MHD turbulence. Balsara (1996) and Tilley and Balsara (2011) find that
the fast and Alfvèn modes are strongly damped by ion-neutral collisions leaving the
slow modes to propagate with little damping. Thus nonlinear steepening into slow
shocks might be expected to preferentially occur in molecular clouds. In chapter 3, I
present the first published prediction of the mixture of shock families in a turbulent
molecular cloud. We also use the detailed shock models of chapter 2 to produce
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1.2. DUSTY PROTOPLANETARY DISCS

synthetic maps of turbulent dissipation in MHD shocks. The goal of that work is
to eventually tie the radiative characteristics of shocks to the parameters of tur-
bulence. Simulations of molecular clouds have shown that the star formation rate
and efficiency depend on whether the turbulence is solenoidally or compressively
driven (Federrath and Klessen, 2012, 2013), and that the stellar initial mass func-
tion is sensitive both to non-ideal MHD effects such as ambipolar diffusion (McKee
et al., 2010) and to the driving and Mach number of the turbulence (Hennebelle and
Chabrier, 2009, 2013; Hopkins, 2013). If these and other parameters of turbulence
could be linked to distributions of shock waves, then shock modeling can provide
observational tests of models of excitation and decay of turbulence.

1.2 Dusty Protoplanetary Discs

1.2.1 Dust-gas numerical codes

In molecular clouds and protoplanetary discs, dust is found to play a key role. Warm
gas transfers energy to dust via collisions, which then cools via thermal radiation.
This radiation, usually in the near-infrared, plays a significant thermodynamic role
and allows observers to indirectly measure gas properties at higher resolution than
molecular line emission usually at radio wavelengths. The formation of H2 by gas
phase chemical reactions is too inefficient to form the observed molecular fraction
in molecular clouds. It has long been recognized that reactions on the surfaces of
dust grains are required (Gould and Salpeter, 1963). As a major source of opacity,
dust attenuation helps shield the inner parts of molecular clouds from UV radiation
(Hollenbach and Tielens, 1999). This attenuation is a key reason molecular clouds
can cool down to 10 K (Glover and Clark, 2012), allowing for gravitational collapse
to form protostars and protoplanetary discs. In these discs, the gaseous component
rotates at sub-Keplerian velocities due to pressure gradients. The pressureless dusty
component however, rotates at the Keplerian velocity and so the two fluids are
decoupled. A multifluid approach is therefore key to accurately modeling these
systems.

Thermal dust emission can be observed with infrared and submillimetre space
telescopes like Spitzer (e.g. Stephens et al., 2014), Herschel (e.g. Launhardt et al.,
2013), and Planck (e.g. Planck Collaboration et al., 2011), and next generation
ground based telescopes like ALMA (e.g. ALMA Partnership et al., 2015). Ob-
servations of dust emission from protoplanetary discs with ALMA have discovered
dust-cleared concentric rings (Isella et al., 2016) or cavities (Walsh et al., 2016).
Such dust gaps have been explained as due to the presence of planets (e.g. Dipierro
et al., 2015; Kanagawa et al., 2015) or to other effects such as dust-trapping in vor-
tices (Ruge et al., 2016). To relate observations of dust to properties of gas, it is
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crucially important to understand their coupled evolution.

The importance of coupled gas-dust modeling has motivated the development
of numerical codes designed to simulate gas and dust in protoplanetary discs, as
well as other astrophysical systems. Monaghan and Kocharyan (1995) extended the
smoothed particle hydrodynamics code of Gingold and Monaghan (1977) to model
dusty gas by treating the dust as a collisionless fluid coupled to the gas via drag.
Hopkins and Lee (2016) also model dust in this way, by representing an ensemble
of grains as a collection of ‘superparticles’ in the mesh-free, Lagrangian simula-
tion code gizmo (Springel, 2005; Hopkins, 2015). They found large dust-to-gas
variations in turbulent molecular clouds and that dust filaments do not necessarily
correlate with gas filaments. Paardekooper and Mellema (2006b) extend the Eule-
rian hydrodynamics code rodeo (Paardekooper and Mellema, 2006a) to solve the
flow equations for both gas and dust. They show that dust-gaps are cleared more
easily than gas-gaps in protoplanetary discs. The finite-difference MHD code pen-
cil code (Brandenburg and Dobler, 2002) has been extended to model dust grains
as individual particles in order to study the Kelvin-Helmholtz instability in proto-
planetary discs (Johansen et al., 2006). This code was used to study the growth of
boulders in turbulent protoplanetary discs (Johansen et al., 2007) and has recently
been updated to treat stiff drag conditions (Yang and Johansen, 2016). Bai and
Stone (2010b) implemented a hybrid particle-gas integration scheme into a grid-
based code, athena (Stone et al., 2008), designed to simulate compressible MHD.
In their code, they consider dust particles coupled with gas via aerodynamic drag.
Using this code, Bai and Stone (2010a) found that radial gradients of gas pressure
in protoplanetary discs induce dust clumping leading to planetesimal formation.

Both grid-based (e.g. Johansen et al., 2006; Bai and Stone, 2010b) and particle-
based smoothed particle hydrodynamics codes (e.g. Laibe and Price, 2012a; Lorén-
Aguilar and Bate, 2014) have been used to study dusty gas flows in protoplanetary
discs. However, Laibe and Price (2011) highlight a lack of simple analytic solutions
to benchmark dusty gas codes in astrophysical conditions. In addition, existing
methods innacurately reproduce the few analytic solutions in the limit of strong
drag (Laibe and Price, 2012a). Having more simple analytic solutions is crucial in
aiding the development of more accurate dusty gas codes. A common benchmarking
test is the Sod shock-tube problem (Sod, 1978), in which a fluid is initially set up
to contain a large discontinuity. The fluid variables are then evolved with time, and
then compared to the analytic solution of the problem. In the pure hydrodynamical
case, the simple initial discontinuity breaks up into a shock wave, rarefaction wave
and a contact discontinuity. Unfortunately, in the two-fluid dusty gas case, there
is no analytic solution to this problem. Fig. 1.3 shows the Sod shock-tube test
performed with a numerical simulation of two-fluid dusty gas (Saito et al., 2003).
This figure shows that while the two-fluid version of the test gives qualitatively
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1.2. DUSTY PROTOPLANETARY DISCS

Figure 1.3: Sod shock-tube problem in a two-fluid dusty gas. Figure adapted from Saito
et al. (2003). The upper and lower panels are for different initial discontinuities.

similar results to the pure hydrodynamical case, there are significant differences.
With no analytic solution to compare to, it is not clear how dusty gas numerical
codes are supposed to perform, so authors have resorted to comparing the results of
this test against each other. Saito et al. (2003) notes, however, that a steady-state
two-fluid shock structure reasonably fits one of the resulting components in this test
problem.

In chapter 5, I extend the insight of Saito et al. (2003) by focusing on steady
shocks as a simple test problem. Unlike the standard shock-tube tests, steady shocks
comprise only one hydrodynamic component with a structure that can be computed
from simply integrating the governing ordinary differential equations. The numerical
simulation is also simple: drive a piston into a uniform medium by using reflective
boundary conditions. The variables of the fluid traveling into this wall can be simply
obtained from the jump conditions on the combined dust-gas fluid. This simple
test can be used to benchmark how numerical codes behave with different dust-to-
gas ratios, drag coefficients and different forms of the drag, e.g. linear, quadratic,
Epstein and so on.

1.2.2 Shocks and Protostellar Evolution

Two-fluid dusty shocks are not just ideal benchmarks for numerical codes. When a
pocket of gas in a molecular cloud collapses under gravity to form a low-mass star,
the protostar evolves through four phases shown schematically in Fig. 1.4. In these
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phases, the protostar emits distinct infrared spectral energy distributions (SED) due
to different physical conditions of their constituent dust, until the pre-main sequence
star dominates as a hot black-body.

The initial self-gravitating clump (Fig. 1.4a) results from a turbulent density
enhancement which may be due to a shock. In this phase, the protostar is surrounded
by an envelope of cold dust, emitting as a cold black body (∼ 30 K) to give a Class
0 protostellar SED.

Figure 1.4: Evolution of a protostar. Image taken from (Shu et al., 1987).

As the clump evolves, a centrifugally supported protoplanetary disc forms around
the protostar (Fig. 1.4b). The whole structure is still surrounded by an envelope of
material seen as a Class I SED now with some contribution from the stellar black-
body. In the self-similar collapse model of Shu (1977) an inside-out collapse begins
to takes place in this phase. This idealised model will never occur in detail, but pro-
vides a qualitative description of protostellar collapse that roughly holds true even
in the presence of magnetic fields and rotation (Larson, 2003). Starting from the
centre, material loses thermal support and starts to fall freely towards the density
peak. A rarefaction wave then travels away from the centre at the speed of sound.
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1.3. STRUCTURE OF THESIS

The infalling material must pass through an accretion shock before settling onto the
protoplanetary disc. The initial density peak comprises a small fraction of the mass
of the eventual protostar, with most of the mass accreted during these protostellar
phases (Larson, 2003). This means that the chemical processing inside the accre-
tion shock is largely responsible for the composition of the protoplanetary disc and
protostar. Hence detailed modeling of this accretion disc is key to understanding
the subsequent chemical evolution of protostars.

When the density and temperature grows enough, deuterium fusion begins. In
this phase, seen as a Class IId SED, strong stellar winds or collimated jets from the
disc eventually penetrate the dusty envelope to form bipolar outflows, as sketched
in Fig. 1.4c. The detailed mechanism for launching jets from discs remains an open
problem, though it is generally thought to involve magnetic fields. One popular
model is the magnetocentrifugal theory, in which the accretion flow in the disc
drags the magnetic field into a configuration that flings material vertically from the
disc (Blandford and Payne, 1982). The outflows from this phase produce moderate
to high velocity bow shocks (vs > 10 km s−1) when they run against the surrounding
interstellar medium. Detailed chemistry in MHD shock models can probe the nature
of the outflow (e.g. Flower et al., 2003; Flower and Pineau des Forêts, 2013; Holdship
et al., 2016), and ultimately could test jet launching mechanisms.

In the final stage, sketched in Fig. 1.4d, the protostellar outflows have fully
dispersed the envelope of infalling material, revealing the pre-main sequence star
now powered by hydrogen fusion. The Class II SED characterising this phase is
dominated by black-body radiation from the new star and sometimes showing an
infrared excess due to the presence of a disc.

Shocks are found throughout the phases of protostellar evolution. Detailed stud-
ies of shocks can therefore shed light on a variety of physical processes important to
star formation. In chapter 5 I show that a two-fluid dusty gas treatment is important
to understanding the accretion shock that occurs in the phase shown in Fig. 1.4b.
The simplified model shows the shock structure is sensitive to fluid parameters such
as the dust-to-gas ratio and dust grain size. This motivates a detailed study of
accretion shocks, given their importance in setting the initial composition of the
protostellar material.

1.3 Structure of Thesis

In chapter 2, I numerically solve the equations of two-fluid MHD in order to inves-
tigate low-velocity (vs . 4 km s−1) steady-state, planar shock waves in molecular
cloud conditions. A simplified model is used to highlight different families of MHD
shock waves, and presents the first published two-fluid treatment of slow-mode MHD
shocks. This kind of shock is observationally distinct from the well studied C-type
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fast-mode shocks and a comparison with literature observational data shows evi-
dence of slow-mode shocks in observed molecular clouds.

The detailed MHD shock models presented in chapter 2 motivates the study
of which family of shocks we expect in turbulent molecular clouds. I address this
question in chapter 3, which presents a publicly available algorithm, shockfind, to
detect and characterise the MHD shocks in simulations. The algorithm is applied
to a simulation of a turbulent molecular cloud, and I present the first prediction
for the mixture of MHD shock families produced by supersonic turbulence. I use
the results of the detailed shock modeling (chapter 2) to create synthetic maps of
observables and quantify the effects of shock heating in clouds.

In chapter 4 I update and extend the previous shock models (chapter 2) to
include more heating and cooling processes. I also extend the chemical network to
include nitrogen- and sulphur-bearing species, and model new kinds of reactions.
These models are used to study chemical anomalies in the unusual molecular clouds
located near the centre of the Milky Way galaxy. The high temperatures of clouds
found in this region have been explained as due to the dissipation of turbulence.
In this chapter I provide chemical predictions of this dissipitation, provided by the
unique chemical processing taking place within shock fronts.

A multi-fluid treatment of dusty shock waves is presented in chapter 5. These
shocks are ideal benchmarking tests for numerical codes seeking to simulate dusty
gas. I show there are two distinct shock solutions analogous to C- and J-type MHD
shocks. I also apply these shocks to the study of accretion shocks in the early stages
of protostellar disc formation. Two-fluid effects are found to be important for large
dust grains (&1 µm), and the peak dust temperature probes the dust-to-gas ratio of
the infalling material. These results suggests that more detailed treatments of this
shock could be fruitful in uncovering the initial composition of material that will
eventually form planets.

Finally, I summarise the thesis and consider future directions in Chapter 6.

14



Chapter 2

Fast and slow
magnetohydrodynamic shocks

Abstract

The character of star formation is intimately related to the su-
personic magnetohydrodynamic (MHD) turbulent dynamics of the
molecular clouds in which stars form. A significant amount of the
turbulent energy dissipates in low velocity shocks. Fast and slow
MHD shocks differ in how they compress and heat the molecular
gas, and so their radiative signatures reveal distinct physical con-
ditions.

We use a two-fluid model to compare one-dimensional fast
and slow MHD shocks propagating at low speeds (a few km/s).
Fast shocks are magnetically driven, forcing ion species to stream
through the neutral gas ahead of the shock front. This magnetic
precursor heats the gas sufficiently to create a large, warm transi-
tion zone where all the fluid variables smoothly change in the shock
front. In contrast, slow shocks are driven by gas pressure, and neu-
tral species collide with ion species in a thin hot slab that closely
resembles an ordinary gas dynamic shock.

We consider shocks at velocities vs = 2−4 km s−1 and preshock
Hydrogen nuclei densities nH = 102− 104 cm−3. We include simple
oxygen chemistry and cooling by CO, H2 and H2O. CO rotational
lines above J = 6→5 are more strongly excited in slow shocks.
These slow shock signatures may have already been observed in
infrared dark clouds in the Milky Way.
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2.1 Introduction

Understanding the internal environment of the giant molecular clouds (GMCs) in
which stars form is a necessary precursor to addressing the star formation rate and
stellar initial mass function (e.g., Bergin and Tafalla, 2007; McKee and Ostriker,
2007). Large non-thermal linewidths observed in molecular lines (e.g., Larson, 1981;
Solomon et al., 1987) have often been attributed to turbulent motions. Furthermore,
the kinetic energy associated with these motions is generally found to be on the order
of the gravitational potential energy, indicating the importance of turbulence as a
dynamical component of molecular clouds. In addition, magnetic fields in GMCs
give Alfvén velocities on the order of the observed velocity dispersions (e.g., Crutcher
et al., 1993; Crutcher, 1999; Crutcher et al., 2010). This suggests that the turbulence
in GMCs is magnetohydrodynamic (MHD) in nature.

The physics underlying the MHD turbulence of molecular clouds is intimately
connected with properties of star formation (Mac Low and Klessen, 2004). For
example, Federrath and Klessen (2012) and Federrath and Klessen (2013) use three
dimensional MHD simulations to analyse different modes of turbulence by comparing
compressive driving to solenoidal driving. They showed that the star formation rate
and efficiency are both sensitive to these driving modes and Mach number variations.
Hence it is desirable to discover observable distinctions between different modes of
turbulence.

Supersonic turbulence dissipates via shock waves and vortices (Pety and Fal-
garone, 2000). In simulations of compressible MHD turbulence Stone et al. (1998)
found that shock waves dissipated around 50% of the turbulent energy. The heat-
ing of compressed gas in a thin postshock region uniquely drives chemistry and
radiative cooling. Thus the radiative characteristics of turbulent dissipation will
be strongly shaped by cooling in shocks. Furthermore, Smith et al. (2000b) found
that weak shocks in a large range of velocities were responsible for the majority of
dissipation in simulations of decaying MHD turbulence. In contrast, a small range
of stronger shocks dissipated turbulence that was being driven (Smith et al., 2000a).
Hence radiative signatures of shocks could be used to distinguish between these two
scenarios.

The observational signatures of the low-velocity shocks that dominate dissipation
of MHD turbulence have only recently been considered. Pon et al. (2012) considered
C-type fast MHD shocks travelling at speeds of 2–3 km s−1 perpendicular to the
magnetic field and computed the abundances and emission of H2, CO and H2O.
By comparing CO rotational line emission from these shocks to those produced in
photodissociation regions (PDRs), they found that fast shocks dominate the emission
in transitions above J = 5 → 4. Lesaffre et al. (2013) take a statistical approach
by computing observational diagnostics due to a distribution of C- and J-type fast,
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perpendicular, MHD shocks at velocities ranging from 3–40 km s−1. They use these
shocks to explain the radiation from a turbulent wake formed by a galaxy collision
in Stephan’s Quintet.

Anomalously bright CO lines above J = 5→ 4 have been recently observed to-
wards Milky Way molecular clouds (e.g., Pon et al., 2014, 2015; Larson et al., 2015)
and from warm molecular gas in external galaxies (e.g., Kamenetzky et al., 2012;
Pellegrini et al., 2013). These studies all conclude that PDR models are unable to
reproduce the bright high-J CO lines and all suggest MHD shock waves as the heat-
ing mechanism. The shock models used or referred to in these studies (Flower and
Pineau Des Forêts, 2010; Pon et al., 2012) and other studies of shocks in interstellar
clouds (e.g. Draine and Katz, 1986b; Hollenbach and McKee, 1989; Chapman and
Wardle, 2006) all consider fast MHD shocks. MHD fluids can, however, support
three kinds of shocks: fast, intermediate and slow. Unfortunately no study has
identified which kinds of shocks would be produced by MHD turbulence. One of
the goals of our work is to motivate the classification of MHD shocks in turbulent
molecular clouds.

Ideal MHD assumes a fully ionized gas in which the magnetic field is frozen.
Molecular clouds are in fact only weakly ionized and the magnetic field acts on
the neutral fluid via the ionized fluid. A two-fluid description is therefore more
appropriate to molecular cloud studies. Early work by Lithwick and Goldreich
(2001) and Lazarian et al. (2004) highlighted the importance of two-fluid effects
on the turbulent cascade. Recently it has become feasible to run high resolution
three dimensional two-fluid MHD simulations. For example, Meyer et al. (2014) use
simulations to show that observations of linewidth differences between line emission
from neutral and ion species can be accounted for by two-fluid effects. Furthermore,
Burkhart et al. (2015) use simulations to show that the Alfvènic modes do not
necessarily dissipate at the ambipolar diffusion scale. They also confirm the analytic
results of Balsara (1996) and Tilley and Balsara (2011) that in molecular cloud
conditions, the fast and Alfvèn modes are strongly damped by ion-neutral collisions
leaving the slow modes to propagate with little damping. Thus nonlinear steepening
into slow shocks might be expected to preferentially occur in molecular clouds. In
addition, slow shocks reach far higher peak temperatures than fast shocks for two
reasons. Firstly, the heating timescale in fast shocks is determined by the long ion-
neutral collision timescale while in slow shocks is determined by the short neutral-ion
collision timescale. As the cooling timescale of the gas lies between these two, the
gas being overrun by fast shocks remains at low temperatures whereas it quickly
heats up within slow shocks. Secondly, as we show in section 2.2 the gas in fast
shocks necessarily loses some of its kinetic energy to strengthening the magnetic
field while in slow shocks it does not. Thus slow shocks have more energy available
to heat the gas.
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In this chapter, we solve the steady, plane parallel two-fluid MHD equations to
model shocks that propagate at any angle to the magnetic field. In section 2.2 we
elucidate some of the basic differences of fast and slow MHD shocks. We describe
our computational scheme in section 2.3. In section 2.4 we compare fast and slow
shocks in the low-velocity regime with molecular cloud conditions. We discuss their
radiative characteristics and implications for interpreting emission from turbulent
molecular gas. Finally, in section 2.5 we show how these signatures might be used
to interpret observations.

2.2 Theory

Cosmic rays streaming through the interstellar medium weakly ionize molecular
clouds, generating an ion fluid that interpenetrates the neutral particles. A two-
fluid MHD description is developed in section 2.2.1 with the ion fluid coupled to the
magnetic field via the Lorentz force and to the neutral fluid via the collisional force,
so that

J×B

c
= αρiρn (vi − vn) , (2.2.1)

where α is the rate coefficient for elastic ion-neutral scattering and ρ and v are
the density and velocity with subscripts i and n referring to ion and neutral fluids
respectively. By considering the state of these fluids far away from the shock front,
we illustrate how the various families of MHD shocks come about and highlight the
different effects they have on the ambient magnetic field.

A simplified chemical model, in which two body reactions and photodissociation
affect the abundances of coolants, is presented in section 2.2.2. Finally, the details of
how those coolants radiate are outlined in section 2.2.3. Only rotational excitations
of molecular species are considered because vibrational excitations do not become
significant until temperatures reach & 1000 K, which are not achieved in the low
velocity shocks computed here.

2.2.1 Two-Fluid MHD

Conservation equations

While turbulence is an inherently three-dimensional problem (e.g. Burkhart et al.,
2015, and references therin), shock waves are extremely thin structures within a
turbulent system. Hence we follow Draine (1986) by considering a stationary plane-
parallel shock travelling in the z direction with the magnetic field initially lying in
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the x–z plane. The governing equations of the ion fluid are

d

dz
(ρiviz) = 0, (2.2.2)

d

dz

(
BzBx

4π

)
= αρiρn (vix − vnx) , (2.2.3)

d

dz

(
B2
x

8π

)
= −αρiρn (viz − vnz) . (2.2.4)

The neutral fluid equations are

d

dz
(ρnvnz) = 0, (2.2.5)

d

dz
(ρnvnzvnx) = αρiρn (vix − vnx) , (2.2.6)

d

dz

(
ρnv

2
nz + Pn

)
= αρiρn (viz − vnz) , (2.2.7)

vnz
dPn
dz

+ γPn
dvnz
dz

= (γ − 1) (Γ− Λ) , (2.2.8)

where Pn is the neutral pressure, Γ is the heating function, Λ is the cooling func-
tion, and the internal energy u = Pn/ (γ − 1) for adiabatic index γ. Finally, the
electromagnetic equations give

d

dz
(vizBx − vixBz) = 0, (2.2.9)

d

dz
(Bz) = 0. (2.2.10)

Solving for the internal structure of intermediate shocks requires equations analogous
to equations (2.2.3) to (2.2.10) for the y-direction. We consider only fast and slow
shocks here by ignoring this case. Far away from the shock front there is no velocity
difference between the fluids. This means there is no frictional heating in those
regions, and so the shocks satisfy the isothermal one-fluid jump conditions. The
types of shocks allowed are therefore determined by the MHD signal speeds.

Shock Families

When considering small perturbations of density, pressure, the velocity field, and
the magnetic field around time independent averages the equations of MHD allow
for three linear wave modes: the fast, intermediate and slow waves. These waves
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Magnetic Field Orientation

V
el
o
ci
ty

c
s

v
A

�

v
2 A
+
c
2 s

0 ◦ 90 ◦

Slow Wave

Interm
ediate

W
ave

Fast Wave
1

2

3

4

Figure 2.1: The phase velocities of linear MHD wave modes versus the angle between
the magnetic field and direction of propagation of those modes for vA > cs. The wave
speeds delineate the regions marked 1 to 4.
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i = vA cos θ, (2.2.12)
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√
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s)
2 − 4v2

Ac
2
s cos2 θ

)1/2

, (2.2.13)

where vA = B/
√

4πρ is the Alfvén velocity, cs =
√
kBT/µm is the isothermal sound

speed with Boltzmann constant kB and mean mass per particle µm = (7/3)mH ,
and θ is the angle between the magnetic field and the direction of propagation
under consideration. These speeds are plotted as functions of θ in Fig. 2.1 for the
case vA > cs (the relevant case in molecular clouds).

In the frame of reference comoving with a shock front, the preshock fluid travels
toward the shock front at a shock velocity vs greater than one of the wave speeds.
The three wave speeds demarcate four regions of fluid velocities marked 1 to 4 in
Fig. 2.1. Inside of the shock front the fluid must transition down across a wave
speed, which allows for six kinds of shock waves collected into three families: fast,
intermediate and slow MHD shocks. Fast shocks are those that cross the fast wave
speed only (1→ 2), intermediate shocks cross the intermediate wave speed (1→ 3,
1→ 4, 2→ 3 and 2→ 4), and slow shocks cross the slow wave speed only (3→ 4).
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Far ahead and far behind a shock where there is no friction between the fluids—
and hence vn = vi—one can show from equations (2.2.2) to (2.2.10) that the product

(
v2
z − i2

vz

)
Bx (2.2.14)

is conserved across any shock. This can be used to emphasise some basic differences
between the different kinds of shocks. Suppose, for simplicity that Bx > 0 in the
preshock medium. Recall that a fast shock crosses the fast wave speed only, so that
the term in parentheses remains positive but is reduced across the shock. Thus
Bx must increase to compensate. In intermediate shocks, the velocity crosses the
intermediate wave speed and so the term in parentheses switches sign across the
shock. This implies that Bx must switch sign also. Finally, in slow shocks, the
velocity crosses the slow wave speed only, so that the term in parentheses is negative
and becomes further negative in the postshock medium. This means that Bx must
decrease to compensate. These three effects on the magnetic field direction are
shown schematically in Fig. 2.2.

The switch in sign of Bx in the intermediate shock is due to a rotation of the
magnetic field within the shock front. As the field rotates out of the x-z plane,
intermediate shocks require equations analogous to equations (2.2.3) to (2.2.10) for
the y-direction. This case is ignored here because it is unclear whether steady state
intermediate shocks are physically admissable (e.g., Wu, 1987; Falle and Komissarov,
2001). Furthermore, the 1 → 3 intermediate shock will resemble a fast shock as it
crosses the fast speed, the heating in a 2 → 4 shock front will be dominated by
a hydrodynamic jump as it crosses the sound speed—see section 2.3—and thus
resemble a slow shock, the 2→ 3 shock will only weakly heat the gas as it resembles
a rotational discontinuity, and finally the 1 → 4 shock will resemble a fast shock
followed by a weak 2→ 3 shock followed by a slow shock, so our models should also
roughly capture its structure (Kennel et al., 1989).

As the spacing of field lines is proportional to the magnetic field strength, one
can see in Fig. 2.2 that the field strength increases across fast shocks and decreases
across slow shocks. This means that some of the kinetic energy of a fast shock is
converted into magnetic field energy. Hence, for slow shocks at the same velocity
one expects there to be more energy available to heat the gas.

Governing Differential Equations

With some manipulation, equations (2.2.2) to (2.2.10) reduce to two ordinary dif-
ferential equations determining changes in the x component of the magnetic field
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Figure 2.2: The effect on magnetic field orientation of the three classes of MHD shock
waves. Fast shocks (left) increase the angle between the field and shock normal, inter-
mediate shocks (middle) reverse the sign of the angle and slow shocks (right) decrease
it.

and the neutral fluid temperature:

dBx

dz
=
v2
sαρi0B

2
0

v2
ABz

(
vix − vnx
vnzviz

)
, (2.2.15)

dTn
dz

=
Tn (γ − 1)

ρn0v3
s (v2

nz − γτv2
s)
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v2
nz

τ
− v2

s

)
(Γ− Λ)− αρiρn (viz − vnz) vnzv2

s

)
,

(2.2.16)

with the velocities

vnx =
v2
ABz

vsB2
0

(Bx −Bx0) , (2.2.17)

vix =
vizBx − vsBx0

Bz

, (2.2.18)

vnz =
vs
2

(
β ±

√
β2 − 4τ

)
, (2.2.19)

viz =
vsBx0Bx +Bz (Bxvnx +Bzvnz)

B2
0

, (2.2.20)

the preshock Alfvén velocity

vA =
B0√
4πρn0

, (2.2.21)

and

β = 1 +
kBTn0

µmv2
s

+
1

2

v2
A

v2
s

B2
x0 −B2

x

B2
0

, (2.2.22)

τ =
kB
µmv2

s

Tn, (2.2.23)
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where a subscript 0 denotes preshock values.
equations (2.2.15) and (2.2.16) are not complete without specifying how energy

leaves the gas via Λ and enters via Γ. The collisions between the ion and neutral
fluids generate frictional heating at a rate

ΓF = αρnρi (vi − vn)2 (2.2.24)

per unit volume. In addition, we include cosmic-ray heating as a constant injection
of energy chosen to balance the preshock cooling rate at 10 K.

The shock heated gas cools by radiating away heat energy stored in the rotational
and vibrational modes of its constituents. These modes are collisionally excited, so
that the cooling function must be a function of the densities of the coolants, the
density of the colliding particles and the temperature of the gas. The abundances
of coolants can change due to chemical reactions, and so we present a simple model
for the oxygen chemistry occuring in the shock heated gas in the next section before
specifying how that gas radiates in section 2.2.3.

2.2.2 Chemistry

Radiative cooling depends on the abundances of the coolants and hence chemical
reactions influence the cooling of the gas. The dominant molecular coolants in molec-
ular clouds are CO, H2 and H2O (e.g., Neufeld and Kaufman, 1993). Infrared dust
emission is also an important cooling mechanism in cold molecular clouds, but in
low-velocity shocks has been shown to be insignificant compared to molecular cool-
ing (Pon et al., 2012). and the abundance of the latter is determined in this study by
the set of eight reactions listed in Table 2.1, adopted from Wagner and Graff (1987).
Previous models of the gas phase chemistry in interstellar environments—using more
than 100 reactions—were found to be dominated by a small set of reactions (e.g.,
Iglesias and Silk, 1978). The reactions of Wagner and Graff are the subset of these
dominant reactions that control the abundance of H2O.

The change in the particle density of a neutral species M through the shock is
given by

d

dz
(n(M)vnz) = SM , (2.2.25)

where SM is the rate at which M is created or destroyed.
∑
SM over all neutral

species must be zero in order for equation (2.2.5) to remain true. The low densities of
molecular clouds mean that only two body chemical reactions and photodissociation
processes need to be considered. Two-body reaction rates between species A with
particle density n(A) and species B with particle density n(B) take the form

kAB(T )n(A)n(B) cm−3 s−1, (2.2.26)
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Table 2.1: Reaction rate coefficient parameters.

No. Reaction α β γ

1 O + H2 → OH + H 3.14× 10−13 2.70 3150.0
2 OH + H→ O + H2 6.99× 10−14 2.80 1950.0
3 OH + H2 → H2O + H 2.05× 10−12 1.52 1736.0
4 H2O + H→ OH + H2 1.59× 10−11 1.20 9610.0
5 OH + OH→ H2O + O 1.65× 10−12 1.14 50.0
6 H2O + O→ OH + OH 1.85× 10−11 0.95 8571.0
7 O + OH→ O2 + H 4.33× 10−11 −0.5 30.0
8 O2 + H→ O + OH 2.61× 10−10 0 8156.0

Notes. The parameters for reaction 7 are taken from Wagner and Graff (1987)
instead of RATE12.

where kAB(T ) is a rate coefficient. The UMIST Database for Astrochemistry 2012
(RATE12) (McElroy et al., 2013) gives this coefficient in the form

kAB(T ) = α

(
T

300

)β
exp

(
− γ
T

)
cm3 s−1, (2.2.27)

where α, β and γ are constants. The values of these parameters for the reactions
used are shown in Table 2.1. These rates are verified for the temperature range
200 − 2500 K, so there is some uncertainty when extrapolating down to 10 K. In
fact, for the reaction

O + OH→ O2 + H (2.2.28)

the rate coefficient parameters in the RATE12 database give a rate that diverges in
the 10–100 K range. For this rate the parameters are taken from Wagner and Graff
(1987). In Fig. 2.3, the rates are plotted against temperature. It can be seen that
most of the rates only “turn on” at temperatures T & 60 K, which is why the weak
fast shocks considered here only negligibly affect the molecular abundances.

Photodissociation in molecular clouds is caused by ultraviolet radiation generated
by secondary electrons in cosmic ray ionization events (Prasad and Tarafdar, 1983).
The rates of photodissociation events per volume of species A with particle density
n(A) take the form

pA
ζCR

1− ω
n(A) cm−3 s−1, (2.2.29)
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Figure 2.3: Reaction rate coefficients as a function of temperature.

where ζCR is the cosmic ray ionization rate, ω is the albedo of the dust grains found
in molecular clouds and pA is an efficiency constant. The ionization rate ζCR is
set to 10−17 s−1, the albedo w is set to 0.6, and the values of pA for the reactions
considered—taken from Gredel et al. (1989)—are shown in Table 2.2.

With these two rates and using the static, planar assumptions the abundance of
species M relative to the hydrogen nuclei density xM = n(M)/nH changes as

d

dz
(xM) =

n2
H

n0vs

(∑
kAB(T )x(A)x(B) +

∑
pA

ζCR
1− ω

x(A)

)
, (2.2.30)

where n0 is the preshock H-nuclei density and the sums are taken over reactions
that either produce or destroy M .

The end result of this chemistry is to add five more differential equations—
coupled to each other through densities and to equations (2.2.15) to (2.2.16) through
temperature—to follow the abundances of H, O, OH, O2 and H2O. We follow Pon
et al. (2012) in using an initial H2O abundance of 10−7, O abundance of 5.45× 10−4

and a C abundance of 1.4× 10−4 which is assumed to be entirely locked up in CO.
The CO abundance is assumed to be constant throughout the shock, because it has a
dissociation temperature higher than any temperature reached in these weak shocks.
The initial H, OH and O2 abundances are set to 10−4, 10−12 and 10−10 respectively.
H2 abundance is then computed through the shock using xH2 = (1/2)(1− xH).
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Table 2.2: Photodissociation rate efficiency.

Reaction pA

H2O + Photon→ OH + H 971
OH + Photon→ O + H 509
O2 + Photon→ O + O 751

Notes. Photodissociation rate efficiencies taken from Gredel et al. (1989).

2.2.3 Cooling

The cooling function of Neufeld and Kaufman (1993) is adopted for this model.
This uses an escape probability to account for the effects of reabsorption by the
surrounding media on the rotational level populations. Collisions with H2 are the
only excitations considered as the abundance of H2 in molecular clouds is orders of
magnitude above the next most abundant molecular species. The power radiated
by CO, H2O and H2 in a wide range of conditions is expressed in terms of a rate
coeffecient LM defined such that the power radiated per unit volume by species M
is

ΛM = n(M)n(H2)LM, (2.2.31)

where LM is a function of H2 density, temperature and an optical depth parameter
Ñ(M). Ñ(M) is a correction factor that accounts for reabsorption of radiation by
the same species in the surrounding gas. It depends on the geometry of the system
in question, the density of M and the local velocity gradient. The expression for a
plane-parallel slab of thickness d and characteristic velocity difference ∆v,

Ñ(M) =
n(M)d

9∆v
, (2.2.32)

is used here. LM is then expressed with a four parameter analytic fit to its density
dependence

1

LM

=
1

L0

+
n(H2)

LLTE
+

1

L0

(
n(H2)

n1/2

)α(
1−

n1/2L0

LLTE

)
, (2.2.33)

where L0 is the low density limit of the cooling rate coefficient, LLTE is the luminosity
per molecule with the level population in local thermodynamic equilibrium and n1/2

is the H2 density at which the cooling rate coefficient is half of L0. L0 is a function
of temperature only while LLTE, n1/2 and α are functions of temperature and Ñ(M).
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Preliminary isothermal shocks were computed in order to gain an estimate on
the values of d and ∆v, and these values checked for self consistency against the
results when cooling was included. The average value of n(M) through the shock
was used. H2 is optically thin in all interesting astrophysical conditions, so LH2 does
not depend on equation (2.2.32).

The values of L0, LLTE, n1/2 and α for CO, H2O and H2 are taken from Neufeld
et al. (1995) in the temperature range T = 10–100 K, and from Neufeld and Kaufman
(1993) in the range T = 100–2000 K. We combine the parameters in the T = 10–100
K range using an ortho-to-para H2O ratio of 3:1, which was already assumed in the
T = 100–2000 K range. The values of L0, n1/2 and α for CO are inconsistent at
T = 100 K between, with a 20% difference in L0 and up to 40% difference in n1/2

and 100% difference in α. We use the mean of the inconsistent tabulated values at
T = 100 K, and then used a cubic spline interpolation over the combined tables to
define a smooth cooling function over the whole temperature range.

2.3 Numerical Integration

The core of this problem are the first order ordinary differential equations which
take the form:

dBx

dz
= f1 (z, Bx, T ) , (2.3.1)

dT

dz
= f2 (z, Bx, T ) , (2.3.2)

for f1 and f2 defined by equations (2.2.15) and (2.2.16). They must be solved simul-
taneously with the abundance derivatives which are coupled to these two through
their dependence on temperature. When supplied with initial conditions, these
equations can be integrated to give Bx, T and the abundances as functions of z.
The open source python module scikits.odes1 was used, which solves initial value
problems for ODEs using variable-order, variable-step, multistep methods.

The initial conditions are stationary states—in that their z derivatives are zero—
so integrating from these points changes nothing. A perturbation must be added to
these initial conditions in the form

Bx = Bx0 + δBxe
λxz, (2.3.3)

T = T0 + δTeλT z, (2.3.4)

before integrating. The effect of the perturbation can be understood by linearising
the differential equations (2.2.15) and (2.2.16). It is illuminating to look at the

1https://github.com/bmcage/odes
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isothermal case—where γ = 1—so that only the B field derivative remains. In this
case we get the eigenvalue

λx =
αρi0
vs

(v2
s − f 2) (v2

s − s2)

v2
A (v2

s − c2
s)

, (2.3.5)

where f and s are the fast and slow signal speeds defined in section 2.2.1. λx deter-
mines whether the perturbation of Bx grows or decays. By replacing the preshock
variables with their postshock counterparts, the eigenvalue can also be used to ex-
plore the region of solution space near postshock states.

For fast shocks, the preshock state is in region 1 of Fig. 2.1 so that vs > f >
i > cs > s. This means λx is positive so that Bx grows. This describes an unstable
stationary point, where any perturbation away from the initial condition grows.
The postshock state is in region 2 so that f > vf > i > cs > s where vf is the
final velocity. This means λx is negative so that this state is a stable stationary
point. In section 2.2.1, we noted that the fast shock increases Bx, hence a positive
perturbation of the initial Bx is all that is required to finish at the fast postshock
state.

For slow shocks, the preshock state is in region 3 of Fig. 2.1 so that f > i >
vs > cs > s in the supersonic case. This means λx is negative and this state
is a stable stationary point. Hence there is no way to leave the supersonic slow
preshock state in a continuous fashion like in C-type fast shocks. The slow solution
is further complicated by a singularity in the equations when crossing the sound
speed (vnz → cs), as a manipulation of equation (2.2.8) gives

dvnz
dz

=
(γ − 1) (Γ− Λ)− αρnρi (viz − vnz) vnz

ρn (c2
s − v2

nz)
. (2.3.6)

We cross this sonic point by inserting a gas dynamic jump in the neutrals determined
by the hydrodynamic jump conditions:

v2

v1

=
γ − 1

γ + 1
+

2

γ + 1

1

M2
, (2.3.7)

T2

T1

=

(
1 +

2γ

γ + 1

(
M2 − 1

))M2 (γ − 1) + 2

M2 (γ + 1)
, (2.3.8)

where M2 = ρ1v
2
1/γP1 and v2 and T2 are the neutral z velocity and temperature

immediately after the gas dynamic jump. The slow postshock state lies in region 4
of Fig. 2.1 so that f > i > cs > s > vf and λx is negative. This means this state is a
stable stationary point, and so jumping across the sound speed (via equation (2.3.7))
will allow the solution to smoothly settle onto the slow postshock state.

For slow shocks with a subsonic preshock state, f > i > cs > vs > s so that
λx is positive and the stationary state is unstable. This means a perturbation that
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Figure 2.4: Alfvén velocity versus magnetic field orientation, with dashed lines of con-
stant intermediate speed vA cos θ that allow slow MHD shocks to reach the peak temper-
atures shown. The magnetic field strength on the second vertical axis assumes preshock
density n0 = 103 cm−3.

reduces Bx will grow smoothly until the solution reaches the slow postshock state.
Such a shock is a C-type slow MHD shock, and will be ignored here because it
requires high sound speeds and therefore high temperatures that are not obviously
relevant for molecular cloud studies.

2.4 Results

Here we compare a set of shock models with parameters shown in Table 2.3. The
turbulent cascade of energy ensures the dissipation is dominated by low-velocity
shocks, so we follow Pon et al. (2012) in looking at velocities around 3 km s−1. In
Fig. 2.4, the Alfvén velocity is plotted against the magnetic field orientation θ with
dashed lines of constant intermediate speed i = vA cos θ overlaid. The magnetic field
strength on the second vertical axis is computed for a preshock density n0 = 103

cm−3. The intermediate speed is the upper bound of possible slow shock velocities—
region 3 in Fig. 2.1—and so the dashed lines in Fig. 2.4 trace the minimum field
strength required to get slow shocks with peak temperatures shown. We thus chose
θ low enough to retain reasonable field strength values. At θ = 30◦, a 4 km s−1 slow
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Table 2.3: Shock Parameters.

Parameters vs log Ñ(CO) log Ñ(H2O)

km/s log
(
cm−2 (km/s)−1)

Fast Shocks, θ = 89.9◦

n0 = 102 cm−3 2.0 15.9 11.7
B0 = 3 µG 2.5 15.7 11.8

3.0 15.6 11.9
3.5 15.5 11.9
4.0 15.5 11.9

n0 = 103 cm−3 2.0 15.8 12.7
B0 = 10 µG 2.5 15.8 12.7

3.0 15.8 12.6
3.5 15.8 12.6
4.0 15.5 12.3

n0 = 104 cm−3 2.0 15.9 12.8
B0 = 32 µG 2.5 15.8 12.7

3.0 15.8 12.8
3.5 15.7 12.6
4.0 15.7 12.6

Slow Shocks, θ = 30◦

n0 = 102 cm−3 2.0 14.5 11.0
B0 = 25 µG 2.5 14.5 11.0

3.0 14.5 11.0
3.5 14.5 11.4
4.0 14.5 12.3

n0 = 103 cm−3 2.0 14.5 11.0
B0 = 80 µG 2.5 14.5 11.0

3.0 14.5 11.5
3.5 14.5 12.6
4.0 14.5 13.2

n0 = 104 cm−3 2.0 15.6 12.6
B0 = 253 µG 2.5 15.7 12.7

3.0 15.1 13.6
3.5 15.0 14.6
4.0 15.0 15.1
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shock—which will heat the gas to ∼ 857 K immediately after the neutral jump—
requires an Alfvén velocity of ∼ 4.6 km s−1, which is fixed for all the slow shocks
at different preshock densities. This gives magnetic field strengths in the range
B0 = 25–253 µG. Finally, Ñ was initially chosen for preliminary isothermal shocks,
and then recomputed after each shock model for consistency. Table 2.3 shows the
self consistent values of Ñ(CO) and Ñ(H2O).

Structural characteristics

In Figs. 2.5 and 2.6 we compare fast and slow shock profiles of ion and neutral
velocity, density, temperature, cooling rate and abundances for vs = 3 km s−1. The
fast shock propagates at 89.9◦ to a 10 µG magnetic field, while the slow shock
propagates at 30◦ to an 80 µG field. The preshock density n0 = 103 cm−3 for both.

In the velocity profiles—upper panels of Figs. 2.5 and 2.6—the neutral and ion
velocities in the shock propagation direction are the dashed and dotted lines respec-
tively. These plots are in the frame of reference of the shock wave, and so velocities
below the shock velocity represent fluid flowing ahead of the shock front in the lab
frame, in which the shock wave travels to the left. Therefore, in the fast shock the
ions stream ahead, imparting some of their momentum to the neutrals until both
fluids are moving at the same speed in the postshock medium (on the right side
of each plot).2 This process is set by the long ion-neutral collision timescale and
therefore happens smoothly over a large distance, and there is no viscous jump as
seen in hydrodynamic shocks. In contrast, for the slow shock it is the neutrals that
flow ahead of the ions that then get accelerated to the neutral velocity over a small
distance—set by the fast neutral-ion collision timescale—giving slow shocks a much
thinner structure than the fast shocks. The cooling timescale of the gas lies between
the two collision timescales, and so slow shocks will reach higher peak temperatures
than fast shocks at the same velocity.

The density profiles—solid black lines in the upper panels—similarly show large
differences between the shocks. The fast shock weakly compresses the gas by a factor
of ∼ 7 in a simple, smooth manner. The slow shock has a complex density profile
that ends with a compression ratio of ∼ 300 and must be understood in conjunction
with the temperature and cooling (see middle panel) taking place. It starts with the
neutral jump, governed by equations (2.3.7) and (2.3.8), compressing the gas by a
factor of ∼ 4 and heating it to ∼ 500 K. Combining equations (2.2.4) and (2.2.7)
we get

d

dz

(
ρnv

2
nz + Pn +

B2

8π

)
= 0, (2.4.1)

2Note also that in the postshock region, the velocity must remain above the intermediate and
slow MHD speeds, as a fast shock must be a 1→ 2 shock (see discussion in section 2.2.1).
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where we identify each term as effective pressure terms: ram pressure Pram = ρnv
2
nz,

gas pressure Pgas = Pn = nkBT and magnetic pressure Pmag = B2/8π. As the
neutrals lead the ions in the slow shock, equation (2.2.4) implies that the magnetic
pressure must drop. The velocity drop causes the ram pressure to drop, and so
gas pressure must increase, which is shown in the third panel of Fig. 2.6. Efficient
line emission from CO and H2 causes the temperature to quickly decrease, so to
compensate the density must increase. This occurs smoothly in the ∼ 0.1× 1016 cm
after the initial jump, until the density reaches a plateau at a compression ratio of
∼ 300. The density finally settles as the neutral and ion velocities equalise.

While the velocity and density structural differences are large, the observational
implications are sensitive to the temperature and cooling rate profiles shown in the
second panels of Figs. 2.5 and 2.6. These panels show that the peak temperatures
differ by an order of magnitude with the slow shock peaking at ∼ 487 K and the fast
shock peaking at ∼ 50 K. At this temperature, the fast shock causes CO emission
only slightly above the background level. The slow shock is hot enough to emit
significantly in lines of CO and H2, and also in H2O above the CO background
emission. The fourth panels of Figs. 2.5 and 2.6 also show that the slow shock
drives more chemistry than the fast shock due to its high temperature. The strong
H2O emission in the slow shock is partially due to this increase in its abundance.

Following the pressure terms—in the third panels of Figs. 2.5 and 2.6—through
the shocks provides an intuitive understanding of the fundamental differences be-
tween fast and slow shocks. In the fast shock, the magnetic pressure (dotted lines)
is higher in the postshock region than in the preshock region. As the gas pressure
(solid lines) is neglible everywhere in this shock it is understood to be magnetically
driven, where the high Pmag region pushes into the low Pmag region. The ion fluid
is strongly coupled to the magnetic field, and so the ions are pushed forward ahead
of the neutrals. This is why the ions lead the neutrals in the velocity profile. This
situation is reversed in the slow shock, where a high gas pressure region pushes
the neutrals through the ions. In this case, the ion coupling to the magnetic field
deforms it and increases the separation between field lines, which reduces the field
strength.

Comparison of fluxes

The cooling discussed in section 2.2.3 can be used to search for observational differ-
ences between the kinds of shocks. Integrating the cooling rate—middle panels of
Figs. 2.5 and 2.6—through the shocks gives the flux emitted in the direction of the
shock normal. In Fig. 2.7, we compare the CO, H2 and H2O fluxes of all the fast
and slow shocks in Table 2.3.

The CO flux is similar between both kinds and across the velocity range. The
H2 flux is much more temperature sensitive and is therefore stronger in the slow
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Figure 2.5: Profiles for a vs = 3 km s−1 fast MHD shock propagating through a medium
with initial number density n0 = 103 cm−3 at 89.9◦ to a 10 µG magnetic field. The first
panel shows the velocity and density profiles, the second panel shows the temperature and
cooling rate profiles, the third panel shows the gas, ram and magnetic pressure profiles,
and the fourth panel shows the abundances of selected oxygen molecules.
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Figure 2.6: Same as Fig. 2.5 but for a vs = 3 km s−1 slow shock propagating through a
medium with initial number density n0 = 103 cm−3 at 30◦ to an 80 µG magnetic field.
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Figure 2.7: Energy flux contributions by different coolants in shocks of initial density
n0 = 102 cm−3 (top), n0 = 103 cm−3 (middle) and n0 = 104 cm−3 (bottom), and shock
velocities vs = 2–4 km s−1. Blue circles refer to fast shocks and red triangles refer to slow
shocks. Solid, dotted and dashed line types indicate whether the coolant is CO, H2 or
H2O respectively.
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Figure 2.8: Estimates of integrated line fluxes from rotational lines of 12CO (red), 13CO
(green), ortho-H2O (blue) and para-H2O (black) for the fast (top) and slow (bottom)
shocks shown in Figs. 2.5 and 2.6.

shocks by 5 orders of magnitude at the lowest velocity and 1 order of magnitude at
the highest. The H2O flux is also stronger in the slow shock at all velocities.

Fig. 2.7 shows that for slow shocks the CO and H2 fluxes are within an order of
magnitude of each other at all velocities. For fast shocks, however, the CO flux is
always stronger by more than an order of magnitude. This feature holds at initial
densities n0 = 102 and 104 cm−3, though the magnitudes of the fluxes are lower and
higher respectively by factors of 10 than the n0 = 103 cm−3 case. This suggests
that combining observations of flux from both molecules is a strong indicator of the
kind of shock being observed.

Rotational lines

Fig. 2.7 shows similar levels of CO flux for both fast and slow shocks at all the
velocities considered here. However, the strength of the individual rotational lines
that make up this flux is not expected to be the same given the higher temperatures
that slow shocks reach. Here we estimate those those line strengths using the non
local thermodynamic equilibrium (LTE) radiative transfer code RADEX (van der
Tak et al., 2007).

For a given radiating molecule, RADEX requires as input the density of H2 as the
collisional partner, the column density of the radiating molecule, the temperature
and the linewidth. We consider 4 molecules with H2 as the collisional partner: 12CO,
13CO, ortho-H2O and para-H2O. We use a 12CO to 13CO ratio of 61:1, well within
the range of measurements given by Milam et al. (2005), and an ortho-to-para H2O
ratio of 3:1 as assumed in section 2.2.3 for the cooling function.

We use RADEX in slab mode, and use density weighted averages of the required
inputs over appropriate slab definitions of the computed shocks. For slow shocks, we
define multiple slabs in order to account for the complex temperature and density

36



2.4. RESULTS

2.0 2.5 3.0 3.5 4.0

vs (km/s)
10

-9

10
-8

10
-7

10
-6

10
-5

10
-4

L
in
e
In
te
n
si
ty

(e
rg
/s
/c
m

2
)

n0 =102 cm−3

Fast shocks Slow shocks

2.0 2.5 3.0 3.5 4.0

vs (km/s)
10

-9

10
-8

10
-7

10
-6

10
-5

10
-4

L
in
e
In
te
n
si
ty

(e
rg
/s
/c
m

2
)

CO 5→ 4

CO
10→

9

CO 5→ 4

CO
10
→

9

n0 =103 cm−3
Fast shocks Slow shocks

2.0 2.5 3.0 3.5 4.0

vs (km/s)

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

L
in
e
In
te
n
si
ty

(e
rg
/s
/c
m

2
)

n0 =104 cm−3

Fast shocks Slow shocks

Figure 2.9: Integrated line intensities of CO rotational lines for fast (blue circles) and
slow (red triangles) shocks with preshock densities n0 = 102 cm−3 (top), n0 = 103 cm−3

(middle) and n0 = 104 cm−3 (bottom), and shock velocities vs = 2− 4 km s−1. The solid
lines connect rotational lines of the same transition from J = 5→ 4 to J = 10→ 9.
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structure. While RADEX accounts for optical depth effects within each slab and
outputs the optical depth for each rotational transition, the emission from a slab
may be reabsorbed by the other slabs it has to pass to reach the observer. Hence
estimates of line strengths from lines of high optical depth—such as the CO lines
below J = 5→ 4—may not be reliable. Differences in the optical depth of particular
lines in fast and slow shocks may have an observational effect. For example, Burkhart
et al. (2013) show that the slope of the spatial power spectrum derived from synthetic
observations of 13CO J = 2 → 1 in simulations of MHD turbulence is sensitive to
the optical depth of this line. Furthermore, this slope could distinguish between
sub- and super-Alfvènic turbulence. However, to relate the optical depth of a line
emitting from dense postshock regions to that over a line of sight through a cloud
requires knowledge of the spatial distribution of shock waves in the cloud, which
is beyond the scope of this work. Finally, we normalise the line strengths so that
emission from each molecule from all its lines is equal to the fluxes given in Fig. 2.7.

In Fig. 2.8 we plot the line strengths as computed by RADEX for the fast and
slow shocks shown in Figs. 2.5 and 2.6. As expected, the higher temperature of the
slow shock results in strong excitation of the high-J CO transitions of both isotopes.
There are also excited H2O lines in the slow shock that are negligible in the fast
shock.

Any line of sight through a cloud will intersect multiple shocks propagating at
different velocities, so we look for features in the spectra that hold across the velocity
range. In Fig. 2.9 we plot the line integrated fluxes for selected high-J lines of CO
across the velocity and density ranges for fast and slow shocks. In all slow shocks,
the dynamic range of these high-J lines of CO is much lower than in fast shocks.
For example, the line ratio CO J = 5→ 4/10→ 9 for a fast shock is always greater
than 30 times the ratio from the slow shock of the same velocity and density.

As line ratios don’t change if the line strengths are reduced by a constant factor,
these distinguishing features will remain even though the shocks propagate in various
directions with respect to the line of sight. Furthermore, any line of sight through
a turbulent cloud will cross multiple shock fronts. Emission from optically thin
lines will be a simple addition of emission from each shock, retaining line ratio
characteristics which therefore could be strong indicators of shock type.

The high temperatures reached within slow shocks allow H2 cooling to become
comparable to cooling by CO, as can be seen in Fig. 2.7. The H2 molecule has no
dipole moment, and so this cooling is due to weak quadrupole emission. We can
estimate the low lying pure rotational lines (ν = 0 → 0) of this emission using
Figure 1 of Burton et al. (1992), which assumes the column of radiating H2 is in
LTE. For pure rotational lines S(0)-S(3), the line integrated fluxes emitted normal
to the plane of the slow shock in Fig. 2.6 are in the range ∼ 10−7-10−6 erg/cm2/s.
These lines are strongly suppressed in gas below 100 K, and so the fast shock in
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Fig. 2.5 produces negligible S(0)-S(3) line emission. This estimate shows that the
pure rotational lines of H2 could be an important diagnostic of shock type. However,
the assumption of LTE doesn’t always hold and so to produce a more accurate
prediction for H2 rovibrational line emission the level populations would have to be
computed in parallel with the shock flow variables and reaction rate equations, as
is done for instance in the fast shock model of Gusdorf et al. (2008).

2.5 Discussion

We have integrated the two-fluid MHD equations to obtain one dimensional time-
independent fast and slow shock wave solutions. While two-fluid fast MHD shocks
have been well studied (e.g. Draine, 1986; Flower and Pineau Des Forêts, 1998),
two-fluid slow shocks have not been considered in molecular cloud conditions. Thus
we use a simplified model in order to highlight the qualitative differences between
the two kinds of shocks. Simplifications include restricting the chemical network
to a small subset of reactions that influence the abundance of H2O, as this is an
important coolant in molecular gas. Gas-phase oxygen chemistry is adequately
captured by the restricted network used here (Iglesias and Silk, 1978) and so a richer
network—such as that used in Glover et al. (2010)—would not strongly affect H2O
production. We have not modeled how a variety of different initial abundances—
which varies throughout a turbulent molecular cloud (Glover et al., 2010)—could
affect the shock chemistry or cooling profiles. We have also not considered any grain
surface chemistry. The formation of H2 on the surface of dust grains dominates
over gas phase reactions (Gould and Salpeter, 1963). In addition, collisions with
shock-heated gas can lead to desorption of coolants into the gas-phase, altering the
radiative structure of the shocks modeled here. In chapter 4, we extend the chemical
model to account for these effects. However, improved chemistry will not change
the differences in the magnetohydrodynamic structure between fast and slow shocks
which is determined by whether the shock is driven by magnetic or gas pressure,
respectively. Rotational line emission from H2 could provide more observational
diagnostics and has been computed in fast shock models by Lesaffre et al. (2013). In
order to predict this emission accurately the level populations of the rovibrational
states of H2 have to be computed in parallel with the shock flow variables and
reaction rate equations.

This work shows that fast and slow MHD shocks are structurally and observation-
ally distinct. In section 2.2.1 we noted that fast shocks increase the angle between
the magnetic field and direction of propagation whereas slow shocks decrease this
angle. In principle this effect could be observed in studies of the polarized thermal
emission revealing the geometry of magnetic fields in molecular clouds. The study
by Planck Collaboration et al. (2016b) has shown that in high column density fila-
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ments the magnetic field tends to be perpendicular to the filament. Padoan et al.
(2001) explain these filaments as dense postshock regions resulting from the collision
of supersonic turbulent flows. This result precludes the possibility that the filaments
contain the fast shocks most commonly modeled (e.g. Flower and Pineau Des Forêts,
2010; Pon et al., 2012) in which the magnetic field is parallel to the shock front.
Higher spatial resolution work of this kind could either detect the magnetic field
bending across shock fronts or rule out the shock formation scenario of filaments.
In section 2.4 we showed that observations of high-J CO lines—above J = 6→ 5—
could distinguish between fast and slow MHD shocks. Multiple transitions should
simultaneously be observed to disentangle the possible shock models through the
use of line ratios. In addition, velocity information from linewidths could be used to
constrain the shock velocity of the model. Hence, useful observations would require
spectral resolutions better than 1 km/s at the high-J CO lines (CO J = 6 → 5 to
J = 10 → 9 lines lie in the frequency range 691.47–1151.99 GHz). In addition, the
spatial resolution must be sufficient to avoid gas warmed by protostellar outflows or
stellar winds. These criteria can be satisfied by the HIFI spectrometer (de Graauw
et al., 2010) on the Herschel Space Observatory (Pilbratt et al., 2010), the Attacama
Large Millimetre Array (ALMA) and the GREAT spectrometer (Heyminck et al.,
2012) on the Stratospheric Observatory for Infrared Astronomy (Becklin and Gehrz,
2009). However, the frequency range for ALMA can only sample the mid-J CO
transitions up to J = 7→ 6 (ALMA Band 10) and so may not strongly distinguish
fast and slow shock signatures. Additionaly, the frequency range of GREAT samples
higher J transitions (CO J = 11→ 10 to J = 13→ 12), at which the emission may
be too weak. By way of example, we consider a recent Herschel observation that
satisfies these criteria and show that slow shock signatures may be present.

Pon et al. (2015) (hereafter P15) present observations of CO J = 8→ 7, 9→ 8
and 10→ 9 taken with the Herschel Space Observatory, towards four starless clumps
within Galactic infrared dark clouds (IRDCs). These clumps were chosen because
they lacked massive embedded protostars, avoiding confusion from outflows which
could also create a warm gas component. The authors detect CO J = 8 → 7 and
9 → 8 towards three of their clumps—named C1, F1 and F2—and give an upper
limit for the 10 → 9 line. They compare these observations to PDR models at
densities of 104 and 105 cm−3, typical of IRDCs, and interstellar radiation fields of
1 and ∼ 3 Habing. All of the PDR models underpredict the CO J = 9→ 8 line, so
the authors suggest that the dissipation of turbulence in low velocity shocks could
account for these lines. Here we consider how fast and slow shocks similar to those
modeled in this chapter could account for these observations.

To convert the integrated line intensity (
∫
Tdv) of P15 to flux we use the formula

F =
2kΩν3

c3

∫
Tdv, (2.5.1)
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Table 2.4: CO high-J line luminosities for IRDCs (Pon et al., 2015) and selected shock
models

Source CO J = 8→ 7 COJ=9→8
COJ=8→7

COJ=10→9
COJ=8→7(

10−14 erg/s/cm2)
C1 1.26± 0.06 0.65± 0.07 < 2.10± 0.24
F1 1.48± 0.09 0.94± 0.10 < 2.20± 0.29
F2 1.19± 0.09 0.77± 0.10 < 2.69± 0.36

Slow Shock Models
(A) 1.66 0.51 0.27
(B) 1.75 0.80 0.58

Fast Shock Models
(A) 1.19 0.16 0.03
(B) 4.10 0.25 0.06

Notes. The values used for the J = 10→ 9 line from IRDCs are the suggested upper
limits. Slow shocks A and B have shock velocities vs = 2 km s−1 and 3.5 km s−1

respectively. Fast shocks A and B have shock velocities vs = 3.5 km s−1 and
4.0 km s−1 respectively. All four shock models have preshock density n0 = 104 cm−3.

where k is the Boltzmann constant, Ω is the beam area, ν is the frequency of the
transition under consideration and c is the speed of light. The CO J = 8→ 7, 9→ 8
and 10 → 9 transitions have rest frequencies of 921.80, 1036.91 and 1151.99 GHz
and half power beam widths (HPBWs) of 23, 20 and 19 arcseconds respectively. We
use

Ω =
π

4 ln 2
(HPBW)2 (2.5.2)

to compute the beam area. Finally, we use the average of the detected line intensities
for comparison (Column 8 of Table 3 in Pon15). For this set of values the line
fluxes are shown in Table 2.4. The second column shows the CO J = 8 → 7 line
flux, while the third and fourth columns show the CO J = 9 → 8/8 → 7 and
CO J = 10 → 9/8 → 7 line ratios respectively. The CO J = 10 → 9 line was not
detected in any of the clumps so we use the upper limits adopted in Pon15. This
means that the CO J = 10→ 9/8→ 7 line ratio is an upper limit.

We also list in Table 2.4 the predicted values from selected slow and fast shocks
by multiplying the RADEX intensities (Fig. 2.9) by Ω/4π for the appropriate beam
areas. The predicted value of the CO J = 8 → 7 integrated intensity assumes the
shock front faces the observer and fills the beam. We chose the models that give
the closest CO J = 8 → 7 line fluxes (Slow and Fast shock A in Table 2.4) as well
as the shocks that give the closest CO J = 9→ 8/8→ 7 line ratios (Slow and Fast
shock B in Table 2.4).
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Slow shocks A and B have shock velocities vs = 2 km s−1 and 3.5 km s−1 respec-
tively. Fast shocks A and B have shock velocities vs = 3.5 km s−1 and 4.0 km s−1

respectively. All four shock models have preshock density n0 = 104 cm−3 which
agrees well with typical densities of IRDCs. Fast shock A is the only shock that
doesn’t overpredict the observed integrated intensities, but the predicted integrated
intensities of the other three models could be reduced to match the observations if
the shock doesn’t fill the beam. Hence the observed line flux of CO J = 8→ 7 from
these IRDCs can be explained by either fast or slow shocks.

The slow shocks generally fit the CO J = 9 → 8/8 → 7 line ratios better
than the fast shocks, with the line ratio from slow shock B (0.80) very close to the
average of the ratio for all three clumps (∼ 0.78). The predicted line ratio from fast
shock B (0.25) is the largest predicted from all the fast shocks modeled, which still
underpredicts the observed values by ∼ 3 − 4 times. Hence the high temperatures
produced in slow shocks are necessary to explain both the CO J = 8→ 7 and 9→ 8
emission from these clumps. Combined with the inability of PDR models to explain
these observations, we therefore suggest that a slow shock interpretation is favoured
by the models in this chapter.

2.6 Conclusions

The one dimensional time independent two-fluid MHD equations were numerically
integrated to compare the structure of low-velocity fast and slow shocks in molecular
clouds. Our simplified model includes the effects of the major coolants found in
molecular clouds and follows the abundances of chemicals affecting the production
of H2O in a simple chemical network. The solutions highlight important differences
between fast and slow MHD shocks in molecular clouds. These shocks show strong
differences in their velocity and density structure because of the different driving
pressures behind the shock fronts. Fast shocks are driven by magnetic pressure
while slow shocks are driven by gas pressure. This means that the thickness of fast
shocks is set by the long ion-neutral collision timescale, wheareas the thickness of
slow shocks is set by the short neutral-ion collision timescale. The cooling timescale
of the gas lies between these two and so peak temperatures in slow shocks are far
higher than fast shocks of the same shock speed.

We showed that fast and slow shocks are observationally distinct and provided
some example diagnostics. For instance, low lying pure rotational lines of H2 con-
tribute negligibly to the cooling in fast shocks, whereas they produce significant
radiation from the warm gas in slow shocks. The non-LTE radiative transfer code
RADEX was used to estimate line strengths of rotational transitions of 12CO, 13CO,
ortho-H2O and para-H2O. The higher temperatures of slow shocks excite the high-
J transitions of 12CO more than in fast shocks. Line ratios near these transitions
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show strong differences between fast and slow shocks across the velocity range and
therefore may be strong indicators of shock type. Anomalously strong high-J CO
lines have been observed in nearby infrared dark clouds (Pon et al., 2015). The line
ratios from these observations closely match slow shock predictions and are poorly
fit by any of the fast shocks modeled here.

This suggests that simulations of MHD turbulence could gain observational pre-
dictions if the statistics of shock types were recorded. If the mixture of shock families
is found to be sensitive to turbulence parameters—such as the driving mode, the
kind of feedback included, Mach number variations and self-gravity—then shock
signatures become observational probes of the turbulence. Combined with tracers
of star formation like young stellar objects, shock signatures could then shed light
on the influence of supersonic MHD turbulence on star formation.
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Chapter 3

Shocks in magnetohydrodynamic
simulations

Abstract

The formation of stars occurs in the dense molecular cloud phase of
the interstellar medium. State of the art simulations of this phase
have shown that the character of star formation depends on the
details of the supersonic magnetohydrodynamic (MHD) turbulent
dynamics of these clouds. Simulations have also shown that a large
fraction of the turbulent energy dissipates in shock waves. The
three families of MHD shocks — fast, intermediate and slow —
distinctly compress and heat up the molecular gas, and so provide
an important probe of the physical conditions within a turbulent
cloud. We describe a publicly available algorithm, shockfind, to
extract and characterise the mixture of shock families in simulations
of MHD turbulence. The algorithm is applied to a 3-dimensional
simulation of a magnetised turbulent molecular cloud, and we find
that both fast and slow MHD shocks are present in the simulation.
We give the first prediction of the mixture of turbulence-driven
MHD shock families in a molecular cloud, and present their distinct
distributions of sonic and Alfvénic Mach numbers. Using subgrid
one-dimensional models of MHD shocks we estimate that ∼ 0.03 %
of the volume of a typical molecular cloud in the Milky Way will
be shock heated above 50 K, at any time during the lifetime of the
cloud. We discuss the impact of this shock heating on the dynamical
evolution of molecular clouds.
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3.1 Introduction

The formation of stars is sensitive to the underlying physics of the supersonic mag-
netohydrodynamic (MHD) turbulence in molecular clouds (Mac Low and Klessen,
2004; Elmegreen and Scalo, 2004; Krumholz and McKee, 2005; McKee and Ostriker,
2007; Hennebelle and Chabrier, 2008; Padoan and Nordlund, 2011; Hennebelle and
Falgarone, 2012). High resolution three-dimensional simulations of molecular clouds
have shown that the star formation rate and efficiency depend on whether the tur-
bulence is solenoidally or compressively driven (Federrath and Klessen, 2012, 2013),
and that the stellar initial mass function is sensitive both to non-ideal MHD effects
such as ambipolar diffusion (McKee et al., 2010) and to the driving and Mach num-
ber of the turbulence (Hennebelle and Chabrier, 2009, 2013; Hopkins, 2013). The
importance of stellar feedback (Krumholz et al., 2007; Cunningham et al., 2011;
Myers et al., 2014; Nakamura and Li, 2007; Wang et al., 2010; Price and Bate, 2008,
2009; Offner and Arce, 2014; Federrath et al., 2014; Federrath, 2015; Padoan et al.,
2016), whether gravity drives turbulent motions (Elmegreen and Burkert, 2010;
Klessen and Hennebelle, 2010; Vázquez-Semadeni et al., 2010; Federrath et al., 2011;
Robertson and Goldreich, 2012) and the role that turbulence plays in producing the
ubiquitously observed filaments (Arzoumanian et al., 2011; André et al., 2014; Smith
et al., 2014, 2016; Federrath, 2016; Kainulainen et al., 2016; Hacar et al., 2016) are
big questions that continue to be studied. Rigorous observational effects distinctly
revealing the presence or dominance of the various physical processes are strongly
sought after.

Observed non-thermal linewidths of molecular lines reveal turbulence in molec-
ular clouds is highly supersonic, with Mach numbers typically in the range of 3 to
30 (Larson, 1981; Solomon et al., 1987; Ossenkopf and Mac Low, 2002; Heyer and
Brunt, 2004; Roman-Duval et al., 2011; Schneider et al., 2013; Henshaw et al., 2016).
The supersonic flows in these clouds will inevitably form shock waves. MHD simu-
lations by Stone et al. (1998) found that ∼ 50% of the turbulent energy is dissipated
by shocks. When turbulence is allowed to decay, a large range of weak shocks is
responsible for the majority of the dissipation (Smith et al., 2000b), whereas a small
range of stronger shocks dissipates the turbulence while it is continuously driven
(Smith et al., 2000a). If other turbulence parameters — such as magnetic field
strength, driving mechanism, Mach number, inclusion of other physical effects like
self-gravity, stellar feedback, cosmic rays and others — could be linked to distribu-
tions of shock waves, then the radiative signatures of shocks become observational
diagnostics for these parameters in molecular clouds. The goal of this work is to
determine this link, from turbulence parameters to distributions of shock waves, in
simulations of turbulent clouds in order to provide observational tests of the various
physical processes.
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MHD fluids can support three families of shocks: fast, intermediate and slow
(de Hoffmann and Teller, 1950; Kennel et al., 1989). Note that these names refer to
the associated MHD linear wave modes, and not to the speed of a given shock. In
section 3.2 we use the MHD jump conditions to detail the fundamental differences
between the shock families. Pon et al. (2012) argue that, for molecular clouds, the
turbulent cascade leads to low-velocity shocks (a few km/s) doing the majority of
the dissipation. They show that even at low velocities, fast MHD shocks will radiate
more strongly than photodissociation regions in mid-J rotational transitions of CO.
Chapter 2 uses two-fluid MHD models of shocks in molecular cloud conditions to
show that low-velocity fast and slow MHD shocks distinctly compress and heat the
molecular gas. At velocities less than 4 km/s slow shocks can reach compression
ratios of up to 500 whereas fast shocks compress the gas less than 10 times the
preshock values. In addition, slow shocks can reach peak temperatures up to ∼ 800
K whereas fast shocks reach up to∼ 150 K. This is because in a weakly ionized gas —
such as in molecular clouds — the ion-neutral collision timescale, which determines
the heating timescale in fast shocks, is slower than the cooling timescale, which in
turn is slower than the neutral-ion collision timescale that controls the heating in
slow shocks. These higher peak temperatures in slow shocks result in stronger CO
rotational lines (above J = 6−5) and low-lying pure rotational lines of H2 (ν = 0−0)
than in fast shocks of the same velocity.

Molecular clouds are usually assumed to be in chemical equilibrium for the av-
erage conditions of the cloud. However, the inhomogeneous structure introduced
by turbulence allows for local reaction rates to significantly differ from global av-
erage conditions (Hollenbach et al., 1971; Wolfire et al., 1995; Glover et al., 2010).
Shocks are an important local mechanism for driving chemical reactions. Kumar
and Fisher (2013) followed the chemical evolution of a parcel of gas through a tur-
bulence simulation and found the abundances of molecules, like CH2 and HCO, to
be highly sensitive to shocked regions. Their work considers only hydrodynamic
shocks and so cannot capture the qualitatively distinct behaviours of differing MHD
shock families. For example, the higher temperatures of low-velocity slow shocks
produce vastly different chemical abundances than fast shocks of the same velocities
(Chapter 2). Using a simple oxygen chemical network Chapter 2 shows that while
fast shocks leave preshock abundances mostly untouched, slow shocks can increase
the abundances of molecules like OH, O2 and H2O by several orders of magnitude
within the hot shock front. To understand the chemical makeup of turbulent molec-
ular clouds it is therefore important to understand which families of MHD shocks
are present and how much volume they affect.

While there is some observational evidence for the dissipation of molecular cloud
turbulence in fast MHD shocks (Lesaffre et al., 2013; Pon et al., 2014, 2016a; Larson
et al., 2015) and in slow MHD shocks (Chapter 2), thus far no one has determined
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which kinds of MHD shocks are present in simulations of magnetised turbulent
molecular clouds. In section 3.3 we present an algorithm, shockfind, to detect and
characterise the mixture of MHD shock types in such simulations. We apply our
new algorithm to an MHD simulation of molecular cloud turbulence in section 3.4.
Finally, we discuss these results and conclude our study in sections 3.5 and 3.6
respectively. The shockfind algorithm, written in python, is publicly available
and can be found on BitBucket (https://bitbucket.org/shockfind/shockfind) and
the python Package Index (https://pypi.python.org/pypi/shockfind). It is released
under the Apache license version 2.0, and comes with documentation including a
user’s guide.

3.2 Magnetohydrodynamic Shocks

Section 2.2.1 contains a detailed discussion of some of the fundamental differences
between the shock families in the ideal limit of MHD. Here we summarise the relevant
theoretical implications of the MHD jump conditions, and illustrate how the various
families of MHD shocks characteristically affect the ambient magnetic field. We
modify the discussion in Section 2.2.1 to emphasise the shock properties that our
algorithm exploits.

In the frame of reference comoving with a shock wave — the shock frame — the
pre-shock fluid has a speed, vs, greater than a linear wave speed in the fluid. The
fluid then transitions inside a discontinuity to a fluid velocity less than a wave speed
in the post shock fluid. In ideal MHD, the three linear waves supported, the fast,
intermediate and slow waves have phase velocities
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√
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where vA = B/
√

4πρ is the Alfvén velocity, cs =
√
kBT/µm is the isothermal sound

speed with Boltzmann constant kB and mean mass per particle µm, and θ is the
angle between the magnetic field and the direction of propagation of the wave.
These speeds are plotted as functions of θ in Fig. 2.1 for vA > cs, as is usually the
case in molecular clouds.

The three wave speeds demarcate four regions of fluid velocities marked 1 to 4
in Fig. 2.1. There are six ways to transition across at least one wave speed within
the shock front, resulting in three families of MHD shocks: fast, intermediate and
slow shocks. Fast shocks cross the fast wave speed only (1–2), intermediate shocks
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cross the intermediate wave speed (1–3, 1–4, 2–3, and 2–4), and slow shocks cross
the slow wave speed only (3–4). This means that for a fast shock the Alfvénic Mach
number — defined byMA ≡ vs/vA — is necessarily greater than unity, whereas for
a slow shock the shock speed is sub-Alfvénic, i.e., MA < 1. We will use this criterion
to distinguish fast from slow shocks in the next section.

For a time-independent, plane-parallel shock wave, the pre- and post-shock
mass density, velocity, gas pressure and magnetic field are related by the Rankine-
Hugoniot jump conditions (Kennel et al., 1989). A consequence of these jump con-
ditions are changes in magnetic field geometry across a shock front characteristic of
each shock family. In fast shocks, the component of the magnetic field perpendic-
ular to the direction of propagation, B⊥, must increase from the pre-shock to the
post-shock value. In intermediate shocks, B⊥ must switch sign. This switch is due
to a rotation of the magnetic field within the shock front. Finally, in slow shocks B⊥
must decrease. For all shocks, the planar symmetry implies that the magnetic field
parallel to the direction of propagation is conserved across the shock front. These
three characteristic changes of the magnetic field direction are shown schematically
in Fig. 2.2.

The magnetic field strength is proportional to the separation of field lines, so one
can see from Fig. 2.2 that the field strength increases across fast shocks and decreases
across slow shocks. We will use this fact as a signature of these two classes of shocks
in section 3.3. This also means that some of the kinetic energy of a fast shock is
converted into magnetic field energy. Hence, for slow shocks at the same velocity
as fast shocks, a greater portion of the energy budget is available to heat the gas.
Finally, the magnetic field strength in intermediate shocks can either increase or
decrease across the shock front depending on the initial conditions of a particular
shock. Hence there is no simple signature of intermediate shocks in the magnetic
field strength. In addition, there has been debate over whether intermediate shocks
are physically admissable (e.g., Wu, 1987; Falle and Komissarov, 2001), and so this
class of MHD shocks is ignored from this point on.

The structure of the magnetic field across the different shock waves only depends
on the ideal MHD jump conditions. The heating inside the shock front, however,
can depend on non-ideal effects. For example, in molecular clouds the gas is weakly
ionized and so ion and neutral species can be decoupled. In this case, a multi-fluid
approach is necessary to model the structure of the shock front. In fast shocks,
the strong magnetic pressure behind the shock front drives ion species ahead of the
neutrals in a magnetic precursor (Mullan, 1971; Draine, 1980). Collisional heating in
fast shocks is thus controlled by the ion-neutral collision timescale, which is generally
larger than the cooling timescale for low-velocity shocks (a few km/s) in molecular
clouds. If the cooling keeps the temperature low within the shock, the neutral
velocity may remain supersonic throughout and the fluid variables will smoothly
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transition from pre-shock to post-shock values in what is called a C-type shock. In
fast shocks with shock velocity exceeding the magnetosonic speed of the charged
fluid, defined by

vm =
√
c2

s + v2
A,c, (3.2.4)

where vA,c is the Alfvén velocity in the charged fluid, a thin jump will form in which
the heating is determined by molecular viscosity. Such a fast shock is called J-type.
We see then, that we need to determine the local pre-shock conditions in turbulent
molecular clouds in order to predict the shock heating from fast MHD shocks.

In the two-fluid models of Chapter 2 slow shocks produce a temperature structure
distinct from fast shocks. Shocks of this family are driven by the gas pressure of
the neutrals, and so heating is determined by the neutral-ion collision timescale.
This timescale is shorter than the cooling timecale and so high peak temperatures
are reached in a thin shock front resembling an ordinary hydrodynamic shock. The
jump in temperature across this shock front is determined by the sonic Mach number
M≡ vs/cs:

T2

T1

=

(
1 +

2γ

γ + 1

(
M2 − 1

))M2 (γ − 1) + 2

M2 (γ + 1)
, (3.2.5)

which reaches 200 K at low shock velocities (vs ∼2 km/s for cs = 0.2 km/s) and
adiabatic index γ = 5/3. This is hot enough to produce chemical abundances and
molecular cooling significantly different to ambient molecular cloud conditions.

Fast and slow shocks therefore present distinct temperature structures within
molecular clouds. To fully understand the heating and chemistry driven by turbulent
dissipation in shock waves it is therefore critical to determine the relative fraction of
shock families. We will do this in the following by using numerical MHD simulations
of turbulent molecular clouds.

3.3 Shock Detection Algorithm

In this section, we present a new algorithm, shockfind, to detect and characterise
the shocks in MHD simulations of molecular clouds. We then test this algorithm
by considering a case study simulation of colliding MHD shocks, which should be a
common occurence in supersonic MHD turbulence.

3.3.1 Algorithm Summary

Here we summarise the seven-step algorithm, shockfind, for detecting fast or slow
shocks in an MHD simulation. For a simulation with mass density ρ, three velocity
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components ux, uy, and uz, and three magnetic field components Bx, By, and Bz,
the algorithm will:

1. Identify shock candidates as computational cells with large convergence:

−∇ · u = − (∂xux + ∂yuy + ∂zuz) , (3.3.1)

or large magnitude of the density gradient:

|∇ρ| =
√

(∂xρ)2 + (∂yρ)2 + (∂zρ)2, (3.3.2)

where large is above a user-defined threshold appropriate to the particular
simulation. In section 3.4.1 we normalise these quantities for a turbulent cloud
simulation using particular combinations of the velocity dispersion, average
density and computational cell size. The normalised convergence and gradient
are then related to shock properties, so that the search thresholds can be
thought of as determining a minimum shock velocity or compression ratio;

2. Compute the shock direction at the location of each candidate cell, ns, using
the gradient of the density:

ns = ∇ρ/ |∇ρ| = (∂xρ, ∂yρ, ∂zρ) / |∇ρ| ; (3.3.3)

3. Extract averaged fluid variables along a cylinder perpendicular to the shock
front. The cells, at coordinates r, on the central axis of the cylinder are defined
by

r = rs + λns, (3.3.4)

where rs is the location of the candidate cell and λ parametrises the line
and ranges from ± a few shock thicknesses, N , that the simulation spreads
the shock over. The effect of varying the radius of this cylinder is shown in
appendix A.1;

4. The cell-averaged variables for λ > N/2 are the pre-shock values, while the
cell-averaged variables for λ < −N/2 represent the post-shock values;

5. Compute the shock speed using the pre- and post-shock parallel velocities and
densities obtained in step (iv):

vs =
(
u‖,pre − u‖,post

)
/ (1− ρpre/ρpost) , (3.3.5)

where u‖ = u · ns;
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Figure 3.1: Initial density configuration of the colliding shock simulation. The regions
labeled are (1) the slow post-shock region, (2) the common pre-shock region and (3) the
fast post-shock region.

6. Compare the shock speed vs to the pre-shock Alfvén velocity to form the
Alfvénic Mach number MA. Fast shocks must have MA > 1 and slow shocks
must haveMA < 1. In addition, we compare the pre- and post-shock magnetic
field strengths. Fast shocks must have Bpost/Bpre > 1 and slow shocks must
have Bpost/Bpre < 1. If a shock candidate consistently satisfies both of these
inequalities then we have detected a fast or slow MHD shock, otherwise it is
only a candidate and is not included in the further analysis;

7. Finally, we filter the detected shock cells by ignoring those detections that
do not occur at local maxima in the convergence along the extracted line of
step (iii). This step avoids extracting multiple cells as individual shocks that
actually belong to the same shock. This process is illustrated in appendix A.2.
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Table 3.1: Initial setup of colliding MHD shock simulation

Variable Slow Post-shock (1) Common Pre-shock (2) Fast Post-shock (3)

ρ (10−20 g/cm3) 4.591 0.385 1.800

p (10−11 g cm/s2) 5.995 0.154 11.48
ux (km/s) 3.803 2.887 1.141
uy (km/s) 3.868 2.887 1.141
uz (km/s) −2.887 −2.887 0.430
Bx (µG) 24.75 24.75 69.07
By (µG) 5.569 24.75 69.07
Bz (µG) 0 0 88.64

3.3.2 Test simulation of colliding MHD shocks

In this section we illustrate the steps of our shock detection algorithm outlined in
section 3.3.1, by applying it to a simulation of colliding shock waves. We use the
code FLASH (Fryxell et al., 2000; Dubey et al., 2008) in version 4 to integrate the
ideal, three-dimensional MHD equations. The equations are solved on a grid with a
total of 1283 grid cells using the HLL3R positive-definite Riemann solver (Waagan
et al., 2011). The equations are closed with an ideal gas equation of state with
adiabatic index γ = 1.1.

In this simulation we initialise a box with a slow MHD shock with shock speed
vs = 1 km/s travelling in the direction ns = (1, 0, 0), and a fast MHD shock with
shock speed vs = 5 km/s travelling in the direction nf = (−1,−1, 1). We choose
pre-shock variables (common to both shocks) of density ρ = 3.85 × 10−21 g/cm3,
pressure p = 1.54 × 10−12 g cm/s2, and a magnetic field strength of 35 µG oriented
at 45◦ to the slow shock front. These pre-shock values are used to compute post-
shock values using the MHD jump conditions (Kennel et al., 1989), and we choose
a frame of reference such that the fast shock is stationary. Fig. 3.1 shows the initial
density configuration of the three regions — slow post-shock, common pre-shock,
and fast post-shock — and the fluid variables are listed in Table 3.1.

Convergence and density gradient

In Fig. 3.2 we plot slices of mass density of the colliding shock simulation at three
different times (t = 2.12×1012, 2.62×1012 and 3.12×1012 s) in the simulation. The
rightmost column shows a slice after the two shocks have collided and a significant
interaction region has developed. The coloured contours show the density with 4
regions marked A–D. Region A is the post-shock region of the initial 5 km/s fast
shock, region B is the common pre-shock region, region C is the post-shock region
of the initial 1 km/s slow shock, and finally region D is the post-interaction region.
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Overplotting the density contours in the upper row of Fig. 3.2 are white line
contours of strong convergence, defined by equation (3.3.1). This quantity distinctly
picks out candidate shock fronts labelled S1-S4. S1 and S2 are the initial fast and
slow shocks we set up to collide. S3 and S4 are the results of the collision, which
have geometries suggestive of a refractive (S3) and reflective (S4) process.

In the lower row of Fig. 3.2 we plot projected vectors of the gradient of the density
over the contours of density. This vector points in the direction of increasing density
and so it always points towards the plane of a shock front. This allows us to define
a line through a shock at which we extract the fluid variables. It also allows us to
compute the fluid velocity in the direction of shock propagation, u‖, by projecting
onto the direction given by the gradient.

Shock family criteria

Using the convergence and gradient as described above, we plot in Fig. 3.3 extracted
fluid variables through the shock candidates S1-S4 from Fig. 3.2. The x-axis is zeroed
at the convergence peak, with the post-shock region at negative values of x and pre-
shock region at positive values of x. The convergence and gradient are normalised
to their peak values. To compare pre- and post-shock fluid variables we take the
average of the variable over a few cells either side of the convergence peak.

The S1 and S2 shocks (which were the initial fast and slow shocks, respectively)
show strong density contrasts though the simulation has spread out the S2 shock
(red lines in Fig. 3.3) over a wider range than the S1 shock. This is also reflected
in a much lower and wider convergence peak in the slow shock. As discussed in
section 3.2 the magnetic field, the lower panel of Fig. 3.3, in the S1 shock is stronger
in its post-shock region compared to its pre-shock region because it is a fast MHD
shock. Conversely, in the S2 shock B is stronger in the pre-shock region because it
is a slow MHD shock.

Once we have computed pre- and post-shock densities, ρ1 and ρ2, respectively,
and the pre- and post-shock parallel velocities, u1 and u2, respectively, we can
determine the shock velocity vs using equation (3.3.5). By comparing the shock
speed to the Alfvén velocity we form the Alfvénic Mach numberMA. As discussed
in section 3.2, for fast shocks MA > 1 and for slow shocks MA < 1. For the S1
and S2 candidates, we find that MA ∼ 3.1 and ∼ 0.6 respectively, confirming their
status as fast and slow MHD shocks.

The S3 and S4 shock candidates both have magnetic field stronger in the post-
shock region than in the pre-shock region, indicating that they are fast MHD shocks.
Indeed, for S3 the Alfvénic Mach numberMA ∼ 16.5 and so it satisfies both criteria.
However, for the S4 candidate MA ∼ 0.8, ruling it out as a fast shock. As it is a
planar converging structure it could be a fast linear wave or even an intermediate
shock, but our simple criteria cannot distinguish these cases. We will call converging
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Figure 3.3: Line profiles through the shock candidates S1–S4 from Fig. 3.2. The profiles
are of convergence (−∇ · v), magnitude of the gradient of the mass density, mass density,
and magnetic field strength. The convergence and gradient are normalised to their peak
values. The x axis is in units of grid cell lengths.
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Figure 3.4: 3D renderings of the MHD simulation of turbulence. (Left) mass density
above the average mass density 〈ρ〉 = 8.2 × 10−22 g/cm3. (Right) Convergence (−∇ · v)
normalised by the ratio of the velocity dispersion to the cell size.

structures that show magnetic field ratios inconsistent with Alfvénic Mach number
criteria fast-like and slow-like disturbances and exclude them from further analyses.

3.4 Molecular Cloud Turbulence

Here we present an application of our shock-detection algorithm to a 3D simulation
of molecular cloud turbulence. The ultimate goal is to determine the fraction of
slow and fast shocks and their respective effects for the heating and evolution of
molecular clouds.

We use the turbulent initial conditions of molecular cloud simulation model 21
(GT256mM10B10) from Federrath and Klessen (2012). It is a 3D simulation of
an isothermal, ideal MHD, turbulent molecular cloud with mixed compressive and
solenoidal driving. The turbulence is driven to maintain a velocity dispersion σ ∼ 1.8
km/s. As the sound speed cs = 0.2, the turbulence contains a large fraction of
supersonic gas and is therefore expected to drive shocks with Mach numbersM∼ 9.
The magnetic field was initially uniform with strength 10 µG, and the time step that
we analyse here occurs after two turbulent crossing times, when the turbulence has
been fully developed and the dynamo is mostly saturated but before self-gravity has
been turned on to study star formation. The details of the integration scheme can
be found in that paper.

Fig. 3.4 shows three-dimensional renderings of the mass density (ρ, left panel)
and convergence (−∇ · v, right panel) of the simulation cube. The mass density is
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cut off at the average value 〈ρ〉 = 8.2× 10−22 g/cm3, so that we plot only the high
density regions. These regions are highly filamentary and fill only a small volume
of the cloud. The convergence has been normalised by σ/∆x where σ is the 3D
velocity dispersion of the cloud and ∆x is the cell size. There is a rough correlation
between regions of strong convergence and regions of high density. This would be
expected if the highest densities in turbulent clouds are post-shock layers.

3.4.1 Search Thresholds

While shockfind could check for shocks at every cell in the simulation, it would be
computationally expensive to check all 5123 cells of this simulation. Considering that
non-converging cells can be ruled out as shock candidates without further analysis,
we develop search criteria to speed up the process.

Fig. 3.5 shows the probability distribution functions (PDFs) of the convergence
(upper) and the magnitude of the gradient of density (lower). The magnitude of the
gradient of density has been normalised by 〈ρ〉 /∆x where 〈ρ〉 is the average mass
density. We can estimate the convergence and gradient across a shock wave with
shock velocity vs propagating into a gas with pre-shock mass density ρ0 as

(−∇ · v)s ∼ −
v2 − vs

N∆x
, (3.4.1)

(∇ρ)s ∼
ρ2 − ρ0

N∆x
, (3.4.2)

where v2 is the post-shock velocity, ρ2 is the post-shock mass density and N is the
number of cells the simulation typically spreads a discontinuity over. We use N=3 in
this work. Using the relation ρ2v2 = ρ0vs and normalising as above, these estimates
become

(−∇ · v)s

σ/∆x
∼ vs

σ

r − 1

rN
, (3.4.3)

(∇ρ)s

〈ρ〉 /∆x
∼ ρ0

〈ρ〉
r − 1

N
, (3.4.4)

where r = ρ2/ρ0 is the compression ratio. We use the compression ratio r to control
the search thresholds of step (i) of the algorithm (section 3.3.1). In Fig. 3.5 the
dashed vertical lines show the thresholds for shock velocity vs = 1 km/s, compression
ratio r = 4, and pre-shock density ρ0 = 10 〈ρ〉. As these thresholds are treated
independently (Step (i) of section 3.3.1), cells that do not satisfy one threshold
may still be identified as a shock candidate if they satisfy the other threhold. This
conservative approach means we look at more cells than if we applied both thresholds
simultaneously. At a velocity of 1 km/s, a slow shock will reach a peak temperature
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Figure 3.5: Distribution of (upper) normalised convergence and (lower) normalised mag-
nitude of gradient. The dashed vertical lines are the search thresholds, which estimates
the convergence and density gradient of a shock with velocity vs = 1 km/s, pre-shock
density ρ0 = 10 〈ρ〉 and compression ratio r = 4 spread over 3 cells (see text for details of
estimate).
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of 55 K (equation (3.2.5)). Molecular cooling is more efficient at high temperatures
and high densities, and so running the algorithm at cells above these thresholds
ensures we extract the most observationally relevant shocks.

3.4.2 Shock family statistics

Figure 3.6: Spatial distribution of the shocks that we detected with our new shock-
detection algorithm shockfind.

Using the thresholds defined in the previous section, the spatial distribution of
fast and slow shocked cells is shown in Fig. 3.6. Red points refer to slow shocks and
blue points refer to fast shocks. Many of the detected cells form connected shock
front sheets and others form long filamentary structures. Around 40% of searched
cells fail to consistently satisfy the Alfvénic Mach number and magnetic field ratio
criteria (Step (vi) of section 3.3.1). A further half of the detected shocked cells are
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Figure 3.7: Distribution of sonic Mach numbers in bins centred on every vs = 0.5 km/s
with size 0.5 km/s. The blue (dotted) line refers to fast shocks and red (solid) line refers
to slow shocks. The right axis shows the area that the shock fronts occupy.

filtered out because they do not lie on local maxima in convergence (Step (vii) of
section 3.3.1). We analyse the results of this search in the following sections.

Fig. 3.7 shows the distributions of sonic Mach numbers for fast shocks (blue) and
slow shocks (red). The slow shock distribution steeply and monotonically decreases,
with a larger number of slow shocks than fast belowM∼ 8 (vs ∼ 1.5 km/s). The fast
shock distribution peaks aroundM∼ 10 before slowly decreasing. We estimate the
area occupied by the shock fronts by treating each detected shocked cell as having an
area of one of its faces: (∆x)2 ∼ 2.4×10−4 pc2. We perform a convergence test shown
in Appendix A.3. While there are more very low velocity shocks (M < 5) to be
found below our thresholds defined in section 3.4.1, the Mach number distributions
are well converged for the most observationally relevant shocks. Fig. 3.8 shows the
distributions of Alfvénic Mach numbers for fast shocks (blue) and slow shocks (red).
By definition slow shocks are sub-Alfvénic and fast shocks are super-Alfvénic and
so the distributions distinctly lie on either side of unity. In the two-fluid MHD
shocks of Chapter 2 the peak temperature of slow shocks is determined by the
sonic Mach number, whereas for fast shocks it is determined by the competition of
molecular cooling and ion-neutral collisional heating. In section 3.5.2 we use these
two distributions (Figs. 3.7 and 3.8) to make an estimate of turbulence-driven shock
heating.

In Fig. 3.9 we plot the distributions of pre-shock magnetic field strengths and
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Figure 3.8: Distribution of Alfvénic Mach numbers, with bin boundaries every 0.25. The
blue (dotted) line refers to fast shocks and red (solid) line refers to slow shocks.

mass densities for the search described above. These distributions give us the typical
pre-shock variables that should be used to model shocks relevant to molecular cloud
turbulence. They show that the typical pre-shock conditions are different for fast
and slow shocks. For example, for fast shocks the average pre-shock mass density
〈ρ0〉f ∼ 2 × 10−21 g/cm3 whereas for slow shocks 〈ρ0〉s ∼ 9 × 10−22 g/cm3. This
corresponds to total hydrogen densities, nH = n(HI) + 2n(H2), of 8× 102 cm−3 and
4 × 102 cm−3, respectively (using ρ = 1.4mHnH). In addition, for fast shocks the
average pre-shock magnetic field strength 〈B0〉 ∼ 10µG, whereas for slow shocks
〈B0〉 ∼ 17µG. The average pre-shock density and magnetic field strength for fast
shocks are within the ranges used by Pon et al. (2012) to model two-fluid C-type
fast shocks. While the average density jump is much higher in slow shocks, r ∼ 15,
than in fast shocks, r ∼ 4, the average post-shock densities are remarkably similiar:
〈ρ2〉f,s ∼ 6 × 10−21 g/cm3. This implies that both kinds of shocks are equally
important with respect to star formation because it is the post-shock gas that sets
the initial conditions for dense-core and star formation (Padoan and Nordlund, 2011;
Federrath and Klessen, 2012; Padoan et al., 2014).

These distributions suggest that to understand the impact that MHD shocks have
on molecular clouds we need to understand both fast and slow MHD shocks. In a
future work we will apply this algorithm to other MHD simulations of molecular
cloud turbulence (e.g., Federrath and Klessen, 2012; Federrath, 2015). We will
investigate how the mixture of shock families may depend on the parameters of

62



3.4. MOLECULAR CLOUD TURBULENCE

−23.5−23.0−22.5−22.0−21.5−21.0−20.5−20.0−19.5

log½0 (g=cm
3 )

0

10

20

30

40

50
B
0
(¹
G
)

0
10000
20000
30000
40000
50000

C
ou
n
ts

0 5
0
0
0

1
0
0
0
0

1
5
0
0
0

2
0
0
0
0

2
5
0
0
0

Counts

Slow Shocks

Fast Shocks

Figure 3.9: Distribution of pre-shock magnetic field strengths and mass densities.

turbulence, e.g. the initial magnetic field strength, inclusion of extra physics such
as self-gravity or protostellar jet feedback. If the mixture of shock types proves to be
sensitive to these parameters, then differences in observational signatures between
the shock types become signatures of these parameters. In section 3.5.2 we discuss
how one can use the shock mixture to compute the filling factor of hot, dense shocked
gas.

3.4.3 Energetics

We may also consider the energetics of the shocks by comparing the kinetic energy
dissipated in the shocks to the energy available in the turbulent motions. The kinetic
flux through a unit area of shockfront is

K =
1

2
ρ0v

3
s (3.4.5)

and the turbulent energy density is

Γ =
1

2
〈ρ〉σ2, (3.4.6)
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where σ is the velocity dispersion. Thus the timescale for dissipation in turbulence-
driven shocks is

τD = ΓV/
∑
K

(
K (∆x)2) , (3.4.7)

where V is the volume of the simulation (83 pc3) and the summation is over the
detected shocked cells.

For the shocks shown in Fig. 3.6, fast shocks dissipate ∼ 8 times more energy
than slow shocks due to the high velocity tail seen in Fig. 3.7. Note that not all of
the kinetic energy from fast shocks dissipates by cooling, however, as some fraction
goes into strengthening the magnetic field (as discussed in section 3.2). Applying
the MHD jump conditions for fast shocks with velocities ranging from 1–2 km/s,
propagating into gas with the average fast pre-shock density 〈ρ0〉f ∼ 2×10−21 g/cm3

and average pre-shock magnetic field strength 〈B0〉 ∼ 10µG, we find that 35–70%
of the kinetic flux is lost to the magnetic field, depending on the orientation of
the shock direction with respect to the magnetic field. As energy stored in the
magnetic field is free to further dynamically impact the turbulence, we reduce the
energy dissipated by fast shocks by a factor of 2 in order to capture the energy being
dissipated as heat.

Considering all shocks together, the shock dissipation rate is∼ 0.2 L�. Compared
to the turbulent kinetic energy, this gives a dissipation timescale of τD ∼ 8 Myrs.
This is ∼ 1.3 times the eddy turnover time τl =

(√
3L/2

)
/σ1D where

√
3L is the size

of the diagonal of the simulation and σ1D = σ/
√

3 is the one-dimensional velocity
dispersion. From observations of turbulent dissipation regions, Pon et al. (2014)
estimated this ratio to be 1/3 in the Perseus molecular cloud and Larson et al.
(2015) made estimates of 0.94 and 0.65 for two shock models in the Taurus molecular
cloud. Previous simulations have suggested that shocks dissipate around 50% of the
turbulent kinetic energy (Stone et al., 1998). If we take this into account, our
predicted ratio τD/τl would be reduced by a factor of 2, placing it in the middle of
these obversational results.

3.5 Discussion

We have presented an algorithm to detect and characterise fast and slow MHD
shock waves in simulations of turbulent molecular clouds. While there is some
observational evidence for the presence of fast (Lesaffre et al., 2013; Pon et al.,
2014; Larson et al., 2015) and slow (chapter 2) MHD shocks in molecular clouds,
we present in this work the first prediction of the relative fraction of fast and slow
shocks in molecular clouds. We characterised the shocks and provide the typical
pre-shock conditions that should be used in future shock models that wish to model
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turbulence-driven MHD shocks. In the following we compare our work with other
shock-finding algorithms, and then discuss how the results of the algorithm can be
used to obtain an estimate of the volume of shock heated gas.

3.5.1 Comparison to previous work

Smith et al. (2000b) and Smith et al. (2000a) developed a method for counting
shocks in MHD simulations of decaying and driven turbulence, respectively. Their
method computes the velocity jump across converging regions. They found that
the number distribution of these jumps did not substantially differ with the addi-
tion of a magnetic field. Our results are qualitatively similar, with weaker shocks
dominating the number distribution, though they find much lower Mach numbers
in general. This could be because they do not consider the shock reference frame,
which introduces a correction to the velocity jump (see step (v) of section 3.3.1).
Their method does not explicitly disentangle the MHD shock types, and so cannot
quantify the relative importance of fast or slow shocks.

The importance of shock heating on the chemical evolution of turbulent molec-
ular clouds is highlighted by Kumar and Fisher (2013). Like our work they capture
the effects of shock heating on subgrid scales. They do this by post-processing La-
grangian tracer particles in a simulation of hydrodynamic turbulence. Their subgrid
model is a one-dimensional integration of the fluid equations including a vast chemi-
cal network and molecular cooling. They were able to distinguish between chemicals
that trace the mean physical state of cloud, and those that trace the non-equilibrium
shock-heated gas. Their method also accounts for solenoidal heating and so they
can measure the relative importance of these two heating mechanisms. However,
as they only consider hydrodynamic turbulence, their results are not sensitive to
the distinct effects of MHD shock types. Extending their work to the MHD case is
in principle simple. The subgrid model would need to include MHD effects like the
shock models of Flower and Pineau Des Forêts (2010), Pon et al. (2012) or Chapter 2
of this thesis. Some difficulty lies in obtaining the pre-shock state, which requires
knowledge of the magnetic field direction with respect to the shock propagation
direction. In addition, the pre-shock state does not uniquely determine the MHD
shock type (cf Kennel et al., 1989). We have addressed this problem by using both
pre- and post-shock information in order to ascertain two of the three possible shock
types.

The shock finding algorithm most similar to shockfind is that outlined in
Schaal and Springel (2015). They look for shocks in cosmological hydrodynamic
simulations. Their method flags cells of converging flow, and defines the shock
direction using the gradient of the temperature. They then use a series of criteria to
filter spurious shock detections. While their work does not include magnetic fields,
and thus does not consider different shock families, it would be simple to extend
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their algorithm to do so. It would only take the addition of further filtering criteria
such as we presented in step (vi) of section 3.3.1. This extension would allow for
a comparison of our work to MHD simulations using moving-mesh codes such as
arepo (Springel, 2010; Pakmor et al., 2011).

3.5.2 Shock heating

Chapter 2 showed that C-type fast MHD shocks and J-type slow MHD shocks dis-
tinctly heat the gas they propagate through. The fast shocks modeled in Chapter 2
reach peak temperatures of ∼ 150 K, whereas slow shocks could reach tempera-
tures of ∼ 800 K. This is because in the weakly ionized gas that makes up molecular
clouds, the heating timescale in fast shocks is determined by the ion-neutral collision
timescale, which is slower than the cooling timescale. In contrast, in slow shocks,
the neutral-ion collision timescale is shorter than the cooling timescale, such that
heating in slow shocks is more significant. Even though these high temperatures only
occupy a thin shock layer, the heating is important because of the rich chemistry
it activates. The chemical signatures of shocks may persist in regions of unshocked
gas. In this section we use the pre-shock conditions (Fig. 3.9) and shock front area
(Fig. 3.7) obtained by shockfind, combined with representative sub-grid two-fluid
shock models from Chapter 2 to estimate the volume of shocked gas in a turbulent
cloud.

Sub-grid two-fluid shock models

Ion-neutral collisions determine shock thickness in two-fluid shocks, and so the
ionization fraction is a key variable in determining the volume filling fraction of
shocks. Ionization sources, such as cosmic-rays and ultraviolet photons, are den-
sity dependent and so the ionization fraction spatially varies in a turbulent cloud.
For simplicity we adopt the ionization fraction of Bergin and Tafalla (2007): xe =
1.3 × 10−5n(H2)−1/2 where we use the density in the pre-shock gas. This leads to
pre-shock ionization fractions ranging between 2× 10−7 and 9× 10−6.

For slow MHD shocks, the shock thickness is independent of the pre-shock mag-
netic field strength. So, for a given pre-shock density, we choose the magnetic field
such that the Alfvén velocity vA = 3 km/s. This allows us to compute slow shocks
with speeds up to vA cos θ, where θ is the angle between the direction of propaga-
tion and pre-shock magnetic field. We model slow MHD shocks for θ = 30◦ allowing
shock velocities up to 2.5 km/s. The number of slow shocks above this velocity in
the simulation is only ∼ 0.7% of all slow shocks (see Fig. 3.7), so our results are
only negligibly affected by this limit. Fig. 3.10 shows the thicknesses of slow MHD
shocks heated above 50 K and 100 K, for pre-shock total hydrogen densities ranging
between 10 and 103 cm−3. The hot shock front is largest for models with the lowest
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Figure 3.10: Thickness of slow MHD shocks versus preshock total hydrogen density.
The solid, dashed and dotted lines show shock thicknesses above 50, 100 and 150 K,
respectively. Each line of the same colour (or marker) represents models with the same
shock velocity. The horizontal dash-dotted line shows the size of a cell in the turbulent
cloud simulation.

pre-shock density and lowest velocity, peaking at ∼ 6×1016 cm which is of the order
of the size of a cell ∆x. This is important because it means that the substructure
within the shock front would not dynamically affect the scales that the simulation
captures.

For fast MHD shocks with a given pre-shock density, we choose the magnetic
field such that the Alfvén velocity vA = 1 km/s. The shock thickness, d, of two-fluid
fast C-type shocks is estimated as

d ∼ vs

niα
, (3.5.1)

where ni = xenH is the number density of ions and α = 1.6 × 10−9 cm3/s is the
rate coefficient for ion-neutral scattering. This shock thickness estimate can exceed
the simulation box size at low densities and large shock velocities, which means, of
course, that some fast shock models are innapropriate as sub-grid models in this
ideal MHD simulation. Thus we consider models with thickness d ≤ 10∆x as small
enough to not significantly affect the simulation results. Note that this estimate
gives the thickness of steady-state fast shocks. Factoring in the structure of non-
steady shocks is beyond the scope of this work. Finally, we find that models of fast
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shocks for these Mach numbers and densities in the range nH = 10–103 cm−3 are all
C-type shocks.

We bin the detected shocks into pre-shock total hydrogen densities centred on
101, 101.5, 102.0, 102.5 and 103.0 cm−3. These values of density almost cover the
entire range of detected shocks, with . 5% of slow shocks and . 2% of fast shocks
falling outside. With this binning, we can use the shock thicknesses from Fig. 3.10
to estimate the volume of warm shocked gas. Using the area computed for Fig. 3.7
multiplied by the shock thicknesses we find that fT>50 K ∼ 0.03% of the volume
is filled with shocked gas greater than 50 K. This is of the order of the shocked
volume filling factor measurement of Pon et al. (2014) from turbulent dissipation
regions in the Perseus molecular cloud. In addition, fT>100 K ∼ 5 × 10−3% and
fT>150 K ∼ 9 × 10−4% of the volume is filled with shocked gas greater than 100 K
and 150 K, respectively. This warm gas occurs entirely in slow shocks, because the
fast shocks at these conditions do not reach peak temperatures above 50 K. Hence, if
no distinction of MHD shock families is made and all shocks in an MHD simulation
were assumed to be fast C-type shocks, there would be no warm component of gas
with temperature T > 50 K at all.

Rotational line emission

While this predicted filling factor of gas hotter than 50 K, ∼ 0.03%, is very small,
only ∼ 2.5% of the volume is filled with gas at densities higher than the average
post-shock density 〈ρ2〉 ∼ 6 × 10−21 g/cm3. As an example observational impact
of this warm gas, we estimate the intensity of a CO rotational line using the non
local thermodynamic equilibrium (LTE) radiative transfer code radex (van der Tak
et al., 2007).

For a given radiating molecule, radex requires as input the density of H2 as
the collisional partner, the column density of the radiating molecule, the temper-
ature and the linewidth. In order to avoid geometrical effects, we consider only
optically thin lines. By doing this, we can use radex in slab mode and treat each
column through the simulation as consisting of a simple addition of slabs. We use
the shock thicknesses computed above to define at each cell (on one face) the col-
umn density excited by gas at 75, 125 and 175 K. We use a CO abundance of
x(CO) = n(CO)/nH = 1.2 × 10−4 to derive the CO column density. We then take
the density of H2 to be equal to the average post-shock density, obtained as in step
4 in section 3.3.1. We assume that the rest of the gas makes up a column of CO
excited by 10 K gas at an H2 density equal to the average density in the simulation.
Finally, we use the velocity dispersion of the cloud as the input linewidth.

Fig. 3.11 shows the synthetic map of radex estimated CO J=9-8 intensities with
contours of total hydrogen column density overlaid. We chose the J=9-8 line because
it was the lowest J CO line that was optically thin at the column densities reached
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Figure 3.11: Predicted synthetic radio emission map of the simulation in the CO J=9–8
rotational transition, computed with radex. The white line contours are of the total
hydrogen column density, equally spaced from the average column over the whole face
(〈NH〉 ∼ 1024.5 cm−2) up to the maximum column (NH,max ∼ 1025.5 cm−2).
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here and because another source of high-J CO lines, photodissociation regions, may
have difficulties producing significant emission at this line and above (Pon et al.,
2012). The emission in Fig. 3.11 is entirely due to shocks—as the background 10 K
gas negligibly emits in this line—and is strongest in filamentary structures. This is
because an edge-on shock, with respect to the line of sight, presents a larger column
of heated gas than a face-on shock. These filamentary emission regions also tend
to occur in regions with large hydrogen column densities, suggesting that the pre-
shocked gas is already at a high density. The correlation between large hydrogen
column density and emission is not perfect, however, as there is some significant
CO emission at regions of below average hydrogen column density. If we add up
the emission from over the whole face of the cloud, then the total cloud luminosity
at this line is ∼ 4 × 10−3 L�. Notably, if we ignored the distinction of MHD shock
families and assumed that all shocks were the well-studied C-type fast shocks, we
would predict that the CO J=9-8 emission would be negligible.

Estimates of high-J CO lines like this could provide distinct observational pre-
dictions between different simulations of turbulent clouds. The accuracy of this
estimate depends on the accuracy of the estimate of the volume of warm gas. This
was estimated using the shock thicknesses derived from the two-fluid shock models
of Chapter 2. It also only included the gas heated by slow shocks, because some
two-fluid C-type fast shocks have thicknesses too large to be applicable to this sim-
ulation and the remaining fast shocks do not reach peak temperature of 50 K. This
implies that a large proportion of the fast shocks detected here would not have the
steady-state structure of two-fluid fast shocks. We have also ignored the possibility
of intermediate MHD shocks, because they do not have the predictable impact on
magnetic fields that this algorithm exploits. In addition, the shock models of Chap-
ter 2 are highly simplified in order to highlight the differences between fast and slow
shocks. Improvements in models of shocks, such as using an expanded chemical
network and including the effects of dust grains, would improve the accuracy of the
shock-heated volume estimate.

3.6 Conclusion

A publicly available algorithm, shockfind1, was developed that extracts and char-
acterises the shock waves in MHD simulations. This algorithm was applied to a
high-resolution simulation of a magnetised, turbulent molecular cloud. We pre-
sented the first prediction of the relative fraction of fast and slow MHD shocks in a
turbulent molecular cloud simulation. The sonic and Alfvénic Mach number distri-
butions for these two families of shocks are distinct and confirm that low-velocities,

1Found on BitBucket (https://bitbucket.org/shockfind/shockfind) and the python Package
Index (https://pypi.python.org/pypi/shockfind)
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below vs = 3 km/s, dominate the population of shocks. By considering the energet-
ics of the detected shocks, we found that the ratio of the shock dissipation timescale
to cloud crossing time is comparable to observed values from turbulent dissipation
regions in molecular clouds. We have also used simple sub-grid models of two-fluid
MHD shocks from Chapter 2 to estimate the heating that would occur within the
thin shock front of these extracted shocks. Slow MHD shocks were found to pro-
duce a low volume filling factor, ∼ 0.03%, component of the cloud heated above
50 K with a small portion of this component reaching temperatures above 150 K.
We used the non-LTE radiative transfer code radex to estimate the intensity of a
high-J CO rotational transition and found that the shock-heated gas radiates far
above the background cloud intensity. High-J CO line emission may therefore be
an important observational diagnostic of shocks in molecular clouds.

Our shock-detection algorithm is general enough to be applied widely to MHD
simulations of other astrophysical phenomena. It would be interesting to see the
mixture of shock families that might be present in simulations of supernovae shocks,
protostellar jets interacting with the interstellar medium, colliding flows, cloud-
cloud collisions, etc. In a future work we plan to extract and characterise the MHD
shocks in a variety of simulations of turbulent molecular clouds in order to search for
correlations between the parameters of turbulence and possible observational effects
of MHD shock waves.
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Chapter 4

Shocks in Galactic Centre
molecular clouds

Abstract

The molecular clouds near the centre of the Galaxy are ideal
testbeds for star formation processes due to their atypical prop-
erties. Consistently high gas temperatures (>50 K) have been
found throughout this region, demanding a global heating mech-
anism. Large linewidths suggest that strong turbulence is present,
and its dissipation naturally explains the high temperatures. We
search for chemical signatures of turbulent damping by modeling
two-fluid magnetohydrodynamic shocks that are expected to domi-
nate the dissipation. By comparing shock chemistry to equilibrium
cloud chemistry, we identify signatures of shocked gas in enhance-
ments of various species. In particular, the abundances of sulphur-
bearing species SO, SO2 and H2S are sensitive to the hot shocked
gas, even if the shock fronts only occupy 0.1% of the line-of-sight
column density. We discuss how observations of particular species
could constrain the physical parameters of Galactic Centre molec-
ular clouds, such as the cosmic-ray ionization rate and gas volume
density.
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4.1 Introduction

The unusual molecular clouds in the central 250 pc of the Milky Way contain around
10 % of the dense gas (n > 103 cm−3) in the Galaxy, yet account for less than 1
% of the star formation. Compared to clouds in the disk of the galaxy, the clouds
of the Central Molecular Zone (CMZ) are hotter, more dense, and contain stronger
magnetic fields and larger velocity dispersions (see review by Morris and Serabyn,
1996). The stark differences in the conditions in which stars form make these clouds
important test beds for theories of star formation.

Global studies of the CMZ have consistently shown gas temperatures in excess
of 50 K. Such high kinetic temperatures have been measured in moderate density
gas (total hydrogen density nH ∼ 103–104 cm−3) using metastable inversion lines of
ammonia (Mills and Morris, 2013; Ott et al., 2014), and in high density gas (nH ∼
104–105 cm−3) using emission from para-formaldehyde (Ao et al., 2013; Ginsburg
et al., 2016; Immer et al., 2016). In contrast, molecular clouds in the disk of the
galaxy generally have temperatures around 10 K. These CMZ gas temperatures are
found to be decoupled from cooler dust temperatures, TD . 20 K (Molinari et al.,
2011), ruling out UV irradiation as a dominant heating mechanism (Ao et al., 2013).
Cosmic-ray ionization rates larger than the canonical rate (ζ = 10−17 s−1 H−1) by 2–3
orders of magnitude (as inferred by Goto et al., 2008; Yusef-Zadeh et al., 2013b) can
explain elevated gas temperatures. However, the large scatter in gas temperatures
requires a spatially non-uniform ionization rate or a different heating mechanism.
Heating by the dissipation of turbulence has therefore become a popular hypothesis
(Ao et al., 2013; Ginsburg et al., 2016; Immer et al., 2016), naturally explaining
both the high temperatures and their spatial inhomogeneity.

Clouds in the CMZ are highly supersonic, with typical linewidths of 20 km s−1

compared to Milky Way cloud linewidths . 10 km s−1 (Shetty et al., 2012). Super-
sonic flows will inevitably form shock waves, which dissipate the turbulent kinetic
energy along with vortices (Pety and Falgarone, 2000). Simulations of have shown
that shocks are ubiquitous in turbulent molecular clouds (Stone et al., 1998; Smith
et al., 2000b,a). The heating in a thin shock front uniquely drives chemistry and
radiative cooling, and so the observational signatures of supersonic turbulence are
shaped by microphysical processes in shocks.

The main goal of this work is to provide direct chemical signatures of the turbu-
lent dissipation in clouds in the CMZ by using magnetohydrodynamic (MHD) shock
models. Models of low-velocity (vs . 4 km s−1) C-type fast MHD shocks (Pon et al.,
2012) and J-type slow MHD shocks (chapter 2) have had some success interpreting
observations of galactic infrared dark clouds (Pon et al., 2014, 2015, 2016a) and pro-
tostellar clumps (Larson et al., 2015). In C-type shocks, the dissipation takes place
over a broad region of ion-neutral drift driven by magnetic pressure. In contrast,
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Table 4.1: The 99 species included in our network

H He C N O Mg S Fe H2

C2 C3 C4 C5 C6 N2 O2 CH CH2

CH3 CH4 C2H C2H2 C3H C3H2 C6H NH NH2

NH3 OH H2O H2S CN CO CO2 NO CS
SO SO2 HCN HNC H2CO CH3OH OCS H+ He +

C+ O+ S+ Fe+ H+
2 H+

3 C+
2 C+

3 N+

N+
2 O+

2 CH+ CH+
2 CH+

3 CH+
4 CH+

5 C2H+ C2H+
2

C2H+
3 C3H+ C3H+

2 C3H+
3 C4H+ C6H+ C6H+

2 NH+ NH+
2

NH+
3 NH+

4 N2H+ OH+ H2O+ H3O+ H2S+ H3S+ CN+

C2N+ CO+ NO+ CS+ SO+ HCN+ H2NC+ HNO+ HCO+

HCO+
2 HCS+ HSO+ HSO+

2 HOCS+

slow shock dissipation occurs in a narrow region driven by gas pressure, reaching
higher peak temperatures than fast shocks of the same velocity (chapter 2). We
extend the models of chapter 2 by using an expanded chemical network, updated
cooling functions and moderate shock velocities (vs ∼ 8 km s−1). In section 4.2, we
outline the equilibrium cloud models used for comparison. In section 4.3 we discuss
the two-fluid shock models. In section 4.4 we present our results, and discuss their
implications for the physical state of CMZ clouds.

4.2 Equilibrium Clouds

To identify unique tracers of turbulent dissipation, we model a non-turbulent cloud
as one in chemical equilibrium. The equilibrium clouds also provide the initial
chemical and thermal state for the shock models in section 4.3. In this section, we
describe the chemical reactions and thermal processes included in the model as we
simultaneously solve for the time-dependent densities of chemical species and the
thermal balance.

4.2.1 Chemical Network and Rate Equations

To model equilibrium clouds, we solve a coupled ordinary differential equation for
each species, M

dnM
dt

= S (M) , (4.2.1)

where S(M) is the volume rate of creation or destruction of M . In general, S(M)
will be a function of temperature and densities of various species. We use the open

75



CHAPTER 4. SHOCKS IN GALACTIC CENTRE MOLECULAR CLOUDS

source python module scikits.odes1, which solves initial value problems for ODEs
using variable-order, variable-step, multistep methods.

We use the gas-phase chemical network of Le Gal et al. (2014), which updates
and expands on the network of Flower et al. (2006). This network includes the
usual carbon and oxygen chemistry of interstellar clouds, but also includes sulphur-
and nitrogen-bearing species, important tracers of MHD shocks (e.g. Pineau des
Forêts et al., 1990, 1993). The inclusion of nitrogen-bearing species is additionally
motivated by observations of molecules such as HCN and HNC in the CMZ (Jones
et al., 2012) and nuclear regions of external galaxies (Loenen et al., 2008) that have
proven difficult to reproduce with standard models of photodissociation regions.

The reaction rates are taken from the RATE12 UMIST database for astrochem-
istry (McElroy et al., 2013). This database does not include reaction rates for all
species in the Le Gal et al. (2014) network, for instance rates for OD+ or separate
rates for ortho, para or meta states of H2, H+

2 , H+
3 , NH2, NH+

2 , NH+
3 or NH+

4 . For
simplicity we assume these species are not split into separate states. We found for
typical dark cloud parameters that the remaining network did not attain steady-
state by 108 years and that C6H+ became the dominant ion. By adding C6H, C6H+

2 ,
C4, C5 and C6, the destruction pathways of C6H+ become accessible and steady-
state of the whole network is achieved in 107 years. The full list of species included
in our chemical network is shown in Table 4.1. In total there are 99 species and
1452 reaction rates included from RATE12, as well as the formation of H2 on dust
grains and the destruction of H2 by photodissociation.

The RATE12 database describes reaction rate coefficients in terms of the con-
stants α, β and γ for the various classes of gas-phase reactions listed in Table 4.2.
For neutral-neutral (NN), ion-neutral (IN), charge exchange (CE), dissociative re-
combination (DR), radiative recombination (RR), radiative association (RA) and
associative dettachment (AD) reactions the source term uses the two-body, temper-
ature (T ) dependent reaction rate coefficient

k2B(T ) = α

(
T

300

)β
exp

(
− γ
T

)
cm3 s−1. (4.2.2)

For ion-neutral reactions, we use an effective temperature

Teff =
mnTi +miTn
mn +mi

, (4.2.3)

where Tn and Ti are the temperatures of the neutral and ion fluids, respectively, and
mn and mi are the masses of the neutral and ion species in the reaction, respectively.
The source term for two body reactions is then

S2B(M) =
∑

(±)k2B(T )n(A)n(B), (4.2.4)

1https://github.com/bmcage/odes
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Table 4.2: Classes of reactions included from RATE12

ID Reaction Type Example

NN Neutral-neutral O + H2 → OH + H
IN Ion-neutral C + OH+ → O + CH+

CE Charge exchange He+ + C→ C+ + He
DR Dissociative recombination H+

3 + e− → H + H + H
RR Radiative recombination H+ + e− → H + PHOTON
RA Radiative association O + H→ OH + PHOTON
PH Photodissociation CH3 + PHOTON→ CH + H2

PH Photoionization H2O + PHOTON→ H2O+ + e−

CP Cosmic-ray ionization C + CRP→ C+ + e−

CP Cosmic-ray dissociation H2 + CRP→ H + H
CR Cosmic-ray induced photoionization CH3 + CRPHOT→ CH+

3 + e−

CR Cosmic-ray induced photodissociation CH+ + CRPHOT→ C+ + H
AD Associative detachment CH + O→ HCO+ + e−

where the summation is over all reactions that either create (from reactants A and
B) or destroy M (in which case A = M or B = M).

For photodissociation of H2 we follow the formulation of Draine and Bertoldi
(1996)

SPH (H2) = kPH,0fshielde
−τdn (H2) , (4.2.5)

where e−τd accounts for dust attenuation with the optical depth τd = 3.02AV, and
kPH,0 is the unshielded photodissociation rate equal to 2.59 × 10−11χ s−1. χ is
a dimensionless parameter characterising the ultraviolet interstellar radiation field
relative to the Habing estimate Habing (1968). fshield is the self-shielding factor

fshield (N(H2)) =
0.965

(1 + x/b)2 +
0.035

(1 + x)1/2
exp

[
−8.5× 10−4 (1 + x)1/2

]
, (4.2.6)

where x = N (H2) /(5×1014 cm−2) and b = FWHM/ (4 ln 2)1/2 is the Doppler broad-
ening parameter for linewidth FWHM measured in km s−1. For photodissociation
and photoionization of species other than H2 the rate coefficient takes the form

kPH = αχ exp (−γAV ) s−1, (4.2.7)

where AV is the dust extinction at visible wavelengths.
Thus the source term for photoreactions (PH) is

SPH(M) =
∑

(±)kPHn(A), (4.2.8)
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where the summation is over all reactions that create M (from A) or destroy M (in
which case A = M).

For direct cosmic-ray dissociation or ionization, the rate coefficient takes the
form

kCP = α
ζ

ζ0

s−1, (4.2.9)

where ζ is the cosmic-ray ionization rate per H nucleus and ζ0 = 1.36 × 10−17 s−1.
The source term for direct cosmic-ray reactions (CP) is then

SCP(M) =
∑

(±)kCPn(A), (4.2.10)

where the summation is over all reactions that create M (from A) or destroy M (in
which case A = M).

For cosmic-ray induced photodissociation or ionization, the rate coefficient takes
the form

kCR = α

(
T

300

)β
ζ

ζ0

γ

1− ω
s−1, (4.2.11)

where ω is the dust-grain albedo in the far ultraviolet (typically 0.4–0.6 at 150 nm).
We use an albedo of 0.6 throughout the present work. The source term for indirect
cosmic-ray reactions (CR) is then

SCR(M) =
∑

(±)kCRn(A), (4.2.12)

where the summation is over all reactions that create M (from A) or destroy M (in
which case A = M).

Finally, we treat the formation of H2 on dust grains with a simple expression
from Hollenbach and McKee (1979) for the reaction rate coefficient

kH2 = 5.20× 10−17

(
T

300

)1/2

St (Tg, Td) f (Td) cm3 s−1, (4.2.13)

with the sticking coefficient,

St(Tg, Td) =
(

1 + 0.04 (Tg + Td)
1/2 + 0.002Tg + 8× 10−6T 2

g

)−1

, (4.2.14)

measuring the fraction of gas-phase atomic H sticking to a grain as it collides, and
the fraction of atomic H on dust grains that combine to form H2 before evaporating
given by

f (Td) =
1

1 + 10−4 exp (−600/Td)
. (4.2.15)
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The volume rate of H2 formation on dust grains is then

Sdust (H2) = kH2nHn (H) . (4.2.16)

Two example time-dependent solutions for the chemical abundances are shown
in Fig. 4.1 for selected species. For these models, we use cosmic-ray ionization rate
ζ = 1.3×10−17 s−1 H−1, UV field χ = 10, extinction AV = 10, total hydrogen number
density nH = 104 cm−3, total hydrogen column density NH ∼ 1.6× 1022 cm−2, and
temperature fixed at 10 K. We adopt the elemental abundances of Le Gal et al. (2014)
(their table 2), choosing an initial O abundance x(O) = 1.04×10−4 in order to obtain
a C/O abundance ratio of 0.8 and initial S abundance x(S) = 8×10−8 as in their best
model. Most species reach equilibrium between 106 and 107 years, of the order of a
typical molecular cloud lifetime. Using the chemical network described above, there
are large discrepancies between the abundances shown in the left panel of Fig. 4.1
and those shown in Fig. 2 of Le Gal et al. (2014). For example, the equilibrium N2

abundance is a factor of ∼4 larger than the N abundance, whereas they are roughly
equal in Le Gal et al.. If we modify our chemical network by adopting the chemical
rate equations in Appendix B.3 of Le Gal et al., we obtain more similar results
(right panel of Fig. 4.1). With this network the equilibrium abundances of N2 and
N are roughly equal, and the NO abundance has now increased to comparable levels.
Major discrepancies remain, however, such as the near time-independence of OH.
In this chapter, we will search for general trends to distinguish between equilibrium
and shock-dominated clouds with the adopted chemical network discussed above,
and leave the consideration of the dependence on chemical network to future work.

4.2.2 Heating and Cooling Processes

The chemical reactions strongly depend on the temperature of the gas, and so we
follow Gong et al. (2016) by simultanously solving the rate of change of the gas
energy per H nucleus, e, given by

de

dt
= Γ− Λ, (4.2.17)

where Γ and Λ are the total heating and cooling rate per H. The gas temperature
is then calculated from the energy with

T =
e

cv
, (4.2.18)

where cv = (1/2)kBf is the specific heat at constant volume with f =
∑
fMx(M)

degrees of freedom and kB is the Boltzmann constant. We allow 5 degrees of freedom
for H2 to account for pure rotational states, and assume all other major species are
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Figure 4.1: Example time-dependent solutions of chemical abundances showing selected
species using our chemical network (left) and a modified network (right, see text for
details). For this model, ζ = 1.3 × 10−17 s−1 H−1, χ = 10, AV = 10, nH = 104 cm−3,
NH ∼ 1.6× 1022 cm−2 and temperature fixed at 10 K.

not excited and so only have 3 translational degrees of freedom. The specific heat
we use is then

cv =
3

2
kB

(
x (H) + x

(
H+
)

+ x (He) + x
(
He+

)
+ x (e)

)
+

5

2
kBx (H2) . (4.2.19)

In this section we outline the interstellar heating and cooling processes included in
our model.

Heating

The main source of heating is from cosmic-ray ionization by electrons. The volume
rate of heating from this process is given by

ΓCR = ζqCRnH, (4.2.20)

where ζ is the cosmic-ray ionization rate and qCR is the energy added per primary
ionization event. We adopt the formalism of Krumholz (2014b), where the density
dependence of qCR in molecular clouds is given by a piecewise fit to the numerical
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results of Glassgold et al. (2012):

qCR

eV
=


10, for log nH ≤ 2,
10 + 3 (log nH − 2) /2, for 2 < log nH ≤ 4,
13 + 4 (log nH − 4) /3, for 4 < log nH ≤ 7,
17 + (log nH − 7) /3, for 7 < log nH ≤ 10,
18, for log nH > 10,

(4.2.21)

where nH is expressed in units of cm−3.
We include photoelectric heating using the expression of Bakes and Tielens

(1994), which gives the volume heating rate as

ΓPE = 10−24
( nH

cm−3

)
εĜ0 erg cm−3 s−1, (4.2.22)

where Ĝ0 = exp (−3.02AV )G0 is the dust-attenuated interstellar radiation field in
units of Habing. The heating efficiency ε is given by

ε =
4.87× 10−2

1 + 4× 10−3 (G0T 1/2/ne)
0.73 +

3.65× 10−2 (T/104)
0.7

1 + 2× 10−4 (G0T 1/2/ne)
, (4.2.23)

where ne is the electron density.

Cooling

The main source of cooling in molecular gas is through line emission. We use the
cooling functions of Neufeld and Kaufman (1993) and Neufeld et al. (1995) for
rotational and vibrational cooling by CO, H2 and H2O. They give the cooling rate
per volume Λ(M) = n(M)n(H2)LM for a molecule M using a cooling rate coefficient
L obtained by fitting to four parameters of the form

1

LM
=

1

L0

+
n(H2)

LLTE

+
1

L0

(
n(H2)

n1/2

)α(
1−

n1/2L0

LLTE

)
. (4.2.24)

The parameters L0, LLTE, n1/2 and α are tabulated for temperatures up to a few

thousand K, and depend on an optical depth parameter Ñ . We use the OH rotational
line cooling function of Omukai et al. (2010), who provide tabulated parameters
using the same formalism of Neufeld and Kaufman (1993). Finally, we use the
expression for Ñ(M) given Neufeld and Kaufman (1993) for a volume averaged
static sphere of radius r

Ñ(M) =
2n(M)r

27∆v
, (4.2.25)
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where we take ∆v to be the cloud linewidth.
The molecular cooling functions assume that the coolants are collisionally exci-

tated by H2. To include collisions by atomic H and by electrons we follow Glover
et al. (2010) in replacing n (H2) in equation (4.2.24) with an effective density neff .
For CO rotational cooling, this effective density is

neff,CO,rot = n (H2) +

√
2σH

σH2

n (H) +

(
1.3× 10−8 cm3 s−1

σH2ve

)
ne, (4.2.26)

where σH = 2.3 × 10−15 cm2, σH2 = 3.3 × 10−16 (T/1000 K)−1/4 cm2 and ve =

1.03× 104 (T/K)1/2 cm s−1. For H2O rotational cooling,

neff,H2O,rot = n (H2) + 10n (H) +

(
ke
kH2

)
ne, (4.2.27)

where ke is given by

ke = dex
(
−8.020 + 15.749/T 1/6 − 47.137/T 1/3 + 76.648/T 1/2 − 60.191/T 2/3

)
(4.2.28)

and

kH2 = 7.4× 10−12T 1/2 cm3 s−1. (4.2.29)

For CO vibrational cooling

neff,CO,vib = n (H2) + 50n (H) +

(
LCO,e

LCO,0

)
ne, (4.2.30)

where

LCO,e = 1.03× 10−10

(
T

300

)0.938

exp

(
−3080

T

)
, (4.2.31)

LCO,0 = 1.14× 10−14 exp

(
−68

T 1/3

)
exp

(
−3080

T

)
. (4.2.32)

For H2O vibrational cooling

neff,H2O,vib = n (H2) + 10n (H) +

(
LH2O,e

LH2O,0

)
ne, (4.2.33)

where

LH2O,e = 2.6× 10−6T−1/2 exp

(
−2325

T

)
(4.2.34)

LH2O,0 = 0.64× 10−14 exp

(
−47.5

T 1/3

)
exp

(
−2325

T

)
. (4.2.35)

82



4.3. SHOCKED CLOUDS

Finally, the effective density for H2 rotational and vibrational cooling is given by
Meijerink and Spaans (2005) as

neff,H2 = n (H2) + 7n (H) + 16ne. (4.2.36)

In addition to molecular cooling, we include cooling from C+ (at 158 µm) with
a volume cooling rate given by Krumholz (2014a)

Λ
(
C+
)

= 6.6× 10−10 exp

(
−91 K

T

)
x
(
C+
)
kBT

(
n2

H

2

)
, (4.2.37)

where x (C+) is the abundance of C+. We also include the energy lossed by collisions
with with grains using the expression of Hollenbach and McKee (1989) for the volume
cooling rate

Λ (dust) = 1.2× 10−31n2
H

(
T

1000 K

)1/2(
µm

smin

)1/2

(1− 0.8 exp(−75 K/T )) (T − Tdust),

(4.2.38)

where smin is the minimum size of dust grains and Tdust is the dust temperature.
Finally, we set an artificial temperature floor in all our models (including shock
models) equal to 10 K.

4.3 Shocked Clouds

We extend the two-fluid MHD shock models of chapter 2 to include the heating
and cooling processes described above, as well as the expanded chemical network.
The details of the models, such as the form of the differential equations and how we
solve them, can be found in that chapter. Here we highlight the modifications to the
models such as the implementation of ion-neutral chemical reactions. A summary
of the parameters for the equilibrium cloud and shock models is shown in table 4.3.

4.3.1 Physical Processes

The shock models inherit the chemical rate coefficients described above, except that
the differential equation governing the abundance must be modified as the fluid
elements are now advected through a shock front. The continuity equation for each
species is

∂

∂t
(n(M)) +∇ · (n(M)v) = S(M). (4.3.1)
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Table 4.3: Summary of model parameters

Parameter Value(s)
Equilibrium Cloud

Volume density (nH) 104 cm−3

Column density (NH) 8× 1022 cm−2

Extinction (AV) ∼50
ISRF (χ) 103

Ionization rate (ζ) 10−16, 10−15, 10−14 s−1

Equilibrium temperature (Teq) 10, 27, 51 K
Linewidth (∆v) 20 km s−1

Cloud size (L) 5 pc
Dust temperature (Td) 20 K
Dust size (s) 0.1 µm
Initial He abundance (x(He)) 0.1
Initial C abundance (x(C)) 8.30× 10−5

Initial N abundance (x(N)) 6.40× 10−5

Initial O abundance (x(O)) 1.04× 10−4

Initial S abundance (x(S)) 8.00× 10−8

Initial Fe abundance (x(Fe)) 1.50× 10−9

Initial Mg abundance (x(Mg)) 3.00× 10−9

Shock Models

Shock speed (vs) 6, 7, 8 km s−1

Preshock density (n0) 103 cm−3

Magnetic field (Bfast/Bslow) 34 µG/172 µG
Alfvén velocity (vA,fast/vA,slow) 2 / 10 km s−1

Preshock temperature (T0) 11 K
Adiabatic index (γ) 7/5
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4.3. SHOCKED CLOUDS

In a static shock with slab geometry, propagating in the z direction at a velocity vs
into a medium with total hydrogen number density n0, this reduces to

d

dz
(x(M)) =

S(M)

n0vs
, (4.3.2)

where x(M) = n(M)/nH is the abundance of species M . S(M) is given as in the
equilibrium cloud models described above.

We use an energy equation for the neutral fluid given by

∂

∂t

(
1

2
ρv2 + u+ P

)
+∇ ·

((
1

2
ρv2 + u+ P

)
v

)
= Γ− Λ, (4.3.3)

where ρ is the mass density, v is the fluid velocity in the frame of reference comoving
with the shock, P is the gas pressure, u is the internal energy, Γ is the heating rate
per volume and Λ is the cooling rate per volume. This reduces, in the static plane-
parallel assumption, to

v
dP

dz
+ γP

dv

dz
= (γ − 1) (Γ− Λ) , (4.3.4)

where we have assumed that the internal energy is proportional to the pressure

u =
P

γ − 1
. (4.3.5)

For the present work, we will assume the adiabatic index γ = 7/5, appropriate for
molecular gas at ∼1000 K. Heating of the neutral fluid (Gn) and ion fluid (Gi) by
ion-neutral collisions is given by

G(in)
n =

αρiρn
µi + µn

(
3kB (Ti − Tn) + µi |vi − vn|2

)
, (4.3.6)

G
(in)
i =

αρiρn
µi + µn

(
3kB (Tn − Ti) + µn |vi − vn|2

)
, (4.3.7)

where µn,i is the mean mass per neutral (1.4mH) or ion. The ion fluid is unable to

cool efficiently, and so G
(in)
i = 0 (Chernoff, 1987), giving an expression for the ion

temperature

Ti ∼ Tn +
µn
3kB

(vnz − viz)2 . (4.3.8)

With this approximation, the collisional heating of the neutrals reduces to

G(in)
n = αρiρn |vi − vn|2 . (4.3.9)
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We modify the expression for the effective temperature used for ion-neutral reactions
(equation (4.2.3)) to include the effect of streaming

Teff =
mnTi +miTn
mn +mi

+
1

2

mnmi

(mn +mi) kb
(vnz − viz)2 , (4.3.10)

where vnz and viz are the neutral and ion fluid velocities in the shock direction,
respectively (Draine, 1980).

For recombination two-body reactions (DR and RR), an effective temperature
is unecessary because me � mn,i, so we use the electron temperature. However,
the electron temperature only differs from the neutral temperature significantly for
stronger shocks (vs > 10 km s−1 (Chernoff, 1987)). Hence for this work we set the
electron temperature equal to the neutral temperature.

For the cooling functions of Neufeld and Kaufman (1993) and Neufeld et al.
(1995) we use the optical depth parameter appropriate for a plane-parallel slab of
gas

Ñ(M) =
n(M)d

9∆v
, (4.3.11)

where d is the thickness of the region of the shock with temperatures elevated above
the temperature floor, ∆v is the change in the neutral velocity across the defined
slab, and n(M) is the average density of the coolant M in this region.

4.3.2 CMZ conditions

We will model a typical molecular cloud in the CMZ as a 5 parsec cloud with a
total hydrogen number density nH = 104 cm−3, a linewidth of ∼20 km s−1 giving a
velocity dispersion σ ∼ 8 km s−1, and dust temperature Td ∼ 20 K (Ginsburg et al.,
2016).

In chapter 3 we showed that in a simulation of a turbulent molecular cloud
the most observationally important shocks had velocities vs ∼ σ. Hence we model
shocks with velocities vs = 6, 7 and 8 km s−1 as representative of turbulence-driven
shocks in CMZ clouds. Chapter 3 showed that the typical shock in a turbulent cloud
has preshock densities around an order of magnitude lower than the average cloud
density. We therefore model shocks with preshock densities n0 = 103. The chemical
composition and temperature of the preshock gas is obtained by modeling gas at
this density as in section 4.2.

Slow shocks are required to have a velocity below the intermediate speed vint =
vA cos θ, where θ is the angle between the magnetic field and shock propagation
direction. We choose an Alfvén velocity vA = 10 km s−1 to allow for 8 km s−1 slow
shocks propagating at θ = 30◦. This corresponds to a magnetic field strength of
∼172 µG for preshock density n0 = 103 cm−3.
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Fast shock velocities are required to be greater than the fast speed, which reduces
to vfast =

√
v2

A + c2
s when propagating perpendicular to the magnetic field direction.

Using the scaling law of Crutcher (1999),

B (µG) = b
√
nH (cm−3) (4.3.12)

for b = 1, we get a magnetic field strength of ∼34 µG for preshock density n0 =
103 cm−3, and an Alfvén velocity vA ∼ 2 km s−1. These are strong magnetic
fields compared to typical Milky Way molecular clouds of the same density, but
there is evidence for up to milligauss strength large scale fields in various locations
of the CMZ (e.g. Yusef-Zadeh and Morris, 1987; Bradford et al., 2005). Given the
necessary relationships between shock type and magnetic field strength (as discussed
in section 2.2.1), detection of shock signatures also indirectly probes the magnetic
field. For example, detection of slow shock signatures determines a lower limit to the
preshock magnetic field strength, while detection of fast shock signatures determines
an upper limit.

An elevated cosmic-ray ionization rate in the CMZ has been put forward to
explain high column densities of H+

3 (Oka et al., 2005; Goto et al., 2008), as well
as the high gas temperatures (Yusef-Zadeh et al., 2013b,a). Ginsburg et al. (2016)
suggest that heating by this ionization is unable to explain the variation in high
temperatures, and consider the dissipation of turbulence as the dominant heat source
in the CMZ. We test both hypotheses here by considering a range of ionization rates,
ranging from the Milky Way rate of 10−16 s−1 H−1 (Hollenbach et al., 2012) up to
the elevated rate of 10−14 s−1 H−1.

4.3.3 Line-of-sight model

We wish to compare the chemical abundances found in a molecular cloud containing
turbulence-driven shocks to one in chemical equilibrium. For a line-of-sight through
a cloud of size L, the column density of a species M will be

Nturb(M) = n(M)L(1− f) +
∑

ni(M)Lfi, (4.3.13)

where n(M) is the number density of M in the equilibrium state, ni(M) is the
number density in some non-equilibrium state such as inside a shock front or post-
shock cooling layer, and fi is the fraction of the line-of-sight in that non-equilibrium
state. The total fraction of non-equilibrium gas f =

∑
fi, and setting this to zero

gives the column density assuming the entire cloud is in equilibrium, Neq(M). A
schematic of a line-of-sight through a cloud is shown in Fig. 4.2.

Two non-equilibrium states are considered: inside the hot shock front and in
the post-shock cooling layer. We also separately consider fast and slow shocks for
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Figure 4.2: Schematic of a line-of-sight through a fast and slow shock. Note that the
shock thicknesses are vastly exaggerated—the fraction of gas in shock fronts is ∼0.1%.

each of these states. The hot shock front will be defined as the region in which
the temperature is more than the background temperature. The post-shock cooling
layer is simply behind this region.

The boundary definitions are illustrated in Figs. 4.3 and 4.4 for a fast and slow
shock, respectively. Both profiles shown are for shocks propagating at 8 km s−1 into
gas with preshock hydrogen density n0 = 103 cm−3. The direction of the magnetic
field is 89◦.9 with respect to the fast shock front normal, and 30◦ to the slow shock
front normal. The fundamental difference between fast and slow shocks is shown in
the velocity profile. Fast shocks are driven by magnetic pressure, which drives the
ion fluid through the neutrals. Thus the fast shock structure is governed by the long
ion-neutral collision timescale. In contrast, slow shocks are driven by gas pressure,
which drives the neutral fluid through the ions. Slow shocks are therefore governed
by the short neutral-ion collision timescale. The cooling timescale is between the
two, and so slow shocks heat up to dramatically higher temperatures (&2000 K at
this velocity) than fast shocks (∼350 K), as seen in the middle panel of Figs. 4.3
and 4.4.
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Figure 4.3: Typical fast shock. (Top) Velocity and compression ratio profiles. (Middle)
Temperature and cooling rate profiles. (Bottom) Abundances of selected species. Vertical
dashed lines define the hot shock front and post-shock zones.
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Figure 4.4: Same as Fig. 4.3 except for a typical slow shock.
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The vast differences in temperatures reached by fast and slow shocks results in
different chemistry driven within and behind the shocks. The chemical abundance
profiles of selected species is shown in the lower panel of Figs. 4.3 and 4.4. In fast
shocks, most species—such as OH, H2O and H2S for example–roughly follow the
temperature profile and drop back to preshock abundances. In slow shocks the high
temperatures drive chemical changes that persist into the post-shock region. For
example, O is quickly converted to OH and then H2O via the reactions

H2 + O→ OH + H, (4.3.14)

H2 + OH→ H2O + H (4.3.15)

at temperatures greater than 103 K, which increases the H2O abundance by more
than 3 orders of magnitude. HCN is another molecule that maintains its enhancement—
due to reactions with CN—into the post-shock region. OH and HCO+ have compli-
cated abundance profiles that react sensitively to the temperature profile, however
in the post-shock region the OH abundance has increased by an order of magnitude
above its preshock value whereas HCO+ drops by 2 orders of magnitude.

4.4 Results

To isolate enhancements of abundances due to shock heating, we compare models
of shocked clouds to models with elevated cosmic-ray ionization rates. In Fig. 4.5
we show the abundances of all included species for the equilibrium cloud models
with hydrogen density nH = 104 cm−3 and three ionization rates, ζ = 10−16, 10−15

and 10−14 s−1 H−1. The heating and cooling settles at equilibrium temperatures
of ∼19 K, ∼27 and ∼51 K. The elemental ions H+, He+, C+, O+, S+ all increase
with ionization rate, but N+ decreases due to rapid reactions with H2, initiating the
formation of nitrogen-hydrides. Our results are similar to the studies of cosmic-ray
ionization by Bayet et al. (2011) and Meijerink et al. (2011). They also find that
elevated ionization rates cause significant reductions of sulphur-bearing species such
as SO, CS and H2S, and nitrogen-bearing species such as CN, HCN and NH3. In
addition, they also find strong enhancements of ion species such as CH+, H2O+ and
OH+. The sulphur-bearing molecules are reduced because atomic sulphur is increas-
ingly destroyed by charge exchange reactions with H+. The reduced abundances of
HCN and NH3 are likewise dominated by charge exchange with H+, but CN de-
struction is dominated by dissociative recombination with He+ in the ζ = 10−14 s−1

case.
To compute the turbulent column density we consider the total fraction of the

line-of-sight in non-equilibrium gas, ftot, to be the sum of four fractions

ftot = fF + fF,pst + fS + fS,pst, (4.4.1)

91



CHAPTER 4. SHOCKS IN GALACTIC CENTRE MOLECULAR CLOUDS

F
ig
u
re

4
.5
:

A
b

u
n

d
an

ce
s

w
it

h
re

sp
ec

t
to

to
ta

l
h
y
d

ro
ge

n
of

al
l

sp
ec

ie
s

fo
r

eq
u

il
ib

ri
u

m
cl

ou
d

m
o
d

el
s

w
it

h
n

H
=

10
4

cm
−

3
an

d
ζ

=
10
−

1
6

s−
1

H
−

1
(b

la
ck

so
li

d
),
ζ

=
10
−

1
5

s−
1

H
−

1
(b

lu
e

d
as

h
ed

)
an

d
ζ

=
10
−

1
4

s−
1

H
−

1
(r

ed
d

ot
te

d
).

T
h

e
co

lo
u

re
d

ar
ro

w
s

in
d

ic
a
te

in
te

re
st

in
g

sp
ec

ie
s

fo
cu

ss
ed

o
n

in
th

e
te

x
t

e.
g.

ox
y
ge

n
-b

ea
ri

n
g

sp
ec

ie
s

(b
lu

e
ar

ro
w

s)
,

n
it

ro
ge

n
-b

ea
ri

n
g

sp
ec

ie
s

(r
ed

a
rr

ow
s)

,
ca

rb
on

-b
ea

ri
n

g
sp

ec
ie

s
(g

re
y

ar
ro

w
s)

an
d

su
lp

h
u

r-
b

ea
ri

n
g

sp
ec

ie
s

(y
el

lo
w

ar
ro

w
s)

.

92



4.4. RESULTS

F
ig
u
re

4
.6
:

A
b

u
n

d
a
n

ce
s

w
it

h
re

sp
ec

t
to

to
ta

l
h
y
d

ro
ge

n
of

al
l

sp
ec

ie
s

fo
r

th
e

sh
o
ck

ed
cl

ou
d

m
o
d

el
w

it
h
n

H
=

1
04

cm
−

3
an

d
ζ

=
10
−

1
6

s−
1

H
−

1
.

T
h

e
b

la
ck

so
li

d
li

n
e

in
d

ic
at

es
th

e
eq

u
il

ib
ri

u
m

m
o
d

el
va

lu
es

(a
s

in
F

ig
.

4.
5
),

w
h

er
ea

s
th

e
b

lu
e

tr
ia

n
g
le

s
an

d
re

d
ci

rc
le

s
re

fe
r

to
tu

rb
u

le
n
t

cl
ou

d
m

o
d

el
s

in
cl

u
d

in
g

ex
cl

u
si

ve
ly

fa
st

sh
o
ck

s
a
n

d
ex

cl
u

si
ve

ly
sl

ow
sh

o
ck

s,
re

sp
ec

ti
ve

ly
.

In
th

e
tu

rb
u

le
n
t

cl
o
u

d
m

o
d

el
s,

th
e

fr
ac

ti
on

of
th

e
li

n
e-

of
-s

ig
h
t

in
sh

o
ck

fr
on

ts
is

0.
1
%

,
an

d
th

e
fr

a
ct

io
n

in
p

os
t-

sh
o
ck

ga
s

is
f p

st
=

2.
4
%

(s
ol

id
re

d
)

or
n

ot
in

cl
u

d
ed

(d
as

h
ed

re
d

).
T

h
e

co
lo

u
re

d
ar

ro
w

s
in

d
ic

a
te

th
e

sa
m

e
sp

ec
ie

s
em

p
h
a
si

se
d

in
F

ig
.

4.
5
.

93



CHAPTER 4. SHOCKS IN GALACTIC CENTRE MOLECULAR CLOUDS

where fF and fS are the fractions of gas in fast and slow shock fronts, respectively,
and fF,pst and fS,pst are the corresponding post-shock states. By modeling molecular
cloud turbulent dissipation via C-type fast shocks, Pon et al. (2012) found the
volume filling factor of shocked gas to be in the range 0.02–0.5%. From observations
of turbulent clouds, Pon et al. (2014, 2016a) found volume filling factors around
0.1%. Finally, in a simulation of a turbulent molecular cloud, chapter 3 found the
volume of gas shock heated above 50 K from slow shocks alone to be 0.03%. We thus
adopt the line-of-sight fraction of gas inside of shock fronts, fshock = fF +fS = 0.1%.
Finally, the fraction of gas in post-shock states is a major uncertainty. Chapter 3
notes, in a cloud simulation, that only ∼2.5% of gas was denser than the average
post-shock density. So we consider this an upper limit on the total fraction ftot.

In Fig. 4.6 we show the abundances of all included species for the shocked cloud
models with hydrogen density nH = 104 cm−3 and ionization rates ζ = 10−16 s−1 H−1.
In this model, line-of-sight fraction in shock fronts fshock = 0.1% and we consider
either no post-shock contribution or fpst = 2.4%. The abundances for the purely fast
shock case, fshock = fF (blue dashed line), negligibly differ for the equilibrium cloud
abundances except for H3S+. In the exclusively slow shock case, the abundances of
many species are enhanced and others are depleted, and so we focus on this case.

The oxygen-bearing species—indicated by blue arrows in Figs. 4.5 and 4.6—H2O
and O2 may be good indicators of shocked chemistry. The abundance of H2O is en-
hanced by ∼2 orders of magnitude in the hot shock fronts, while O2 is enhanced
by about an order of magnitude in the post-shock regions only. In addition, both
species are reduced with increasing cosmic-ray ionization rate, and so these molec-
ular abundances can distinguish between the presence of shocks and an enhanced
ionization rate.

The nitrogen-bearing species HCN, HNC and NH3—indicated by red arrows in
Figs. 4.5 and 4.6—are sensitive to shocked regions. These nitrogen species all show
about an order of magnitude enhancement in abundance in the hot shock fronts, but
are not enhanced when including the post-shock regions. They are each strongly
reduced (2–5 orders of magnitude) in the equilibrium models with enhanced ioniza-
tion rates, suggesting that observations of unusually large abundances of nitrogen-
bearing species strongly distinguishes between high ionization rates and the presence
of shocks along the line of sight.

Sulphur-bearing species—indicated by yellow arrows in Figs. 4.5 and 4.6—are
especially sensitive to shocked regions, with SO, SO2, H2S and HSO+ showing strong
enhancements (2–4 orders of magnitude) when the post-shock region is included (red
solid line). When only the shock front is included in the line of sight, these species
are only slightly enhanced, with SO2 increased by about an order of magnitude.
All four of these species are also strongly reduced in the equilibrium models with
enhanced ionization rates, and so avoid that degeneracy along with nitrogen species.
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Table 4.4: Summary of selected abundance enhancements

Species log10 (xeq)a log10
xbsh
xeq

log10

xcpst
xeq

log10
xdz14
xeq

Oxygen Species
H2O -7.1 2.0 1.4 -0.5
O2 -6.4 -0.2 1.3 -1.2

Nitrogen Species
HCN -7.2 1.1 0.1 -2.8
HNC -7.7 0.7 0.2 -1.8
NH3 -7.5 0.6 0.3 -4.7

Sulphur Species
SO -9.1 0.1 1.9 -3.9
SO2 -11.3 0.8 3.5 -5.6
H2S -12.2 0.3 1.7 -3.2
HSO+ -12.4 -0.2 2.4 -4.4

Carbon hydrides
CH3 -8.4 1.5 0.3 -2.3
CH4 -7.8 1.7 1.6 -4.7

a Line-of-sight including only equilibrium gas.
b Hot slow-shock fronts contribute 0.1% of line-of-sight.
c Further 2.4% of line-of-sight from post-shock regions.
d Equilibrium gas but for ionization rate ζ = 10−14 H−1 s−1.
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Finally, the carbon hydrides CH3 and CH4 both show strong enhancement, in-
creasing by 2 orders of magnitude in the hot shock fronts. Both of these species
remain enhanced over their equilibrium values if post-shock regions are included. In
addition, equilibrium abundances of both species strongly decrease with increasing
cosmic-ray ionization rate, making their abundance a distinguishing feature between
the two models.

These results—summarised in table 4.4—suggest that the chemical signatures of
turbulent dissipation in shock waves is to be found in the abundance enhancement,
over equilibrium values, of key sulphur- and nitrogen-bearing species as well as
carbon hydrides. In appendix B.1, we repeat this analysis with parameters typical
to Milky Way clouds. When only the hot shock fronts are included, the chemical
abundances negligibly differ from the equilibrium case. This is because at the lower
velocity dispersions and shock speeds (∼3 km s−1), the temperatures do not reach
high enough values to drive strong chemical changes. However, sulphur-abundances
are again sensitive to the inclusion of post-shock regions along the line-of-sight.
Hence the strong turbulence in the CMZ is more likely to show observable chemical
signatures of turbulent dissipation than clouds in the Milky Way.

4.5 Discussion

We have developed a chemical model of a line-of-sight through shocked turbulent
clouds by considering dark cloud chemistry interspersed with a small fraction (0.1%)
of hot, shocked gas. The chemical signatures of the shocked regions can be found in
the enhanced abundances—compared to equilibrium cloud chemistry—of H2O, sev-
eral sulphur-bearing species such as SO, SO2 and H2S, as well as the nitrogen-bearing
species HCN, HNC and NH3. The sulphur-bearing species are further enhanced if
the abundances of the cold post-shock region remains in a fraction (2.4%) of the
line-of-sight before returning to equilibrium abundances. Here we discuss caveats
of the model, before providing estimates of rotational line emission from selected
molecules.

4.5.1 Caveats

The usual caveats about shock models apply here. The shock temperature, which
determines the chemistry, depends on the accuracy of the cooling function. We
use molecular cooling functions of Neufeld and Kaufman (1993) and Neufeld et al.
(1995), which assume an ortho:para ratio of 3:1 for H2O and a ratio appropriate
for thermal equilibrium for H2. These ratios do not necessarily hold, and the H2

ortho:para ratio could be followed if we adopted the full chemical network of Le Gal
et al. (2014). Along the same lines, uncertainties in reaction rate coefficients could
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be important. We also have not considered the effects of dust grains in this model.
Several key species, such as CO, H2O and O2, freeze onto dust grain surfaces. De-
pleting these species not only affects the gas-phase chemistry, it also changes the
cooling rates within the shocks and so affects their structure. Properly account-
ing for this freeze-out, as well as desorption and sputtering within shocks is key to
improving the accuracy of the present models.

The model of the line-of-sight is highly simplified. We have assumed a single
extinction value for our comparison, unshocked gas. This means there is no edge
structure to the cloud. Given that a 0.1% contribution from hot shock fronts can
significantly enhance key abundances, it is possible that low extinction chemistry at
the edges of a cloud could wash out this signature. We will leave to future work the
variation of extinction along the line-of-sight.

Despite these limitations, the models do serve to illustrate that turbulence-driven
shocks can produce distinct chemical signatures even if the shock fronts occupy a
tiny fraction of the line-of-sight.

4.5.2 Observational prospects

Several key species sensitive to shocked gas—summarised in table 4.4—have been
previously observed in the CMZ. For example, Jones et al. (2012) detected emission
from SO, HCN and HNC rotational lines in the frequency range ∼85.3–93.2 GHz
using the MOPRA telescope. Belloche et al. (2013) detect emission in Sgr B2 from
HCN, H2S, SO, SO2 and OCS in various frequency bands between 80 and 267 GHz
using the IRAM telescope. Also in Sgr B2, Etxaluze et al. (2013) detected emission
from HCN, H2O, H2S and NH2 using the Herschel space telescope. By way of
example, we estimate the rotational line emission from HCN and HNC and compare
to the results of Jones et al. (2012).

We use the non local thermodynamic equilibrium radiative transfer code, radex
(van der Tak et al., 2007), to estimate molecular line emission. For a given radiating
molecule, radex requires as input the density of H2 as the collisional partner, the
column density of the radiating molecule, the temperature and the linewidth.

For the shock front region of the fast shock shown in Fig. 4.3, the density-
weighted average temperature is 92 K, the average H2 density is 1.0× 103 cm−3 and
the neutral velocity changes by 6.4 km s−1. The column densities of HNC and HCN
in this slab are 5.3 × 1013 and 1.5 × 1014 cm−2, respectively. For the slow shock
shown in Fig. 4.4, the density-weighted average temperature is 66 K, the average H2

density is 1.4 × 105 cm−3. The column densities of HNC and HCN in this slab are
7.0 × 1013 and 8.9 × 1014 cm−2, respectively. For the comparison unshocked cloud,
we use the abundances from the ζ = 10−16 H−1 s−1 case and assume a depth of 5
pc. The temperature is 10 K, H2 density is 5.0 × 103 cm−3 and the linewidth is
20 km s−1. The column densities of HNC and HCN in this cloud are 1.5 × 1014
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and 7.5 × 1014 cm−2, respectively. We found negligible emission was produced in
the cases of elevated cosmic-ray ionization rates due to the strong reduction in their
abundances, so we ignore those cases.

With the above parameters, the low-lying rotational lines of HNC and HCN
computed using radex are shown in Fig. 4.7. For both species, at any upper J,
emission originating from a single slow shock is the strongest, followed by emission
from the 5 pc cloud and then from a single fast shock. Jones et al. (2012) measured
the 1–0 transitions of both species and measured average line fluxes of HNC in the
range 30-76 K km s−1 and HCN in the range 100-199 K km s−1 for various regions in
the CMZ. The slow shock emission is within these ranges for both HNC and HCN.
In contrast, the 5 pc ambient cloud model underpredicts the emission from both
species. The line ratio HNC 1–0 / HCN 1–0 was measured by Jones et al. between
0.22 and 0.38 in different regions of the CMZ. In the slow shock this ratio is 0.22
and in the ambient cloud it is 0.52. The measured ratio therefore favours the slow
shock prediction.

Another distinguishing feature would be line ratios of different transitions from
the same molecule. For example, HCN 2–1/1–0 is ∼1 for the slow shock, but is 0.3
for the 5 pc cloud model. Optical depth effects could create uncertainty for these
lines, so observations of higher J lines would reduce ambiguity. The 8–7 to 10–9
lines of HCN have been observed in the CMZ cloud Sgr B2 by the Herschel Space
Telescope (Etxaluze et al., 2013). We will analyse these lines in future.

radex is also able to compute rotational line emission from para- and ortho-NH3

and para- and ortho-H2S. Both NH3 and H2S are enhanced in the shock models, but
we do not follow their ortho-to-para ratios. NH3 has been extensively observed in
the CMZ at elevated temperatures (Mills and Morris, 2013; Ott et al., 2014). We
leave analysis of these species to future work.

In this section we have provided observational predictions for turbulent dissi-
pation in shock waves in the form of rotational line emission for HNC and HCN.
Previous observations of emission from these molecules in CMZ clouds is roughly
consistent with clouds containing slow MHD shocks.

4.6 Conclusion

In order to find direct signatures of the dissipation of turbulence in the CMZ, we have
extended the MHD shock models of chapter 2 with an updated chemical network
and new cooling and heating functions. Fast and slow shocks with velocities vs = 6–
8 km s−1 were computed for preshock conditions appropriate to the CMZ. A model
was developed of a line-of-sight through turbulent molecular clouds comprising gas
in ambient unshocked regions, hot shock fronts and post-shock cooling layers. The
unshocked region was modeled as a time-dependent photodissociation region. The
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Figure 4.7: Integrated line fluxes of HNC (upper) and HCN (lower). In each panel,
emission is shown for the fast shock in Fig. 4.3 (blue circles), the slow shock in Fig. 4.4
(red diamonds) and the unshocked cloud (black squares). The vertical bar at the 1–0
transitions indicate the range of average values from various regions in the CMZ (Jones
et al., 2012).
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average chemical abundances of several species, namely H2O, HCN, HNC, NH3, CH3,
CH4, SO2 and H2S, were enhanced by 1–2 orders of magnitude above unshocked
values even when the hot shock fronts contribute only 0.1% of the line-of-sight.

The radiative transfer code radex was used to compute the emission from ro-
tational lines of HCN and HNC. Recent observations of lines from these species in
CMZ clouds were shown to be broadly consistent with the presence of shocks. This
provides direct evidence for the dissipation of turbulence via shock waves, further
supporting the hypothesis that turbulence is the main driver of widespread elevated
temperatures in CMZ clouds.
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Chapter 5

Two-fluid dusty shocks

Abstract

Dust plays a key role in the thermodynamics and evolution of the
interstellar medium. In protoplanetary discs, pressure gradients
decouple the dust from the gas. The subsequent drag significantly
impacts the early evolution of planetary systems, and has proven
numerically challenging to model. We provide simple benchmark-
ing problems for dusty gas codes by numerically solving the two-
fluid dust-gas equations for steady, plane-parallel shock waves. We
show that there are two distinct shock solutions to these equations,
analogous to C- and J-type magnetohydrodynamic shocks. These
solutions can be used to test the implementation of drag in numer-
ical codes seeking to simulate dust and gas. We also provide an
application of J-type dust-gas shocks to studying the structure of
accretion shocks onto protoplanetary discs. We find that two-fluid
effects are most important for grains larger than 1 µm, and that
dust emission from the accretion shock is senstive to the dust-to-gas
ratio of the infalling material.
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5.1 Introduction

Dust plays a key role in numerous astrophysical evironments. In the interstellar
medium (ISM), dust is heavily involved in controlling the thermodynamics by being
a major coolant, collisional partner and source of opacity. It allows us to probe
the magnetic field by measuring the polarization in thermal dust emission (Planck
Collaboration et al., 2016a), and is crucial to the formation of H2 in molecular
clouds by providing a catalytic surface and by attenuating the dissociating ultraviolet
radiation field (Glover and Clark, 2012). Thermal dust emission is observed with
telescopes such as Spitzer (e.g. Stephens et al., 2014), Herschel (e.g. Launhardt et al.,
2013), and ALMA (e.g. ALMA Partnership et al., 2015), and these observations
are used to obtain properties of the gas. Thus it is crucially important not only
to understand the properties of dust grains, but also their coupled evolution with
the gas phase in order to rigorously relate dust emission to properties of the ISM.
In protoplanetary discs, the radial pressure gradient causes gas to flow at below
the Keplerian velocity. The pressureless dust component rotates at the Keplerian
velocity, so the two fluids drift with respect to each other and accurate modeling
requires a careful treatment of the drag.

The importance of coupled gas-dust modelling has motivated the development of
numerical codes designed to simulate gas and dust in various astrophysical systems.
For example, radial gradients of gas pressure in protoplanetary discs induce dust
clumping leading to planetesimal formation (Bai and Stone, 2010a), large dust-
to-gas variations occur in turbulent molecular clouds and dust filaments do not
necessarily correlate with gas filaments (Hopkins and Lee, 2016), and dust-gaps
are cleared more easily than gas-gaps in protoplanetary discs (Paardekooper and
Mellema, 2006b). Both grid-based (Johansen et al., 2006; Bai and Stone, 2010b)
and particle-based smoothed particle hydrodynamics codes (Laibe and Price, 2012a;
Lorén-Aguilar and Bate, 2014) have been used to study dusty gas flows in the ISM.
However, Laibe and Price (2011) highlight a lack of simple analytic solutions to
benchmark dusty gas codes in astrophysical conditions. The main goal of this work
is to provide such a simple solution by computing the structure of steady-state,
planar two-fluid dusty gas shock waves. Unlike the standard shock-tube tests, steady
shocks comprise only one hydrodynamic component with a structure that can be
computed by simply integrating the governing ordinary differential equations, as we
do in section 5.3. The numerical simulation is also simple: drive a piston represented
by reflective boundary conditions into a uniform medium. This simple test can be
used to benchmark how numerical codes behave with different dust-to-gas ratios, or
e.g. linear, quadratic, or Epstein forms of the drag coefficients.

Two-fluid dusty shocks are not just ideal benchmarks for numerical codes. Su-
personic flows occur ubiquitously in astrophysical systems. For example, in the
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Figure 5.1: Sketch of a J-type dust-gas two-fluid shock in the frame of reference where
the preshock fluid is stationary. The red, smaller circles refer to gas particles whereas the
larger black circles refer to dust particles. The black dashed line marks the jump transition
in the gas fluid that takes place on the order of a few mean free paths.

inside-out collapse model of protostellar cores, material becomes thermally unsup-
ported and free-falls onto the protoplanetary disc at a few km/s. The sound speed
in the gas is only ∼0.2 km/s, and so a shock wave forms as the material decelerates
to settle onto the disc. In section 5.4 we provide an application of our two-fluid
shock solutions to study this type of accretion shock.

5.2 Theory

In this section we outline the set of equations that describe the two-fluid dust-
gas system. We use these equations to derive the dispersion relation for linear
waves in the combined fluid, and discuss how this affects the possible dust-gas shock
structures. We characterise the initial stationary states to outline the criteria for J-
and C-type shocks to occur and discuss their structure.

5.2.1 Fluid Equations

For a fluid with gas density ρ, velocity v and pressure P the equations of continuity
and conservation of momentum can be written

∂ρ

∂t
+∇ · (ρv) = 0, (5.2.1)

ρ
∂v

∂t
+ ρ (v · ∇) v = −∇P − Fdrag, (5.2.2)
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where Fdrag is the rate at which momentum is added to the gas via drag from the
dust fluid. The energy equation can be written

∂

∂t

(
1

2
ρv2 + u+ P

)
+∇ ·

((
1

2
ρv2 + u+ P

)
v

)
= Γ− Λ, (5.2.3)

where u is the internal energy per unit volume, Γ is the heating rate per volume and
Λ is the cooling rate per volume. The analogous equations for the coextensive dust
fluid with density ρd and velocity vd are

∂ρd
∂t

+∇ · (ρdvd) = 0, (5.2.4)

ρd
∂vd
∂t

+ ρd (vd · ∇) vd = Fdrag, (5.2.5)

where we have assumed the dust to be pressureless. Finally, we use the ideal equation
of state

P =
ρkBT

µ
, (5.2.6)

where µ is the mean mass per gas particle, T is the gas temperature and kB is the
Boltzmann constant.

In section 5.4, we introduce heating and cooling functions appropriate to astro-
physical applications so that the gas temperature varies. Here, for the purposes of
computing simple benchmarking problems, we assume the gas is isothermal so that
equation (5.2.3) is ignored, and the ideal gas law becomes

P = ρc2
s, (5.2.7)

where cs is the isothermal sound speed.
The form of the drag term has been thoroughly discussed by Laibe and Price

(2012b) for various regimes of astrophysical interest. It is generally proportional to
a power law of the drift velocity between the two fluids. If we consider the linear
drag regime, the drag term on the total fluid can be written as

Fdrag = K (v − vd) (5.2.8)

for drag coefficient K. A linear analysis gives the dispersion relation for waves with
angular frequency ω and wavenumber k

(
ω2 − k2c2

s

)
+

i

ωτs

(
ω2 − k2c̃2

s

)
= 0, (5.2.9)
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where

τs =
ρ0ρd0

K (ρ0 + ρd0)

is the drag stopping time—the characteristic time to damp the differential velocity
between the dust and gas fluids—for unperturbed gas and dust density ρ0 and ρd0,
respectively. The combined fluid sound speed

c̃s = cs (1 +D)−1/2 , (5.2.10)

with the dust-to-gas ratio

D =
ρd0

ρ0

. (5.2.11)

In the limit of weak coupling between the dust and gas (K → 0, τs → ∞) we
recover the dispersion relation for ordinary sound waves in a gas with phase velocity
ω/k = cs. In the strong coupling limit (K → ∞, τs → 0) the second term of
equation (5.2.9) dominates, and so waves travel at the combined sound speed c̃s.

The two signal speeds in the system, cs and c̃s, determine the possible structures
of dust-gas shocks. The dust-gas mixture will behave as a single fluid far ahead and
behind a shock and so the combined sound speed c̃s is the relevant signal speed that,
in the frame of reference comoving with the shock, the fluid velocity must transition
across. As c̃s is necessarily less than cs, we will see that two distinct classes of shocks
arise depending on whether the shock speed is greater or less than the gas signal
speed cs.

For a supersonic shock (shock velocity vs > cs ) the preshock fluid is overrun by
high density gas in a thin shock front a few mean free paths wide that resembles
an ordinary gas dynamic shock. The dust particles cannot respond quickly, and so
there is a relaxation zone wherein the dust particles are accelerated until the two
fluids flow at the same velocity. This structure is qualitatively sketched in Fig. 5.1.

When the shock speed is between the two signal speeds, sound waves in the gas
fluid can travel ahead of the shock front and compress the gas and dust in such a
way that all the fluid variables remain continuous through the shock. We will call
these two classes J-type and C-type shocks in analogy to the kinds of magnetised
two-fluid shocks outlined by Draine (1986), where ion-magnetosonic waves can travel
ahead of a jump front to form a “magnetic precursor”. In the next section we will
characterise these classes in further detail.

5.2.2 Shock Classification

Assuming a steady state, one-dimensional structure varying in the z-direction and
a power law drag term with index β, the gas fluid equations (5.2.1) and (5.2.2) in
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the frame of reference comoving with the shock reduce to

d

dz
(ρv) = 0, (5.2.12)

d

dz

(
ρv2 + P

)
= K |vd − v|β , (5.2.13)

and the dust fluid equations (5.2.4) and (5.2.5) reduce to

d

dz
(ρdvd) = 0, (5.2.14)

d

dz

(
ρdv

2
d

)
= −K |vd − v|β . (5.2.15)

The pre-shock state, defined by the gas density ρ0, dust density ρd0, shock ve-
locity vs and initial pressure P0 is a stationary point. In order to classify this state,
we perturb the initial state and let the perturbation grow (or decay) exponentially
as follows:

v = vs + δveλz, (5.2.16)

vd = vs + δvde
λz, (5.2.17)

ρ = ρ0 + δρeλz, (5.2.18)

ρd = ρd0 + δρde
λz, (5.2.19)

P = P0 + δPeλz = ρ0c
2
s + c2

sδρe
λz. (5.2.20)

Substituting these perturbed variables back into Equations (5.2.12) to (5.2.15), as-
suming linear drag (β = 1), ignoring terms of second order in perturbations and
solving for λ gives the eigenvalue

λ = − K

ρd0vs

1 +D

D

v2
s − c̃2

s

v2
s − c2

s

. (5.2.21)

This expression implies that for supersonic shocks (vs > cs > c̃s), the eigenvalue
λ < 0 and hence the perturbation decays. That is, the initial state is a stable
stationary point. Hence it requires an initial discontinuity (jump) to get across the
sound speed. In this kind of shock, the gas fluid is highly compressed over a few
mean free paths. The dust cannot respond quickly, and so this jump is determined
by the hydrodynamic jump conditions.

By replacing vs with the post-shock solution vpost we can explore the final state.
A shock in the total gas-dust fluid is a transition across the total speed c̃s, and so
vpost < c̃s. Thus the eigenvalue near the post-shock state λ < 0, which defines a
stable point, so jumping near this state will settle onto it. Two-fluid dust-gas J-type
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shocks were first discussed by Carrier (1958), and have been thoroughly studied for
various non-astrophysical applications (see review by Igra and Ben-Dor, 1988, and
references therein).

For C-type shock solutions to exist we require a positive eigenvalue in equa-
tion (5.2.21), so that perturbations smoothly grow away from the preshock state.
The shock speed must then be in the range

c̃s < vs < cs (5.2.22)

and hence the Mach number is necessarily below unity for this type of shock. With-
out cooling, this shock will smoothly settle onto the post-shock state. However, with
cooling there is the potential for the gas sound speed to drop (as the gas compresses
in the shock) faster than the velocity. If cs = v in the shock somewhere, a jump
will be required. Otherwise, the fluid variables will remain continuous throughout
the shock. This kind of shock was first investigated by Kriebel (1964) and further
developed by Miura (1972). In the next section, we discuss how these two kinds of
shocks could be used to benchmark dusty gas numerical codes.

5.3 Benchmark Problems

In this section we describe the first order differential equation that we solve to
investigate the structure of two-fluid dust-gas shocks. These isothermal shock solu-
tions are ideal tests for benchmarking numerical codes that wish to simulate dusty
gas. Our python code that returns the shock solutions described in this section is
publicly available on the Python Package Index1 and BitBucket2.

In the standard shock-tube problem (Sod, 1978) the simple setup breaks up into
a shock wave, rarefaction wave and a contact discontinuity. In the two-fluid dust-gas
version of this problem there is no known analytic solution, but Saito et al. (2003)
find that a steady-state shock solution fits one of the components well. Unlike the
Sod shock-tube, the steady shocks we compute here are very simple, comprising
just one hydrodynamic structure. A numerical code can then be tested against the
steady solution by setting up a reflective boundary representing a piston as the
driver of the shock, as in Toth (1994).

1https://pypi.python.org/pypi/DustyShock
2https://bitbucket.org/AndrewLehmann/dustyshock
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5.3.1 Numerical Integration

We get the dimensionless derivative of the dust velocity from combining equa-
tions (5.2.14) and (5.2.15):

dwd
dξ

= − |wd − w|β (5.3.1)

for the normalised velocities and position defined by

wd =
vd
vs
, (5.3.2)

w =
v

vs
, (5.3.3)

ξ =
K

ρd0v
2−β
s

z, (5.3.4)

where vs is the shock velocity and ρd0 is the preshock dust mass density. Combining
equations (5.2.13) and (5.2.15), and making use of isothermality, gives

d

dz

(
ρv2 + ρc2

s + ρdv
2
d

)
= 0, (5.3.5)

which states that the sum of the gas and dust ram pressures and the thermal pressure
is conserved through the shock. The sum of pressures at any point in the shock
retains the preshock value, so that

ρv2 + ρc2
s + ρdv

2
d = ρ0v

2
s + ρ0c

2
s + ρd0v

2
s . (5.3.6)

From this equation, we derive a quadratic equation in the gas velocity

w2 +
[
D (wd − 1)− 1−M−2

]
w +M−2 = 0, (5.3.7)

where we have used the sonic Mach numberM≡ vs/cs, assuming that initially the
gas and dust flow together at the shock velocity vs. The two roots of the quadratic
represent supersonic and subsonic (with regards to cs) gas velocities, and closes
equation (5.3.1).

The fluid variables defining the shock structure are obtained by integrating the
first order ordinary differential equation (ODE) defined by equation (5.3.1). In
this paper we use the open source python module scikits.odes3. This module
solves initial value problems for ODEs using variable-order, variable-step, multistep
methods.

3https://github.com/bmcage/odes
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J-type shock solutions

For J-type shocks, the preshock fluid is in a stable stationary state with gas fluid ve-
locity equal to the supersonic root of equation (5.3.7). As discussed in section 5.2.2,
a hydrodynamic jump in the gas fluid is required to cross the sound speed cs. For
the isothermal shocks computed here, the density immediately jumps from ρ0 to

ρj =M2ρ0. (5.3.8)

The velocity switches from the supersonic to the subsonic root of equation (5.3.7).
Integration of equation (5.3.1) then gives the post-jump structure.

An example of the velocity structure of an isothermal J-type shock in the frame of
reference comoving with the shock is shown in Fig. 5.2. The upper panel shows shock
structures computed with Mach number M = 2.0 using a linear drag term (β = 1)
and initial dust-to-gas ratios varying from 0.01–1. After the initial hydrodynamic
jump in the gas, the dust lags behind the gas, but both eventually settle to the same
velocity (below c̃s). The combined fluid velocities far ahead (vs) and behind (v2)
the shock front are related by

v2

vs
=

(
c̃s
vs

)2

= (1 +D)−1M−2. (5.3.9)

Hence reducing D changes the shock structure by increasing the post-shock velocity
that the solution settles to. This effect allows this steady state solution to test how
a numerical code behaves with different dust-to-gas ratios.

The lower panel of Fig. 5.2 shows isothermal shock solutions with the same
conditions as the upper panel except that they are computed using a quadratic drag
term

Fdrag = K |v − vd|2 . (5.3.10)

The structure is qualitatively similar to the linear drag case, however the shock
thickness is an order of magntitude larger (in the dimensionless position variable ξ).
From equation (5.3.1) the shock thickness

∆ξ ∼ (∆w)1−β . (5.3.11)

∆w is necessarily between 0 and 1, and so the shock thickness increases with the
index of the power-law drag. For this reason, the solution with quadratic drag has
an extended tail of very small but finite ∆w. In real units, however, the shock
thickness

∆z =
ρd0v

2−β
s

K
|∆w|1−β . (5.3.12)
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Figure 5.2: J-type gas-dust shocks with Mach number M = 2 and initial dust-to-gas
ratios D = 1 (solid lines), D = 0.1 (dashed lines) and D = 0.01 (dotted lines). The red
lines give the gas velocity and the black lines gives the dust velocity, both normalised to
the shock velocity. The upper panel are solutions computed with a linear drag term while
the lower panel uses a quadratic drag term. Note that the z-scale normalisation differs
according to equation (5.3.4).
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If the same value of K and ρd0 is used in the different drag cases, the size of the shock
in the linear regime (β = 1) is larger than the shock in the quadratic regime (β = 2)
by the factor vs|∆w|. For astrophysical shocks of the order of a few km s−1, this
means shocks with linear drag will be ∼104 times larger than shocks with quadratic
drag. Note that the drag coefficient K has different dimensions in the different drag
regimes.

These stark differences allow a numerical code’s implementation of different drag
coefficients to be tested by the shock problem. Note that regardless of the form of
the drag term, the shock solution settles onto the same post-shock velocity. This
is because the jump conditions relate the velocities of the combined fluid on either
side of the shock.

The different shock structures resulting from different drag terms could be used
to test a numerical code’s implementation of the drag. However, in many codes
artificial viscosity is used to smear a discontinuity over a finite distance. The scaling
factor in equation (5.3.12) can be adjusted until the relaxation tail of the J-type
analytic shock solution spreads over many computational cells, so that the behaviour
of a numerical code in certain regimes of the drag coefficient (small K) and/or dust
density (large ρd0) can be tested. The C-type shock solution in the following section
avoids this limitation because it lacks any discontinuity. The structure also depends
on the dust-gas interaction more crucially than in J-type shocks, and may therefore
be a more appropriate test problem for dusty gas numerical codes.

C-type shock solutions

C-type shocks are necessarily subsonic, and so the shock structure can be obtained
by integrating equation (5.3.1) using the subsonic root of equation (5.3.7).

An example of the velocity structure of isothermal C-type shocks is shown in
Fig. 5.3 using a linear drag term (β = 1). The pre-shock variables are the same
as for the J-type shock discussed above, except that the Mach number M = 0.95.
Sound waves in the gas fluid stream ahead of the shock and gradually compress the
preshock medium. As the two fluids smoothly settle onto the post-shock state the
drift velocity remains small compared to the drift velocities reached in the J-type
shocks. When computed with a quadratic drag term (β = 2, lower panel), the
structure is an order of magnitude wider (in the dimensionless variable ξ) than in
the linear case, explained by equation (5.3.11). Similarly to the J-type shock with
quadratic drag, there is an extended tail of very small but finite ∆w.

Recall that the shock velocity vs for C-type dusty gas shocks is restricted to the
range

c̃s =
cs√

1 +D
< vs < cs. (5.3.13)
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Figure 5.3: Same as Fig. 5.2 but for a C-type shock with Mach number M = 0.95 and
D = 1.
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This means that when the initial dust-to-gas ratio becomes small—such as the typ-
ical interstellar value of 0.01—vs cannot be much larger than c̃s, resulting in a very
weak shock. For this reason, C-type dusty shocks may not be relevant to the general
ISM. However, strong variations of D have been found in simulations of turbulent
molecular clouds when dust-gas decoupling has been modeled (Hopkins and Lee,
2016), and values as high as unity have been used in protostellar discs (e.g. Dipierro
et al., 2015) to account for dust migration to the inner parts of the disc.

We have presented two potential benchmarking problems for numerical codes
seeking to simulate dusty gas systems. These problems allow a code to test the
implementation of different forms of drag, the strength of the drag (K) and the dust-
to-gas mass density ratio (D). In the following section we provide an astrophysical
application of two-fluid dust-gas shocks.

5.4 Protoplanetary Disc Accretion Shock

Here we present an astrophysical application of two-fluid dust-gas shocks. At very
early stages of star formation, the system is characterised by an embedded proto-
stellar disc surrounded by an infalling envelope of dust and gas. The material falls,
due to gravity, through an accretion shock and then eventually settles onto the disc.
Here we model this accretion shock as a two-fluid dust-gas shock. We first derive
the defining shock parameters using simple physical considerations. Then we detail
the astrophysical drag, heating and cooling terms. Finally, we discuss the structure
of the accretion shock.

5.4.1 Shock Parameters

In this section we consider typical physical properties of protoplanetary discs in order
to constrain the appropriate preshock conditions to model the accretion shock. We
then consider the shock geometry by equating the disc thermal pressure with the
shock’s ram pressure.

The accretion rate onto a protoplanetary disc in the inside-out collapse model of
a singular isothermal sphere can be approximated (Larson, 2003) as

Ṁ ∼ c3
s

G
= 2× 10−6 M� yr−1, (5.4.1)

where G is the gravitational constant, and we have assumed the typical interstellar
medium sound speed cs = 0.2 km s−1. This mass is spread over the area of the disc,
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so that the mass flux of the accretion shock is

ρ0vs =
Ṁ

πR2
d

∼ c3
s

GπR2
d

(5.4.2)

∼ 1.7× 10−11

(
Rd

100 au

)−2

g s−1 cm−2, (5.4.3)

where Rd is the disc radius. The material accretes in free-fall and thus reaches the
protoplanetary disc at the escape speed. The gas meets a disc in Keplerian motion,
and so the shock velocity

vs ∼
√
GM∗
r

, (5.4.4)

where r is the distance from the central protostar with mass M∗. Using this velocity
and equation (5.4.3) for a solar mass protostar we get a preshock density of

ρ0 ∼ 4× 10−17

(
Rd

100 au

)−2 ( r

50 au

)1/2

g cm−3. (5.4.5)

This corresponds to a total hydrogen number density, nH ≈ n(H) + 2n(H2), of

n0 =
ρ0

1.4mH

∼ 2× 107

(
Rd

100 au

)−2 ( r

50 au

)1/2

cm−3. (5.4.6)

The shock will be located where its ram pressure is balanced by the thermal
pressure of the disc. That is, where

n0v
2
s = ndisc(r, z)cdisc(r)

2, (5.4.7)

where the disc density and sound speed are functions of radial distance from the
star, r, and vertical distance from the disc, z. These functions can be approximated
in the minimum mass solar nebula model (Wardle, 2007) as

ndisc(r, z) ∼ 5.8× 1014 cm−3
( r

au

)−11/4

exp

(
− z2

2h2

)
, (5.4.8)

cdisc(r) ∼ 0.99 km s−1
( r

au

)−1/4

, (5.4.9)

with the scale height, h, is given by

h

r
∼ 0.03

( r
au

)1/4

. (5.4.10)
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Figure 5.4: Location of shock (solid line), where the ram pressure of free-falling material
balances the thermal pressure of the protoplanetary disc. The dotted line marks the scale
height for comparison.

Subsituting these approximations into equation (5.4.7) and rearranging for the ver-
tical height gives

z2
s = 2h2 ln

(
2.62× 105

(
Rd

100 au

)2 ( r
au

)−11/4
)
. (5.4.11)

The location where the shock ram pressure balances the disc thermal pressure (zs) is
shown in Fig. 5.4 for a disc radius Rd = 100 au. Beyond r ∼ 95 au, the disc density
and sound speed has dropped so low that its thermal pressure never balances the
shock ram pressure. In this region the shock will run up against the material freely
falling from the other side of the disc. A sketch of the system is shown in Fig. 5.5.
In the next section we model this accretion shock using representative values of the
shock velocity and preshock density between 30–80 au, i.e. vs ∼ 4 km s−1 and
ρ0 ∼ 4 × 10−17 g cm−3, respectively. These parameters could be used to model
an isothermal shock. However, heating and cooling impact the shock structure, and
provide observational predictions through radiation. So in the next section we derive
an ODE for the temperature profile of the shock, to be solved simultaneously with
equation (5.3.1), and describe the appropriate heating and cooling terms.
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Figure 5.5: Sketch of model for accretion shock (dashed) onto protoplanetary disc.

5.4.2 Physical Processes

At 4 km s−1, this shock is highly supersonic so we use the J-type model described
in section 5.2.2. In this section we outline the modifications to the fluid equations
to introduce astrophysically relevant drag, heating and cooling.

When the grain size is small compared to the surrounding gas mean free path the
Epstein drag regime applies (Epstein, 1924) and the drag term, or momentum rate
of change change per volume due to elastic scattering, can be expressed as (Draine,
1986):

F =
σρρd
md

√
2kBT

πµ
(vd − v) I (v, vd, T ) , (5.4.12)

where σ is the dust cross-section, md is the mass of a dust particle, µ is the mean
mass per gas particle ((7/3)mH in molecular gas), T is the gas temperature and kB
is the Boltzmann constant. The function I(v, vd, T ) is well approximated by (Kwok,
1975):

I(v, vd, T ) ≈ 8

3

(
1 +

9π

64

1
2
µ |v − vd|2

kBT

)1/2

. (5.4.13)
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The derivative of the dust velocity through the shock can then be written as

dvd
dz

= αvs

√
kBT

µ
I(v, vd, T )

v − vd
vdv

, (5.4.14)

where

α =
ρ0r

2
d

√
2π

md

(5.4.15)

for preshock gas density ρ0 and dust radius rd. We have assumed that the dust
cross-section is πr2

d.
The energy equation (5.2.3) reduces, in the static plane-parallel case, to

v
dP

dz
+ γP

dv

dz
= (γ − 1) (Γ− Λ) , (5.4.16)

where we have assumed that the internal energy is proportional to the pressure

u =
P

γ − 1
. (5.4.17)

For the present work, we will assume the adiabatic index γ = 7/5, appropriate for
molecular gas at the high temperatures (∼1000 K) reached in post-shock regions.
Combining equation (5.4.16) with equations (5.2.12) and (5.2.13), along with the
ideal gas law P = ρkBT/µ, we derive the gas temperature derivative

1

T

dT

dz
=

1

ρ0v3
s

γ − 1

w2 − γτ

((
w2

τ
− 1

)
(Γ− Λ) + vF

)
, (5.4.18)

where τ = kBT/µv
2
s . We also modify equation (5.3.7) to account for the variable

temperature

w2 +
[
D (wd − 1)− 1−M−2

]
w +

kBT

µv2
s

= 0. (5.4.19)

Finally, the temperature jumps from the preshock value Tg0 to Tj across the initial
discontinuity following

Tj
Tg0

=

(
1 +

2γ

γ + 1

(
M2 − 1

))M2 (γ − 1) + 2

M2 (γ + 1)
. (5.4.20)

From Draine (1986), the rate of change of the thermal energy per unit volume of
the gas due to elastic scattering by dust with a velocity-independent cross section,
σ, is

Γdrag =
σρρd
m2
d

√
8kBT

πµ
[kB (T − Td) I2 + kBTdI3] , (5.4.21)
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where

I2 ≈

(
1 +

9π

64

1
2
µ |v − vd|2

kBT

)1/2(
4 +

8

3

1
2
µ |v − vd|2

kBT

)
, (5.4.22)

and

I3 ≈

(
1 +

9π

64

1
2
µ |v − vd|2

kBT

)1/2
8

3

1
2
µ |v − vd|2

kBT
. (5.4.23)

To calculate the dust temperature we assume that the frictional heating per
grain, Γdrag/nd, is always balanced by the power radiated by a dust grain. Following
Draine (2011), grains lose energy by infrared emission at a rate, per grain,

Λd = 4πr2
d 〈Qabs〉σBT 4

d , (5.4.24)

where σB is the Stefan-Boltzmann constant and 〈Qabs〉 is the Planck-averaged emis-
sion efficiency, which for carbon grains is

〈Qabs〉C ∼ 8× 10−7

(
rd

0.1µm

)(
Td
K

)2

. (5.4.25)

We include rotational line cooling from CO and H2 using the cooling functions of
Neufeld and Kaufman (1993) and Neufeld et al. (1995). They give the cooling rate
per volume Λ(M) = n(M)n(H2)LM for a molecule M using a cooling rate coefficient
LM obtained by fitting to four parameters of the form

1

LM

=
1

L0

+
n(H2)

LLTE

+
1

L0

(
n(H2)

n1/2

)α(
1−

n1/2L0

LLTE

)
. (5.4.26)

The parameters L0, LLTE, n1/2 and α are tabulated for temperatures up to a few

thousand K, and depend on an optical depth parameter Ñ . Modeling the shock as
a plane-parallel slab of thickness d, this parameter is given as

Ñ(CO) =
n(CO)d

9∆v
. (5.4.27)

We have chosen a CO abundance x(CO) = 1.24 × 10−4 with respect to the to-
tal hydrogen density and molecular hydrogen abundance x(H2) = 0.5, both con-
stant throughout the shock. We thus use an optical depth parameter Ñ(CO) ∼
1015 cm−2/(km/s), appropriate for a shock thickness of 1 au and ∆v=4 km s−1.

Finally, we choose a preshock gas and dust temperature Tg0 = Td0 = 10 K,
corresponding to an isothermal sound speed cs = 0.188 km s−1, and we do not allow
either temperature to fall below their initial value.
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Here we estimate the thickness of the dust-gas drift region for the vs ∼ 4 km s−1

shock we are considering. The gas temperature immediately behind the shock will
jump from 10 to ∼103 K (equation (5.4.20)). The velocity jumps as

vj
vs

=
γ − 1

γ + 1
+

2

M2 (γ + 1)
, (5.4.28)

which gives vj ∼ vs/6. If we estimate the drift velocity ∆v = vd− v ∼ vs/2, assume
spherical carbon dust particles with average mass density ∼2.2 g cm−3, then we the
size over which the dust will drift with respect to the gas is approximately

∆z ∼ vdv

αvsI

(
kBT

µ

)−1/2

∼ 0.05 au

(
rd
µm

)
. (5.4.29)

Hence the shock remains thin compared to the size of the system shown in Fig. 5.4.

5.4.3 Results and Discussion

With the heating and cooling processes in place, we numerically integrate the cou-
pled ODEs as discussed in section 5.3.1 for J-type shocks. We first investigate the
effect of different sizes of dust grains by considering a constant initial dust-to-gas
ratio D = 0.01. The resulting velocity, density, temperature and cooling rate profiles
computed for dust sizes rd = 0.1, 1 and 10 µm are shown in Fig. 5.6.

When rd = 0.1 µm, the region of the shock with any drift between the dust
and gas velocities is negligible compared to the size of the shock, and so closely
resembles a one-fluid shock. However, when rd = 10 µm this region is about half
the size of the shock and agrees with the estimate of equation (5.4.29). Hence we
expect two-fluid effects to be more prominent in accretion shocks where the dust has
coagulated into large grains (rd > 1 µm). In this initial region of dust-gas drift, the
dust to gas ratio decreases from its initial value to a minimum 6 times smaller than
D immediately after the jump. The ratio returns to its preshock value after ∼1 au
in the rd = 10 µm case. Note that the shock thickness ∼6 au, which is approaching
the limits of validity for this model.

In the lower right panel of Fig. 5.6, the volume cooling rates of CO and H2 neg-
ligibly differ in shocks with different dust sizes. This is because the gas temperature
(upper right panel of Fig. 5.6) is the same in all shocks. Note that the dust is never
heated above 10 K in any of the shock models. The volume cooling rate of the dust,
however, is sensitive to the dust size only in the drift region. When the dust-to-gas
ratio returns to its preshock value, the dust cooling rate remains the same for all
dust sizes.

We next consider the dependence on the initial dust-to-gas ratio. The canonical
value in the interstellar medium is D = 0.01, however values as high as unity have
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been used in protostellar discs (e.g. Dipierro et al., 2015) to account for dust migra-
tion to the inner parts of the disc. The velocity, density, temperature and cooling
profiles for accretion shocks with D = 0.01 and D = 1 are shown in Fig. 5.7 for
the case where the dust size rd = 10 µm. The profiles are similar, with the larger
dust-to-gas ratio resulting in a more compressed structure. There is strong CO and
H2 emission in these shocks as well as those shown in Fig. 5.6, due to the high
temperatures reached (∼103 K). This suggests that observing rotational lines of CO
or H2 are good tracers of the presence of an accretion shock, but are not sensitive
to the shock parameters. On the other hand, while CO is the dominant coolant
when D = 0.01, dust cooling dominates after ∼1 au when D = 1. This means dust
emission probes the initial dust-to-gas ratio of the accretion shock.

We have presented an astrophysical application of two-fluid dust-gas shocks by
studying the accretion shock above a protoplanetary disc. We have simplified the
system by not including any chemical reactions or evaporation of grain mantles. At
the temperatures reached (∼103 K) there is significant driving of neutral-neutral
reactions, and coolants such as H2O and OH could be produced. Cooling by these
molecules could change the detailed structure of the shock and/or provide radia-
tive signatures of the shock parameters. Our simple treatment has shown that a
detailed analysis of dust-gas shocks could be useful to investigate infalling material
onto protoplanetary discs. In addition, we have only considered a shock velocity
appropriate for a solar mass protostar. Lower mass protostars would lead to lower
shock velocities (equation (5.4.4)) and therefore lower postshock temperatures (equa-
tion (5.4.20)). Thus, detailed shock models at a range of velocities could provide
radiative signatures of protostellar mass.

5.5 Conclusion

We have numerically solved the two-fluid dust-gas equations assuming a steady-
state, planar structure. Two distinct shock solutions exist where the gas fluid drags
the dust fluid along through a discontinuity (J-type) or smoothly (C-type) until both
fluids settle onto post-shock values. These shocks are ideal tests for benchmarking
the behaviour of numerical codes seeking to simulate dusty gas with different expres-
sions for the drag or dust-to-gas mass density ratios. Our python code that returns
shock solutions for user defined parameters is publicly available on the Python Pack-
age Index4 and BitBucket5.

We used a J-type two-fluid dust-gas shock to study the accretion shock settling
material onto a protoplanetary disc. We found that two-fluid effects are most likely
to be important for larger grains (rd > 1 µm). Dust emission from within the shock

4https://pypi.python.org/pypi/DustyShock
5https://bitbucket.org/AndrewLehmann/dustyshock
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front was found to be a sensitive probe of the dust-to-gas ratio that eventually falls
onto the protoplanetary disc. This work shows that a detailed analysis of two-
fluid dust-gas shocks could be a fruitful avenue to investigating the composition of
infalling material onto protoplanetary systems.
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Chapter 6

Conclusion

Shock waves are ubiquitous in the violent interstellar medium, and particularly in
molecular clouds. In this thesis, multifluid treatments of shocks have been used to
study the turbulent dissipation of molecular clouds and the material accreting onto
protoplanetary discs. The chemical processing within hot shock fronts and the ra-
diative signatures of shocks probe key processes determining the physical conditions
of these systems. I summarise the main results of the thesis here and then consider
future directions motivated by this work.

I presented the first published two-fluid models of slow magnetohydrodynamic
(MHD) shocks. Slow shocks were shown to be structurally and observationally
distinct from the well-studied C-type fast MHD shocks. While fast shocks are driven
by magnetic pressure, slow shocks are driven by gas pressure. Consequently slow
shocks are thinner and hotter than fast shocks of the same velocity. The radiative
transfer tool radex was used to show stronger excitation of rotational lines of CO
above J = 6–5 in slow shocks due to the higher temperatures. Furthermore, these
high-J lines may have already been detected in observations of infrared dark clouds.
Subsequent analysis of the same infrared dark clouds have confirmed that a slow
shock interpretation remains consistent with the data (Pon et al., 2016b).

The observational differences between different families of MHD shocks moti-
vated the development a publicly available algorithm, shockfind, to detect and
characterise the shocks in simulations of magnetised molecular clouds. This work
resulted in the first predicted mixture of shock families in a turbulent molecular
cloud. Both fast and slow shocks were present at significant levels. Their distribu-
tions of shock speeds, Alfvénic Mach numbers and preshock parameters were used
in combination with the detailed shock models from Chapter 2 to predict a small
volume (0.1%) of shock heated gas, and to produce synthetic emission maps.

Models of photodissociation regions with enhanced cosmic-ray ionization rates
were developed to compare against updated shock models to study the molecular
clouds near the centre of the galaxy. The unusually high temperatures observed
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in these clouds have been explained by either turbulent dissipation in shocks or
elevated ionization rates. Building on the models in chapter 2, I expanded the
chemical network and added heating and cooling functions. I developed a line-of-
sight model that crosses regions of shocked and ambient gas, providing chemical
signatures of the turbulent dissipation. In particular, with 0.1% of the line of sight
occupied by shock-heated gas, abundance enhancements of 1–2 orders of magnitude
were found for sulphur-bearing species such as SO2 and H2S, as well as nitrogen-
bearing species such as HCN and NH3. radex was used to compare rotational
line emission from HCN from fast and slow shocks to unshocked gas. Emission of
the J = 1–0 line from slow shocks was shown to be consistent with observations of
various regions of the Central Molecular Zone.

Finally, two-fluid dust-gas shocks were then presented as benchmarking problems
for numerical codes seeking to simulate dusty gas. Two classes of shock solutions
analogous to C- and J-type magnetised shocks were presented. These shocks fill the
need for simple analytic solutions to calibrate the bahaviour of numerical codes for
different dust-to-gas ratios and implementations of drag. In addition, two-fluid dusty
shocks were used to study the accretion shock occurring when freefalling material
runs up against a protoplanetary disc. This simple application motivates a detailed
treatment of dusty shocks, as the chemical composition of protoplanetary discs may
be strongly shaped by the passage through such a shock.

The work in this thesis shows the importance and wide applicability of multi-
fluid shock waves in molecular clouds. Furthermore, I have shown that two-fluid
treatments are essential to accurately model the structure of shocks and to obtain
accurate radiative signatures. Such radiation can be used to test the physical pro-
cesses giving rise to the shock waves.

6.1 Future Work

The shockfind algorithm can be applied to any MHD simulation. In future, I
plan to characterise the shocks in simulations of molecular clouds with different
turbulence parameters. Correlations between driving modes, initial magnetic field
strength and inclusion of non-ideal MHD effects with the mixture of shocks could
provide robust observational predictions of these processes. In addition, shockfind
could be combined with the filament finding algorithm, disperse, to study the ubiq-
uitously observed filaments in turbulent clouds. These have often been explained as
occuring at the line of intersection of colliding planar shocks. This could be studied
in simulations, and synthetic observations could test this hypothesis in real clouds.

Shock models can always be improved. For the purposes of studying molecular
clouds, one obvious improvement is to include dust chemistry in the model. This
means modeling the adsorption of gas species onto grains and desorption back into
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the gas phase, as well as the grain surface chemistry. Depletion of key species onto
dust can significantly affect the remaining gas-phase chemistry. In addition, some
species are more efficiently produced on dust before being desorbed into the gas-
phase. The addition of dust chemistry would significantly improve the accuracy of
the chemical signatures of shocks presented in this thesis. Furthermore, modeling
the shattering of dust grains due to collisions with other grains would allow a study
of the grain-size distribution of material falling onto protoplanetary discs.

Another key improvement to the shock models is in the treatment of radiative
transfer. I post-processed the shock models using a radiative transfer tool, radex,
to estimate rotational line emission. The population densities of the rotational levels
of the important coolants could be calculated in parallel with the dynamical equa-
tions, providing a more accurate treatment of the radiative cooling. Observations
of regions shocked by protostellar outflows have revealed strong emission from low-
lying rotational lines of H2, and so improved shock models could be used to model
these regions.

Finally, fast shocks have long been treated as the only kind of magnetised shock
in molecular cloud studies. This thesis shows that it is worth revisiting studies in
which fast shock jump relations have been assumed, such as in theories where shocks
set the initial mass function.
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Appendix A

SHOCKFIND tests

A.1 Cylinder Radius

Here we check the effect of varying the radius of the cylinder used to define average
pre- and post-shock variables (step (iii) in section 3.3.1). Appendix A.1 shows the
Mach number distributions for fast and slow shocks for runs of shockfind on the
same locations, but with cylinder radii of R = 1, 3 and 5 in units of cell size. A
radius of R = 1 defines the minimum cylinder size to represent a line that does not
suffer aliasing effects. This size, however, is still affected by small scale numerical
noise. Averaging over larger radii, R = 3 and R = 5, removes the effect of the
numerical noise. There is little difference between these two larger radii, and so we
choose R = 3 as the compromise between noise and lowering computational time.

A.2 Overcounting the shocked cells

In Fig. A.2 we show a close up of the detected shocked cells of a curved shock front.
In this figure, it can be seen that the thickness of the shock front is 3 or 4 rows of
detected cells. As the shock front area is required to link our work to the results
of one-dimensional shock models, we are overcounting if we consider every detected
cell as a unique unit of shocked area. In order to avoid this over counting we only
use (as step (viii) of section 3.3.1) cells that occur at the local convergence maxima
(filled squares in Fig. A.2) along the extracted line (step (iii) of section 3.3.1).

A.3 Convergence Test

Here we check that the search thresholds capture converged distributions of shocks.
The convergence threshold defined in Sec. 3.4.1 searches down to S = 2.7% of cells
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Figure A.1: Mach number distributions for the search described in section 3.4 but with
averaging cylinder radiis of R = 1 (dotted), 3 (solid) and 5 (dashed).

Figure A.2: Constant y slice of mass density (filled contours), convergence (white con-
tours), detected shocked cells (squares) and arrows proportional to shock velocity in this
plane. The filled squares denote cells at convergence peaks along the line defined by the
shock velocity vector at that cell.
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Figure A.3: Mach number distributions for searches of S = 0.7%, 1.3%, and 2.7% of
possible shocked cells (those with ∇ · v < 0).

with negative divergence (∇·v), i.e., of all possible shocked cells. Fig. A.3 shows the
effect of doubling the number of cells searched on the Mach number distributions of
fast and slow shocks. The distributions are converged for the most observationally
important shocks (M > 5).
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Appendix B

Milky Way clouds

B.1 Milky Way clouds

Here we repeat our line-of-sight model but for cloud and shock parameters appropri-
ate for ordinary Milky Way molecular clouds. We model a typical Milky Way cloud
as having a size of 5 pc, average total hydrogen number density nH = 103 cm−3, a
linewidth of 7 km s−1 for a velocity dispersion σ ∼ 3 km s−1, a dust temperature of
10 K, column density NH ∼ 8 × 1021 cm−2, extinction AV ∼ 5, UV radiation field
χ = 1 and elemental abundances unchanged from table 4.3. We also consider two
ionization rates ζ = 10−17 and 10−16 H−1 s−1, leading to equilibrium temperatures
of 10 and 12 K, respective.

The shock models for these clouds have shock speeds vs =1, 2 or 3 km s−1 and
preshock density n0 = 102 cm−3. The fast shocks have a preshock Alfvén velocity of
0.6 km s−1, giving a preshock magnetic field strength of∼3 µG. The slow shocks have
a preshock Alfvén velocity of 4 km s−1, giving a preshock magnetic field strength of
∼22 µG.

The abundances of all species from the equilibrium and turbulent cloud models
are shown in Fig. B.1. When only the shock fronts are included, there is negligible
difference between all the models. At these low shock speeds the temperatures do not
reach high enough values to drive strong chemical changes. When the post-shock
regions are included, then the sulphur-bearing species SO, SO2, H2S and HSO+,
oxygen species O2 and O+

2 , as well as CH4 show significant enhancement above their
equilibrium values.
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ALMA Partnership, Brogan, C. L., Pérez, L. M., Hunter, T. R., et al. (2015).
The 2014 ALMA Long Baseline Campaign: First Results from High Angular
Resolution Observations toward the HL Tau Region. ApJ, 808:L3.
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Turbulence Beyond the Ambipolar Diffusion Scale. ApJ, 805:118.

Burkhart, B., Lazarian, A., Ossenkopf, V., and Stutzki, J. (2013). The Turbulence
Power Spectrum in Optically Thick Interstellar Clouds. ApJ, 771:123.

Burton, M. G., Hollenbach, D. J., and Tielens, A. G. G. (1992). Mid-infrared
rotational line emission from interstellar molecular hydrogen. ApJ, 399:563–572.

138



BIBLIOGRAPHY

Carrier, G. F. (1958). Shock waves in a dusty gas. JFM, 4(04):376–382.

Chapman, J. F. and Wardle, M. (2006). Dust grain dynamics in C-type shock waves
in molecular clouds. MNRAS, 371:513–529.

Chernoff, D. F. (1987). Magnetohydrodynamic shocks in molecular clouds. ApJ,
312:143–169.

Crutcher, R. M. (1999). Magnetic Fields in Molecular Clouds: Observations Con-
front Theory. ApJ, 520:706–713.

Crutcher, R. M., Troland, T. H., Goodman, A. A., Heiles, C., Kazes, I., and Myers,
P. C. (1993). OH Zeeman observations of dark clouds. ApJ, 407:175–184.

Crutcher, R. M., Wandelt, B., Heiles, C., Falgarone, E., and Troland, T. H. (2010).
Magnetic Fields in Interstellar Clouds from Zeeman Observations: Inference of
Total Field Strengths by Bayesian Analysis. ApJ, 725:466–479.

Cunningham, A. J., Klein, R. I., Krumholz, M. R., and McKee, C. F. (2011).
Radiation-hydrodynamic Simulations of Massive Star Formation with Protostellar
Outflows. ApJ, 740:107.

de Graauw, T., Helmich, F. P., Phillips, T. G., Stutzki, J., Caux, E., Whyborn,
N. D., Dieleman, P., Roelfsema, P. R., Aarts, H., Assendorp, R., Bachiller, R.,
Baechtold, W., Barcia, A., Beintema, D. A., Belitsky, V., Benz, A. O., Bieber, R.,
Boogert, A., Borys, C., Bumble, B., Cas, P., Caris, M., Cerulli-Irelli, P., Chat-
topadhyay, G., Cherednichenko, S., Ciechanowicz, M., Coeur-Joly, O., Comito, C.,
Cros, A., de Jonge, A., de Lange, G., Delforges, B., Delorme, Y., den Boggende,
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contributions of J-type shocks to the H2 emission from molecular outflow sources.
MNRAS, 341:70–80.
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M., Jiménez-Serra, I., and Tan, J. C. (2016a). Mid-J CO shock tracing observa-
tions of infrared dark clouds. II. Low-J CO constraints on excitation, depletion,
and kinematics. A&A, 587:A96.

Pon, A., Johnstone, D., J. Kaufman, M., Caselli, P., and Plume, R. (2014). Mid-
J CO observations of Perseus B1-East 5: evidence for turbulent dissipation via
low-velocity shocks. MNRAS, 445(2):1508–1520.

Pon, A., Johnstone, D., and Kaufman, M. J. (2012). Molecular Tracers of Turbulent
Shocks in Giant Molecular Clouds. ApJ, 748:25.

Pon, A., Kaufman, M. J., Johnstone, D., Caselli, P., Fontani, F., Butler, M. J.,
Jimnez-Serra, I., Palau, A., and Tan, J. C. (2016b). Mid-J CO Shock Tracing
Observations of Infrared Dark Clouds. III. SLED Fitting. ApJ, 827:107.

Prasad, S. S. and Tarafdar, S. P. (1983). UV radiation field inside dense clouds - Its
possible existence and chemical implications. ApJ, 267:603–609.

Price, D. J. and Bate, M. R. (2008). The effect of magnetic fields on star cluster
formation. MNRAS, 385:1820–1834.

Price, D. J. and Bate, M. R. (2009). Inefficient star formation: the combined effects
of magnetic fields and radiative feedback. MRNAS, 398:33–46.

152



BIBLIOGRAPHY

Price, D. J. and Federrath, C. (2010). A comparison between grid and particle
methods on the statistics of driven, supersonic, isothermal turbulence. MNRAS,
406:1659–1674.

Robertson, B. and Goldreich, P. (2012). Adiabatic Heating of Contracting Turbulent
Fluids. ApJ, 750:L31.

Roman-Duval, J., Federrath, C., Brunt, C., Heyer, M., Jackson, J., and Klessen,
R. S. (2011). The Turbulence Spectrum of Molecular Clouds in the Galactic Ring
Survey: A Density-dependent Principal Component Analysis Calibration. The
Astrophysical Journal, 740:120.

Ruge, J. P., Flock, M., Wolf, S., Dzyurkevich, N., Fromang, S., Henning, T., Klahr,
H., and Meheut, H. (2016). Gaps, rings, and non-axisymmetric structures in
protoplanetary disks: Emission from large grains. A&A, 590:A17.

Saito, T., Marumoto, M., and Takayama, K. (2003). Numerical investigations of
shock waves in gas-particle mixtures. Shock Waves, 13(4):299–322.

Sanders, D. B., Scoville, N. Z., and Solomon, P. M. (1985). Giant molecular clouds
in the Galaxy. II - Characteristics of discrete features. ApJ, 289:373–387.

Schaal, K. and Springel, V. (2015). Shock finding on a moving mesh - I. Shock
statistics in non-radiative cosmological simulations. MNRAS, 446:3992–4007.

Schilke, P., Walmsley, C. M., Pineau des Forêts, G., and Flower, D. R. (1997). SiO
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