# A study of the interaction of the electromagnetic field with slotted cylindrical structures employing the Method of Regularization 

Kaiser Lock



SYDNEY~AUSTRALIA

This thesis is presented for the degree of
Doctor of Philosophy
Department of Mathematics
2011

Thesis directed by

Prof. Paul D. Smith
\&

Dr. Elena Vinogradova


#### Abstract

The research program described in this thesis analyzes the interaction of the electromagnetic field with several classes of open cylindrical structures, by using the semi-analytical Method of Regularization (MoR). The dielectric cylinders considered in this thesis are partially shielded by conformal perfectly electric conducting (PEC) strips, where significant coupling and re-radiation of energy are created by the presence of apertures and sharp edges. The problems studied include the scattering problem of a single cylindrical lens reflector (CLR) illuminated by an obliquely incident plane wave, the scattering problem of a finite array of CLR with different characteristics when illuminated by a normal plane wave, the analysis of the scattering from and penetration through a multi-layered CLR and a multiconductor cylinder, as well as the transmission line problem involving a multi-conductor cable. Each of the problems studied is interesting from both a theoretical point of view and as an idealization of scattering and coupling mechanism in real devices of technological interest.

When the structures are of moderate or large electrical size, standard numerical approaches to solving these mixed boundary valued problems (MBVP) often encounter difficulties of convergence and accuracy of computed solution. Therefore, the MoR - which transforms the ill-posed nature of the standard formulation of the problem to a well-conditioned second kind Fredholm matrix equation - is well-suited for the class of problems considered here. Numerical algorithms based upon the solution of the matrix equation, after truncation to a finite system of $N_{\text {tr }}$ equations, converge with guaranteed and predictable accuracy, as $N_{\mathrm{tr}} \rightarrow \infty$. Because the computed solutions to these problems are rigorously accurate (in the sense of guaranteed convergence - theoretically and numerically), they provide benchmark solutions to problems of significant complexity against which solutions computed by more general purpose numerical codes (which although of wider applicability have less firm theoretical underpinnings) may be validated.
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## Abbreviations

## Acronyms Description

| CLLR | cylindrical Luneburg lens reflector |
| :--- | :--- |
| CLR | cylindrical lens reflector |
| DSE | dual series equations |
| FDM | Finite Difference Method |
| FEM | Finite Element Method |
| HEM | hybrid electromagnetic mode |
| HPBW | half power beam width |
| ISLAE | infinite system of linear algebraic equations |
| LL | Luneburg lens |
| MBC | mixed boundary conditions |
| MBVP | mixed boundary valued problem |
| MoM | Method of Moments |
| MoR | Method of Regularization |
| ODE | ordinary differential equation |
| PEC | perfectly electric conducting |
| RCS | radar cross section |
| SLR | spherical lens reflectors |
| TE | transverse electric |
| TEM | transverse electromagnetic mode |
| TM | transverse magnetic |

## Chapter 1

## Introduction

### 1.1 Electromagnetic interaction with open cylinders

Structures (in e.g., electrical devices and equipment) with apertures on the surface or that are partially shielded by metals are often termed open structures. The scattering from and penetration through the openings on the surface of these structures are of great interest in engineering applications such as aperture antennas and microstrip transmission lines. In addition, the mass production of telecommunication networks has led to the development of transmitting and receiving structures with metals packed between layers of dielectrics. Dielectric loading has been widely used as a convenient way to modify the scattering behavior of a structure. For example, careful selection of the structure's geometry and physical parameters (such as its dimension, dielectric constants and aperture size) allows one to control and/or reduce the structure's radar cross section (RCS). At the same time, by using flexible dielectric materials, nonplanar transmission lines and reflectors which wrap around a cylinder can be easily constructed.

This thesis focuses on the interaction between electromagnetic fields and infinitelylong, partially-shielded dielectric cylinders, as opposed to the conventional closed cylinders (which are either full dielectric or PEC). In the literature, these open cylinders are also frequently termed slotted cylinders when the angular size of the aperture is less than $\pi$. Underground water pipes provide approximate examples of these ideal cylinders, when their lengths are substantially greater than the other dimensions encountered (such as the diameter, screen thickness, and the wavelength of the incident radiation). The presence of sharp edges in these open cylinders requires more careful attention in all solution methods than that of a closed cylinder, due to the mixed
boundary conditions (MBC) that apply.
The problems studied are classified by the scatterers involved, which include a cylindrical lens reflector (CLR), a finite array of CLR with different characteristics, a multi-layered CLR, a multi-conductor cylindrical scatterer and a multi-conductor transmission line. The studies are carried out in the frequency domain and time dependence $e^{j \omega t}$ is assumed. All these problems are solved using the semi-analytical Method of Regularization (MoR) documented in Section 2.2 of [84]. The rigorous solutions computed are not only of direct technological interest, they also provide quantitative predictions for more general and complex structures that are more reliable than those obtained by purely numerical methods.

### 1.2 A brief survey of solution methods

There are essentially three main groups of computational methods to solve these MBVP where an analytical solution method is intractable. They are the purelynumerical methods, the high frequency methods and the semi-analytical methods.

## Purely-numerical methods:

This group consists of the differential equation methods and the integral equation methods. They are usually only feasible at low to intermediate frequencies. Short introduction to and discussions of these methods are given in the following paragraphs. In-depth introduction and review of these purely-numerical methods can be found in classical literature such as $[53,57,62,86]$. These methods are versatile methods for handling complex scatterer and media but they suffer from some intrinsic weaknesses. Many of them require large computational resources (both time and storage) that may exhaust resources available, especially in the quasi-optical regime $(\lambda \ll R)^{1}$. In addition, it is often hard to establish the accuracy of the computed solution based upon these methods.

The Finite Difference Methods (FDM), a popular example of the differential equation methods, was popularized by A. Thom in the 1920s [73]. The method is based upon direct discretization of the differential equations encountered (Maxwell's equations or equivalent) and approximating them by the equivalent finite differences. In another words, it is derived using a truncated Taylor series expansion to approximate the derivatives in the differential equations. The Finite Element Method (FEM)

[^0][11, 61] - another example of the differential equation methods - is relatively the simplest method to implement for problems involving complex geometries and inhomogeneity. Its key ideas involve discretizing the solution region into a finite number of elements and deriving the governing equations for a typical element. For the scattering problem in regions of infinite extent (i.e., in the open domain), the Sommerfeld radiation condition is normally approximated by some artificial boundary condition on the exterior of the truncated domain. A survey of various treatments of this artificial boundary condition can be found in [78]. The equations are assembled and solved using methods such as Gaussian elimination, or for large problems where this method is too computationally demanding, iterative methods or band matrix methods can be applied.

For the FDM, truncation error arises because some higher order terms in the Taylor series expansion were neglected in deriving the finite difference schemes. One way to tackle this is by increasing the number of terms in the series expansion of derivatives. However, instability may result if the order of the finite difference is higher than that of the original differential equation. Another way is by reducing the mesh size, which results in an increase in the number of arithmetic operations and thus, an increase in the roundoff error due to the finite storage capacity of the computer. In other words, the accuracy of the FDM is limited [88], as the truncation error is inversely proportional to the roundoff error. A similar limitation exists for the FEM as it requires discretization of the domain. Additionally, any area of highly concentrated energy (such as in the vicinity of edges) needs to be carefully analyzed by using a sufficiently refined mesh.

Integral equation solution methods rely on the integral equation obtained from Maxwell's equations with an appropriately constructed Green's function. An example is the MoM which became widely popular since the work by Harrington [24]. The conventional MoM converts the integral equation encountered - e.g., the electric field integral equation (EFIE) - into an infinite system of linear algebraic equations (ISLAE) by using some properly chosen weighting functions in the process of taking moments, and using basis functions to represent the related surface current. The ISLAE is subsequently truncated (by restriction to a finite basis and weighting set) and solved numerically for the coefficients of the basis functions.

Although the methods avoid discretization of the entire domain by solving only for the fields on the surface of the scatterer, instability may still arise when they rely on numerical solving of a first kind Fredholm equation. We consider the EFIE of a
slotted PEC cylinder as an example: it is a first kind Fredholm equation, of the form

$$
\begin{equation*}
\mathcal{A} \mathrm{x}=\mathrm{b} \tag{1.1}
\end{equation*}
$$

where $\mathcal{A}$ is a compact operator on the Hilbert space $\ell_{2}$. It is inherently weakly illposed [43]. The solution of this equation, when solved with direct numerical methods, is unreliable $[27,51]$. Thus, the computational scheme for the conventional MoM is not stable, especially for the nearly-resonant open cylinders. In addition, due to the capacity limitation of computers, this method is less desirable for electrically large scatterers.

## High frequency methods.

The high frequency methods are based on the assumption that the electromagnetic fields act like optical rays. They play an important part in developing solution for problems in the quasi-optical regime (i.e., when the wavelength is much smaller than the dimension of the structures). The Geometrical Optics (GO) and the Physical Optics (PO) are two classical examples from this group.

The classical GO uses the ray concepts to approximate the propagation of electromagnetic fields, ignoring the wave effects. Its correction in [36, 37, 47] describes the fields by the leading term of the Luneburg-Kline asymptotic series expansion. Contrasting to the GO, the PO is a wave optical approach. Under the PO, the scatterer is replaced by a set of equivalent electric and magnetic surface currents on the surface, where the surface currents are often approximated by the GO. Via the radiation integral of the surface currents over the surface, the diffracted fields are subsequently found.

The main weakness of this group is the neglect of the finiteness of wavelength. For the open cylinders considered, this disregard may lead to the case where the fields are trapped inside the structures and hence provide a poor estimate of true solution. The GO method provides an approximation to the dominant part of the diffracted field only along the direction of reflection (if that direction is not near the caustics ${ }^{2}$ ). In addition, the GO fails near the sharp edges as well as in the shadow region, even with the improvement by including additional terms of the Luneburg-Kline series. On the other hand, although the PO ameliorates the problems encountered by the GO near the caustics, it fails to model the dependence of the diffraction on polarization.

[^1]The PO is also inaccurate in bistatic scattering direction away from the direction of reflection, when the GO is used to approximate the surface currents.

## Semi-analytical methods:

It is these limitations of the purely-numerical methods and the high frequency methods that motivate the development of the final group of solution methods - the semi-analytical methods. The semi-analytical methods include the Tikhonov regularization and the Method of Regularization (MoR) - which sometimes referred to as the Analytical Regularization Method (ARM) or Method of Analytical Regularization (MAR). Although using different means and steps, the key idea of all these semi-analytical methods lies in converting the ill-posed, first kind equation of the form (1.1) to a well-conditioned, second kind Fredholm equation of the form

$$
\begin{equation*}
(\mathcal{I}+\mathcal{H}) \mathbf{x}=\mathbf{b}, \tag{1.2}
\end{equation*}
$$

where $\mathcal{I}$ is the identity operator, and $\mathcal{H}$ is a compact operator in the Hilbert space $\ell_{2}$. The benefit of this second kind system is that it is well-conditioned and has a numerically stable, converging computational scheme simply implemented by truncating the infinite system to a finite one. By increasing the truncation number, any desired accuracy of the computed solution can be reached.

The Tikhonov regularization [74, 75] was proposed to find a stable solution to (1.1), by seeking the solution x that minimizes

$$
\begin{equation*}
\|\mathcal{A} \mathbf{x}-\mathbf{b}\|^{2}+\alpha\|\mathcal{B} \mathbf{x}\|^{2} \tag{1.3}
\end{equation*}
$$

where $\alpha>0$ is called the regularization parameter and $\mathcal{B}$ is some suitably chosen bounded operator (e.g., the identity operator). It is worth noting that the operator $\left(\mathcal{A}^{*} \mathcal{A}+\alpha \mathcal{B}^{*} \mathcal{B}\right)$ is a self-adjoint, bounded and invertible operator ${ }^{3}$. For any $\alpha>0$, the regularized problem is well-posed. An explicit form of the solution is given by

$$
\begin{equation*}
\mathbf{x}=\left(\mathcal{A}^{*} \mathcal{A}+\alpha \mathcal{B}^{*} \mathcal{B}\right)^{-1} \mathcal{A}^{*} \mathbf{b} . \tag{1.4}
\end{equation*}
$$

It is clear that the approximated solution depend on the choice of $\alpha$ and $\mathcal{B}[74,75]$. In general, $\alpha$ is chosen to be as close to 0 as possible, so that the regularized problem is consistent with the original problem, with a good condition number (that of $\mathcal{A}^{*} \mathcal{A}+$ $\alpha \mathcal{B}^{*} \mathcal{B}$ ). In many cases, $\mathcal{B}$ is chosen as the identity operator and $\alpha$ as 1 .

[^2]Even though the theoretical scheme of the MoR can be found in many functional analysis textbooks [42], the practical implementation of the scheme is not straightforward. Many different treatments have been developed over the years to regularize a set of ill-conditioned dual series or dual integral equations. The older publications of these treatments include the definition-extension method [90] and the multiplying factor method [55]. One popular example of the MoR is the dual series approach based on the Riemann-Hilbert problem of complex analysis. It was first formally documented by Shestopalov et al in $[41,66]$ and popularized in the western area by Ziolkowski et al in [32, 96, 97, 98]. Since then, the method has been extended to the study of various 3D and 2D structures, e.g., in [59]. In [79, 80], Tuchkin proposed a method to transform the singular kernel of the original integral equation (e.g., EFIE) to an infinite set of decoupled integral equations, which are eventually transformed to a second kind system of equations by constructing a pair of two-sided regularizator. The MoR has been successfully applied to solve many mixed boundary value scattering and potential problems, such as those involving punctured/slotted spherical, spheroidal and toroidal shells in [84, 85]. Detailed review and survey of some recent work of the MoR can be found in [56, 59, 84].

These methods are uniformly valid for analysis in a broad frequency band, including not only the Rayleigh regime $(\lambda \gg R)$ and the resonance regime $(\lambda \approx R)$, but also the quasi-optical regime $(\lambda \ll R)$. They offer a way to obtain reliable solutions to the benchmark problems of more complex problems and provide a means to check for the validity of other numerical methods. Apart from the crucial advantages coming from a second kind equation, these semi-analytical methods also have a similar advantage to that of the boundary integral equation method; i.e., they avoid the discretization of an infinite domain by expanding the fields as a series of special analytic solutions of the governing equation and solving these coefficients in a linear system.

### 1.3 Outline of the thesis

This thesis structurally consists of seven parts and is organized in the following manner:

The introductory Chapter 1 consists of an overall description for the electromagnetic problems under study, a short survey of solution methods for the MBVP encountered, as well as a sketch of the thesis structure.

The aim of Chapter 2 is to allow us to establish the terminology and notations that will be used in this thesis. The mathematical framework of electromagnetism
is introduced, particularly when the structures under consideration are infinitelylong cylinders. The expressions for some of the physical quantities of interest that are subsequently employed in the numerical analysis (e.g., energy distribution, RCS, normalized relative error and surface current densities) are also presented.

In Chapter 3, the MoR approach (documented in Section 2.2 of [84]) to transform a set of ill-posed DSE involving the trigonometric functions to a well-conditioned second kind equation is formulated for the sake of completeness of the thesis. In addition, more thorough justifications of the steps of the regularization process are presented.

We study the diffraction problem of an oblique incident plane wave impinging on a cylindrical lens reflector (CLR) in Chapter 4. As opposed to the 2D normal incident problems, the $E$ - and $H$-polarizations in this 3D oblique incident problem are mixed and exist simultaneously. The effect of incident angle on the scattering behavior is studied numerically by considering the RCS and energy distribution.

Analysis and comparison of the performance of a CLR versus a cylindrical Luneburg lens reflector (CLLR) is carried out in Chapter 5. The energy distribution of a constant- $K$ lens is studied for proper placement of the reflecting PEC cylindrical strip of the CLR. Here, we use the term constant- $K$ lens to refer to the homogeneous dielectric cylinder with constant $K$ (an alternative symbol for the relative permittivity, $\epsilon_{r}$ ). Special attention is paid to the RCS calculations when the incidence angle varies from normal incidence to so-called grazing incidence. Because of similar underlying physical principles, these studies are also useful for the 3D version of the spherical lens reflector.

Chapter 6 focusses on the mutual interaction of the scattering from an array of CLR under normal incidence. Suppose a finite number of parallel CLR of different geometry and physical parameters (e.g., radius, PEC strip size, dielectric constant and center of cylinder) are located in the near region of one another. Due to the close proximity to one another, mutual interaction of these CLR under the a plane wave incidence is significant, which therefore has to be taken into account in the problem formulation. We consider the multi-body scattering problem of this finite array by a $\mathrm{TM}_{z}$ normally incident plane wave.

The oblique plane wave scattering problem of a braided cylindrical shield is considered in Chapter 7. The scatterer under consideration is a dielectric cylinder with multiple conformal PEC strips attached. The PEC strips are placed periodically on the surface of the inner dielectric cylinder and are taken to be the same width.

In Chapter 8, the MBVP associated with a shielded, inhomogeneous transmission line is formulated in terms of a rigorous hybrid electromagnetic mode (HEM) representation. We consider a shielded transmission line consisting of an inner coaxial cylinder with multiple PEC strip lines, the structure of which bears great similarity to that of the scatterer considered in Chapter 6. The resulting DSE are transformed, via the application of the MoR in the spectral domain, to yield a characteristic equation for the dispersion properties of the transmission line. The cutoff frequency of the HEM is computed by finding the zeros of the determinant of the block matrix obtained from the MoR approach.

Lastly, in Chapter 9, the main conclusions and observations are drawn of the work that is reported in this thesis. Related future considerations and development are also summarized here.

## Chapter 2

## Mathematical formulations

Some basic concepts and equations of electromagnetic theory used are briefly reviewed in this chapter. Whilst the material is purely expository, it allows us to establish terminology and notations that will be subsequently used. The series representations for general field components and classical incident waves are formulated. Definitions and expressions for some of the electrical and numerical quantities of interest are also included.

### 2.1 Maxwell's equations and the constitutive relations

The behavior of electromagnetic fields is governed by the Maxwell's equations and the medium dependent constitutive relations. The time domain ${ }^{1}$ Maxwell's equations in the differential form are

$$
\begin{align*}
\nabla \times \mathrm{E}(\mathbf{r}, t) & =-\frac{\partial}{\partial t} \mathrm{~B}(\mathbf{r}, t)  \tag{2.1a}\\
\nabla \times \mathrm{H}(\mathbf{r}, t) & =\frac{\partial}{\partial t} \mathrm{D}(\mathbf{r}, t)+\mathrm{J}(\mathbf{r}, t)  \tag{2.1b}\\
\nabla \cdot \mathrm{D}(\mathbf{r}, t) & =\rho(\mathbf{r}, t)  \tag{2.1c}\\
\nabla \cdot \mathrm{B}(\mathbf{r}, t) & =0 \tag{2.1d}
\end{align*}
$$

where E and H are the electric and magnetic field intensities (in volt/meter and ampere/meter, respectively), D and B are the electric and magnetic flux densities (in coulomb $/$ meter $^{2}$ and weber $/$ meter $^{2}$, respectively), J is the electric current density (in ampere/meter ${ }^{2}$ ), $\rho$ is the volume charge density (in coulomb/meter ${ }^{3}$ ), and ( $\mathbf{r}, t$ ) denotes an arbitrary point of position $\mathbf{r}$ and time $t$.

[^3]The fields are assumed to be finite, single-valued as well as continuous with continuous derivatives in both time and space excluding the scattering structure (particularly any edges of the scatterer). It may be noted that (2.1b) and (2.1c) may be combined to give the continuity equation, which connects the current and charge densities,

$$
\begin{equation*}
\nabla \cdot \mathrm{J}(\mathbf{r}, t)+\frac{\partial}{\partial t} \rho(\mathbf{r}, t)=0 \tag{2.2}
\end{equation*}
$$

The constitutive relations supplementing the Maxwell's equations describe the macroscopic properties of the medium being considered. They give a relation between the quantities $\{D, B, J\}$ and $\{E, H\}$. For a linear, homogeneous and non-dispersive medium,

$$
\begin{align*}
\mathrm{D}(\mathbf{r}, t) & =\epsilon \mathrm{E}(\mathbf{r}, t),  \tag{2.3a}\\
\mathrm{B}(\mathbf{r}, t) & =\mu \mathrm{H}(\mathbf{r}, t),  \tag{2.3b}\\
\mathrm{J}(\mathbf{r}, t) & =\sigma \mathrm{E}(\mathbf{r}, t), \tag{2.3c}
\end{align*}
$$

where the scalars $\epsilon, \mu$ and $\sigma$ are the permittivity, permeability and conductivity of the medium (in farad/meter, henrie/meter and mho/meter, respectively).

In the frequency domain, the time variation for all fields can be represented by $e^{j \omega t}$. A time varying function can be reconstructed from its Fourier transform by explicitly evaluating the integral (2.4a), which acts as the inverse Fourier transformation ${ }^{2}$.

$$
\begin{equation*}
\mathbf{F}(\mathbf{r}, t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathbf{F}(\mathbf{r}, \omega) e^{j \omega t} \mathrm{~d} \omega \tag{2.4a}
\end{equation*}
$$

where $\omega$ is the sinusoidal frequency. The unknown $\mathbf{F}$ is the Fourier transform of $\mathbf{F}$ in the frequency domain. It is defined by the direct transformation

$$
\begin{equation*}
\mathbf{F}(\mathbf{r}, \omega)=\int_{-\infty}^{\infty} \mathbf{F}(\mathbf{r}, t) e^{-j \omega t} \mathrm{~d} t \tag{2.4b}
\end{equation*}
$$

All the electromagnetic fields having sinusoidal time variation can be related to their corresponding time-varying fields by

$$
\mathbf{F}(\mathbf{r}, t)=\operatorname{Re}\left[\mathbf{F}(\mathbf{r}, \omega) e^{j \omega t}\right]
$$

The time dependence $e^{j \omega t}$ common to all the time-harmonic field is omitted throughout this thesis. It is worth noting that as any transient electromagnetic field is

[^4]bounded in value, the Fourier transformation exists for all $\omega \in \mathbb{C}$, provided that $\operatorname{Im}(\omega)<0$ [52]. The Fourier transform at real values of $\omega$ are obtained by letting $\operatorname{Im}(\omega) \rightarrow 0$.

The Maxwell's equations in frequency domain read

$$
\begin{align*}
\nabla \times \mathbf{E}(\mathbf{r}, \omega) & =-j \omega \mu \mathbf{H}(\mathbf{r}, \omega)  \tag{2.5a}\\
\nabla \times \mathbf{H}(\mathbf{r}, \omega) & =j \omega \epsilon \mathbf{E}(\mathbf{r}, \omega)+\mathbf{J}(\mathbf{r}, \omega)  \tag{2.5b}\\
\nabla \cdot \mathbf{D}(\mathbf{r}, \omega) & =\hat{\rho}(\mathbf{r}, \omega)  \tag{2.5c}\\
\nabla \cdot \mathbf{B}(\mathbf{r}, \omega) & =0 \tag{2.5d}
\end{align*}
$$

where $\hat{\rho}(\mathbf{r}, \omega)$ denotes the transform of the transient volume charge density $\rho(\mathbf{r}, t)$ in the frequency domain.

### 2.2 Conditions for existence and uniqueness of solution

Maxwell's equations, which completely specify the electromagnetic fields over time in a continuous medium, are common to every electromagnetic problem. To ensure that the solution exists and is unique, a complete description of an electromagnetic problem should also include information about the domain. These conditions include the boundary conditions specified along the geometrical configuration of the problem, the Sommerfeld radiation condition in the case when the medium extends to infinity, and the Meixner finite energy condition in the case of scatterers with edges. A proof of solution uniqueness upon the enforcement of these boundary conditions is given in Chapter 9 of [33].

### 2.2.1 Boundary conditions

Consider a closed smooth surface $\Omega$ separating two different homogeneous media with parameters $\left(\epsilon_{1}, \mu_{1}, \sigma_{1}\right)$ and $\left(\epsilon_{2}, \mu_{2}, \sigma_{2}\right)$. The fields in regions 1 and 2 are denoted by $\left(\mathbf{E}_{1}, \mathbf{H}_{1}\right)$ and $\left(\mathbf{E}_{2}, \mathbf{H}_{2}\right)$, respectively. The boundary conditions at $\Omega$ can be derived from the integral form of Maxwell's equations as

$$
\begin{align*}
\mathbf{n} \times\left(\mathbf{E}_{2}-\mathbf{E}_{1}\right) & =0,  \tag{2.6a}\\
\mathbf{n} \times\left(\mathbf{H}_{2}-\mathbf{H}_{1}\right) & =-\mathbf{J}_{S},  \tag{2.6b}\\
\mathbf{n} \cdot\left(\epsilon_{2} \mathbf{E}_{2}-\epsilon_{1} \mathbf{E}_{1}\right) & =-\rho_{S},  \tag{2.6c}\\
\mathbf{n} \cdot\left(\mu_{2} \mathbf{H}_{2}-\mu_{1} \mathbf{H}_{1}\right) & =0, \tag{2.6d}
\end{align*}
$$

where $\mathbf{n}$ is a (unit) normal vector pointing from medium 2 into medium $1, \mathbf{J}_{S}$ is the electric surface current density on the boundary and $\rho_{S}$ is the electric surface charge density on the boundary.
(2.6a) and (2.6d) state that the tangential components of electric field and the normal components of magnetic flux density are continuous at all points, including points on $\Omega$ for which the physical quantities $(\epsilon, \mu)$ may change discontinuously. At the interface $\Omega,(2.6 \mathrm{~b})$ states that the discontinuity of the tangential components of magnetic field equals the surface current density; while (2.6c) states that the normal components of magnetic flux density exhibit a jump discontinuity of size $\rho_{S}$.

These four boundary conditions are not independent when solving for an electromagnetic problem. By enforcing that the fields satisfy the Maxwell's equations as well as the first two boundary conditions (2.6a) and (2.6b), it is automatically ensured that the normal components of the corresponding flux densities satisfy the remaining pair (2.6c) and (2.6d). Therefore, only (2.6a) and (2.6b) are needed [6].

When there is no current nor charge on the surface $\Omega$ (i.e., $\mathbf{J}_{S}$ and $\rho_{S}$ are absent), the tangential components of the magnetic fields are continuous across $\Omega$; i.e., (2.6b) becomes

$$
\begin{equation*}
\mathbf{n} \times \mathbf{H}_{1}=\mathbf{n} \times \mathbf{H}_{2} . \tag{2.7}
\end{equation*}
$$

In most cases, transmission lines and scatterers are made from highly conducting materials such as brass or copper and it is valid to assume that the conductors are perfect (ideal with infinite conductivity). If the surface $\Omega$ enclosing the interior region 2 is a perfect electric conductor, the electric and magnetic fields vanish in the impenetrable region 2, i.e., $\mathbf{E}_{2}=0=\mathbf{H}_{2}$. The boundary conditions (2.6a) and (2.6b) simplify to

$$
\begin{align*}
& \mathbf{n} \times \mathbf{E}_{1}=0  \tag{2.8a}\\
& \mathbf{n} \times \mathbf{H}_{1}=\mathbf{J}_{S} . \tag{2.8b}
\end{align*}
$$

If there is an aperture in the perfectly electric conducting (PEC) surface $\Omega$, mixed boundary conditions (MBC) are required. We denote the aperture surface as $\Omega_{0}$, and the remaining PEC portion as $\Omega_{1}$, where $\Omega=\Omega_{0} \cup \Omega_{1}$, as depicted in Figure 2.1. Besides the continuity conditions given by (2.6a) which applies over the total surface $\Omega$, the MBC on $\Omega$ are

$$
\mathbf{n} \times \mathbf{E}_{2}= \begin{cases}\mathbf{n} \times \mathbf{E}_{1} & , \text { on } \Omega_{0}  \tag{2.9a}\\ 0 & , \text { on } \Omega_{1}\end{cases}
$$



Figure 2.1: Contour $\Omega$ comprising discontinuities and sharp edges.

$$
\mathbf{n} \times \mathbf{H}_{2}=\left\{\begin{array}{cc}
\mathbf{n} \times \mathbf{H}_{1} & , \text { on } \Omega_{0}  \tag{2.9b}\\
-\mathbf{J}_{S} & , \text { on } \Omega_{1}
\end{array}\right.
$$

As $\mathbf{J}_{S}$ is due to the induced field that is yet to be determined, the second half of (2.9b) defined over $\Omega_{1}$ is redundant.

### 2.2.2 Radiation condition

Due to the superposition principle, the electric and magnetic fields can be separated with respect to their origin. Consider a general scattering problem involving a source located somewhere in space, and illuminating a particular structure. In the absence of the structure, this source produces the primary fields, the incident fields ( $\mathbf{E}^{\text {inc }}$ and $\mathbf{H}^{\text {inc }}$ ). The secondary fields induced in the presence of the structure are the referred to as the transmitted fields $\left(\mathbf{E}^{\text {tr }}\right.$ and $\left.\mathbf{H}^{\text {tr }}\right)$ when inside the structure, and as the scattered fields $\left(\mathbf{E}^{\text {sc }}\right.$ and $\left.\mathbf{H}^{\text {sc }}\right)$ when outside the structure. The total fields $\left(\mathbf{E}^{\text {tot }}\right.$ and $\left.\mathbf{H}^{\text {tot }}\right)$ in the exterior of the structure is the sum of the incident and scattered fields.

When the outer boundary of the domain recedes to infinity, physics demands that the scattered field acts as an outgoing wave, and vanishes at infinity if the electromagnetic contrast of the structure with respect to the background remains of finite support. These can be summarized by the Sommerfeld radiation condition. For the cylindrical structures considered in this thesis, the Sommerfeld radiation condition is expressed in the polar coordinates $(\rho, \phi, z)$, where the $z$-axis is taken to be the cylinder axis. Assuming that the structures are immersed in free space with wave number $k_{0}$, and located within a finite distance from the origin, the $z$-components of
the scattered fields are required to satisfy

$$
\begin{align*}
|\sqrt{\rho} U| & <K  \tag{2.10a}\\
\lim _{\rho \rightarrow \infty} \sqrt{\rho}\left(\frac{\partial}{\partial \rho} U+j k_{0} U\right) & =0 \tag{2.10b}
\end{align*}
$$

In the above equations, $U$ may denote either $E_{z}^{\mathrm{sc}}$ or $H_{z}^{\mathrm{sc} 3}$, while $\rho$ is the radial distance from the origin, and $K$ is some constant. This is equivalent to enforcing a boundary condition at infinity so that the only incoming waves come from the incident field.

### 2.2.3 Finite energy condition

For a closed scatterer, the implementation of the boundary conditions and the Sommerfeld radiation condition is adequate to ensure a unique solution to the scattering problem. However, when the structure considered has singular points (e.g., a slotted PEC cylinder), the solutions are not always unique. In particular, it is found that some of the field components become infinite. To guarantee the existence of a unique solution, the order of singularity allowed is such that the energy stored in the vicinity of the diffracting edge is finite. The Meixner finite energy condition [49, 50], which states that the total electromagnetic energy contained in any finite volume $V$ is bounded, can be expressed mathematically as

$$
\begin{equation*}
\frac{1}{2} \iiint_{V}\left\{\epsilon|\mathbf{E}|^{2}+\mu|\mathbf{H}|^{2}\right\} \mathrm{d} V<\infty \tag{2.11}
\end{equation*}
$$

This condition provides the correct choice of the solution class for the field and its expansion coefficients, when the field is expanded in cylindrical harmonics. It ensures that the field in the volume $V$ containing the edges displays a weaker singularity than that of the real source.

### 2.3 Wave equations for configurations uniform in $z$-direction

The cylindrical structures considered in this thesis are uniform in the $z$-direction. By taking this geometrical property into consideration, the analysis can be made much simpler by expressing all fields in terms of their longitudinal and transverse components. This is done by first separating the longitudinal and transverse components
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\[

$$
\begin{align*}
\mathbf{E}(\mathbf{r}) & =\mathbf{E}_{t}(\mathbf{r})+\mathbf{i}_{z} E_{z}(\mathbf{r}),  \tag{2.12}\\
\mathbf{H}(\mathbf{r}) & =\mathbf{H}_{t}(\mathbf{r})+\mathbf{i}_{z} H_{z}(\mathbf{r}),  \tag{2.13}\\
\nabla & =\nabla_{t}+\mathbf{i}_{z} \frac{\partial}{\partial z}, \tag{2.14}
\end{align*}
$$
\]

where $\mathbf{i}_{z}$ is the unit vector in the $z$-direction, the subscript $t$ indicates the component transverse to the $z$-direction, the subscript $z$ indicates the $z$-component, and $\nabla_{t}$ is the transverse gradient operator.

Substitution of above expressions into (2.5a) leads to

$$
\begin{equation*}
\left(\nabla_{t}+\mathbf{i}_{z} \frac{\partial}{\partial z}\right) \times\left(\mathbf{E}_{t}+\mathbf{i}_{z} E_{z}\right)=-j \omega \mu\left(\mathbf{H}_{t}+\mathbf{i}_{z} H_{z}\right) . \tag{2.15}
\end{equation*}
$$

By using the identities $\nabla_{t} \cdot \mathbf{i}_{z}=0, \mathbf{i}_{z} \cdot \mathbf{E}_{t}=\mathbf{i}_{z} \cdot \mathbf{H}_{t}=0$ and (A.1), the operation " $\mathbf{i}_{z} \cdot "$ on (2.15) gives an expression for the longitudinal part of the magnetic field in (2.16). On the other hand, by using (A.2), the transverse part is obtained in (2.17), by using the operation " $\mathbf{i}_{z} \times \mathbf{i}_{z} \times$ " on (2.15).

$$
\begin{align*}
-j \omega \mu H_{z} & =\mathbf{i}_{z} \cdot\left(\nabla_{t} \times \mathbf{E}_{t}\right),  \tag{2.16}\\
-j \omega \mu \mathbf{H}_{t} & =\nabla_{t} \times\left(\mathbf{i}_{z} E_{z}\right)+\mathbf{i}_{z} \times\left(\frac{\partial}{\partial z} \mathbf{E}_{t}\right) . \tag{2.17}
\end{align*}
$$

Using the same arguments, the longitudinal and transverse parts of the electric fields can be obtained from (2.5b) as

$$
\begin{align*}
j \omega \epsilon E_{z} & =\mathbf{i}_{z} \cdot\left(\nabla_{t} \times \mathbf{H}_{t}\right),  \tag{2.18}\\
j \omega \epsilon \mathbf{E}_{t} & =\nabla_{t} \times\left(\mathbf{i}_{z} H_{z}\right)+\mathbf{i}_{z} \times\left(\frac{\partial}{\partial z} \mathbf{H}_{t}\right) . \tag{2.19}
\end{align*}
$$

Therefore, the following two expressions of $\mathbf{E}_{t}$ and $\mathbf{H}_{t}$ in terms of $E_{z}$ and $H_{z}$ are derived from (2.16)-(2.19),

$$
\begin{align*}
\left(\frac{\partial^{2}}{\partial z^{2}}+k^{2}\right) \mathbf{E}_{t} & =j \omega \mu\left(\mathbf{i}_{z} \times \nabla_{t} H_{z}\right)+\frac{\partial}{\partial z} \nabla_{t} E_{z}  \tag{2.20a}\\
\left(\frac{\partial^{2}}{\partial z^{2}}+k^{2}\right) \mathbf{H}_{t} & =-j \omega \epsilon\left(\mathbf{i}_{z} \times \nabla_{t} E_{z}\right)+\frac{\partial}{\partial z} \nabla_{t} H_{z} \tag{2.20b}
\end{align*}
$$

where $k=\omega \sqrt{\epsilon \mu}=2 \pi / \lambda$ (in radian/meter) is the wavenumber of the electromagnetic field in the medium, with $\lambda$ (in meter) being the wavelength of the field. This points out that all components of electromagnetic fields can be readily calculated once the
values of the scalar functions $E_{z}$ and $H_{z}$ are known. The following section concentrates on deriving the scalar wave equations for $E_{z}$ and $H_{z}$.

In regions where $\mu$ is independent of $x$ and $y$, the operation " $\nabla_{t} \times$ " on (2.17), with the aid of (A.4), gives

$$
\begin{equation*}
-j \omega \mu\left(\nabla_{t} \times \mathbf{H}_{t}\right)=-\nabla_{t}^{2}\left(\mathbf{i}_{z} E_{z}\right)+\mathbf{i}_{z} \frac{\partial}{\partial z}\left(\nabla_{t} \cdot \mathbf{E}_{t}\right) . \tag{2.21}
\end{equation*}
$$

In regions where $\mu$ is independent of $x$ and $y$, taking the transverse divergence of (2.19), and making use of (A.3) gives

$$
\begin{equation*}
j \omega \epsilon\left(\nabla_{t} \cdot \mathbf{E}_{t}\right)=-\frac{\partial}{\partial z}\left[\mathbf{i}_{z} \cdot\left(\nabla_{t} \times \mathbf{H}_{t}\right)\right] \tag{2.22}
\end{equation*}
$$

which when combined with (2.18) becomes

$$
\begin{equation*}
\nabla_{t} \cdot \mathbf{E}_{t}=-\frac{\partial}{\partial z} E_{z} \tag{2.23}
\end{equation*}
$$

We obtain the scalar wave equation for $E_{z}$ by substitution of (2.23) and (2.18) into (2.21):

$$
\begin{equation*}
\left(\nabla_{t}^{2}+\frac{\partial^{2}}{\partial z^{2}}+k^{2}\right) E_{z}=0 \tag{2.24a}
\end{equation*}
$$

With similar arguments and steps on (2.16), (2.17) and (2.19), the scalar wave equation can be obtained for $H_{z}$ as

$$
\begin{equation*}
\left(\nabla_{t}^{2}+\frac{\partial^{2}}{\partial z^{2}}+k^{2}\right) H_{z}=0 \tag{2.24b}
\end{equation*}
$$

### 2.4 General field expressions for circular cylinder

In this section, the method of separation of variables is employed to find a series representation of the solution to the scalar wave equations given in (2.24). When the structure involved is closed, an exact solution (Mie series) can be derived for the problem, by exploiting the orthogonality of the kernel functions [9]. However, separation of variables method has strict restrictions on the boundary conditions defining the problem, making it not applicable to an open problem (which has MBC). Nevertheless, it is this approach that MoR depends on in formulating the set of DSE.

With $U$ denoting either of $E_{z}$ and $H_{z}$, the scalar wave equations in (2.24) in polar cylindrical coordinates $(\rho, \phi, z)$ read

$$
\begin{equation*}
\left[\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial}{\partial \rho}\right)+\frac{1}{\rho^{2}} \frac{\partial^{2}}{\partial \phi^{2}}+\frac{\partial^{2}}{\partial z^{2}}+k^{2}\right] U(\rho, \phi, z)=0 . \tag{2.25}
\end{equation*}
$$

The solutions of the form $U(\rho, \phi, z)=P(\rho) Q(\phi) Z(z)$ are sought, using separation of variables method. By substitution of this separable solution into (2.25), the Helmholtz equation decouples into the following ordinary differential equations (ODE)

$$
\begin{align*}
\frac{\mathrm{d}^{2} Z}{\mathrm{~d} z^{2}}+k_{z}^{2} Z & =0  \tag{2.26}\\
\frac{\mathrm{~d}^{2} Q}{\mathrm{~d} \phi^{2}}+n^{2} Q & =0  \tag{2.27}\\
\frac{\rho}{P} \frac{\mathrm{~d}}{\mathrm{~d} \rho}\left(\rho \frac{\mathrm{~d} P}{\mathrm{~d} \rho}\right)-n^{2}+\left(k^{2}-k_{z}^{2}\right) \rho^{2} & =0 \tag{2.28}
\end{align*}
$$

where $k_{z}$ and $n$ are separation constants. It is worth noting that $k_{z}$ is termed the propagation constant in the $z$-direction (or the longitudinal wavenumber).

The ODE for variable $z$ is harmonic, and its commonly-used solutions are $e^{j k_{z} z}$, $e^{-j k_{z} z}, \sin \left(k_{z} z\right)$ and $\cos \left(k_{z} z\right)$. With respect to the time dependence $e^{j \omega t}$, both $\sin \left(k_{z} z\right)$ and $\cos \left(k_{z} z\right)$ represent standing waves. When $k_{z}$ is real-valued, $e^{j k_{z} z}$ and $e^{-j k_{z} z}$ represent waves traveling in the negative- and positive- $z$ direction, respectively. When $k_{z}$ is purely-imaginary, $e^{ \pm j k_{z} z}$ represents evanescent waves, as $z \rightarrow \pm \infty$. For complex valued $k_{z}, e^{j k_{z} z}$ and $e^{-j k_{z} z}$ represent attenuated-traveling waves. To simplify the notation, we assume that the source is located such that the waves are traveling only in the negative- $z$ direction, thus involving only $e^{j k_{z} z}$.

The ODE for variable $\phi$ is also harmonic. In addition, $\phi$ is an angle coordinate, and only solutions in the full azimuthal domain $-\pi \leq \phi \leq \pi$ are considered. As the electromagnetic fields are single-valued, the requirement of $Q(-\pi)=Q(\pi)$ leads to $n$ taking on integer values only.

For propagating waves $k^{2} \neq k_{z}^{2}, k_{\rho}$ is introduced to denote $k_{\rho}^{2}=k^{2}-k_{z}^{2}$. It is worth noting that $k_{\rho}$ is the propagation constant in the $\rho$-direction (or termed the transverse wavenumber). The ODE for variable $\rho$ is essentially Bessel's equation of order $n$ and argument $k_{\rho} \rho$

$$
\begin{equation*}
\left(k_{\rho} \rho\right)^{2} \frac{\mathrm{~d}^{2} P}{\mathrm{~d}\left(k_{\rho} \rho\right)^{2}}+\left(k_{\rho} \rho\right) \frac{\mathrm{d} P}{\mathrm{~d}\left(k_{\rho} \rho\right)}+\left[\left(k_{\rho} \rho\right)^{2}-n^{2}\right] P=0 . \tag{2.29}
\end{equation*}
$$

Any two of the Bessel function $J_{n}\left(k_{\rho} \rho\right)$, Neumann function $Y_{n}\left(k_{\rho} \rho\right)$, the Hankel functions of the first and second kind $H_{n}^{(1)}\left(k_{\rho} \rho\right), H_{n}^{(2)}\left(k_{\rho} \rho\right)$ form a pair of linearlyindependent solutions to the equation. The characteristics of these functions are documented in the Appendix B.2.1. From the definitions given in (B.10)-(B.13), only $J_{n}\left(k_{\rho} \rho\right)$ is bounded as $\rho \rightarrow 0$. Due to the boundedness of electromagnetic fields, the radial function $P(\rho)$ can contain only $J_{n}\left(k_{\rho} \rho\right)$, when the origin is included in the domain. On the other hand, from the asymptotic behaviors of the functions when
$\rho \rightarrow \infty$ given in (B.18)-(B.21), $H_{n}^{(2)}\left(k_{\rho} \rho\right)$ is the only function that represents outgoing and vanishing waves, for the choice of time variation $e^{j \omega t}$. In compliance with the Sommerfeld radiation condition (2.10), $P(\rho)$ contains only $H_{n}^{(2)}\left(k_{\rho} \rho\right)$, if the domain considered is unbounded.

As a result of the choice of solutions to each of the ODE, an elementary wave function traveling in the negative $z$-direction, and satisfying (2.25) is

$$
U_{k_{z}, n, k_{\rho}}=e^{j k_{z} z}\left\{\begin{array}{l}
J_{n}\left(k_{\rho} \rho\right)  \tag{2.30}\\
H_{n}^{(2)}\left(k_{\rho} \rho\right)
\end{array}\right\} e^{j n \phi}, \text { for the }\left\{\begin{array}{l}
\text { "interior" } \\
\text { "exterior" }
\end{array}\right\} \text { problem }
$$

for some fixed values of $k_{z}$ and $n$. Due to the superposition principle, the summation of all the elementary wave functions gives a general solution to (2.25). Thus, the $z$-component of a electric or magnetic field has the following expansion:

$$
\begin{equation*}
U(\rho, \phi, z)=e^{j k_{z} z} \sum_{n=-\infty}^{\infty}\left[a_{n} H_{n}^{(2)}\left(k_{\rho} \rho\right)+b_{n} J_{n}\left(k_{\rho} \rho\right)\right] e^{j n \phi}, \tag{2.31}
\end{equation*}
$$

where $\left\{a_{n}\right\}_{n=-\infty}^{\infty}$ and $\left\{b_{n}\right\}_{n=-\infty}^{\infty}$ are unknown coefficients to be determined from boundary conditions, with $\left\{a_{n}\right\}_{n=-\infty}^{\infty} \equiv 0$ for domains including the origin, and $\left\{b_{n}\right\}_{n=-\infty}^{\infty} \equiv 0$ for unbounded domains.

For the special case when $k^{2}=k_{z}^{2}$, the Helmholtz equation (2.25) becomes the Laplace equation encountered in the transverse electromagnetic mode (TEM) in transmission line problem. The corresponding radial solutions for (2.28) are $\rho^{n}$ and $\rho^{-n}$, for positive integer $n$. For $n=0$, the radial solutions are simply 1 and $\ln \rho$. Therefore, a general solution to (2.25), when $k^{2}=k_{z}^{2}$, has the expression

$$
\begin{equation*}
u\left(\rho, \phi, k_{z}\right)=e^{j k_{z} z}\left\{a_{0} \ln (\rho)+b_{0}+\sum_{n=1}^{\infty}\left[a_{n} \rho^{-n}+b_{n} \rho^{n}\right] \cos n \phi\right\} . \tag{2.32}
\end{equation*}
$$

Similarly, as electromagnetic fields are finite, and satisfy the Sommerfeld radiation condition, $a_{0}$ and $\left\{a_{n}\right\}_{n=1}^{\infty}$ and $a_{0}$ vanish for domains including the origin, while $b_{0},\left\{b_{n}\right\}_{n=1}^{\infty} \equiv 0$ for unbounded domains.

The expressions for all other field components can be obtained from (2.20a) and (2.20b) upon setting $\frac{\partial}{\partial z} \equiv j k_{z}$ as

$$
\begin{align*}
& \left\{\begin{array}{c}
E_{\rho} \\
H_{\rho}
\end{array}\right\}=\frac{j \omega}{k_{\rho}^{2} \rho} \frac{\partial}{\partial \phi}\left\{\begin{array}{r}
-\mu H_{z} \\
\epsilon E_{z}
\end{array}\right\}+\frac{j k_{z}}{k_{\rho}^{2}} \frac{\partial}{\partial \rho}\left\{\begin{array}{c}
E_{z} \\
H_{z}
\end{array}\right\},  \tag{2.33a}\\
& \left\{\begin{array}{c}
E_{\phi} \\
H_{\phi}
\end{array}\right\}=-\frac{j \omega}{k_{\rho}^{2}} \frac{\partial}{\partial \rho}\left\{\begin{array}{r}
-\mu H_{z} \\
\epsilon E_{z}
\end{array}\right\}+\frac{j k_{z}}{k_{\rho}^{2} \rho} \frac{\partial}{\partial \phi}\left\{\begin{array}{c}
E_{z} \\
H_{z}
\end{array}\right\} . \tag{2.33b}
\end{align*}
$$

### 2.5 Plane wave

A plane wave consists of the electric and magnetic fields of uniform phase over a set of infinite parallel planes (called the equiphase surfaces) that are perpendicular to the direction of propagation. For a uniform plane wave, the fields are of constant amplitude over the equiphase surfaces. The electric and magnetic fields of a plane wave are orthogonal to each other. For a linearly-polarized plane wave, the fields always point to the same direction in space. The source of a plane wave is considered to be at infinity to produce such planar equiphase surfaces. Plane waves are the type of electromagnetic waves that predominate at each fixed observation point in the far zone of an antenna.

Suppose a uniform plane wave propagates in the direction of a unit vector $\mathbf{w}$, in the free space with intrinsic impedance $\eta_{0}=\sqrt{\mu_{0} / \epsilon_{0}} \approx 120 \pi$ (ohm), and wavenumber $k_{0}=\omega \sqrt{\epsilon_{0} \mu_{0}}=2 \pi / \lambda$. Here, $\epsilon_{0} \approx \pi / 36 \times 10^{-9}($ farad $/$ meter $)$, and $\mu_{0}=4 \pi \times 10^{-7}$ (henry/meter) are the permittivity and permeability of vacuum, respectively; whereas $\omega$ and $\lambda$ are the frequency and wavelength of the radiation, respectively. It can be expressed mathematically as

$$
\begin{align*}
\mathbf{E}^{\mathrm{pw}} & =A_{0} e^{-j k_{0} \mathbf{w} \cdot \mathbf{r}} \mathbf{v}  \tag{2.34a}\\
\mathbf{H}^{\mathrm{pw}} & =\frac{A_{0}}{\eta_{0}} e^{-j k_{0} \mathbf{w} \cdot \mathbf{r}}(\mathbf{w} \times \mathbf{v}) \tag{2.34b}
\end{align*}
$$

where the constant $A_{0}$ is the amplitude of the uniform plane wave, $\mathbf{v}$ is a unit vector on the equiphase surfaces indicating the direction the electric field points to, and $\mathbf{r}=$ $(x, y, z)$ is the arbitrary position vector. As the equiphase surfaces are perpendicular to the direction of propagation, $\mathbf{v} \cdot \mathbf{w}=0$.

Consider a uniform plane wave which direction of propagation $\mathbf{w}$ is completely defined by the polar angle $\theta_{z}^{\mathrm{pw}}$ and the azimuthal angle $\theta_{x}^{\mathrm{pw}}$, as shown in Figure 2.2. That is, $\mathbf{w}=\left(-\cos \theta_{x}^{\mathrm{pw}} \sin \theta_{z}^{\mathrm{pw}},-\sin \theta_{x}^{\mathrm{pw}} \sin \theta_{z}^{\mathrm{pw}},-\cos \theta_{z}^{\mathrm{pw}}\right)$ in Cartesian coordinates. Here, the polar angle $\theta_{z}^{\mathrm{pw}}$ is the angle the propagation direction $\mathbf{w}$ makes with the $z$-axis, while the azimuthal angle $\theta_{x}^{\text {pw }}$ is the angle between incidence of the plane wave in the $x y$-plane and the positive $x$-axis. The electric field of the plane wave may be either parallel $\left(\mathrm{TM}_{z}\right)$ or orthogonal $\left(\mathrm{TE}_{z}\right)$ to the plane of incidence ${ }^{4}$.
$T M_{z}$ case (i.e., $H_{z}^{\mathrm{pw}}=0$ ) :
From the definition of magnetic field given in (2.34b), and the condition $\mathbf{v} \cdot \mathbf{w}=0$, we have $\mathbf{v}_{\mathrm{TM}}=\left(-\cos \theta_{x}^{\mathrm{pw}} \cos \theta_{z}^{\mathrm{pw}},-\sin \theta_{x}^{\mathrm{pw}} \cos \theta_{z}^{\mathrm{pw}}, \sin \theta_{z}^{\mathrm{pw}}\right)$. Due to the geometry
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Figure 2.2: Direction of propagation of a plane wave.
of the structure, it is desirable to express the plane wave in the polar cylindrical coordinates, where $x=\rho \cos \phi$ and $y=\rho \sin \phi$. From (2.34a), we get

$$
\begin{align*}
E_{z}^{\mathrm{pw}}(\rho, \phi, z) & =A_{0} \sin \theta_{z}^{\mathrm{pw}} e^{j k_{0} z \cos \theta_{z}^{\mathrm{pw}}} e^{j k_{0} \rho \sin \theta_{z}^{\mathrm{pw}} \cos \left(\phi-\theta_{x}^{\mathrm{pw}}\right)},  \tag{2.35a}\\
& =A_{0} \sin \theta_{z}^{\mathrm{pw}} e^{j k_{0} z \cos \theta_{z}^{\mathrm{pw}}} \sum_{n=-\infty}^{\infty} j^{n} J_{n}\left(k_{0} \rho \sin \theta_{z}^{\mathrm{pw}}\right) e^{j n\left(\phi-\theta_{x}^{\mathrm{pw}}\right)}, \tag{2.35b}
\end{align*}
$$

where the series expansions is obtained using (B.27).
The series expansion for other components of the $\mathrm{TM}_{z}$ plane wave can be derived from (2.34a) and (2.34b), with the help of (A.5), (B.16) and (B.15). Alternatively and more straightforwardly, they can also be obtained using (2.33) with $k_{z}=k_{0} \cos \theta_{z}^{\mathrm{pw}}$ (and thus, $k_{\rho}=k_{0} \sin \theta_{z}^{\mathrm{pw}}$ ).

When the special case of normal incidence (i.e., $\theta_{z}^{\mathrm{pw}}=\frac{\pi}{2}$ ) is considered, the problem reduces to 2 D as $k_{z}=0$. Only the components $E_{z}^{\mathrm{pw}}, H_{\rho}^{\mathrm{pw}}$ and $H_{\phi}^{\mathrm{pw}}$ are non-zero for this special case.
$T E_{z}$ case (i.e., $E_{z}^{\mathrm{pw}}=0$ ):
In this case, we have $\mathbf{v}_{\mathrm{TE}}=\left(\sin \theta_{x}^{\mathrm{pw}},-\cos \theta_{x}^{\text {pw }}, 0\right)$. Clearly, $\mathbf{w} \times \mathbf{v}_{\mathrm{TE}}=\mathbf{v}_{\mathrm{TM}}$ and $\mathbf{w} \times \mathbf{v}_{\mathrm{TM}}=-\mathbf{v}_{\mathrm{TE}}$. Consequently, $\mathbf{E}^{\mathrm{TE}}=-\eta_{0} \mathbf{H}^{\mathrm{TM}}$ and $\mathbf{H}^{\mathrm{TE}}=\frac{1}{\eta_{0}} \mathbf{E}^{\mathrm{TM}}$. Thus,

$$
\begin{equation*}
H_{z}^{\mathrm{pw}}(\rho, \phi, z)=\frac{A_{0}}{\eta_{0}} \sin \theta_{z}^{\mathrm{pw}} e^{j k_{0} z \cos \theta_{z}^{\mathrm{pw}}} \sum_{n=-\infty}^{\infty} j^{n} J_{n}\left(k_{0} \rho \sin \theta_{z}^{\mathrm{pw}}\right) e^{j n\left(\phi-\theta_{x}^{\mathrm{pw}}\right)} . \tag{2.36a}
\end{equation*}
$$

Similarly, for normal incidence problem, only $H_{z}^{\mathrm{pw}}, E_{\rho}^{\mathrm{pw}}$ and $E_{\phi}^{\mathrm{pw}}$ are non-zero.

### 2.6 Quantities of interest

### 2.6.1 Energy density

The energy density $w$ (Joule/meter ${ }^{3}$ ) of an electromagnetic field is simply the sum of the electric and magnetic energy densities

$$
\begin{equation*}
w:=\frac{1}{2}\left(\epsilon|\mathbf{E}|^{2}+\mu|\mathbf{H}|^{2}\right) . \tag{2.37}
\end{equation*}
$$

The integral expression in (2.11) gives the total electromagnetic energy contained in any finite volume $V$.

### 2.6.2 Radiation pattern and radar cross section

The radiation pattern $\mathbf{R}(\phi)$ is an alternative representation for the scattered field, valid for observation point in the far zone where $\rho \rightarrow \infty$. The large argument approximation for the Hankel function is given in (B.21) while the approximation for its derivative can be deduced to be

$$
\begin{equation*}
H_{n}^{\prime(2)}(\kappa \rho) \approx-j \sqrt{\frac{2}{\pi \kappa \rho}} e^{-j\left(\kappa \rho-\frac{2 n+1}{4} \pi\right)}, \quad \text { as } \rho \gg R . \tag{2.38}
\end{equation*}
$$

From these approximations, magnitudes of the scattered fields in free space are approximately

$$
\begin{equation*}
\mathbf{U}^{\mathrm{sc}} \approx \mathbf{R}(\phi) \frac{e^{-j k_{0} \rho}}{\sqrt{\rho}} \tag{2.39}
\end{equation*}
$$

where $\mathbf{U}$ is either $\mathbf{E}$ or $\mathbf{H}$.
Another important parameter in radar communication study is the radar cross section (RCS) of a scattering structure, $\sigma(\phi)$. It is defined as the area intercepting the amount of power that, when scattered isotropically, produces at the receiver a density that is equal to the density scattered by the actual target [5]. For the cylindrical structures considered, the mathematical expression for RCS is

$$
\begin{equation*}
\sigma=\lim _{\rho \rightarrow \infty} 2 \pi \rho \frac{\left|\mathbf{U}^{\mathrm{sc}}\right|^{2}}{\left|\mathbf{U}^{\mathrm{inc}}\right|^{2}} \tag{2.40}
\end{equation*}
$$

The same value of RCS can be calculated for a scattering problem by using either choice of $\mathbf{E}$ or $\mathbf{H}$ because of (2.33).

Without loss of generality, the incident field is assumed to have amplitude $A_{0}$ of one throughout this thesis. The normalized RCS (against the dimension of the scatterer $\pi R), \hat{\sigma}(\phi)$, can be written in terms of the radiation pattern $\mathbf{R}(\phi)$ as

$$
\begin{equation*}
\hat{\sigma}(\phi)=\frac{2}{R}|\mathbf{R}(\phi)|^{2} . \tag{2.41}
\end{equation*}
$$

In particular, the backscattering $\operatorname{RCS}\left(\hat{\sigma}_{\mathrm{b}}\right)$ (when $\phi=\theta_{x}^{\mathrm{pw}}+\pi$ ) indicates the efficiency of the structure in scattering the incident plane wave back to its source. The RCS is depicted in decibel scale in most of the numerical investigations carried out; i.e., $\hat{\sigma}(\mathrm{dB})=10 \log _{10} \hat{\sigma}$.

### 2.6.3 Surface current densities

The surface current density measures the jump in the magnetic field across the contour of the PEC strip. In general, the surface current density flows both parallel and transverse to the cylinder axis on the strip, it can be written as

$$
\begin{equation*}
\mathbf{J}=\mathbf{n} \times\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right), \tag{2.42}
\end{equation*}
$$

where $\mathbf{n}$ is a unit normal vector pointing from medium 2 into medium 1. For the special case of normal incidence, the surface current density has only the $z$-component and depends only on the angular variable $\phi$.

### 2.6.4 Relative error

For a numerical solution to be reliable and useful, it is important that the approximated solution derived is indeed close to the exact solution (if exists), as well as being stable. Suppose when the infinite system (derived upon the application of the MoR ) is truncated to $N_{\mathrm{tr}}$ equations. We denote the computed solution as $\left\{x_{n}^{N_{\mathrm{tr}}}\right\}_{n=1}^{N_{\mathrm{tr}}}$. The normalized relative error of the computed coefficients in maximum norm sense, $e_{\text {max }}\left(N_{\text {tr }}\right)$, can be defined mathematically as

$$
\begin{equation*}
e_{\max }\left(N_{\mathrm{tr}}\right)=\frac{\max _{n \leq N_{\mathrm{tr}}}\left|x_{n}^{N_{\mathrm{tr}}+1}-x_{n}^{N_{\mathrm{tr}}}\right|}{\max _{n \leq N_{\mathrm{tr}}}\left|x_{n}^{N_{\mathrm{tr}}}\right|} . \tag{2.43}
\end{equation*}
$$

The relative error of the RCS in $\ell_{2}$-norm sense, $e_{\hat{\sigma}}\left(N_{\text {tr }}\right)$, provides another useful measure of the value of $N_{\text {tr }}$ required for a desired accuracy of the physical quantities computed. We denote the normalized RCS value computed based on the coefficients $\left\{x_{n}^{N_{\mathrm{tr}}}\right\}_{n=1}^{N_{\mathrm{tr}}}$ as $\hat{\sigma}^{N_{\mathrm{tr}}}$. The relative error of the RCS in $\ell_{2}$-norm sense, $e_{\hat{\sigma}}\left(N_{\mathrm{tr}}\right)$, is defined as

$$
\begin{equation*}
e_{\hat{\sigma}}\left(N_{\mathrm{tr}}\right)=\frac{\left|\hat{\sigma}^{N_{\mathrm{tr}}+1}-\hat{\sigma}^{N_{\mathrm{tr}}}\right|}{\left|\hat{\sigma}^{N_{\mathrm{tr}}}\right|} . \tag{2.44}
\end{equation*}
$$

### 2.6.5 Condition number

Another useful numerical quantity is the condition number, $\chi(\mathcal{A})$, associating with the matrix operator $\mathcal{A}$. In $\ell_{2}$-norm, $\chi(\mathcal{A})$ is defined as the ratio of the maximal to the minimal singular values of $\mathcal{A}$. It gives an indication of the accuracy of the results from matrix inversion and the linear equation solution. For our purpose, the condition numbers for each considered problem are computed using the built-in MATLAB function, cond, directly.

Suppose we have $\chi(\mathcal{A})=10^{\alpha}$ for our final system of equations. As a general rule of thumb, $\log _{10}[\chi(\mathcal{A})]$ indicates the number of decimal places lost by computer due to roundoff errors arising from the matrix inversion of $\mathcal{A}$. In other words, with the 16 decimal digits of computer precision, the results computed will be accurate to at most $(16-\alpha)$ decimal places of accuracy.

## Chapter 3

## Method of Regularization

### 3.1 Introduction

Although there is a variety of regularization techniques for electromagnetic problems, this thesis deals exclusively with the Abel integral transformation method. In particular, for the cylindrical problems considered, this thesis deals with the regularization of the DSE involving trigonometric functions documented in Section 2.2 of the monograph [84]. This type of DSE has also been previously reported in [69, 76, 77]. For the sake of completeness of this thesis, the regularization process involved is presented in this chapter. The final solutions are the same as those documented in [84], though different notations are employed. In addition, more thorough justifications of the steps are formulated, and a more compressed process is presented here. This method has been applied to the study of the scattering problem of a slotted cylinder illuminated by a normal incident plane wave in [85]. It is the aim of this thesis to extend the application of this method to consider some of the more generalized problems in subsequent chapters.

The first step of the regularization involves rewriting the DSE (derived from the MBC) in terms of Jacobi polynomials. By rescaling and levelling the convergence rate of them, the DSE are then transformed into a set of Abel integral equations. An ISLAE is subsequently obtained by employing the corresponding inversion formulas. Upon converting the original DSE into a Fredholm matrix equation of the second kind (with the relevant matrix operator being a compact perturbation of the identity operator), the equation is then solved by the truncation method and numerical matrix inversion. The accuracy of the solution computed can be controlled by altering the truncation number $N_{\text {tr }}$ of the ISLAE. The most notable feature of this approach is that the solution computed converges not only theoretically, but also numerically to the exact solution of the ISLAE, as $N_{\mathrm{tr}} \rightarrow \infty$.

### 3.2 Dual series equations with kernels $\cos n \phi$

We consider the following DSE involving the cosine functions

$$
\begin{align*}
a x_{0}+c+\sum_{n=1}^{\infty}\left[x_{n}\left(1-s_{n}\right)+e_{n}\right] \cos n \phi=0 & (A), \quad \phi \in\left(0, \phi_{0}\right),  \tag{3.1a}\\
b x_{0}+d+\sum_{n=1}^{\infty} n\left[x_{n}\left(1-t_{n}\right)+f_{n}\right] \cos n \phi=0 & (A), \quad \phi \in\left(\phi_{0}, \pi\right), \tag{3.1b}
\end{align*}
$$

where $a, b, c$ and $d$ and $\left\{e_{n}, f_{n}, s_{n}, t_{n}\right\}_{n=1}^{\infty}$ are assumed to be known, while $\left\{x_{n}\right\}_{n=0}^{\infty}$ is the unknown sequence to be determined. Here, $\phi_{0}$ is some fixed value in $(0, \pi)$. The notation $(A)$ implies that each member of the DSE above is to be read as being Abel-summable (see Appendix D.1.2) to the right hand value on its corresponding interval; i.e.,

$$
\begin{align*}
a x_{0}+c+\lim _{|r| \rightarrow 1^{-}}\left\{\sum_{n=1}^{\infty}\left[x_{n}\left(1-s_{n}\right)+e_{n}\right] r^{n} \cos n \phi\right\}=0, & \phi \in\left(0, \phi_{0}\right),  \tag{3.2a}\\
b x_{0}+d+\lim _{|r| \rightarrow 1^{-}}\left\{\sum_{n=1}^{\infty} n\left[x_{n}\left(1-t_{n}\right)+f_{n}\right] r^{n} \cos n \phi\right\}=0, & \phi \in\left(\phi_{0}, \pi\right) . \tag{3.2b}
\end{align*}
$$

For the regularization process, it is assumed that $\left\{\sqrt{n} x_{n}\right\}_{n=0}^{\infty}$ belongs to the set of square-summable Fourier coefficients $\ell_{2}$; i.e.,

$$
\begin{equation*}
\sum_{n=1}^{\infty} n\left|x_{n}\right|^{2}<\infty \tag{3.3}
\end{equation*}
$$

The known sequences $\left\{\sqrt{n} e_{n}, \sqrt{n} f_{n}\right\}_{n=1}^{\infty}$ are also assumed to belong to the same class, $\ell_{2}$. In other words, $\left\{x_{n}, e_{n}, f_{n}\right\}_{n=1}^{\infty}$ are assumed to satisfy the Fejér's Tauberian condition (D.4). Additionally, it is assumed that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} s_{n}=\lim _{n \rightarrow \infty} t_{n}=0 \tag{3.4}
\end{equation*}
$$

which is why they are often termed the asymptotically small parameters. In the electromagnetic problems considered, these assumptions arise naturally from the Meixner condition required for a structure with apertures, as well as the general properties of fields in space excluding the scatterer.

From these assumptions, we can see that the general terms of series in (3.1a) and (3.1b) decay at rates $O\left(n^{-3 / 2}\right)$ and $O\left(n^{-1 / 2}\right)$, respectively, as $n \rightarrow \infty$. In the key step of the regularization process, the slower converging series equation (3.1b) is subjected to an integration operation to equilibrate the rates of convergence of the DSE. These assumptions provide sufficient conditions for the justification for the termwise integration operations, as shown in the next subsection.

### 3.2.1 Justification of term-by-term integration

Although its convergence is not assumed, this series in (3.1a) is convergent as its terms satisfy (D.4). In fact, the series can be shown by the Weierstrass M Test to be absolutely (and hence, uniformly) convergent for all real-valued $\phi$. Therefore, (3.1a) can be integrated termwise over any interval $\left(0, \phi^{\prime}\right)$, for some $\phi^{\prime} \in(0, \pi)$. In addition, the notation $(A)$ is omitted for (3.1a) from here onwards.

However, the slower converging series in (3.1b) are not uniformly convergent for the interval $\left(\phi_{0}, \pi\right)$, if convergent at all. While uniformity of convergence is a sufficient condition for term-by-term integrability, it is not a necessary condition.

For brevity, we denote the Abel mean of the series in (3.1b) as

$$
\begin{equation*}
\lambda(\phi, r):=\sum_{n=1}^{\infty} n\left[x_{n}\left(1-t_{n}\right)+f_{n}\right] r^{n} \cos n \phi . \tag{3.5}
\end{equation*}
$$

Clearly, $\lambda(\phi, r)$ is absolutely convergent as long as $|r|<1$, for all $\phi \in(0, \pi)$. Therefore, for $|r|<1, \lambda(\phi, r)$ is integrable term-by-term over the interval $\left(\phi^{\prime}, \pi\right)$, for some $\phi^{\prime} \in\left(\phi_{0}, \pi\right)$, to give

$$
\begin{equation*}
\int_{\phi^{\prime}}^{\pi} \lambda(\phi, r) \mathrm{d} \phi=-\sum_{n=1}^{\infty}\left[x_{n}\left(1-t_{n}\right)+f_{n}\right] r^{n} \sin n \phi^{\prime} \tag{3.6}
\end{equation*}
$$

We introduce the following sequence from $\lambda(\phi, r)$ :

$$
\begin{equation*}
\lambda_{k}(\phi):=\lambda\left(\phi, 1-\frac{1}{k}\right)=\sum_{n=1}^{\infty} n\left[x_{n}\left(1-t_{n}\right)+f_{n}\right]\left(1-\frac{1}{k}\right)^{n} \cos n \phi, \tag{3.7}
\end{equation*}
$$

for $k=1,2, \ldots$ From (3.2b), we know

$$
\begin{equation*}
\lim _{|r| \rightarrow 1^{-}} \lambda(\phi, r)=-\left(b x_{0}+d\right), \quad \text { for } \phi \in\left(\phi_{0}, \pi\right) . \tag{3.8}
\end{equation*}
$$

Hence, from the definition of $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ give in (3.7),

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \lambda_{k}(\phi)=-\left(b x_{0}+d\right), \quad \text { for } \phi \in\left(\phi_{0}, \pi\right) . \tag{3.9}
\end{equation*}
$$

In addition, as $\lambda(\phi, r)$ is piecewise continuous for $|r|<1$, each $\lambda_{k}(\phi)$ for $k=1,2, \ldots$ is integrable over the interval $\left(\phi^{\prime}, \pi\right)$, for some $\phi^{\prime} \in\left(\phi_{0}, \pi\right)$. Moreover, $\left|\lambda_{k}(\phi)\right| \leq C$, for all $k=1,2, \ldots$, on $\left(\phi^{\prime}, \pi\right)$ for some $\phi^{\prime} \in\left(\phi_{0}, \pi\right)$, where $C$ is some positive constant. Accordingly,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{\phi^{\prime}}^{\pi} \lambda_{k}(\phi) \mathrm{d} \phi=\int_{\phi^{\prime}}^{\pi} \lim _{k \rightarrow \infty} \lambda_{k}(\phi) \mathrm{d} \phi=\int_{\phi^{\prime}}^{\pi}-\left(b x_{0}+d\right) \mathrm{d} \phi \tag{3.10}
\end{equation*}
$$

by Arzelà's Dominated Convergence Theorem, and the term-by-term integration of (3.1b) is justified.

### 3.2.2 Levelling of the rates of convergence

To ensure both members of the DSE will involve the same kernel after the transformation, the DSE in (3.1) are first rewritten in terms of the Jacobi polynomials using (B.35b),

$$
\begin{align*}
& a x_{0}+c+\sum_{n=1}^{\infty}\left[x_{n}\left(1-s_{n}\right)+e_{n}\right] \frac{\sqrt{\pi} n!}{\Gamma\left(n+\frac{1}{2}\right)} P_{n}^{\left(-\frac{1}{2},-\frac{1}{2}\right)}(\psi)=0, \quad \psi \in\left(\psi_{0}, 1\right), \\
& b x_{0}+d+\sum_{n=1}^{\infty} n\left[x_{n}\left(1-t_{n}\right)+f_{n}\right] \frac{\sqrt{\pi} n!}{\Gamma\left(n+\frac{1}{2}\right)} P_{n}^{\left(-\frac{1}{2},-\frac{1}{2}\right)}(\psi)=0(A), \quad \psi \in\left(-1, \psi_{0}\right), \tag{3.11a}
\end{align*}
$$

by means of new variables $\psi:=\cos \phi$ and $\psi_{0}:=\cos \phi_{0}$.
An additional step of transforming the parameter values $\alpha$ and $\beta$ in $P_{n}^{(\alpha, \beta)}(\psi)$ occurring in (3.11) is required before the equilibration of the convergence rates of the DSE. This is to ensure the condition $\alpha, \beta>-1$ is satisfied after the equilibration. It is accomplished by multiplying (3.11a) and (3.11b) by $(1-\psi)^{-1 / 2}(1+\psi)^{-1 / 2}$, then integrating over $(\psi, 1)$ and $(-1, \psi)$, respectively. The term-by-term integration has been justified in the previous subsection, as the DSE in (3.11) in terms of $P_{n}^{\left(-\frac{1}{2},-\frac{1}{2}\right)}(\psi)$ are essentially those in (3.1) with kernels $\cos n \phi$. We obtain the following from the integration with the aid of (B.37) with $\alpha=\beta=-1 / 2$ :

$$
\begin{array}{ll}
\left(a x_{0}+c\right)\left(\frac{\pi}{2}-\sin ^{-1} \psi\right)+\frac{\sqrt{\pi}}{2}(1-\psi)^{\frac{1}{2}}(1+\psi)^{\frac{1}{2}} & \\
\quad \times \sum_{n=1}^{\infty}\left[x_{n}\left(1-s_{n}\right)+e_{n}\right] \frac{(n-1)!}{\Gamma\left(n+\frac{1}{2}\right)} P_{n-1}^{\left(\frac{1}{2}, \frac{1}{2}\right)}(\psi)=0, & \psi \in\left(\psi_{0}, 1\right), \\
\left(b x_{0}+d\right)\left(\frac{\pi}{2}+\sin ^{-1} \psi\right)-\frac{\sqrt{\pi}}{2}(1-\psi)^{\frac{1}{2}}(1+\psi)^{\frac{1}{2}} & \\
\quad \times \sum_{n=1}^{\infty}\left[x_{n}\left(1-t_{n}\right)+f_{n}\right] \frac{n!}{\Gamma\left(n+\frac{1}{2}\right)} P_{n-1}^{\left(\frac{1}{2}, \frac{1}{2}\right)}(\psi)=0, & \psi \in\left(-1, \psi_{0}\right) . \tag{3.12b}
\end{array}
$$

The convergence rates of the series terms in (3.12a) and (3.12b) are $O\left(n^{-5 / 2}\right)$ and $O\left(n^{-3 / 2}\right)$, respectively, as $P_{n}^{(\alpha, \beta)}=O\left(n^{-1 / 2}\right)$ as given in (B.34). Both series are now uniformly convergent in their corresponding intervals. In order to level the convergence rates, the slower converging (3.12b) is integrated over $(-1, \psi)$ for $\psi \in$ $\left(-1, \psi_{0}\right)$, with weight function $(1+\psi)^{-1 / 2}$. With the aid of integration by parts and
(B.36b) with $\eta=0$, the integration gives

$$
\begin{align*}
& \left(b x_{0}+d\right)\left[4 \sqrt{1+\psi}-2 \sqrt{1-\psi}\left(\frac{\pi}{2}+\sin ^{-1} \psi\right)\right] \\
& \quad-\frac{\sqrt{\pi}}{2}(1+\psi)^{\frac{3}{2}} \sum_{n=1}^{\infty}\left[x_{n}\left(1-t_{n}\right)+f_{n}\right] \frac{n!}{\Gamma\left(n+\frac{3}{2}\right)} P_{n-1}^{\left(-\frac{1}{2}, \frac{3}{2}\right)}(\psi)=0, \tag{3.13}
\end{align*}
$$

for all $\psi \in\left(-1, \psi_{0}\right)$. Both series in (3.12a) and (3.13) now have the same convergence rate $O\left(n^{-5 / 2}\right)$, but different kernels.

### 3.2.3 Abel integral transformation

The next step involved in the regularization process is reformulating (3.12a) and (3.13) as Abel integral equations. For (3.13), this is done by using (B.36b) when $\eta=1 / 2$. We obtain

$$
\begin{equation*}
\int_{-1}^{\psi} \frac{S(t)}{\sqrt{\psi-t}} \mathrm{~d} t=4\left(b x_{0}+d\right)\left[2 \sqrt{1+\psi}-\sqrt{1-\psi}\left(\frac{\pi}{2}+\sin ^{-1} \psi\right)\right] \tag{3.14}
\end{equation*}
$$

for all $\psi \in\left(-1, \psi_{0}\right)$, where $S(t)$ is defined as

$$
\begin{equation*}
S(t):=(1+t) \sum_{n=1}^{\infty}\left[x_{n}\left(1-t_{n}\right)+f_{n}\right] P_{n-1}^{(0,1)}(t) . \tag{3.15}
\end{equation*}
$$

The interchange of the order of summation and integration is justified because of the weighted mean square convergence of the series in (3.13). The equation (3.14) is of the form of (C.1). Using the inversion formula (C.7), it can be derived that, for all $t \in\left(-1, \psi_{0}\right)$

$$
\begin{align*}
S(t) & =\frac{4}{\pi}\left(b x_{0}+d\right) \frac{\mathrm{d}}{\mathrm{~d} t} \int_{-1}^{t} \frac{2 \sqrt{1+\psi}-\sqrt{1-\psi}\left(\frac{\pi}{2}+\sin ^{-1} \psi\right)}{\sqrt{t-\psi}} \mathrm{d} \psi,  \tag{3.16a}\\
& =\frac{4}{\pi}\left(b x_{0}+d\right) \frac{\mathrm{d}}{\mathrm{~d} t} \int_{-1}^{t} \sqrt{\frac{t-\psi}{1-\psi}}\left(\frac{\pi}{2}+\sin ^{-1} \psi\right) \mathrm{d} \psi,  \tag{3.16b}\\
& =\frac{2}{\pi}\left(b x_{0}+d\right) \int_{-1}^{t} \frac{\frac{\pi}{2}+\sin ^{-1} \psi}{\sqrt{t-\psi} \sqrt{1-\psi}} \mathrm{d} \psi,  \tag{3.16c}\\
& =-2\left(b x_{0}+d\right) \ln \left(\frac{1-t}{2}\right) . \tag{3.16d}
\end{align*}
$$

It is noted that integration by parts was used to evaluate the integral in (3.16a). Since the integrand in the right hand side of (3.16b) is continuous everywhere in $(-1, t]$ as $t<1$, the integral can be evaluated making use of the fundamental theorem of
integral calculus and chain rule. The resulting integral in (3.16c) is solved by change of variable $(\psi=-\cos \theta, t=-\cos \beta)$ and the Dirichlet-Mehler formula $[21,69]$

$$
\begin{equation*}
\int_{0}^{\beta} \frac{\theta \sin \frac{\theta}{2}}{\sqrt{\cos \theta-\cos \beta}} \mathrm{d} \theta=-\sqrt{2} \pi \ln \left(\cos \frac{\beta}{2}\right) . \tag{3.17}
\end{equation*}
$$

Similarly, (3.12a) defined over $\left(\psi_{0}, 1\right)$ can be transformed using (B.36a) when $\eta=1 / 2$ to

$$
\begin{equation*}
\int_{\psi}^{1} \frac{T(t)}{\sqrt{t-\psi}} \mathrm{d} t=-2\left(a x_{0}+c\right) \frac{\frac{\pi}{2}-\sin ^{-1} \psi}{\sqrt{1+\psi}} \tag{3.18}
\end{equation*}
$$

for all $\psi \in\left(\psi_{0}, 1\right)$, where $T(t)$ is defined as:

$$
\begin{equation*}
T(t):=\sum_{n=1}^{\infty}\left[x_{n}\left(1-s_{n}\right)+e_{n}\right] P_{n-1}^{(0,1)}(t) . \tag{3.19}
\end{equation*}
$$

Repeating parallel operations used in the derivation of (3.16d) with the aid of (C.8) and (3.17), we obtain a series equation of $\left\{x_{n}\right\}_{n=0}^{\infty}$ in terms of the same kernels, $P_{n-1}^{(0,1)}(t)$, as that in $(3.16 \mathrm{~d})$ :

$$
\begin{equation*}
T(t)=-2\left(a x_{0}+c\right)(1+t)^{-1}, \quad t \in\left(\psi_{0}, 1\right) \tag{3.20}
\end{equation*}
$$

We convert the kernels to the normalized form, $\hat{P}_{n-1}^{(0,1)}(t)$, defined in (B.31), and introduce following normalized coefficients for brevity:

$$
\begin{equation*}
\left\{\hat{x}_{n}, \hat{e}_{n}, \hat{f}_{n}\right\}:=\sqrt{n}\left\{x_{n}, e_{n}, f_{n}\right\} \tag{3.21}
\end{equation*}
$$

for $n=1,2, \ldots$ It is worth noting that these new coefficients lie in $\ell_{2}$. Combining (3.16d) and (3.20), we obtain a series equation defined over the entire interval:

$$
\begin{align*}
& -\frac{1+\psi}{\sqrt{2}} \sum_{n=1}^{\infty} \hat{x}_{n} \frac{\hat{P}_{n-1}^{(0,1)}(\psi)}{n}  \tag{3.22}\\
& = \begin{cases}\left(a x_{0}+c\right)-\frac{1+\psi}{\sqrt{2}} \sum_{n=1}^{\infty}\left(\hat{x}_{n} s_{n}-\hat{e}_{n}\right) \frac{\hat{P}_{n-1}^{(0,1)}(\psi)}{n}, & \psi \in\left(\psi_{0}, 1\right), \\
\left(b x_{0}+d\right) \ln \left(\frac{1-\psi}{2}\right)-\frac{1+\psi}{\sqrt{2}} \sum_{n=1}^{\infty}\left(\hat{x}_{n} t_{n}-\hat{f}_{n}\right) \frac{\hat{P}_{n-1}^{(0,1)}(\psi)}{n}, & \psi \in\left(-1, \psi_{0}\right) .\end{cases}
\end{align*}
$$

### 3.2.4 Conversion to an ISLAE

The last step of regularization process involves converting (3.22) into an ISLAE, which can be solved numerically by truncation method and matrix inversion. This process
is achieved by exploiting the orthonormality and completeness of $\left\{\hat{P}_{n}^{(0,1)}(\psi)\right\}_{n=1}^{\infty}$ on $(-1,1)$ as given in (B.32). The following integrals which occur in the conversion are evaluated using integration by parts, (B.38) and (B.39),

$$
\begin{align*}
\int_{\psi_{0}}^{1} \hat{P}_{m-1}^{(0,1)}(t) \mathrm{d} t= & \left(1-\psi_{0}\right) \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{0}\right)}{m},  \tag{3.23}\\
\int_{-1}^{\psi_{0}} \ln \left(\frac{1-t}{2}\right) \hat{P}_{m-1}^{(0,1)}(t) \mathrm{d} t= & -\left(1-\psi_{0}\right) \ln \left(\frac{1-\psi_{0}}{2}\right) \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{0}\right)}{m} \\
& -\left(1+\psi_{0}\right) \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m^{2}} . \tag{3.24}
\end{align*}
$$

It is worth noting that every series in (3.22) is Fourier-Jacobi and uniformly convergent. By exploiting the completeness and orthonormality of the kernels, the infinite system below is obtained from (3.22), for $m=1,2, \ldots$

$$
\begin{align*}
\hat{x}_{m} & \left(1-t_{m}\right) \\
= & \sqrt{2}\left(b x_{0}+d\right)\left[\left(1-\psi_{0}\right) \ln \left(\frac{1-\psi_{0}}{2}\right) \hat{P}_{m-1}^{(1,0)}\left(\psi_{0}\right)+\left(1+\psi_{0}\right) \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m}\right] \\
& -\sqrt{2}\left(a x_{0}+c\right)\left[\left(1-\psi_{0}\right) \hat{P}_{m-1}^{(1,0)}\left(\psi_{0}\right)\right]-\hat{f}_{m} \\
& +\sum_{n=1}^{\infty}\left[\hat{x}_{n}\left(s_{n}-t_{n}\right)+\hat{f}_{n}-\hat{e}_{n}\right] \frac{m}{n} \hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{0}\right) . \tag{3.25}
\end{align*}
$$

The function $\hat{Q}_{n m}^{(0,1)}\left(\psi_{0}\right)$ (see Appendix B.4.2) denotes the incomplete scalar product of the normalized Jacobi polynomials encountered; i.e.,

$$
\begin{equation*}
\hat{Q}_{n m}^{(0,1)}\left(\psi_{0}\right):=\int_{\psi_{0}}^{1}(1+t) \hat{P}_{n}^{(0,1)}(t) \hat{P}_{m}^{(0,1)}(t) \mathrm{d} t \tag{3.26}
\end{equation*}
$$

The solution of $\left\{\hat{x}_{n}\right\}_{n=1}^{\infty}$ is square summable, regardless of the value of the unknown $x_{0}$. However, $x_{0}$ must be chosen to ensure that it also lies in $\ell_{2}$. Since the series on the left side of (3.22) is uniformly convergent (as $\left\{\hat{x}_{n}\right\}_{n=1}^{\infty} \in \ell_{2}$ ), the right side must be continuous everywhere on $(-1,1)$, including at the point $\psi=\psi_{0}$. It is worth noting that both sub-functions on the right side of (3.22) are continuous on their corresponding intervals $\left(\psi_{0}, 1\right)$ and $\left(-1, \psi_{0}\right)$, due to the assumptions made on $\left\{e_{n}, f_{n}, s_{n}, t_{n}, x_{n}\right\}_{n=1}^{\infty}$. For the continuity at $\psi=\psi_{0}$, the sub-functions on the right side of (3.22) are equated to give an equation for $x_{0}$

$$
\begin{align*}
x_{0}= & \frac{c-d \ln \left(\frac{1-\psi_{0}}{2}\right)}{b \ln \left(\frac{1-\psi_{0}}{2}\right)-a} \\
& +\frac{1+\psi_{0}}{\sqrt{2}\left[b \ln \left(\frac{1-\psi_{0}}{2}\right)-a\right]} \sum_{n=1}^{\infty}\left[\hat{x}_{n}\left(t_{n}-s_{n}\right)+\hat{e}_{n}-\hat{f}_{n}\right] \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{0}\right)}{n}, \tag{3.27}
\end{align*}
$$

provided $\left[b \ln \left(\frac{1-\psi_{0}}{2}\right)-a\right] \neq 0$. Subsequently, the value of $x_{0}$ can be calculated once the values of $\left\{\hat{x}_{n}\right\}_{n=1}^{\infty}$ are known. Therefore, by substitution of (3.27) into (3.25), and by exploiting (B.47a) when $\alpha=1$ and $\beta=0$, an ISLAE involving only $\left\{x_{n}\right\}_{n=1}^{\infty}$ is obtained

$$
\begin{align*}
& \hat{x}_{m}\left(1-t_{m}\right)+\sum_{n=1}^{\infty} \hat{x}_{n}\left(t_{n}-s_{n}\right) \hat{R}_{m-1, n-1}\left(\psi_{0}\right) \\
& =\sqrt{2}\left(1+\psi_{0}\right) \frac{b c-a d}{b \ln \left(\frac{1-\psi_{0}}{2}\right)-a} \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m} \\
& \quad-\hat{f}_{m}+\sum_{n=1}^{\infty}\left[\hat{f}_{n}-\hat{e}_{n}\right] \hat{R}_{m-1, n-1}\left(\psi_{0}\right) \tag{3.28}
\end{align*}
$$

for $m=1,2,3, \ldots$, where the following notation is used for brevity

$$
\begin{equation*}
\hat{R}_{m-1, n-1}\left(\psi_{0}\right):=\hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{0}\right)-\frac{b\left(1+\psi_{0}\right)^{2}}{b \ln \left(\frac{1-\psi_{0}}{2}\right)-a} \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m} \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{0}\right)}{n} . \tag{3.29}
\end{equation*}
$$

When $\left[b \ln \left(\frac{1-\psi_{0}}{2}\right)-a\right]=0$, the continuity at $t=\psi_{0}$ gives rise to an additional series equation involving only $\left\{\hat{x}_{n}\right\}_{n=1}^{\infty}$,

$$
\begin{equation*}
c-d \ln \left(\frac{1-\psi_{0}}{2}\right)+\frac{1+\psi_{0}}{\sqrt{2}} \sum_{n=1}^{\infty}\left[\hat{x}_{n}\left(t_{n}-s_{n}\right)+\hat{e}_{n}-\hat{f}_{n}\right] \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{0}\right)}{n}=0 . \tag{3.30}
\end{equation*}
$$

The original ISLAE in (3.25) can be reduced to the following by using (3.30), and (B.47a) when $\alpha=1$ and $\beta=0$,

$$
\begin{align*}
& -\sqrt{2} b\left(1+\psi_{0}\right) \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m} x_{0}+\hat{x}_{m}\left(1-t_{m}\right)+\sum_{n=1}^{\infty} \hat{x}_{n}\left(t_{n}-s_{n}\right) \hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{0}\right) \\
& =\sqrt{2} d\left(1+\psi_{0}\right) \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m}-\hat{f}_{m}+\sum_{n=1}^{\infty}\left[\hat{f}_{n}-\hat{e}_{n}\right] \hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{0}\right) \tag{3.31}
\end{align*}
$$

for $m=1,2, \ldots$ The additional series equation (3.30) and the above ISLAE are to be solved simultaneously for the values of $x_{0}$ and $\left\{\hat{x}_{n}\right\}_{n=1}^{\infty}$.

### 3.2.5 ISLAE in matrix operator form

The ISLAE in (3.28) can be written in matrix operator form as ${ }^{1}$

$$
\begin{equation*}
(\mathcal{I}+\mathcal{H}) \mathbf{x}=\mathbf{b} \tag{3.32}
\end{equation*}
$$

[^7]where $\mathcal{I}$ denotes the identity operator on the Hilbert space $\ell_{2}$, the column vector $\mathbf{b}$ represents the right side of (3.28), $\mathbf{x}$ is the column vector containing the solution $\left\{\hat{x}_{n}\right\}_{n=1}^{\infty}$, and $\mathcal{H}$ is defined as
\[

$$
\begin{equation*}
\mathcal{H}:=\mathcal{R}(\mathcal{T}-\mathcal{S})-\mathcal{T} . \tag{3.33}
\end{equation*}
$$

\]

Here, $\mathcal{R}:=\left\{\hat{R}_{n-1, m-1}\left(\psi_{0}\right)\right\}_{n, m=1}^{\infty}$ denotes the matrix operator of function defined in (3.29), whereas $\mathcal{S}:=\operatorname{diag}\left(\left\{s_{n}\right\}_{n=1}^{\infty}\right)$ and $\mathcal{T}:=\operatorname{diag}\left(\left\{t_{n}\right\}_{n=1}^{\infty}\right)$. It is worth noting that the column vectors $\mathbf{x}$ and $\mathbf{b}$ are square-summable.

As $s_{n}, t_{n} \rightarrow 0$ when $n \rightarrow \infty$, the diagonal matrix operators $\mathcal{S}$ and $\mathcal{T}$ are compact in $\ell_{2}$. The linear matrix operator $\mathcal{R}$ is bounded as it is a superposition of two linear bounded operators. In fact, because of the property of $\hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{0}\right)$ given in (B.46), the first part of $\mathcal{R}$ in (3.29) is idempotent and hence, a projection operator having norm at most 1. The second part of $\mathcal{R}$ in (3.29) can be shown to be Hilbert-Schmidt and bounded, by using (B.34). As a product of a bounded operator and compact operator is compact, $\mathcal{R}(\mathcal{T}-\mathcal{S})$ is compact. Consequently, the matrix operator $\mathcal{H}$ is compact because the sum of compact operators is also compact. As $\mathcal{I}$ in the infinitedimensional $\ell_{2}$ is a Fredholm operator with index zero and $\mathcal{H}$ is compact, the matrix operator $(\mathcal{I}+\mathcal{H})$ is Fredholm with index zero ${ }^{2}$.

As a result, $(\mathcal{I}+\mathcal{H})$ satisfies the Fredholm alternative theorem. If the solution is unique, the Fredholm alternative theorem implies the solution existence and stability. For the electromagnetic MBVP considered, one can prove the uniqueness of solution by using the standard technique in [12]. The infinite system in (3.28) is truncated to a finite system of $N_{\mathrm{tr}}$ equations and solved numerically. The computed solution of this finite system ( $\mathrm{x}^{N_{\mathrm{tr}}}$ ) converges to the true solution of the infinite system $\left(\mathrm{x}^{\infty}\right)$, as $N_{\text {tr }} \rightarrow \infty$. The condition number of the truncated system is uniformly bounded (i.e., $\chi^{N_{\mathrm{tr}}} \leq C$, for some positive constant $C$ ) and converges to that of the infinite system (i.e., $\chi^{N_{\mathrm{tr}}} \rightarrow \chi^{\infty}$ ). Therefore, the numerical process of solving these truncated system is stable for arbitrarily large $N_{\mathrm{tr}}$. The solution of the MBVP can be computed numerically with any predetermined accuracy, limited only by the computer's digital precision [2, 4, 34].
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### 3.2.6 Companion pair of DSE

Consider a companion pair to the DSE given in (3.1), where the subintervals on which (3.1a) and (3.1b) are defined are interchanged:

$$
\begin{align*}
a x_{0}+c+\sum_{n=1}^{\infty}\left[x_{n}\left(1-s_{n}\right)+e_{n}\right] \cos n \phi=0 & (A), \quad \phi \in\left(\phi_{0}, \pi\right),  \tag{3.34a}\\
b x_{0}+d+\sum_{n=1}^{\infty} n\left[x_{n}\left(1-t_{n}\right)+f_{n}\right] \cos n \phi=0 & (A), \quad \phi \in\left(0, \phi_{0}\right) . \tag{3.34b}
\end{align*}
$$

Same assumptions as those for the previous pair of DSE are made on the coefficients $x_{0}$ and $\left\{x_{n}, e_{n}, f_{n}, s_{n}, t_{n}\right\}_{n=1}^{\infty}$.

This pair of DSE can be regularized and transformed to a second kind ISLAE, by following the same process used for the pair in (3.1). Alternatively, the final form of system can be obtained from (3.28) by means of new variables $\phi^{\prime}:=\pi-\phi$ and $\phi_{0}^{\prime}:=\pi-\phi_{0}$. The DSE in (3.35) can be rewritten as

$$
\begin{align*}
& a x_{0}+c+\sum_{n=1}^{\infty}(-1)^{n}\left[x_{n}\left(1-s_{n}\right)+e_{n}\right] \cos n \phi^{\prime}=0 \quad(A), \quad \phi^{\prime} \in\left(0, \phi_{0}^{\prime}\right),  \tag{3.35a}\\
& b x_{0}+d+\sum_{n=1}^{\infty}(-1)^{n} n\left[x_{n}\left(1-t_{n}\right)+f_{n}\right] \cos n \phi^{\prime}=0 \quad(A), \quad \phi^{\prime} \in\left(\phi_{0}^{\prime}, \pi\right) . \tag{3.35b}
\end{align*}
$$

By putting $x_{n} \mapsto(-1)^{n} x_{n}, e_{n} \mapsto(-1)^{n} e_{n}, f_{n} \mapsto(-1)^{n} f_{n}, \psi_{0} \mapsto \cos \phi_{0}^{\prime}=-\cos \phi_{0}=$ $\psi_{0}$ in (3.28) with the rest remaining unchanged, we obtain

$$
\begin{align*}
& (-1)^{m} \hat{x}_{m}\left(1-t_{m}\right)+\sum_{n=1}^{\infty}(-1)^{n} \hat{x}_{n}\left(t_{n}-s_{n}\right) \hat{R}_{m-1, n-1}\left(-\psi_{0}\right) \\
& =\sqrt{2}\left(1+\psi_{0}\right) \frac{b c-a d}{b \ln \left(\frac{1-\psi_{0}}{2}\right)-a} \frac{\hat{P}_{m-1}^{(0,1)}\left(-\psi_{0}\right)}{m} \\
& -(-1)^{m} \hat{f}_{m}+\sum_{n=1}^{\infty}(-1)^{n}\left[\hat{f}_{n}-\hat{e}_{n}\right] \hat{R}_{m-1, n-1}\left(-\psi_{0}\right), \tag{3.36}
\end{align*}
$$

provided $\left[b \ln \left(\frac{1-\psi_{0}}{2}\right)-a\right] \neq 0$. An alternative form of the above can be obtained by making use of the identities (B.33) and (B.45),

$$
\begin{align*}
& \hat{x}_{m}\left(1-s_{m}\right)-\sum_{n=1}^{\infty} \hat{x}_{n}\left(t_{n}-s_{n}\right) \hat{S}_{m-1, n-1}\left(\psi_{0}\right) \\
& =-\sqrt{2}\left(1-\psi_{0}\right) \frac{b c-a d}{b \ln \left(\frac{1+\psi_{0}}{2}\right)-a} \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{0}\right)}{m} \\
& \quad-\hat{e}_{m}-\sum_{n=1}^{\infty}\left[\hat{f}_{n}-\hat{e}_{n}\right] \hat{S}_{m-1, n-1}\left(\psi_{0}\right) \tag{3.37}
\end{align*}
$$

for $m=1,2,3, \ldots$, where we define:

$$
\begin{equation*}
\hat{S}_{m-1, n-1}\left(\psi_{0}\right):=\hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{0}\right)+\frac{b\left(1-\psi_{0}\right)^{2}}{b \ln \left(\frac{1+\psi_{0}}{2}\right)-a} \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{0}\right)}{m} \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{0}\right)}{n} . \tag{3.38}
\end{equation*}
$$

Similarly, the expression for $x_{0}$ can be obtained from (3.27) and (B.33) as

$$
\begin{align*}
x_{0}= & \frac{c-d \ln \left(\frac{1+\psi_{0}}{2}\right)}{b \ln \left(\frac{1+\psi_{0}}{2}\right)-a} \\
& -\frac{1-\psi_{0}}{\sqrt{2}\left[b \ln \left(\frac{1+\psi_{0}}{2}\right)-a\right]} \sum_{n=1}^{\infty}\left[\hat{x}_{n}\left(t_{n}-s_{n}\right)+\hat{e}_{n}-\hat{f}_{n}\right] \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{0}\right)}{n} . \tag{3.39}
\end{align*}
$$

The infinite system when $\left[b \ln \left(\frac{1-\psi_{0}}{2}\right)-a\right]=0$, can be obtained directly from (3.30) and (3.31), by substitution of $\phi^{\prime}$ and $\phi_{0}^{\prime}$.

### 3.3 Dual series equations with kernels $\sin n \phi$

We consider the following DSE involving the sine functions

$$
\begin{align*}
& \sum_{n=1}^{\infty}\left[y_{n}\left(1-s_{n}\right)+g_{n}\right] \sin n \phi=0 \quad(A), \quad \phi \in\left(0, \phi_{0}\right),  \tag{3.40a}\\
& \sum_{n=1}^{\infty} n\left[y_{n}\left(1-t_{n}\right)+h_{n}\right] \sin n \phi=0 \quad(A), \quad \phi \in\left(\phi_{0}, \pi\right), \tag{3.40b}
\end{align*}
$$

where the coefficients $\left\{g_{n}, h_{n}, s_{n}, t_{n}\right\}_{n=1}^{\infty}$ are assumed to be known, and $\left\{y_{n}\right\}_{n=1}^{\infty}$ is the unknown sequence to be determined. As with the case where the DSE involving $\cos n \phi,\left\{y_{n}, g_{n}, h_{n}\right\}_{n=1}^{\infty}$ are assumed to satisfy the Fejér's Tauberian condition (D.4); whereas $\left\{s_{n}, t_{n}\right\}_{n=1}^{\infty}$ tend to zero, when $n \rightarrow \infty$. Term-by-term integration of (3.40a) and (3.40b) can be justified following the same arguments given in the previous section for the DSE involving $\cos n \phi$.

### 3.3.1 Leveling of the rates of convergences

The conversion of the weakly ill-posed DSE in (3.40) follows parallel operations as those in previous section, except that the transformation of the values of $\alpha$ and $\beta$ of $P_{n}^{(\alpha, \beta)}(\psi)$ is not required. The justification of each of the mathematical operations is similar to those given in previous section, and hence omitted.

By using (B.35a), we rewrite the DSE in (3.40) as

$$
\begin{array}{rlr}
\sum_{n=1}^{\infty}\left[y_{n}\left(1-s_{n}\right)+g_{n}\right] \frac{n!}{\Gamma\left(n+\frac{1}{2}\right)} P_{n-1}^{\left(\frac{1}{2}, \frac{1}{2}\right)}(\psi)=0, & \psi \in\left(\psi_{0}, 1\right) \\
\sum_{n=1}^{\infty} n\left[y_{n}\left(1-t_{n}\right)+h_{n}\right] \frac{n!}{\Gamma\left(n+\frac{1}{2}\right)} P_{n-1}^{\left(\frac{1}{2}, \frac{1}{2}\right)}(\psi)=0 & (A), & \psi \in\left(-1, \psi_{0}\right) \tag{3.41b}
\end{array}
$$

To equilibrate the convergence rates, we integrate (3.41b) over $(-1, \psi)$ with weight function $(1+\psi)^{1 / 2}$, for some $\psi \in\left(-1, \psi_{0}\right)$. By using (B.36a) when $\eta=0$, we get:

$$
\begin{equation*}
(1+\psi)^{\frac{3}{2}} \sum_{n=1}^{\infty} n\left[y_{n}\left(1-t_{n}\right)+h_{n}\right] \frac{n!}{\Gamma\left(n+\frac{3}{2}\right)} P_{n-1}^{\left(-\frac{1}{2}, \frac{3}{2}\right)}(\psi)=0, \psi \in\left(-1, \psi_{0}\right) \tag{3.42}
\end{equation*}
$$

### 3.3.2 Abel integral transformation

Abel integral transformation is carried out on (3.42), by using (B.36a) when $\eta=1 / 2$, and the homogeneous form of (C.1). We obtain

$$
\begin{equation*}
\sum_{n=1}^{\infty} n\left[y_{n}\left(1-t_{n}\right)+h_{n}\right] P_{n-1}^{(0,1)}(t)=0, \quad t \in\left(-1, \psi_{0}\right) \tag{3.43}
\end{equation*}
$$

Using (B.36a) when $\eta=1 / 2$, and the homogeneous form of (C.8), Abel transformation of (3.41a) gives

$$
\begin{equation*}
\sum_{n=1}^{\infty} n\left[y_{n}\left(1-s_{n}\right)+g_{n}\right] P_{n-1}^{(0,1)}(t)=0, \quad t \in\left(\psi_{0}, 1\right) \tag{3.44}
\end{equation*}
$$

Combining (3.43) and (3.44), we get a series equation defined over $(-1,1)$ :

$$
\sum_{n=1}^{\infty} \hat{y}_{n} \hat{P}_{n-1}^{(0,1)}(\psi)= \begin{cases}\sum_{n=1}^{\infty}\left(\hat{y}_{n} s_{n}-\hat{g}_{n}\right) \hat{P}_{n-1}^{(0,1)}(\psi), & \psi \in\left(\psi_{0}, 1\right)  \tag{3.45}\\ \sum_{n=1}^{\infty}\left(\hat{y}_{n} t_{n}-\hat{h}_{n}\right) \hat{P}_{n-1}^{(0,1)}(\psi), & \psi \in\left(-1, \psi_{0}\right)\end{cases}
$$

where the following normalized coefficients have been introduced for $n=1,2,3, \ldots$

$$
\begin{equation*}
\left\{\hat{y}_{n}, \hat{g}_{n}, \hat{h}_{n}\right\}:=\sqrt{n}\left\{y_{n}, g_{n}, h_{n}\right\} . \tag{3.46}
\end{equation*}
$$

### 3.3.3 Conversion to an ISLAE

By making use of the properties of orthonormality and completeness of the set $\left\{\hat{P}_{n}^{(0,1)}(\psi)\right\}_{n=1}^{\infty}$ on $(-1,1),(3.45)$ is converted to the following ISLAE where $m=$
$1,2,3, \ldots$

$$
\begin{array}{r}
\hat{y}_{m}\left(1-t_{m}\right)+\sum_{n=1}^{\infty} \hat{y}_{n}\left(t_{n}-s_{n}\right) \hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{0}\right) \\
\quad=-\hat{h}_{m}+\sum_{n=1}^{\infty}\left(\hat{h}_{n}-\hat{g}_{n}\right) \hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{0}\right) . \tag{3.47}
\end{array}
$$

### 3.3.4 ISLAE in matrix operator form

It is evident that (3.47) is a Fredholm equation of the second-kind, and can be written in the following matrix operator form

$$
\begin{equation*}
\left(\mathcal{I}+\mathcal{H}^{\prime}\right) \mathbf{y}=\mathbf{b}^{\prime}, \tag{3.48}
\end{equation*}
$$

where the column vector $\mathbf{b}^{\prime}$ represents the right side of (3.47), $\mathbf{y}$ is the column vector containing the solution $\{\hat{y}\}_{n=1}^{\infty}$, and $\mathcal{H}^{\prime}$ is defined as

$$
\begin{equation*}
\mathcal{H}^{\prime}:=\mathcal{Q}(\mathcal{T}-\mathcal{S})-\mathcal{T} \tag{3.49}
\end{equation*}
$$

The operators $\mathcal{I}, \mathcal{S}$ and $\mathcal{T}$ are as defined in the previous section for the DSE involving $\cos n \phi$. The matrix operator $\mathcal{Q}:=\left\{\hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{0}\right)\right\}_{n, m=1}^{\infty}$ is idempotent because of (B.46). Hence, $\mathcal{Q}$ is linear bounded operator having norm atmost 1 , and $\mathcal{H}^{\prime}$ is a compact operator. Therefore, $\left(\mathcal{I}+\mathcal{H}^{\prime}\right)$ is a Fredholm operator with index zero, and (3.47) offers a stable computation scheme to solve the originally ill-posed DSE in (3.40).

### 3.3.5 Companion pair of DSE

The companion pair to the DSE given in (3.40) is

$$
\begin{array}{rlrl}
\sum_{n=1}^{\infty}\left[y_{n}\left(1-s_{n}\right)+g_{n}\right] \sin n \phi & =0 & (A), & \\
\sum_{n=1}^{\infty} n \in\left(\phi_{0}, \pi\right),  \tag{3.50b}\\
\left.\sum_{n}\left(1-t_{n}\right)+h_{n}\right] \sin n \phi=0 & (A), & \phi \in\left(0, \phi_{0}\right) .
\end{array}
$$

This pair of DSE can be regularized and transformed to the following second kind ISLAE, where $m=1,2,3, \ldots$

$$
\begin{array}{r}
\hat{y}_{m}\left(1-s_{m}\right)-\sum_{n=1}^{\infty} \hat{y}_{n}\left(t_{n}-s_{n}\right) \hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{0}\right) \\
\quad=-\hat{g}_{m}-\sum_{n=1}^{\infty}\left(\hat{h}_{n}-\hat{g}_{n}\right) \hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{0}\right) . \tag{3.51}
\end{array}
$$

## Chapter 4

## Scattering from a CLR under oblique incidence

### 4.1 Introduction

In this chapter, the scattering of an oblique incident plane wave on a dielectric cylinder with a conformal PEC strip ${ }^{1}$ (as depicted in Figure 4.1) is considered. Assuming that it is aligned parallel to the $z$-axis, the structure has constant cross-section with respect to $z$. The terminology cylindrical lens reflector (CLR) is used to refer to this partially-shielded dielectric cylinder.

The scattering problem of an axially-slotted PEC cylinder is one of the simplest and most investigated geometries in the area of scattering and radiation. A very large number of papers have been written on the determination of the near-field quantities due to normal plane wave incidence. For example, Senior [65] and Beren [7] used the integral equation approach to determine the field around an axially slotted cylinder, the rigorous regularization method was used to solved the same problem first by Shestopalov et al in [41], then by Ziolkowski et al in [32, 97], Harrington treated the field penetration inside a conducting circular cylinder through a narrow slot in using method of moments [17], etc.

Most of these studies are for incidence at normal incidence with respect to the cylinder axis (i.e., the $z$-axis). In this special case, the vector boundary value problem can be studied in terms of two separate scalar boundary value problems. They are the $E$-polarization (the $\mathrm{TM}_{z}$ case) and the $H$-polarization (the $\mathrm{TE}_{z}$ case). For normal incidence case, the $E$ - and $H$-polarized waves are separate, and are solved
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Figure 4.1: The infinitely-long CLR and the oblique incident plane wave.


Figure 4.2: Cross-sectional view of the CLR.
independently. The secondary (reflected or transmitted) fields for a general incident wave polarization are simply a vector sum from each one of these two polarizations.

However, when the incident wave is at an oblique angle (angle other than perpendicular) to the $z$-axis, the two polarizations are mixed and exist simultaneously. The oblique scattering problem has important practical applications in various areas such as diffraction grating analysis. The problem also forms a fundamental building block in the analysis of the fields induced by a finite source, which may be decomposed into a spectrum of oblique incident plane waves. In spite of the fact that for many real-world applications the excitation is not normal to the cylinder, results for this general case of oblique incidence are rather sparse. Surprisingly, despite the simplicity of the scatterer considered, the oblique scattering problem of a slotted cylinder has only been considered in [94], to the best of our knowledge. However, [94] neglected the crossed polarization in its conformal mapping formulation.

In order to provide an accurate and constructive assessment, as well as understanding of the scattering properties of the CLR, the 3D oblique incident problem is considered in this chapter. The detailed derivation for the pure $\mathrm{TM}_{z}$ excitation is first formulated, and the extension to the pure $\mathrm{TE}_{z}$ case is outlined. The formalism can be readily adapted to the problem with incident wave coming from an infinitely thin straight wire of infinite length running parallel to the $z$-axis and carrying a current $I_{0} e^{-j k_{z} z}$, which represents a wave with axial wavenumber $k_{z}$ propagating in the positive $z$-direction. A single-layered dielectric substrate is assumed in the problem formulation for simplicity, although the approach is applicable to the problem involving a multi-layered and/or overlaid structure.

Section 4.2 is devoted to give a full description of the problem, and to establish the notations used. In Section 4.3-4.4, the MBVP is transformed into two independent 2-by-2 block matrix equations of the second kind by using the MoR approach. The result is extended to the case involving a pure $\mathrm{TE}_{z}$ incident plane wave in Section 4.5. Series representations of the energy distribution, RCS and surface current are derived in Section 4.6.3, where an approach to improve the convergence rate of the series terms is also proposed in Section 4.7.

The numerical investigation for this chapter is documented in Section 4.8. It first deals with the numerical verification of the problem formulation and numerical algorithm through internal as well as external tests. Internal tests based on the calculations of the near fields to verify the MBC on the contour (to within the roundoff errors) are applied. In addition, comparisons with the results from the literature (for the normal incident problem) have been carried out as an external test. The
agreement in all cases is excellent. The second part of the numerical investigation focuses on the stability and convergence of the algorithm. Specific information about the dependence of the truncation number $N_{\text {tr }}$ (for a chosen degree of accuracy) on the radius of the CLR and the dielectric loading is obtained through convergence checks of the unknown coefficients and the RCS. Numerical results also show that the condition numbers of the matrices are bounded, as $N_{\mathrm{tr}}$ increases. In the final part of the numerical investigation, the effects of the oblique incident angle on the RCS and internal energy are plotted.

### 4.2 Geometrical description of the problem

Consider an infinitely long CLR of radius $R$, with cylindrical lens made of dielectric material of relative permittivity and permeability $\left(\epsilon_{r}, \mu_{r}\right)^{2}$. The conformal PEC strip on the surface of the CLR is assumed to be infinitely thin, and has an angular width of $2 \theta^{\text {PEC }}$. Without loss of generality, we suppose that the CLR is embedded in free space, and is aligned parallel to the $z$-axis, and the PEC strip is located at $\Omega_{\mathrm{PEC}}=\left\{(\rho, \phi): \rho=R\right.$ and $\left.|\phi|<\theta^{\mathrm{PEC}}\right\}$. We use the term "aperture" to refer to the interface on the cylindrical lens that is not shielded by the PEC strip; i.e., $\Omega_{\text {aper }}=$ $\left\{(\rho, \phi): \rho=R\right.$ and $\left.|\phi|>\theta^{\mathrm{PEC}}\right\}$.

Suppose the CLR is illuminated by a purely $\mathrm{TM}_{z}$ oblique incident plane wave (i.e., $H_{z}^{\mathrm{inc}} \equiv 0$ ), with vacuum wavenumber $k_{0}=\omega \sqrt{\epsilon_{0} \mu_{0}}$. The plane wave propagates in the direction which makes a polar angle $\theta_{z}^{\mathrm{pw}}$ with the $z$-axis, and an azimuthal angle $\theta_{x}^{\mathrm{pw}}$ in the $x y$-plane with the positive $x$-axis. The geometrical description of the CLR, and the propagation direction of the oblique incident plane wave is given in Figure 4.1. The time dependence $e^{j \omega t}$ is assumed and suppressed.

### 4.3 Derivation of the four sets of DSE

The series expansions for the field components have been derived in Section 2.4, by replacing $k_{z}$ with $k_{0} \cos \theta_{z}^{\mathrm{pw}}$. Due to phase matching, all of the primary and secondary fields exhibit the same phase dependence on $z$ through the factor $e^{j k_{0} z \cos \theta_{z}^{\mathrm{pw}}}$ (which is suppressed throughout this chapter). For oblique incidence (when $k_{z} \neq 0$ ), even a pure $\mathrm{TM}_{z}$ or $\mathrm{TE}_{z}$ plane wave will give rise to a mixed-polarized field, due to the dependence of $E_{\phi}$ and $H_{\phi}$ on both $E_{z}$ and $H_{z}$ as seen in (2.33). As a result, four sets

[^10]of connected DSE are derived from the MBC, instead of two independent sets of DSE for the normal incidence problem.

### 4.3.1 Series representations for the field components

The complete scattering domain is divided into two regions by the contour of the CLR; i.e., region 0 which denotes the exterior with $\rho>R$ (free space), and region 1 which denotes the interior with $\rho<R$ (the dielectric lens).

In region 0 , the transverse wavenumber $k_{\rho}=\sqrt{k_{0}^{2}-k_{z}^{2}}=k_{0} \sin \theta_{z}^{\mathrm{pw}}$. It is denoted as $\kappa_{0}$ to avoid confusion with the vacuum wavenumber $k_{0}$. From Section 2.5 , the field components of the $\mathrm{TM}_{z}$ incident plane wave have the following series representations:

$$
\begin{align*}
& E_{z}^{\mathrm{inc}}=\sum_{n=-\infty}^{\infty} c_{n}\left(\kappa_{0} \rho\right) e^{j n \phi}  \tag{4.1a}\\
& H_{z}^{\mathrm{inc}}=0  \tag{4.1b}\\
& E_{\phi}^{\mathrm{inc}}=-\frac{k_{0} \cos \theta_{z}^{\mathrm{pw}}}{\kappa_{0}^{2} \rho} \sum_{n=-\infty}^{\infty} n c_{n}\left(\kappa_{0} \rho\right) e^{j n \phi}  \tag{4.1c}\\
& H_{\phi}^{\mathrm{inc}}=-\frac{j k_{0}}{\eta_{0} \kappa_{0}} \sum_{n=-\infty}^{\infty} c_{n}^{\prime}\left(\kappa_{0} \rho\right) e^{j n \phi},  \tag{4.1d}\\
& E_{\rho}^{\mathrm{inc}}=\frac{j k_{0} \cos \theta_{z}^{\mathrm{pw}}}{\kappa_{0}} \sum_{n=-\infty}^{\infty} c_{n}^{\prime}\left(\kappa_{0} \rho\right) e^{j n \phi}  \tag{4.1e}\\
& H_{\rho}^{\mathrm{inc}}=-\frac{k_{0}}{\eta_{0} \kappa_{0}^{2} \rho} \sum_{n=-\infty}^{\infty} n c_{n}\left(\kappa_{0} \rho\right) e^{j n \phi} \tag{4.1f}
\end{align*}
$$

where the following parameters have been introduced for brevity,

$$
\begin{align*}
& c_{n}\left(\kappa_{0} \rho\right):=A_{0} \sin \theta_{z}^{\mathrm{pw}} j^{n} J_{n}\left(\kappa_{0} \rho\right) e^{-j n \theta_{x}^{\mathrm{pw}}},  \tag{4.2a}\\
& c_{n}^{\prime}\left(\kappa_{0} \rho\right):=A_{0} \sin \theta_{z}^{\mathrm{pw}} j^{n} J_{n}^{\prime}\left(\kappa_{0} \rho\right) e^{-j n \theta_{x}^{\mathrm{pw}}} . \tag{4.2b}
\end{align*}
$$

The presence of the CLR causes a scattered field in the region 0 . We represent the $z$-components of the fields by:

$$
\left\{\begin{array}{l}
E_{z}^{\mathrm{sc}}  \tag{4.3}\\
H_{z}^{\mathrm{sc}}
\end{array}\right\}:=\sum_{n=-\infty}^{\infty}\left\{\begin{array}{l}
a_{n}^{(0)} \\
b_{n}^{(0)}
\end{array}\right\} \frac{H_{n}^{(2)}\left(\kappa_{0} \rho\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)} e^{j n \phi},
$$

where $\left\{a_{n}^{(0)}, b_{n}^{(0)}\right\}_{n \in \mathbb{Z}}$ are unknowns to be determined. By normalizing the coefficients in (4.3) with respect $H_{n}^{(2)}\left(\kappa_{0} R\right)$, the overflow problems encountered when computing large order Hankel function are improved [14]. In fact, after the normalization, it
follows from the Meixner condition that $\left\{a_{n}^{(0)}, b_{n}^{(0)}\right\}_{n \in \mathbb{Z}}$ satisfy the Fejér's Tauberian condition (D.4) (shown in next subsection). It is worth noting that, the scattered field components represented by (4.3) automatically satisfy the Sommerfeld radiation condition.

In region 1, we denote the transverse wavenumber as $\kappa_{1}=\sqrt{k_{1}^{2}-k_{0}^{2} \cos ^{2} \theta_{z}^{\mathrm{pw}}}$. Here, $k_{1}=k_{0} \sqrt{\epsilon_{r} \mu_{r}}$ is the wavenumber in the dielectric lens. In terms of the unknowns $\left\{a_{n}^{(1)}, b_{n}^{(1)}\right\}_{n \in \mathbb{Z}}$, we write the $z$-components of the transmitted fields as

$$
\left\{\begin{array}{l}
E_{z}^{\mathrm{tr}}  \tag{4.4}\\
H_{z}^{\operatorname{tr}}
\end{array}\right\}:=\sum_{n=-\infty}^{\infty}\left\{\begin{array}{l}
a_{n}^{(1)} \\
b_{n}^{(1)}
\end{array}\right\} J_{n}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) e^{j n \phi}
$$

We have chosen this normalization instead of one in the same form as (4.3) to avoid the division by $J_{n}\left(\kappa_{1} R\right)$, which could vanish for a finite number of $\omega$, when the argument $\kappa_{1} R$ coincides with one of the zeros for $J_{n}(x)$. This normalization also ensures that $\left\{a_{n}^{(1)}, b_{n}^{(1)}\right\}_{n \in \mathbb{Z}}$ satisfy the Fejér's Tauberian condition, for the Meixner condition to be satisfied. It is worth noting that these series representations satisfy the boundedness of fields at the origin.

Due to (2.33), the transverse components can be expressed in terms of the transverse derivatives of $E_{z}$ and $H_{z}$. Therefore, all the transverse components can be expressed in terms of $\left\{a_{n}^{(i)}, b_{n}^{(i)}\right\}_{n \in \mathbb{Z}}(i=0,1)$ as:

$$
\begin{align*}
& E_{\phi}^{\mathrm{sc}}=-\frac{k_{0}}{\kappa_{0}} \sum_{n=-\infty}^{\infty}\left\{\frac{\cos \theta_{z}^{\mathrm{pw}}}{\kappa_{0} \rho} n a_{n}^{(0)} \frac{H_{n}^{(2)}\left(\kappa_{0} \rho\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)}+\frac{\eta_{0}}{j} b_{n}^{(0)} \frac{H_{n}^{\prime(2)}\left(\kappa_{0} \rho\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)}\right\} e^{j n \phi},  \tag{4.5a}\\
& H_{\phi}^{\mathrm{sc}}=--\frac{k_{0}}{\kappa_{0}} \sum_{n=-\infty}^{\infty}\left\{\frac{j}{\eta_{0}} a_{n}^{(0)} \frac{H_{n}^{\prime(2)}\left(\kappa_{0} \rho\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)}+\frac{\cos \theta_{z}^{\mathrm{pw}}}{\kappa_{0} \rho} n b_{n}^{(0)} \frac{H_{n}^{(2)}\left(\kappa_{0} \rho\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)}\right\} e^{j n \phi},  \tag{4.5b}\\
& E_{\phi}^{\mathrm{tr}}=-\frac{k_{0}}{\kappa_{1}} \sum_{n=-\infty}^{\infty}\left\{\frac{\cos \theta_{z}^{\mathrm{pw}}}{\kappa_{1} \rho} n a_{n}^{(1)} J_{n}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right. \\
&\left.+\frac{\eta_{0} \mu_{r}}{j} b_{n}^{(1)} J_{n}^{\prime}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right\} e^{j n \phi},  \tag{4.5c}\\
& H_{\phi}^{\mathrm{tr}}=-\frac{k_{0}}{\kappa_{1}} \sum_{n=-\infty}^{\infty}\left\{\frac{j \epsilon_{r}}{\eta_{0}} a_{n}^{(1)} J_{n}^{\prime}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right. \\
&\left.+\frac{\cos \theta_{z}^{\mathrm{pw}}}{\kappa_{1} \rho} n b_{n}^{(1)} J_{n}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right\} e^{j n \phi}, \tag{4.5d}
\end{align*}
$$

$$
\left\{\begin{align*}
& E_{\rho}^{\mathrm{sc}}= \frac{k_{0}}{\kappa_{0}} \sum_{n=-\infty}^{\infty}\left\{j \cos \theta_{z}^{\mathrm{pw}} a_{n}^{(0)} \frac{H_{n}^{\prime(2)}\left(\kappa_{0} \rho\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)}+\frac{\eta_{0}}{\kappa_{0} \rho} n b_{n}^{(0)} \frac{H_{n}^{(2)}\left(\kappa_{0} \rho\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)}\right\} e^{j n \phi},  \tag{4.6a}\\
& H_{\rho}^{\mathrm{sc}}=-\frac{k_{0}}{\kappa_{0}} \sum_{n=-\infty}^{\infty}\left\{\frac{1}{\eta_{0} \kappa_{0} \rho} n a_{n}^{(0)} \frac{H_{n}^{(2)}\left(\kappa_{0} \rho\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)}-j \cos \theta_{z}^{\mathrm{pw}} b_{n}^{(0)} \frac{H_{n}^{\prime(2)}\left(\kappa_{0} \rho\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)}\right\} e^{j n \phi},  \tag{4.6b}\\
& E_{\rho}^{\mathrm{tr}}= \frac{k_{0}}{\kappa_{1}} \sum_{n=-\infty}^{\infty}\left\{j \cos \theta_{z}^{\mathrm{pw}} a_{n}^{(1)} J_{n}^{\prime}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right. \\
&\left.+\frac{\eta_{0} \mu_{r}}{\kappa_{1} \rho} n b_{n}^{(1)} J_{n}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right\} e^{j n \phi},  \tag{4.6c}\\
& H_{\rho}^{\mathrm{tr}}=-\frac{k_{0}}{\kappa_{1}} \sum_{n=-\infty}^{\infty}\left\{\frac{\epsilon_{r}}{\eta_{0} \kappa_{1} \rho} n a_{n}^{(1)} J_{n}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right. \\
&\left.\quad-j \cos \theta_{z}^{\mathrm{pw}} b_{n}^{(1)} J_{n}^{\prime}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right\} e^{j n \phi}, \tag{4.6d}
\end{align*}\right.
$$

where the prime on the Bessel and Hankel functions denotes differentiation with respect to the argument $\kappa_{i} \rho(i=0,1)$.

As all electromagnetic fields are finite, single-valued as well as continuous with continuous derivatives everywhere in space, excluding the contour of the scatterer, the representations given in (4.3)-(4.6) need to be bounded, convergent and continuous, as long as $\rho>R$ (for the scattered field) or $\rho<R$ (for the transmitted field). These series can be shown to satisfy these properties by using the ratio test, and considering the solution class established in next subsection for the coefficients $\left\{a_{n}^{(i)}, b_{n}^{(i)}\right\}_{n \in \mathbb{Z}}$ ( $i=0,1$ ).

### 4.3.2 Solution class of the unknown coefficients

The electromagnetic energy contained per unit length of the CLR is

$$
\begin{gather*}
\mathrm{W}=\frac{1}{2} \int_{0}^{1}\left|e^{j k_{0} z \cos \theta_{z}^{\mathrm{pr}}}\right|^{2} \mathrm{~d} z \times \int_{0}^{R} \int_{-\pi}^{\pi}\left\{\epsilon_{0} \epsilon_{r}\left(\left|E_{\rho}^{\mathrm{tr}}\right|^{2}+\left|E_{\phi}^{\operatorname{tr}}\right|^{2}+\left|E_{z}^{\mathrm{tr}}\right|^{2}\right)\right. \\
\left.+\mu_{0} \mu_{r}\left(\left|H_{\rho}^{\mathrm{tr}}\right|^{2}+\left|H_{\phi}^{\mathrm{tr}}\right|^{2}+\left|H_{z}^{\mathrm{tr}}\right|^{2}\right)\right\} \mathrm{d} \phi \rho \mathrm{~d} \rho \tag{4.7}
\end{gather*}
$$

The original triple integral in (2.11) can be evaluated as this iterated integral according to Tonelli's theorem, as the integrands are all nonnegative. It is worth noting that not all integrands are bounded in the region of integration; e.g., $H_{\phi}\left(R, \pm \theta^{\mathrm{PEC}}\right)$. A series expression for $W$ can be obtained by substitution of the representations given
in (4.3)-(4.6) into (4.7). The double summations encountered can be reduced by making use of the orthogonality of the exponential function:

$$
\int_{-\pi}^{\pi} e^{j(n-m) \phi} \mathrm{d} \phi= \begin{cases}0, & \text { if } n \neq m  \tag{4.8}\\ 2 \pi, & \text { if } n=m\end{cases}
$$

The series expression for $W$ can be simplified to

$$
\begin{equation*}
W=\pi \sum_{n=-\infty}^{\infty}\left\{\left(\epsilon_{0} \epsilon_{r}\left|a_{n}^{(1)}\right|^{2}+\mu_{0} \mu_{r}\left|b_{n}^{(1)}\right|^{2}\right) \Phi_{n}+\left(\bar{b}_{n}^{(1)} a_{n}^{(1)}-b_{n}^{(1)} \bar{a}_{n}^{(1)}\right) \Gamma_{n}\right\} \tag{4.9}
\end{equation*}
$$

where the following quantities are introduced for a neater expression,

$$
\begin{align*}
\Phi_{n}:= & \int_{0}^{R}\left\{J_{n}^{2}\left(\kappa_{1} \rho\right)+\frac{k_{0}^{2} \cos ^{2} \theta_{z}^{\mathrm{pw}}+k_{1}^{2}}{\kappa_{1}^{2}}\left[J_{n}^{\prime 2}\left(\kappa_{1} \rho\right)+\frac{n^{2}}{\kappa_{1}^{2} \rho^{2}} J_{n}^{2}\left(\kappa_{1} \rho\right)\right]\right\} \rho \mathrm{d} \rho \\
& \times\left|H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right|^{2},  \tag{4.10a}\\
\Gamma_{n}:= & \frac{4 j k_{1}^{2} \cos \theta_{z}^{\mathrm{pw}}}{\kappa_{1}^{3}} \sqrt{\epsilon_{0} \mu_{0}} \int_{0}^{R} n J_{n}\left(\kappa_{1} \rho\right) J_{n}^{\prime}\left(\kappa_{1} \rho\right) \mathrm{d} \rho \times\left|H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right|^{2} . \tag{4.10b}
\end{align*}
$$

The integrals in (4.10a)-(4.10b) are evaluated by a change of variable, $z=\kappa_{1} \rho$. By using integration by parts and the Bessel equation (B.7), we derive

$$
\begin{align*}
\int z J_{n}^{2}(z) \mathrm{d} z & =\frac{1}{2}\left\{z^{2} J_{n}^{\prime 2}(z)+\left(z^{2}-n^{2}\right) J_{n}^{2}(z)\right\}  \tag{4.11}\\
\int z J_{n}^{\prime 2}(z) \mathrm{d} z & =z J_{n}(z) J_{n}^{\prime}(z)+\int z J_{n}^{2}(z) \mathrm{d} z-\int \frac{n^{2}}{z} J_{n}^{2}(z) \mathrm{d} z  \tag{4.12}\\
\int J_{n}(z) J_{n}^{\prime}(z) \mathrm{d} z & =\frac{1}{2} J_{n}^{2}(z) \tag{4.13}
\end{align*}
$$

Substitution of these into (4.10a)-(4.10b) leads to

$$
\begin{align*}
\Phi_{n}= & \left|H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right|^{2} \times\left\{\frac{k_{1}^{2} R^{2}}{\kappa_{1}^{2}}\left[J_{n}^{\prime 2}\left(\kappa_{1} R\right)+\left(1-\frac{n^{2}}{\kappa_{1}^{2} R^{2}}\right) J_{n}^{2}\left(\kappa_{1} R\right)\right]\right. \\
& \left.+\frac{\left(k_{z}^{2}+k_{1}^{2}\right) R}{\kappa_{1}^{3}} J_{n}^{\prime}\left(\kappa_{1} R\right) J_{n}\left(\kappa_{1} R\right)\right\},  \tag{4.14a}\\
\Gamma_{n}= & \frac{2 j k_{1}^{2} \cos \theta_{z}^{\mathrm{pw}}}{\kappa_{1}^{4}} \sqrt{\epsilon_{0} \mu_{0}} n J_{n}^{2}\left(\kappa_{1} R\right)\left|H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right|^{2} . \tag{4.14b}
\end{align*}
$$

For the series in (4.9) to be bounded, as required by the Meixner finite energy condition stated in (2.11), the behaviors of $\Phi_{n}$ and $\Gamma_{n}$ when $n \rightarrow \infty$ need to be
inspected. According to the characteristics of the Bessel and Hankel functions given in (B.22)-(B.25), we have for large order $n$ :

$$
\begin{align*}
J_{n}(z) H_{n}^{\prime(2)}(z) & =-\frac{j}{\pi z}\left\{1+O\left(\frac{z}{n}\right)^{2}\right\}  \tag{4.15a}\\
J_{n}^{\prime}(z) H_{n}^{\prime(2)}(z) & =-\frac{j|n|}{\pi z^{2}}\left\{1+O\left(\frac{z}{n}\right)^{2}\right\} . \tag{4.15b}
\end{align*}
$$

Therefore, for large order $n$, the magnitudes of $\Phi_{n}$ and $\Gamma_{n}$ are approximately $C|n|$ $\times\left\{1+O\left(\kappa_{1} R / n\right)^{2}\right\}$, for some constant $C$. As a result, the unknowns coefficients $\left\{a_{n}^{(1)}, b_{n}^{(1)}\right\}_{n \in \mathbb{Z}}$ are required to satisfy the following conditions

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty}|n|\left|a_{n}^{(1)}\right|^{2}<\infty \text { and } \sum_{n=-\infty}^{\infty}|n|\left|b_{n}^{(1)}\right|^{2}<\infty \tag{4.16}
\end{equation*}
$$

Due to the continuity condition, it is clear that the remaining pair of unknowns $\left\{a_{n}^{(0)}, b_{n}^{(0)}\right\}_{n \in \mathbb{Z}}$ (which are the coefficients for the scattered field in region 0) belong to the same solution class, as follows from (4.19) and (4.20).

### 4.3.3 Enforcing the MBC

The solution of the unknowns $\left\{a_{n}^{(i)}, b_{n}^{(i)}\right\}_{n \in \mathbb{Z}}(i=0,1)$ can be obtained by applying the continuity condition and MBC on the contour of the CLR. The tangential components of the total electric field are continuous across the contour of the CLR as according to (2.6a). Thus,

$$
\begin{align*}
\lim _{\rho \rightarrow R^{+}}\left(E_{z}^{\mathrm{sc}}+E_{z}^{\mathrm{inc}}\right) & =\lim _{\rho \rightarrow R^{-}} E_{z}^{\mathrm{tr}}  \tag{4.17}\\
\lim _{\rho \rightarrow R^{+}}\left(E_{\phi}^{\mathrm{sc}}+E_{\phi}^{\mathrm{inc}}\right) & =\lim _{\rho \rightarrow R^{-}} E_{\phi}^{\mathrm{tr}} . \tag{4.18}
\end{align*}
$$

for all $\phi \in(-\pi, \pi)$. As these components are matched over the entire contour of the CLR, the coefficients may be equated termwise,

$$
\begin{align*}
a_{n}^{(0)}= & a_{n}^{(1)} J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)-c_{n}\left(\kappa_{0} R\right),  \tag{4.19}\\
b_{n}^{(0)}= & \frac{j \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \kappa_{0} R}\left(\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}-1\right) n a_{n}^{(1)} J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)} \\
& +\mu_{r} \frac{\kappa_{0}}{\kappa_{1}} b_{n}^{(1)} J_{n}^{\prime}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)} . \tag{4.20}
\end{align*}
$$

Therefore, only $\left\{a_{n}^{(1)}, b_{n}^{(1)}\right\}_{n \in \mathbb{Z}}$ are left to be determined from the MBC.

According to (2.9a), the tangential components of the total electric field vanish on the PEC strip, $\Omega_{\mathrm{PEC}}$; i.e.,

$$
\begin{align*}
\lim _{\rho \rightarrow R^{+}}\left(E_{z}^{\mathrm{sc}}+E_{z}^{\mathrm{inc}}\right) & =0=\lim _{\rho \rightarrow R^{-}} E_{z}^{\mathrm{tr}},  \tag{4.21}\\
\lim _{\rho \rightarrow R^{+}}\left(E_{\phi}^{\mathrm{sc}}+E_{\phi}^{\mathrm{inc}}\right) & =0=\lim _{\rho \rightarrow R^{-}} E_{\phi}^{\mathrm{tr}} . \tag{4.22}
\end{align*}
$$

Imposing these two conditions leads to the following series equations

$$
\begin{align*}
\sum_{n=-\infty}^{\infty} a_{n}^{(1)} o_{n} e^{j n \phi} & =0 \quad(A),  \tag{4.23}\\
\sum_{n=-\infty}^{\infty}\left\{a_{n}^{(1)} p_{n}+b_{n}^{(1)} q_{n}\right\} e^{j n \phi} & =0 \quad(A), \tag{4.24}
\end{align*}
$$

for $\phi \in\left(-\theta^{\mathrm{PEC}}, \theta^{\mathrm{PEC}}\right)$, where we introduce

$$
\begin{align*}
& o_{n}:=J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right),  \tag{4.25}\\
& p_{n}:=\frac{j \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \mu_{r} \kappa_{1} R} n J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right),  \tag{4.26}\\
& q_{n}:=J_{n}^{\prime}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) . \tag{4.27}
\end{align*}
$$

On the other hand, according to (2.9b), the tangential components of the total magnetic field are continuous across the aperture (where the PEC strip is absent), $\Omega_{\text {aper }}$. Therefore, we have

$$
\begin{align*}
\lim _{\rho \rightarrow R^{+}}\left(H_{z}^{\mathrm{sc}}+H_{z}^{\mathrm{inc}}\right) & =\lim _{\rho \rightarrow R^{-}} H_{z}^{\mathrm{tr}},  \tag{4.28}\\
\lim _{\rho \rightarrow R^{+}}\left(H_{\phi}^{\mathrm{sc}}+H_{\phi}^{\mathrm{inc}}\right) & =\lim _{\rho \rightarrow R^{-}} H_{\phi}^{\mathrm{tr}} \tag{4.29}
\end{align*}
$$

for $\phi \in\left(\theta^{\mathrm{PEC}}, \pi\right) \cup\left[-\pi,-\theta^{\mathrm{PEC}}\right)$, which result in:

$$
\begin{align*}
\sum_{n=-\infty}^{\infty}\left\{a_{n}^{(1)} r_{n}+b_{n}^{(1)} s_{n}\right\} e^{j n \phi} & =0 \quad(A),  \tag{4.30}\\
\sum_{n=-\infty}^{\infty}\left\{a_{n}^{(1)} t_{n}+b_{n}^{(1)} u_{n}+z_{n}\right\} e^{j n \phi} & =0 \quad(A) . \tag{4.31}
\end{align*}
$$

In the above series equations, the following coefficients have been introduced:

$$
\begin{align*}
& r_{n}:=\frac{j \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \kappa_{0} R}\left(1-\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}\right) n J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)},  \tag{4.32}\\
& s_{n}:=J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)-\mu_{r} \frac{\kappa_{0}}{\kappa_{1}} J_{n}^{\prime}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}, \tag{4.33}
\end{align*}
$$

$$
\begin{align*}
t_{n}:= & \epsilon_{r} \kappa_{0} J_{n}^{\prime}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)-\kappa_{1} J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)} \\
& +n^{2} \frac{\cos ^{2} \theta_{z}^{\mathrm{pw}} \kappa_{1}}{\kappa_{0}^{2} R^{2}}\left(1-\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}\right) J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)},  \tag{4.34}\\
u_{n}:= & n \frac{\eta_{0} \kappa_{0} \cos \theta_{z}^{\mathrm{pw}}}{j \kappa_{1} R}\left[J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right. \\
& \left.-\mu_{r} \frac{\kappa_{1}}{\kappa_{0}} J_{n}^{\prime}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}\right],  \tag{4.35}\\
z_{n}:= & \kappa_{1}\left[c_{n}\left(\kappa_{0} R\right) \frac{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)}-c_{n}^{\prime}\left(\kappa_{0} R\right)\right] . \tag{4.36}
\end{align*}
$$

From (B.14) and (B.16), we can see that for $n=1,2, \ldots$, if we have $h_{n} \equiv$ $\left\{o_{n}, q_{n}, s_{n}, t_{n}\right\}$, then $h_{n}=h_{-n}$; whereas when $h_{n} \equiv\left\{p_{n}, r_{n}, u_{n}\right\}$, we have $h_{n}=-h_{-n}$. In addition, by using the Wronskian identity given in (B.17), $\left\{z_{n}\right\}_{n \in \mathbb{Z}}$ (which collects all the information about the incident field) can be simplified to

$$
\begin{equation*}
z_{n}=-\frac{2 A_{0} \kappa_{1} \sin \theta_{z}^{\mathrm{pw}} j^{n+1} e^{-j n \theta_{x}^{\mathrm{pw}}}}{\pi \kappa_{0} R H_{n}^{(2)}\left(\kappa_{0} R\right)} \tag{4.37}
\end{equation*}
$$

Due to the symmetry of the intervals $\left(-\theta^{\mathrm{PEC}}, \theta^{\mathrm{PEC}}\right)$ and $\left(-\pi,-\theta^{\mathrm{PEC}}\right) \cup\left(\theta^{\mathrm{PEC}}, \pi\right)$, the four series equations (4.23), (4.24), (4.30) and (4.31) remain valid when $\phi$ is replaced by $-\phi$. These equations defined over $(-\pi, \pi)$ are thus equivalent to the following four sets of DSE defined over $(0, \pi)$ in terms of the trigonometric functions,

$$
\begin{align*}
& \left\{\begin{aligned}
a_{0}^{(1)} o_{0}+\sum_{n=1}^{\infty} x_{n}^{(1)} o_{n} \cos n \phi & =0(A), \phi \in\left(0, \theta^{\mathrm{PEC}}\right), \\
a_{0}^{(1)} t_{0}+z_{0}+\sum_{n=1}^{\infty}\left[x_{n}^{(1)} t_{n}+y_{n}^{(2)} u_{n}+n z_{n}^{(1)}\right] \cos n \phi & =0(A), \phi \in\left(\theta^{\mathrm{PEC}}, \pi\right),
\end{aligned}\right.  \tag{4.38a}\\
& \sum_{n=1}^{\infty}\left[x_{n}^{(1)} p_{n}+y_{n}^{(2)} q_{n}\right] \sin n \phi=0(A), \quad \phi \in\left(0, \theta^{\mathrm{PEC}}\right),  \tag{4.39a}\\
& \sum_{n=1}^{\infty}\left[x_{n}^{(1)} r_{n}+y_{n}^{(2)} s_{n}\right] \sin n \phi=0(A), \quad \phi \in\left(\theta^{\mathrm{PEC}}, \pi\right),  \tag{4.39b}\\
& b_{0}^{(1)} q_{0}+\sum_{n=1}^{\infty}\left[y_{n}^{(1)} p_{n}+x_{n}^{(2)} q_{n}\right] \cos n \phi=0(A), \quad \phi \in\left(0, \theta^{\mathrm{PEC}}\right),  \tag{4.40a}\\
& b_{0}^{(1)} s_{0}+\sum_{n=1}^{\infty}\left[y_{n}^{(1)} r_{n}+x_{n}^{(2)} s_{n}\right] \cos n \phi=0(A), \quad \phi \in\left(\theta^{\mathrm{PEC}}, \pi\right),
\end{align*}
$$

$$
\left\{\begin{align*}
\sum_{n=1}^{\infty} y_{n}^{(1)} o_{n} \sin n \phi=0(A), & \phi \in\left(0, \theta^{\mathrm{PEC}}\right),  \tag{4.41a}\\
\sum_{n=1}^{\infty}\left[y_{n}^{(1)} t_{n}+x_{n}^{(2)} u_{n}+n z_{n}^{(2)}\right] \sin n \phi=0(A), & \phi \in\left(\theta^{\mathrm{PEC}}, \pi\right),
\end{align*}\right.
$$

where the following notations are used:

$$
\begin{align*}
x_{n}^{(1)}:=a_{n}^{(1)}+a_{-n}^{(1)}, & x_{n}^{(2)}:=b_{n}^{(1)}+b_{-n}^{(1)},  \tag{4.42a}\\
y_{n}^{(1)}:=a_{n}^{(1)}-a_{-n}^{(1)}, & y_{n}^{(2)}:=b_{n}^{(1)}-b_{-n}^{(1)}, \\
z_{n}^{(1)}:=\frac{z_{n}+z_{-n}}{n}, & z_{n}^{(2)}:=\frac{z_{n}-z_{-n}}{n}, \tag{4.42b}
\end{align*}
$$

for $n=1,2,3, \ldots$ It can be easily seen that the new coefficients $\left\{x_{n}^{(i)}, y_{n}^{(i)}\right\}_{n=1}^{\infty}$ ( $i=0,1$ ) belong to the same solution class as $\left\{a_{n}^{(1)}, b_{n}^{(1)}\right\}_{n \in \mathbb{Z}}$ and thus, also satisfy the Fejér's Tauberian condition (D.4).

For the normal incidence problem, $\left\{p_{n}, r_{n}, u_{n}\right\}_{n=1}^{\infty} \equiv 0$, and the four sets of DSE decouple. The formulation above reduces to the $E$-polarization formulation (or the $H$-polarization formulation if the $\mathrm{TE}_{z}$ incidence is considered) by merely enforcing $H_{z} \equiv 0$ (or $E_{z} \equiv 0$ ). In other words, the second and third sets (4.39) and (4.40) are redundant for the $\mathrm{TM}_{z}$ normal incidence problem, as solving these homogeneous DSE leads to the trivial solutions; i.e., $\left\{x_{n}^{(2)}, y_{n}^{(2)}\right\}_{n=1}^{\infty} \equiv 0$.

For the oblique incident problem, both sets of the DSE (4.38) and (4.39) involve $\left\{x_{n}^{(1)}, y_{n}^{(2)}\right\}_{n=-\infty}^{\infty}$. As a result, these two sets of DSE are coupled, and need to be solved simultaneously. Similarly, the remaining two sets of DSE (4.40) and (4.41) are coupled, as they both involve $\left\{x_{n}^{(2)}, y_{n}^{(1)}\right\}_{n=-\infty}^{\infty}$.

### 4.4 Regularization process

Each of the four sets of DSE derived in Subsection 4.3.3 is regularized to an ISLAE using MoR, by first introducing the asymptotically small parameters to extract the singular parts of the series equations. As two pairs of coupled DSE - the first pair: (4.38), (4.39) and the second pair: (4.40), (4.41) - are involved, each pair of the coupled ISLAE can be written in the form of a 2 -by-2 block matrix equation. Each of the block matrix operators encountered will be shown to be a compact perturbation of the identity operator in $\ell_{2}$.

### 4.4.1 Introducing the asymptotically small parameters

The first step of the regularization process lies in the identification of suitable asymptotically small parameters, so that the singular part of each of the series equations can be extracted. By using the asymptotic formulas given in Appendix B.2.1, we deduce that, when $n \rightarrow+\infty$,

$$
\begin{align*}
& o_{n}=-\frac{j}{\pi \kappa_{1} R}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{n^{2}}\right)\right\}  \tag{4.43a}\\
& p_{n}=\frac{n \cos \theta_{z}^{\mathrm{pw}}}{\pi \kappa_{1}^{2} R^{2} \mu_{r} \eta_{0}}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{n^{2}}\right)\right\},  \tag{4.43b}\\
& q_{n}=-\frac{j n}{\pi \kappa_{1}^{2} R^{2}}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{n^{2}}\right)\right\}  \tag{4.43c}\\
& r_{n}=-\frac{\cos \theta_{z}^{\mathrm{pw}}}{\pi \kappa_{1} R \eta_{0}}\left(1-\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}\right)\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{n^{2}}\right)\right\}  \tag{4.43d}\\
& s_{n}=-\frac{j}{\pi \kappa_{1} R}\left(1+\mu_{r} \frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}\right)\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{n^{2}}\right)\right\}  \tag{4.43e}\\
& t_{n}=-\frac{j n \zeta}{\pi \kappa_{0} R^{2}}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{n^{2}}\right)\right\} .  \tag{4.43f}\\
& u_{n}=-\frac{n \cos \theta_{z}^{\mathrm{pw}} \eta_{0} \kappa_{0}\left(1+\mu_{r}\right)}{\pi \kappa_{1}^{2} R^{2}}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{n^{2}}\right)\right\} . \tag{4.43~g}
\end{align*}
$$

In (4.43f), we have introduced the constant $\zeta$ for brevity:

$$
\begin{equation*}
\zeta=1+\epsilon_{r} \frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}-\cos ^{2} \theta_{z}^{\mathrm{pw}}\left(1-\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}\right) . \tag{4.44}
\end{equation*}
$$

It is worth noting that, $\zeta \neq 0$, and $\zeta \geq\left(1+\epsilon_{r}\right)\left(\kappa_{0}^{2} / \kappa_{1}^{2}\right)$, for all values of $\theta_{z}^{\text {pw }}$.
Considering above observation, asymptotically small parameters of magnitude $O\left(n^{-2}\right)$ when $n \rightarrow+\infty$ can be introduced. These parameters are denoted with a tilde above their corresponding counterparts. For $n=1,2,3, \ldots$, we define

$$
\begin{align*}
& \tilde{o}_{n}:=1-\left(j \pi \kappa_{1} R\right) o_{n},  \tag{4.45a}\\
& \tilde{p}_{n}:=1-\left(\frac{\mu_{r} \eta_{0} \pi \kappa_{1}^{2} R^{2}}{\cos \theta_{z}^{\mathrm{pw}} n}\right) p_{n}=1-\left(j \pi \kappa_{1} R\right) o_{n}=\tilde{o}_{n},  \tag{4.45b}\\
& \tilde{q}_{n}:=1-\left(\frac{j \pi \kappa_{1}^{2} R^{2}}{n}\right) q_{n},  \tag{4.45c}\\
& \tilde{r}_{n}:=1+\left(\frac{\eta_{0} \pi \kappa_{1}^{3} R}{\cos \theta_{z}^{\mathrm{pw}}\left(\kappa_{1}^{2}-\kappa_{0}^{2}\right)}\right) r_{n}=1+\left(\frac{j \pi \kappa_{1} n}{\kappa_{0}}\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)} o_{n},  \tag{4.45d}\\
& \tilde{s}_{n}:=1-\left(\frac{j \pi \kappa_{1}^{3} R}{\kappa_{1}^{2}+\mu_{r} \kappa_{0}^{2}}\right) s_{n}, \tag{4.45e}
\end{align*}
$$

$$
\begin{align*}
\tilde{t}_{n} & :=1-\left(\frac{j \pi \kappa_{0} R^{2}}{\zeta n}\right) t_{n}  \tag{4.45f}\\
\tilde{u}_{n} & :=1+\frac{\pi \kappa_{1}^{2} R^{2}}{\left(1+\mu_{r}\right) \cos \theta_{z}^{\mathrm{pw}} \eta_{0} \kappa_{0} n} u_{n}, \\
& =1+\frac{\pi \kappa_{1} R}{j\left(1+\mu_{r}\right)}\left[o_{n}-\mu_{r} \frac{\kappa_{1}}{\kappa_{0}} \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)} q_{n}\right] . \tag{4.45~g}
\end{align*}
$$

The behaviors of these parameters for three different values of wavenumber ( $k_{0}=$ 20, 50 and 100) are shown in Figure 4.1, where $R=1,\left(\epsilon_{r}, \mu_{r}\right)=(2.1,1)$ (PTFE), and $\theta_{z}^{\mathrm{pw}}=\frac{\pi}{3}$. The plots for the parameter $\left\{\tilde{o}_{n}\right\}_{n=1}^{\infty}$ are omitted, as $\tilde{o}_{n}=\tilde{p}_{n}$, for all $n$. The top sub-figures for each parameter are plotted on logarithmic scale for both axes. By comparison with the function $f(n)=n^{-2}$ (or $f(n)=n^{-3}$ for $\left\{\tilde{p}_{n}\right\}_{n=1}^{\infty}$ ) displayed as the green dot-dashed line, it is clear that all of the parameters are of order at least $O\left(n^{-2}\right)$ for large $n$. For a closer examination of the decay rates of these parameters, the bottom sub-figures are plotted on logarithmic scale for the vertical axis only. Evidently, all the parameters decay rapidly once $n>\kappa_{1} R$. Therefore, it is only sensible to chose a truncation number $N_{\text {tr }}$ that is somewhat greater than $\kappa_{1} R$ in the final step of matrix truncation.

By substitution of these asymptotically small parameters into (4.38)-(4.41), the four pairs of DSE can be rewritten with the singular parts isolated as:

$$
\begin{gather*}
\left\{\begin{array}{cc}
a_{0}^{(1)} \tilde{o}_{0}+\sum_{n=1}^{\infty} x_{n}^{(1)}\left(1-\tilde{o}_{n}\right) \cos n \phi=0(A), & \phi \in\left(0, \theta^{\mathrm{PEC}}\right), \\
a_{0}^{(1)} \tilde{t}_{0}+\tilde{z}_{0}+\sum_{n=1}^{\infty} n\left[x_{n}^{(1)}\left(1-\tilde{t}_{n}\right)\right. \\
\left.+y_{n}^{(2)}\left(1-\tilde{u}_{n}\right) \varsigma+\tilde{z}_{n}^{(1)}\right] \cos n \phi=0(A), & \phi \in\left(\theta^{\mathrm{PEC}}, \pi\right),
\end{array}\right.  \tag{4.46a}\\
\left\{\begin{array}{l}
\sum_{n=1}^{\infty} n\left[x_{n}^{(1)}\left(1-\tilde{p}_{n}\right) \tau+y_{n}^{(2)}\left(1-\tilde{q}_{n}\right)\right] \sin n \phi=0(A),
\end{array} \quad \phi \in\left(0, \theta^{\mathrm{PEC}}\right),\right.  \tag{4.47a}\\
\sum_{n=1}^{\infty}\left[x_{n}^{(1)}\left(1-\tilde{r}_{n}\right) v+y_{n}^{(2)}\left(1-\tilde{s}_{n}\right)\right] \sin n \phi=0(A),
\end{gather*} \quad \phi \in\left(\theta^{\mathrm{PEC}}, \pi\right), ~\left\{\begin{array}{l}
b_{0}^{(1)} \tilde{q}_{0}+\sum_{n=1}^{\infty} n\left[y_{n}^{(1)}\left(1-\tilde{p}_{n}\right) \tau+x_{n}^{(2)}\left(1-\tilde{q}_{n}\right)\right] \cos n \phi=0(A), \phi \in\left(0, \theta^{\mathrm{PEC}}\right), \\
b_{0}^{(1)} \tilde{s}_{0}+\sum_{n=1}^{\infty}\left[y_{n}^{(1)}\left(1-\tilde{r}_{n}\right) v+x_{n}^{(2)}\left(1-\tilde{s}_{n}\right)\right] \cos n \phi=0(A), \phi \in\left(\theta^{\mathrm{PEC}}, \pi\right),
\end{array}\right.
$$


(a) $p_{n}$

(b) $q_{n}$



Figure 4.1: The magnitude of the asymptotically small parameters as $n$ increases, at different values of $k_{0}: k_{0}=20$ (black dashed), $k_{0}=50$ (red solid), $k_{0}=100$ (blue dotted), $f(n)=n^{-2}$ or $f(n)=n^{-3}$ (green dot-dashed). $\left[\epsilon_{r}=2.1, \mu_{r}=1, R=\right.$ $\left.1, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{3}\right]$

$$
\left\{\begin{align*}
\sum_{n=1}^{\infty} y_{n}^{(1)}\left(1-\tilde{o}_{n}\right) \sin n \phi & =0(A), \phi \in\left(0, \theta^{\mathrm{PEC}}\right)  \tag{4.49a}\\
\sum_{n=1}^{\infty} n\left[y_{n}^{(1)}\left(1-\tilde{t}_{n}\right)+x_{n}^{(2)}\left(1-\tilde{u}_{n}\right) \varsigma+\tilde{z}_{n}^{(2)}\right] \sin n \phi & =0(A), \phi \in\left(\theta^{\mathrm{PEC}}, \pi\right)
\end{align*}\right.
$$

where the following parameters have been introduced:

$$
\begin{array}{lll}
\varsigma:=\frac{\eta_{0} \cos \theta_{z}^{\mathrm{pw}}\left(1+\mu_{r}\right) \kappa_{0}^{2}}{j \zeta \kappa_{1}^{2}}, & \tau:=\frac{j \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \mu_{r}}, & v:=\frac{\left(\kappa_{1}^{2}-\kappa_{0}^{2}\right) \cos \theta_{z}^{\mathrm{pw}}}{j \eta_{0}\left(\kappa_{1}^{2}+\mu_{r} \kappa_{0}^{2}\right)}, \\
\tilde{o}_{0}:=j \pi \kappa_{1} R o_{0}, & \tilde{q}_{0}:=j \pi \kappa_{1}^{2} R^{2} q_{0}, & \tilde{s}_{0}:=\frac{j \pi \kappa_{1}^{3} R}{\kappa_{1}^{2}+\mu_{r} \kappa_{0}^{2}} s_{0} \\
\tilde{t}_{0}:=\frac{j \pi \kappa_{0} R^{2}}{\zeta} t_{0}, & \tilde{z}_{0}:=\frac{j \pi \kappa_{0} R^{2}}{\zeta} z_{0}, & \tilde{z}_{n}^{(1,2)}:=\frac{j \pi \kappa_{0} R^{2}}{\zeta} z_{n}^{(1,2)} . \tag{4.50c}
\end{array}
$$

### 4.4.2 Conversion to ISLAE

Each of the four sets of DSE given in (4.46)-(4.49) can be regularized to a second kind ISLAE following the steps described in Chapter 3. The four sets form two independent pairs of interconnected DSE; i.e., the first pair: (4.46), (4.47) and the second pair: (4.48), (4.49). In the following, each of these two pairs are reformulated as a 2 -by- 2 block matrix equation, which is subsequently shown to be a second kind Fredholm equation.

The first pair of coupled DSE (4.46) and (4.47) We start by considering the first pair, (4.46) and (4.47), from which the unknowns $a_{0}^{(1)}$ and $\left\{x_{n}^{(1)}, y_{n}^{(2)}\right\}_{n=1}^{\infty}$ are to be determined. For the DSE given in (4.46), we make the following replacement in (3.27): $a \mapsto \tilde{o}_{0}, b \mapsto \tilde{t}_{0}, c \mapsto 0, d \mapsto \tilde{z}_{0}, x_{0} \mapsto x_{0}^{(1)}, x_{n} \mapsto x_{n}^{(1)}, s_{n} \mapsto \tilde{o}_{n}, t_{n} \mapsto \tilde{t}_{n}$, $e_{n} \mapsto 0, f_{n} \mapsto y_{n}^{(2)}\left(1-\tilde{u}_{n}\right) \varsigma+\tilde{z}_{n}^{(1)}, x_{0} \mapsto a_{0}^{(1)}, x_{n} \mapsto x_{n}^{(1)}$, and $\psi_{0} \mapsto \cos \theta^{\mathrm{PEC}}=\psi_{\text {PEC }}$. The notation $\psi_{\text {PEC }}=\cos \theta^{\text {PEC }}$ has been introduced for brevity. An equation for $a_{0}^{(1)}$ in terms of $\left\{x_{n}^{(1)}, y_{n}^{(2)}\right\}_{n=1}^{\infty}$ is obtained from (3.27) as

$$
\begin{align*}
a_{0}^{(1)}= & \frac{-\tilde{z}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)}{\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\tilde{o}_{0}}+\frac{1+\psi_{\mathrm{PEC}}}{\sqrt{2}\left[\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\tilde{o}_{0}\right]} \\
& \times \sum_{n=1}^{\infty} \sqrt{n}\left[x_{n}^{(1)}\left(\tilde{t}_{n}-\tilde{o}_{n}\right)-y_{n}^{(2)}\left(1-\tilde{u}_{n}\right) \varsigma-\tilde{z}_{n}^{(1)}\right] \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{n} . \tag{4.51}
\end{align*}
$$

An ISLAE in terms of $\left\{x_{n}^{(1)}, y_{n}^{(2)}\right\}_{n=1}^{\infty}$ can be derived from (3.28) as

$$
\begin{align*}
& \sqrt{m}\left[x_{m}^{(1)}\left(1-\tilde{t}_{m}\right)+y_{m}^{(2)}\left(1-\tilde{u}_{m}\right) \varsigma\right] \\
& +\sum_{n=1}^{\infty} \sqrt{n}\left[x_{n}^{(1)}\left(\tilde{t}_{n}-\tilde{o}_{n}\right)-y_{n}^{(2)}\left(1-\tilde{u}_{n}\right) \varsigma\right] \hat{R}_{m-1, n-1}\left(\psi_{\mathrm{PEC}}\right)  \tag{4.52}\\
& =-\frac{\sqrt{2}\left(1+\psi_{\mathrm{PEC}}\right) \tilde{o}_{0} \tilde{z}_{0}}{\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\tilde{o}_{0}(0,1)} \frac{\left(\psi_{\mathrm{PEC}}\right)}{m}-\sqrt{m} \tilde{z}_{m}^{(1)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{z}_{n}^{(1)} \hat{R}_{m-1, n-1}\left(\psi_{\mathrm{PEC}}\right),
\end{align*}
$$

for $m=1,2,3, \ldots$, where

$$
\begin{equation*}
\hat{R}_{m-1, n-1}\left(\psi_{\mathrm{PEC}}\right):=\hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)-\frac{\tilde{t}_{0}\left(1+\psi_{\mathrm{PEC}}\right)^{2}}{\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\tilde{o}_{0}} \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{m} \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{n} \tag{4.53}
\end{equation*}
$$

For the second set of DSE, (4.47a) defined over ( $\left.0, \theta^{\mathrm{PEC}}\right)$ is slower converging than (4.47b) defined over $\left(\theta^{\mathrm{PEC}}, \pi\right)$. Thus, the DSE (4.47) has the same form as that of the companion set given in (3.50). By making the following replacements in (3.51): $s_{n} \mapsto \tilde{s}_{n}, t_{n} \mapsto \tilde{q}_{n}, g_{n} \mapsto x_{n}^{(1)}\left(1-\tilde{r}_{n}\right) v, h_{n} \mapsto x_{n}^{(1)}\left(1-\tilde{p}_{n}\right) \tau, y_{n} \mapsto y_{n}^{(2)}$, and $\psi_{0} \mapsto \psi_{\mathrm{PEC}}$, we get another ISLAE involving $\left\{x_{n}^{(1)}, y_{n}^{(2)}\right\}_{n=1}^{\infty}$ :

$$
\begin{align*}
& \sqrt{m}\left[x_{m}^{(1)}\left(1-\tilde{r}_{m}\right) v+y_{m}^{(2)}\left(1-\tilde{s}_{m}\right)\right]  \tag{4.54}\\
& +\sum_{n=1}^{\infty} \sqrt{n}\left\{x_{n}^{(1)}\left[\left(1-\tilde{p}_{n}\right) \tau-\left(1-\tilde{r}_{n}\right) v\right]+y_{n}^{(2)}\left(\tilde{s}_{n}-\tilde{q}_{n}\right)\right\} \hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)=0
\end{align*}
$$

for $m=1,2,3, \ldots$.
Writing (4.52) and (4.54) in matrix operator form gives

$$
\begin{equation*}
\left[\mathcal{F}_{1}-\mathcal{C}_{1}\right]\binom{\mathbf{x}_{1}}{\dddot{y}_{2}^{-}}=\binom{\mathbf{z}_{1}}{\hdashline_{0}}, \tag{4.55}
\end{equation*}
$$

where the block matrix operators below have been introduced to facilitate following discussion about the advantages of this final form of system:

$$
\begin{align*}
& \mathcal{F}_{1}:=\left(\begin{array}{c:c}
\mathcal{I} & 0 \\
\hdashline 0: \mathcal{I}
\end{array}\right)+\left(\begin{array}{cc}
0 & \varsigma\left(\mathcal{I}-\mathcal{H}_{1}\right) \\
\hdashline v\left(\mathcal{I}-\mathcal{H}_{1}\right)+\tau \mathcal{H}_{1} & 0
\end{array}\right),  \tag{4.56}\\
& \mathcal{C}_{1}:=\left(\begin{array}{c:c}
\mathcal{T}-\left(\mathcal{H}_{1}-\mathcal{H}_{2}\right)(\mathcal{T}-\mathcal{O}) & \varsigma\left(\mathcal{I}-\mathcal{H}_{1}+\mathcal{H}_{2}\right) \mathcal{U}-\varsigma \mathcal{H}_{2} \\
\hdashline v\left(\mathcal{I}-\mathcal{H}_{1}\right) \mathcal{R}+\tau \mathcal{H}_{1} \mathcal{P} & \left(\mathcal{I}-\mathcal{H}_{1}\right) \mathcal{S}+\mathcal{H}_{1} \mathcal{Q}
\end{array}\right) . \tag{4.57}
\end{align*}
$$

Here, $\mathcal{I}$ denotes the identity operator, $\mathcal{O}, \mathcal{P}, \mathcal{Q}, \mathcal{R}, \mathcal{S}, \mathcal{T}$ and $\mathcal{U}$ denotes the diagonal operators formed from $\left\{\tilde{o}_{n}, \tilde{p}_{n}, \tilde{q}_{n}, \tilde{r}_{n}, \tilde{s}_{n}, \tilde{t}_{n}, \tilde{u}_{n}\right\}_{n=1}^{\infty}$. In addition, the following
operators are introduced for brevity,

$$
\begin{align*}
& {\left[\mathcal{H}_{1}\right]_{n, m}:=\hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right),}  \tag{4.58}\\
& {\left[\mathcal{H}_{2}\right]_{n, m}:=\frac{\tilde{t}_{0}\left(1+\psi_{\mathrm{PEC}}\right)^{2}}{\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\tilde{o}_{0}} \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{m} \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{n},} \tag{4.59}
\end{align*}
$$

for $n, m=1,2, \ldots$ The column vectors $\mathbf{x}_{1}$ and $\mathbf{y}_{2}$ denote the scaled unknowns $\left\{\sqrt{n} x_{n}^{(1)}, \sqrt{n} y_{n}^{(2)}\right\}_{n=1}^{\infty}$, respectively, while the right hand vector $\mathbf{z}_{1}$ denote the infinite sequence on the right side of (4.52)

$$
\begin{align*}
& {\left[\mathbf{z}_{1}\right]_{n}:=}-\frac{\sqrt{2}\left(1+\psi_{\mathrm{PEC}}\right) \tilde{o}_{0} \tilde{z}_{0}}{\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\hat{o}_{0}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)} \\
& m  \tag{4.60}\\
&-\sqrt{m} \tilde{z}_{m}^{(1)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{z}_{n}^{(1)} \hat{R}_{m-1, n-1}\left(\psi_{\mathrm{PEC}}\right) .
\end{align*}
$$

Recalling the observations made in Subsection 3.2.5, all the diagonal matrices formed from the asymptotically small parameters (i.e., $\mathcal{O}, \mathcal{P}, \mathcal{Q}, \mathcal{R}, \mathcal{S}, \mathcal{T}$ and $\mathcal{U}$ ) are compact in the Hilbert space, $\ell_{2}$. At the same time, from its definition in (4.59), $\mathcal{H}_{2}$ is clearly symmetric, and satisfies the following because of (B.34):

$$
\begin{equation*}
\sum_{n} \sum_{m}\left|\left[\mathcal{H}_{2}\right]_{n, m}\right|^{2}<\infty \tag{4.61}
\end{equation*}
$$

Hence, $\mathcal{H}_{2}$ is also a compact operator. On the other hand, the matrix operator $\mathcal{H}_{1}$, with entries in terms of the incomplete scalar product $\hat{Q}_{m, n}^{(1,0)}\left(\psi_{\text {PEC }}\right)$, is a projection operator having norm at most 1 . It is symmetric, bounded, idempotent, and dependent only on $\theta^{\mathrm{PEC}}$.

From these properties of the sub-matrices, it can be readily deduced that the block matrix operator $\mathcal{C}_{1}$ is a compact operator. Although $\mathcal{F}_{1}$ takes more complicated form that those encountered in Chapter 3, and cannot be readily deduced as a Fredholm operator, (4.55) can be shown to be similar to those matrix operator equations discussed in Chapter 3 as follows.

From the idempotent properties of $\mathcal{H}_{1}$; i.e., $\mathcal{H}_{1}\left(\mathcal{I}-\mathcal{H}_{1}\right)=\left(\mathcal{I}-\mathcal{H}_{1}\right) \mathcal{H}_{1}=0$, and $\mathcal{H}_{1}^{2}=\mathcal{H}_{1}$, the following bounded matrix operator can be easily checked to be the inverse operator of $\mathcal{F}_{1}$ :

$$
\mathcal{F}_{1}^{-1}=\left(\begin{array}{c:c}
\xi \mathcal{I}+(1-\xi) \mathcal{H}_{1} & \varsigma \xi\left(\mathcal{H}_{1}-\mathcal{I}\right)  \tag{4.62}\\
\hdashline v \xi\left(\mathcal{H}_{1}-\mathcal{I}\right)-\tau \mathcal{H}_{1} & \xi \mathcal{I}+(1-\xi) \mathcal{H}_{1}
\end{array}\right)
$$

where the notation $\xi=(1-\varsigma v)^{-1}$ is introduced. It can be readily checked that $\xi \geq 1$ for $\epsilon_{r}, \mu_{r} \geq 1$, and it is independent of $\omega$. Left multiplication of $\mathcal{F}_{1}^{-1}$ on both sides of (4.55) leads to

$$
\begin{equation*}
\left[\mathcal{I}-\mathcal{F}_{1}^{-1} \mathcal{C}_{1}\right]\binom{\mathbf{x}_{1}}{\mathbf{y}_{2}^{-}}=\mathcal{F}_{1}^{-1}\binom{\mathbf{z}_{1}}{\hdashline 0}, \tag{4.63}
\end{equation*}
$$

which enjoys the same advantages as those discussed in Chapter 3, because $\mathcal{F}_{1}^{-1} \mathcal{C}_{1}$ is a compact operator and (4.63) is second kind Fredholm. Suppose truncation number $N_{\mathrm{tr}}$ is used to truncate each of the infinite systems (4.52) and (4.54). The $2 N_{\mathrm{tr}}$-by$2 N_{\text {tr }}$ block matrix $\left(\mathcal{F}_{1}-\mathcal{C}_{1}\right)$ is solved numerically by MATLAB; i.e., by a standard process of Gaussian elimination for the results obtained in the thesis. As $\left(\mathcal{F}_{1}-\mathcal{C}_{1}\right)$ is a complex perturbation of the identity, and there are no modes for the range of axial wavenumbers under consideration, iterative methods also provide an attractive alternative to solving this linear system. By increasing $N_{\text {tr }}$, the solutions $\left\{x_{n}^{(1)}, y_{n}^{(2)}\right\}_{n=1}^{N_{\mathrm{tr}}}$ computed with the truncated systems converge to the exact solution.

The second pair of coupled SE (4.48) and (4.49) Similarly, we now convert the second pair, (4.49)-(4.48), to two coupled infinite systems. To regularize (4.48), we make the following replacements to (3.39) and (3.37): $a \mapsto \tilde{s}_{0}, b \mapsto \tilde{q}_{0}, c \mapsto 0, d \mapsto 0$, $s_{n} \mapsto \tilde{s}_{n}, t_{n} \mapsto \tilde{q}_{n}, e_{n} \mapsto y_{n}^{(1)}\left(1-\tilde{r}_{n}\right) v, f_{n} \mapsto y_{n}^{(1)}\left(1-\tilde{p}_{n}\right) \tau, x_{0} \mapsto b_{0}^{(1)}, x_{n} \mapsto x_{n}^{(2)}$, and $\psi_{0} \mapsto \psi_{\text {PEC }}$. We get

$$
\begin{align*}
b_{0}^{(1)}= & -\frac{1-\psi_{\mathrm{PEC}}}{\sqrt{2}\left[\tilde{q}_{0} \ln \left(\frac{1+\psi_{\mathrm{PEC}}}{2}\right)-\tilde{s}_{0}\right]}  \tag{4.64}\\
& \times \sum_{n=1}^{\infty} \sqrt{n}\left\{x_{n}^{(2)}\left(\tilde{q}_{n}-\tilde{s}_{n}\right)+y_{n}^{(1)}\left[\left(1-\tilde{r}_{n}\right) v-\left(1-\tilde{p}_{n}\right) \tau\right]\right\} \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{n},
\end{align*}
$$

and the first ISLAE involving the unknowns $\left\{x_{n}^{(2)}, y_{n}^{(1)}\right\}_{n=1}^{\infty}$

$$
\begin{align*}
& \sqrt{m}\left[x_{m}^{(2)}\left(1-\tilde{s}_{m}\right)+y_{m}^{(1)}\left(1-\tilde{r}_{m}\right) v\right]  \tag{4.65}\\
& +\sum_{n=1}^{\infty} \sqrt{n}\left\{x_{n}^{(2)}\left(\tilde{s}_{n}-\tilde{q}_{n}\right)+y_{n}^{(1)}\left[\left(1-\tilde{p}_{n}\right) \tau-\left(1-\tilde{r}_{n}\right) v\right]\right\} \hat{S}_{m-1, n-1}\left(\psi_{\mathrm{PEC}}\right)=0
\end{align*}
$$

for $m=1,2,3, \ldots$, where

$$
\begin{equation*}
\hat{S}_{m-1, n-1}\left(\psi_{\mathrm{PEC}}\right):=\hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)+\frac{\tilde{q}_{0}\left(1-\psi_{\mathrm{PEC}}\right)^{2}}{\tilde{q}_{0} \ln \left(\frac{1+\psi_{\mathrm{PEC}}}{2}\right)-\tilde{s}_{0}} \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{m} \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{n} \tag{4.66}
\end{equation*}
$$

The second set of DSE (4.49) has the same form as that in (3.40). By making these replacements in (3.47): $s_{n} \mapsto \tilde{o}_{n}, t_{n} \mapsto \tilde{t}_{n}, g_{n} \mapsto 0, h_{n} \mapsto x_{n}^{(2)}\left(1-\tilde{u}_{n}\right) \varsigma+\tilde{z}_{n}^{(2)}$, $y_{n} \mapsto y_{n}^{(1)}$, and $\psi_{0} \mapsto \psi_{\mathrm{PEC}}$, we get another ISLAE involving $\left\{x_{n}^{(2)}, y_{n}^{(1)}\right\}_{n=1}^{\infty}$ :

$$
\begin{align*}
& \sqrt{m}\left[y_{m}^{(1)}\left(1-\tilde{t}_{m}\right)+x_{m}^{(2)}\left(1-\tilde{u}_{m}\right) \varsigma\right] \\
& +\sum_{n=1}^{\infty} \sqrt{n}\left\{y_{n}^{(1)}\left(\tilde{t}_{n}-\tilde{o}_{n}\right)-x_{n}^{(2)}\left(1-\tilde{u}_{n}\right) \varsigma\right\} \hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)  \tag{4.67}\\
& =-\sqrt{m} \tilde{z}_{m}^{(2)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{z}_{n}^{(2)} \hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right) .
\end{align*}
$$

for $m=1,2, \ldots$
In similar manner, we combine the two coupled ISLAE in (4.65), (4.67), and write them in the following matrix operator form,

$$
\begin{equation*}
\left[\mathcal{F}_{2}-\mathcal{C}_{2}\right]\binom{\mathbf{x}_{2}}{\mathbf{y}_{1}^{-}}=\binom{0}{\mathbf{z}_{2}}, \tag{4.68}
\end{equation*}
$$

where the block matrix operators are defined

$$
\begin{align*}
\mathcal{F}_{2} & :=\binom{\mathcal{I} 0}{\hdashline 0: \mathcal{I}}+\left(\begin{array}{c:c}
0 & \left(\mathcal{I}-\mathcal{H}_{3}\right)+\tau \mathcal{H}_{3} \\
\hdashline \varsigma\left(\mathcal{I}-\mathcal{H}_{3}\right) & 0
\end{array}\right),  \tag{4.69}\\
\mathcal{C}_{2} & :=\left(\begin{array}{c:c}
\mathcal{S} & v \mathcal{R}+(v-\tau) \mathcal{H}_{4} \\
+\left(\mathcal{H}_{3}+\mathcal{H}_{4}\right)(\mathcal{Q}-\mathcal{S}) & +\left(\mathcal{H}_{3}+\mathcal{H}_{4}\right)(\tau \mathcal{P}-v \mathcal{R}) \\
\hdashline \varsigma\left(\mathcal{I}-\mathcal{H}_{3}\right) \mathcal{U} & \left(\mathcal{I}-\mathcal{H}_{3}\right) \mathcal{T}
\end{array}\right) . \tag{4.70}
\end{align*}
$$

The following sub matrices are introduced

$$
\begin{align*}
& {\left[\mathcal{H}_{3}\right]_{n, m}:=\hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right),}  \tag{4.71}\\
& {\left[\mathcal{H}_{4}\right]_{n, m}:=\frac{\tilde{q}_{0}\left(1-\psi_{\mathrm{PEC}}\right)^{2}}{\tilde{q}_{0} \ln \left(\frac{1+\psi_{\mathrm{PEC}}}{2}\right)-\tilde{P}_{0}} \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{m} \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{n},} \tag{4.72}
\end{align*}
$$

for $n, m=1,2, \ldots$ The vectors $\mathbf{x}_{2}$ and $\mathbf{y}_{1}$ denotes $\left\{\sqrt{n} x_{n}^{(2)}, \sqrt{n} y_{n}^{(1)}\right\}_{n=1}^{\infty}$, respectively, and $\mathbf{z}_{2}$ denotes the right side of (4.67):

$$
\begin{equation*}
\left[\mathbf{z}_{2}\right]_{n}:=-\sqrt{m} \tilde{z}_{m}^{(2)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{z}_{n}^{(2)} \hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right) \tag{4.73}
\end{equation*}
$$

Following the same arguments for the previous pair, it can be shown that (4.68) is a Fredholm equation of the second kind, where the inverse operator of $\mathcal{F}_{2}$ has been found to take the form

$$
\mathcal{F}_{2}^{-1}=\left(\begin{array}{c:c}
\xi \mathcal{I}+(1-\xi) \mathcal{H}_{3} & v \xi\left(\mathcal{H}_{3}-\mathcal{I}\right)-\tau \mathcal{H}_{3}  \tag{4.74}\\
\hdashline \varsigma\left(\mathcal{H}_{3}-\mathcal{I}\right) & \xi \mathcal{I}+(1-\xi) \mathcal{H}_{3}
\end{array}\right) .
$$

As with the ISLAE given in (4.63), this infinite system is solved numerically using MATLAB, by a standard process of Gaussian elimination. The solutions $\left\{x_{n}^{(2)}, y_{n}^{(1)}\right\}_{n=1}^{N_{\mathrm{tr}}}$ computed with the truncated systems converge to the exact solution, for increasing $N_{\text {tr }}$.

### 4.5 Extension to the $\mathrm{TE}_{z}$ incident plane wave problem

In this section, the same CLR is considered, with the only distinction being the oblique incident plane wave is $\mathrm{TE}_{z}$. Adapting the same series representations for the secondary fields, the formulation and regularization process in solving for the $\mathrm{TE}_{z}$ incident problem are of great similarity as those for the $\mathrm{TM}_{z}$ incident problem. As a result, the detailed working for the problem is omitted here, with only the main differences outlined. In the following, unless otherwise stated, the parameters are as defined for the $\mathrm{TM}_{z}$ case.

From Section 2.5, the field components for the $\mathrm{TE}_{z}$ plane wave can be represented as the following series

$$
\begin{align*}
& E_{z}^{\mathrm{inc}}=0  \tag{4.75a}\\
& H_{z}^{\mathrm{inc}}=\frac{1}{\eta_{0}} \sum_{n=-\infty}^{\infty} c_{n}\left(\kappa_{0} \rho\right) e^{j n \phi},  \tag{4.75b}\\
& E_{\phi}^{\mathrm{inc}}=\frac{j k_{0}}{\kappa_{0}} \sum_{n=-\infty}^{\infty} c_{n}^{\prime}\left(\kappa_{0} \rho\right) e^{j n \phi},  \tag{4.75c}\\
& H_{\phi}^{\mathrm{inc}}=-\frac{k_{0} \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \kappa_{0}^{2} \rho} \sum_{n=-\infty}^{\infty} n c_{n}\left(\kappa_{0} \rho\right) e^{j n \phi},  \tag{4.75d}\\
& E_{\rho}^{\mathrm{inc}}=\frac{k_{0}}{\kappa_{0}^{2} \rho} \sum_{n=-\infty}^{\infty} n c_{n}\left(\kappa_{0} \rho\right) e^{j n \phi},  \tag{4.75e}\\
& H_{\rho}^{\mathrm{inc}}=\frac{j k_{0} \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \kappa_{0}} \sum_{n=-\infty}^{\infty} c_{n}^{\prime}\left(\kappa_{0} \rho\right) e^{j n \phi} . \tag{4.75f}
\end{align*}
$$

Upon the enforcement of the continuity condition on the transverse-components
of the total electric field on the entire contour of the CLR, it can be shown that

$$
\begin{align*}
a_{n}^{(0)}= & a_{n}^{(1)} J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right),  \tag{4.76}\\
b_{n}^{(0)}= & \frac{j \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \kappa_{0} R}\left(\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}-1\right) n a_{n}^{(1)} J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)} \\
& +\mu_{r} \frac{\kappa_{0}}{\kappa_{1}} b_{n}^{(1)} J_{n}^{\prime}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}-\frac{1}{\eta_{0}} c_{n}^{\prime} \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}, \tag{4.77}
\end{align*}
$$

for all $n \in \mathbb{Z}$. The MBC on the contour of the CLR give

$$
\begin{align*}
\sum_{n=-\infty}^{\infty} a_{n}^{(1)} o_{n} e^{j n \phi} & =0 & (A), & & \text { on } \Omega_{\mathrm{PEC}},  \tag{4.78}\\
\sum_{n=-\infty}^{\infty}\left\{a_{n}^{(1)} p_{n}+b_{n}^{(1)} q_{n}\right\} e^{j n \phi} & =0 & (A), & & \text { on } \Omega_{\mathrm{PEC}},  \tag{4.79}\\
\sum_{n=-\infty}^{\infty}\left\{a_{n}^{(1)} r_{n}+b_{n}^{(1)} s_{n}+v_{n}\right\} e^{j n \phi} & =0 & (A), & & \text { on } \Omega_{\mathrm{aper}},  \tag{4.80}\\
\sum_{n=-\infty}^{\infty}\left\{a_{n}^{(1)} t_{n}+b_{n}^{(1)} u_{n}+w_{n}\right\} e^{j n \phi} & =0 & (A), & & \text { on } \Omega_{\mathrm{aper}} . \tag{4.81}
\end{align*}
$$

The two new parameters introduced in the above series equations are defined as:

$$
\begin{align*}
& v_{n}:=\frac{1}{\eta_{0}}\left[c_{n}^{\prime}\left(\kappa_{0} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}-c_{n}\left(\kappa_{0} R\right)\right],  \tag{4.82}\\
& w_{n}:=\frac{n \kappa_{1} \cos \theta_{z}^{\mathrm{pw}}}{j \kappa_{0} R}\left[c_{n}^{\prime}\left(\kappa_{0} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}-c_{n}\left(\kappa_{0} R\right)\right]=\frac{\eta_{0} \kappa_{1} \cos \theta_{z}^{\mathrm{pw}}}{j \kappa_{0} R} n v_{n} . \tag{4.83}
\end{align*}
$$

The series equations above are regularized following the same arguments and steps as those in the $\mathrm{TM}_{z}$ problem. As the same structure is considered, the matrix operators in the final form of infinite systems obtained for the $\mathrm{TE}_{z}$ problem are exactly the same as those for the $\mathrm{TM}_{z}$ problem. The difference lies in the right hand vectors, which collect all the contribution from the incident wave. In matrix operator form, the first and second infinite systems can be written as

$$
\begin{align*}
& {\left[\mathcal{F}_{1}-\mathcal{C}_{1}\right]\binom{\mathbf{x}_{1}}{\dddot{y}_{2}^{-}}=\binom{\mathbf{z}_{1}}{\mathbf{z}_{2}},}  \tag{4.84}\\
& {\left[\mathcal{F}_{2}-\mathcal{C}_{2}\right]\binom{\mathbf{x}_{2}}{\dddot{y}_{1}^{-}}=\binom{\mathbf{z}_{3}}{\mathbf{z}_{4}},} \tag{4.85}
\end{align*}
$$

where the right hand vectors are composed of

$$
\begin{align*}
& {\left[\mathbf{z}_{1}\right]_{n}:=-\sqrt{m} \tilde{w}_{m}^{(+)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{w}_{n}^{(+)} \hat{R}_{m-1, n-1}\left(\psi_{\mathrm{PEC}}\right),}  \tag{4.86a}\\
& {\left[\mathbf{z}_{2}\right]_{n}:=-\sqrt{m} \tilde{v}_{m}^{(-)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{v}_{n}^{(-)} \hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right),}  \tag{4.86b}\\
& {\left[\mathbf{z}_{3}\right]_{n}:=-\frac{\sqrt{2}\left(1-\psi_{\mathrm{PEC}}\right) \tilde{q}_{0} \tilde{v}_{0}}{\tilde{q}_{0} \ln \left(\frac{1+\psi_{\mathrm{PEC}}}{2}\right)-\tilde{s}_{0}^{(1,0)}} \frac{\psi_{m-1}}{m}} \\
& -\sqrt{m} \tilde{v}_{m}^{(+)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{v}_{n}^{(+)} \hat{S}_{m-1, n-1}\left(\psi_{\mathrm{PEC}}\right),  \tag{4.86c}\\
& {\left[\mathbf{z}_{4}\right]_{n}:=-\sqrt{m} \tilde{w}_{m}^{(-)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{w}_{n}^{(-)} \hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right),} \tag{4.86d}
\end{align*}
$$

for $n=1,2, \ldots$ A few new notations have been adopted in the expressions above:

$$
\begin{align*}
\left\{\tilde{v}_{0}, \tilde{v}_{n}^{(+)}, \tilde{v}_{n}^{(-)}\right\} & :=\frac{j \pi \kappa_{1}^{3} R}{\kappa_{1}^{2}+\mu_{r} \kappa_{0}^{2}}\left\{v_{0},\left(v_{n}+v_{-n}\right),\left(v_{n}-v_{-n}\right)\right\}  \tag{4.87}\\
\left\{\tilde{w}_{n}^{(+)}, \tilde{w}_{n}^{(-)}\right\} & :=\frac{j \pi \kappa_{0} R^{2}}{\zeta}\left\{\frac{w_{n}+w_{-n}}{n}, \frac{w_{n}-w_{-n}}{n}\right\} \tag{4.88}
\end{align*}
$$

where $n=1,2, \ldots$ The rest of the parameters are as defined previously for the $\mathrm{TM}_{z}$ incidence problem. The two series expressions similar to (4.51) and (4.90) for unknowns $x_{0}^{(1)}$ and $x_{0}^{(2)}$ are also obtained:

$$
\begin{align*}
a_{0}^{(1)}= & \frac{1+\psi_{\mathrm{PEC}}}{\sqrt{2}\left[\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\tilde{o}_{0}\right]}  \tag{4.89}\\
& \times \sum_{n=1}^{\infty} \sqrt{n}\left[x_{n}^{(1)}\left(\tilde{t}_{n}-\tilde{o}_{n}\right)-y_{n}^{(2)}\left(1-\tilde{u}_{n}\right) \varsigma-\tilde{w}_{n}^{(+)}\right] \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{n}, \\
b_{0}^{(1)}= & \frac{\tilde{v}_{0}}{\tilde{q}_{0} \ln \left(\frac{1+\psi_{\mathrm{PEC}}}{2}\right)-\tilde{s}_{0}}-\frac{1-\psi_{\mathrm{PEC}}}{\sqrt{2}\left[\tilde{q}_{0} \ln \left(\frac{1+\psi_{\mathrm{PEC}}}{2}\right)-\tilde{s}_{0}\right]}  \tag{4.90}\\
& \times \sum_{n=1}^{\infty} \sqrt{n}\left\{x_{n}^{(2)}\left(\tilde{q}_{n}-\tilde{s}_{n}\right)+y_{n}^{(1)}\left[\left(1-\tilde{r}_{n}\right) v-\left(1-\tilde{p}_{n}\right) \tau\right]+\tilde{v}_{n}^{(+)}\right\} \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{n} .
\end{align*}
$$

### 4.6 Series representations of physical quantities

### 4.6.1 Energy

The series representation for the energy accumulated inside a unit length CLR ( $W$ ) has been derived in Subsection 4.3.2. In order to represent $W$ in terms of $a_{0}^{(1)}, b_{0}^{(1)}$,
and $\left\{x_{n}^{(i)}, y_{n}^{(i)}\right\}_{n=1}^{\infty}(i=1,2)$, we substitute (4.42a)-(4.42b) into (4.9). As $\Phi_{-n}=\Phi_{n}$, and $\Gamma_{-n}=-\Gamma_{n}$ for $n=1,2, \ldots$, (4.9) can be simplified to

$$
\begin{equation*}
W=\pi\left(\epsilon_{0} \epsilon_{r}\left|a_{0}^{(1)}\right|^{2}+\mu_{0} \mu_{r}\left|b_{0}^{(1)}\right|^{2}\right) \Phi_{0}+\frac{\pi}{2} \sum_{n=1}^{\infty} \gamma_{n}, \tag{4.91}
\end{equation*}
$$

where $\left\{\Phi_{n}, \Gamma_{n}\right\}_{n=0}^{\infty}$ are as defined in (4.14), and we introduce

$$
\begin{align*}
\gamma_{n}:= & \Phi_{n}\left[\epsilon_{0} \epsilon_{r}\left(\left|x_{n}^{(1)}\right|^{2}+\left|y_{n}^{(1)}\right|^{2}\right)+\mu_{0} \mu_{r}\left(\left|x_{n}^{(2)}\right|^{2}+\left|y_{n}^{(2)}\right|^{2}\right)\right] \\
& +2 j \Gamma_{n} \operatorname{Im}\left(\overline{x_{n}^{(2)}} y_{n}^{(1)}+x_{n}^{(1)} \overline{y_{n}^{(2)}}\right) . \tag{4.92}
\end{align*}
$$

### 4.6.2 Radiation pattern and RCS

Expressions for the components of the radiation pattern, $\mathbf{R}(\phi)$, can be obtained by substitution of the large argument approximations for $H_{n}^{(2)}(x)$ and $H_{n}^{\prime(2)}(x)$ into the series representations for $E_{z}^{\mathrm{sc}}, E_{\phi}^{\mathrm{sc}}$ and $E_{\rho}^{\mathrm{sc}}$. Expressing the components in terms of $a_{0}^{(1)}, b_{0}^{(1)}$, and $\left\{x_{n}^{(i)}, y_{n}^{(i)}\right\}_{n=1}^{\infty}(i=1,2)$, we get

$$
\begin{equation*}
\left\{R_{z}, R_{\phi}, R_{\rho}\right\}=\sqrt{\frac{2}{\pi \kappa_{0}}} e^{j \frac{\pi}{4}}\left\{S_{1}(\phi), \frac{\eta_{0}}{\sin \theta_{z}^{\mathrm{pw}}} S_{2}(\phi), \cot \theta_{z}^{\mathrm{pw}} S_{1}(\phi)\right\}, \tag{4.93}
\end{equation*}
$$

where $S_{1}$ and $S_{2}$ are used to denote the following series for brevity

$$
\begin{align*}
S_{1}(\phi):= & \frac{a_{0}^{(1)} o_{0}-c_{0}}{H_{0}^{(2)}\left(\kappa_{0} R\right)}  \tag{4.94a}\\
& +\sum_{n=1}^{\infty} \frac{e^{j n \frac{\pi}{2}}}{H_{n}^{(2)}\left(\kappa_{0} R\right)}\left[\left(x_{n}^{(1)} o_{n}-c_{n}^{(1)}\right) \cos n \phi+\left(y_{n}^{(1)} o_{n}-c_{n}^{(2)}\right) j \sin n \phi\right] \\
S_{2}(\phi):= & \frac{\mu_{r} \frac{\kappa_{0}}{\kappa_{1}} b_{0}^{(1)} q_{0}}{H_{0}^{\prime(2)}\left(\kappa_{0} R\right)}+\sum_{n=1}^{\infty} \frac{e^{j n \frac{\pi}{2}}}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}  \tag{4.94b}\\
& \times\left\{\left[\frac{j \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \kappa_{0} R}\left(\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}-1\right) n o_{n} y_{n}^{(1)}+\mu_{r} \frac{\kappa_{0}}{\kappa_{1}} q_{n} x_{n}^{(2)}\right] \cos n \phi\right. \\
& \left.+\left[\frac{j \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \kappa_{0} R}\left(\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}-1\right) n o_{n} x_{n}^{(1)}+\mu_{r} \frac{\kappa_{0}}{\kappa_{1}} q_{n} y_{n}^{(2)}\right] j \sin n \phi\right\}
\end{align*}
$$

The parameters $\left\{c_{n}, o_{n}, q_{n}\right\}_{n=1}^{\infty}$ are as defined in (4.2a), (4.25) and (4.27), while $\left\{c_{n}^{(1,2)}\right\}_{n=0}^{\infty}$ are introduced to denote $c_{n}^{(1,2)}:=c_{n} \pm c_{-n}$, for $n=1,2, \ldots$

Without loss of generality, we take the amplitude of the incident plane wave $A_{0}$ to be 1 , and the normalized $\operatorname{RCS} \hat{\sigma}(\phi)$ can be expressed as

$$
\begin{equation*}
\hat{\sigma}(\phi)=\frac{2}{R}|\mathbf{R}(\phi)|^{2}=\frac{4 \csc ^{2} \theta_{z}^{\mathrm{pw}}}{\pi \kappa_{0} R}\left\{\left(1+\cos ^{2} \theta_{z}^{\mathrm{pw}}\right)\left|S_{1}(\phi)\right|^{2}+\eta_{0}^{2}\left|S_{2}(\phi)\right|^{2}\right\} \tag{4.95}
\end{equation*}
$$

### 4.6.3 Surface current density

Due to the oblique incidence, both of the $\phi$ - and $z$-components of the surface current density, J, are present on the surface of the PEC strip. From its definition (2.42), J per unit length along the $z$-axis depends only on the angular variable $\phi$, and can be expressed mathematically as

$$
\begin{align*}
J_{\phi}(\phi) & =-H_{z}^{\mathrm{tr}}(R, \phi)+\left[H_{z}^{\mathrm{sc}}(R, \phi)+H_{z}^{\mathrm{inc}}(R, \phi)\right]  \tag{4.96a}\\
J_{z}(\phi) & =H_{\phi}^{\operatorname{tr}}(R, \phi)-\left[H_{\phi}^{\mathrm{sc}}(R, \phi)+H_{\phi}^{\mathrm{inc}}(R, \phi)\right] . \tag{4.96b}
\end{align*}
$$

From the series representations given in Subsection 4.3.1, $J_{z}$ and $J_{\phi}$ for the $\mathrm{TM}_{z}$ incidence problem can be expressed in terms of $\left\{x_{n}^{(i)}, y_{n}^{(i)}\right\}_{n=1}^{\infty}(i=1,2)$ as:

$$
\begin{align*}
J_{\phi}= & -s_{0} b_{0}^{(1)}-\sum_{n=1}^{\infty}\left\{\left[r_{n} y_{n}^{(1)}+s_{n} x_{n}^{(2)}\right] \cos n \phi+j\left[r_{n} x_{n}^{(1)}+s_{n} y_{n}^{(2)}\right] \sin n \phi\right\},  \tag{4.97a}\\
J_{z}= & -\frac{j k_{0}}{\eta_{0} \kappa_{0} \kappa_{1}}\left\{a_{0}^{(1)} t_{0}+z_{0}+\sum_{n=1}^{\infty}\left[x_{n}^{(1)} t_{n}+y_{n}^{(2)} u_{n}+n z_{n}^{(1)}\right] \cos n \phi\right. \\
& \left.+j \sum_{n=1}^{\infty}\left[x_{n}^{(2)} u_{n}+y_{n}^{(1)} t_{n}+n z_{n}^{(2)}\right] \sin n \phi\right\} . \tag{4.97b}
\end{align*}
$$

The parameters $\left\{r_{n}, s_{n}, t_{n}, u_{n}, z_{n}^{(1,2)}\right\}_{n=1}^{\infty}$ are as defined in (4.32)-(4.36) and (4.42c).
Writing $J_{\phi}$ and $J_{z}$ in terms of the asymptotically small parameters defined in (4.45d)-(4.45g), we have:

$$
\begin{align*}
J_{\phi}= & -\frac{\kappa_{1}^{2}+\mu_{r} \kappa_{0}^{2}}{j \pi \kappa_{1}^{3} R}\left\{\tilde{s}_{0} b_{0}^{(1)}-\sum_{n=1}^{\infty}\left[y_{n}^{(1)}\left(1-\tilde{r}_{n}\right) v+x_{n}^{(2)}\left(1-\tilde{s}_{n}\right)\right] \cos n \phi\right. \\
& \left.-j \sum_{n=1}^{\infty}\left[x_{n}^{(1)}\left(1-\tilde{r}_{n}\right) v+y_{n}^{(2)}\left(1-\tilde{s}_{n}\right)\right] \sin n \phi\right\}  \tag{4.98a}\\
J_{z}= & -\frac{\zeta k_{0}}{\pi \eta_{0} \kappa_{0}^{2} \kappa_{1} R^{2}}\left\{a_{0}^{(1)} \tilde{t}_{0}+\tilde{z}_{0}+\sum_{n=1}^{\infty} n\left[x_{n}^{(1)}\left(1-\tilde{t}_{n}\right)+y_{n}^{(2)}\left(1-\tilde{u}_{n}\right) \varsigma+\tilde{z}_{n}^{(1)}\right] \cos n \phi\right. \\
& \left.+j \sum_{n=1}^{\infty} n\left[x_{n}^{(2)}\left(1-\tilde{u}_{n}\right) \varsigma+y_{n}^{(1)}\left(1-\tilde{t}_{n}\right)+\tilde{z}_{n}^{(2)}\right] \sin n \phi\right\} \tag{4.98b}
\end{align*}
$$

where the remaining scaled parameters are as defined in (4.50a)-(4.50c).

### 4.7 Improving the rate of convergence

From the series representations given in (4.98a) and (4.98b), we can see that the general series terms for $J_{z}$ decreases at order $O\left(n^{-1 / 2}\right)$, while that for $J_{\phi}$ decreases
at order $O\left(n^{-3 / 2}\right)$, as $n \rightarrow \infty$. In other words, correspondingly accurate calculation of $J_{z}$ will require a larger $N_{\mathrm{tr}}$ than that for $J_{\phi}$.

To accelerate the decay rate of the terms in the two series in the slower converging (4.98b), we make use of the block matrix equations given in (4.55) and (4.68). Left multiplying (4.55) with the bounded inverse $\mathcal{F}_{1}^{-1}$ defined in (4.62), followed by rearrangement of the equation, we get

$$
\begin{equation*}
\binom{\mathbf{x}_{1}}{\mathbf{y}_{2}^{-}}=\mathcal{F}_{1}^{-1} \mathcal{C}_{1}\binom{\mathbf{x}_{1}}{\mathbf{y}_{2}^{-}}+\mathcal{F}_{1}^{-1}\binom{\mathbf{z}_{1}}{0} . \tag{4.99}
\end{equation*}
$$

Similar operations on (4.68), by using $\mathcal{F}_{2}^{-1}$ defined in (4.74), lead us to

$$
\begin{equation*}
\binom{\mathbf{x}_{2}}{\mathbf{y}_{1}^{-}}=\mathcal{F}_{2}^{-1} \mathcal{C}_{2}\binom{\mathbf{x}_{2}}{\mathbf{y}_{1}^{-}}+\mathcal{F}_{2}^{-1}\binom{0}{\mathbf{z}_{2}} . \tag{4.100}
\end{equation*}
$$

Recalling the definitions of $\mathcal{C}_{i}$ and $\mathbf{z}_{i}(i=1,2)$ given in (4.57), (4.60), (4.70), and (4.73), we can rewrite (4.99) and (4.100) in the following forms:

$$
\begin{align*}
\mathbf{x}_{1}= & \left\{\begin{array}{l}
\xi \mathcal{T}+(1-\xi) \mathcal{R}+\mathcal{H}_{1}[\mathcal{O}-\xi \mathcal{T}-(1-\xi) \mathcal{R}] \\
+\left[\xi \mathcal{I}+(1-\xi) \mathcal{H}_{1}\right] \mathcal{H}_{2}(\mathcal{T}-\mathcal{O})
\end{array}\right\} \mathbf{x}_{1} \\
& +\left\{\xi \varsigma\left(\mathcal{I}-\mathcal{H}_{1}\right)(\mathcal{U}-\mathcal{S})-\varsigma\left[\xi \mathcal{I}+(1-\xi) \mathcal{H}_{1}\right] \mathcal{H}_{2}(\mathcal{I}-\mathcal{U})\right\} \mathbf{y}_{2} \\
& +\left\{\xi \mathcal{I}+(1-\xi) \mathcal{H}_{1}\right\} \mathbf{z}_{1},  \tag{4.101a}\\
\mathbf{y}_{2}= & \left\{\begin{array}{c}
\xi v(\mathcal{R}-\mathcal{T})+\mathcal{H}_{1}[\tau(\mathcal{P}-\mathcal{O})-\xi v(\mathcal{R}-\mathcal{T})] \\
\\
+\left[(\xi v-\tau) \mathcal{H}_{1}-\xi v \mathcal{I}\right] \mathcal{H}_{2}(\mathcal{T}-\mathcal{O})
\end{array}\right\} \mathbf{x}_{1} \\
& +\left\{\begin{array}{c}
\xi \mathcal{S}+(1-\xi) \mathcal{U}+\mathcal{H}_{1}[\mathcal{Q}-\xi \mathcal{S}-(1-\xi) \mathcal{U}] \\
+\left[(1-\xi+\tau \varsigma) \mathcal{H}_{1}-(1-\xi) \mathcal{I}\right] \mathcal{H}_{2}(\mathcal{I}-\mathcal{U})
\end{array}\right\} \mathbf{y}_{2} \\
& +\left\{(\xi v-\tau) \mathcal{H}_{1}-\xi v \mathcal{I}\right\} \mathbf{z}_{1},  \tag{4.101b}\\
\mathbf{x}_{2}= & \left\{\begin{array}{l}
\xi \mathcal{S}+(1-\xi) \mathcal{U}+\mathcal{H}_{3}[\mathcal{Q}-\xi \mathcal{S}-(1-\xi) \mathcal{U}] \\
\\
+\left[\xi \mathcal{I}+(1-\xi) \mathcal{H}_{3}\right] \mathcal{H}_{4}(\mathcal{Q}-\mathcal{S})
\end{array}\right\} \mathbf{x}_{2} \\
& +\left\{\begin{array}{l}
\xi v(\mathcal{R}-\mathcal{T})+\mathcal{H}_{3}[\tau \mathcal{P}-\xi v(\mathcal{R}-\mathcal{T})] \\
+\left[\xi \mathcal{I}+(1-\xi) \mathcal{H}_{3}\right] \mathcal{H}_{4}[v(\mathcal{I}-\mathcal{R})-\tau(\mathcal{I}-\mathcal{P})]
\end{array}\right\} \mathbf{y}_{1} \\
& +\left\{(\xi v-\tau) \mathcal{H}_{3}-\xi v \mathcal{I}\right\} \mathbf{z}_{2},  \tag{4.101c}\\
\mathbf{y}_{1}= & \xi \varsigma\left\{(\mathcal{U}-\mathcal{S})-\mathcal{H}_{3}(\mathcal{U}-\mathcal{S})-(\mathcal{I}-\mathcal{H}) \mathcal{H}(\mathcal{Q}-\mathcal{S})\right\} \mathbf{x}_{2} \\
& +\left\{\begin{array}{c}
\xi \mathcal{T}+(1-\xi) \mathcal{R}-\mathcal{H}_{3}[\xi \mathcal{T}+(1-\xi) \mathcal{R}] \\
+\left(\mathcal{I}-\mathcal{H}_{3}\right) \mathcal{H}_{4}[(1-\xi)(\mathcal{I}-\mathcal{R})+\xi \varsigma \tau(\mathcal{I}-\mathcal{P})]
\end{array}\right\} \mathbf{y}_{1} \\
& +\left\{\xi \mathcal{I}+(1-\xi) \mathcal{H}_{3}\right\} \mathbf{z}_{2}, \tag{4.101d}
\end{align*}
$$

or equivalently in series forms:

$$
\sqrt{m} x_{m}^{(1)}=\sqrt{m}\left\{x_{m}^{(1)}\left[\xi \tilde{t}_{m}+(1-\xi) \tilde{r}_{m}\right]+\xi \varsigma y_{m}^{(2)}\left(\tilde{u}_{m}-\tilde{s}_{m}\right)-\xi \tilde{z}_{m}^{(1)}\right\}+\hat{e}_{m}
$$

$$
\begin{align*}
& +\sum_{n=1}^{\infty} \sqrt{n}\left\{\left[\begin{array}{c}
\left(\tilde{o}_{n}-\xi \tilde{t}_{n}-(1-\xi) \tilde{r}_{n}\right) x_{n}^{(1)} \\
+\xi \varsigma\left(\tilde{s}_{n}-\tilde{u}_{n}\right) y_{n}^{(2)}+\xi \tilde{z}_{n}^{(1)}
\end{array}\right] \hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)\right. \\
& \left.+\left[\left(\tilde{t}_{n}-\tilde{o}_{n}\right) x_{n}^{(1)}-\varsigma\left(1-\tilde{u}_{n}\right) y_{n}^{(2)}-\tilde{z}_{n}^{(1)}\right] \hat{T}_{m-1, n-1}\right\},  \tag{4.102a}\\
& \sqrt{m} y_{m}^{(2)}=\sqrt{m}\left\{\xi v x_{m}^{(1)}\left(\tilde{r}_{m}-\tilde{t}_{m}\right)+y_{m}^{(2)}\left[\xi \tilde{s}_{m}+(1-\xi) \tilde{u}_{m}\right]+\xi v \tilde{z}_{m}^{(1)}\right\}+\hat{f}_{m} \\
& +\sum_{n=1}^{\infty} \sqrt{n}\left\{\left[\begin{array}{l}
\left(\tau\left(\tilde{p}_{n}-\tilde{o}_{n}\right)-\xi v\left(\tilde{r}_{n}-\tilde{t}_{n}\right)\right) x_{n}^{(1)} \\
+\left(\tilde{q}_{n}-\xi \tilde{s}_{n}-(1-\xi) \tilde{u}_{n}\right) y_{n}^{(2)}-\xi v \tilde{z}_{n}^{(1)}
\end{array}\right] \hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)\right. \\
& \left.+\left[\left(\tilde{t}_{n}-\tilde{o}_{n}\right) x_{n}^{(1)}-\varsigma\left(1-\tilde{u}_{n}\right) y_{n}^{(2)}-\tilde{z}_{n}^{(1)}\right] \hat{U}_{m-1, n-1}\right\},  \tag{4.102b}\\
& \sqrt{m} x_{m}^{(2)}=\sqrt{m}\left\{x_{m}^{(2)}\left[\xi \tilde{s}_{m}+(1-\xi) \tilde{u}_{m}\right]+\xi v y_{m}^{(1)}\left(\tilde{r}_{m}-\tilde{t}_{m}\right)+\xi v \tilde{z}_{m}^{(2)}\right\} \\
& +\sum_{n=1}^{\infty} \sqrt{n}\left\{\left[\begin{array}{l}
\left(\tilde{q}_{n}-\xi \tilde{s}_{n}-(1-\xi) \tilde{u}_{n}\right) x_{n}^{(2)} \\
+\left(\tau \tilde{p}_{n}-\xi v\left(\tilde{r}_{n}-\tilde{t}_{n}\right)\right) y_{n}^{(1)}-\xi v \tilde{z}_{n}^{(2)}
\end{array}\right] \hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)\right. \\
& \left.+\left[\begin{array}{l}
\left(\tilde{q}_{n}-\tilde{s}_{n}\right) x_{n}^{(2)} \\
+\left(v\left(1-\tilde{r}_{n}\right)-\tau\left(1-\tilde{p}_{n}\right)\right) y_{n}^{(1)}
\end{array}\right] \hat{V}_{m-1, n-1}\right\},  \tag{4.102c}\\
& \left.\sqrt{m} y_{m}^{(1)}=\sqrt{m}\left\{\xi \varsigma x_{m}^{(2)}\left(\tilde{u}_{m}-\tilde{s}_{m}\right)+y_{m}^{(1)}\left[\xi \tilde{t}_{m}+(1-\xi) \tilde{r}_{m}\right]\right)-\xi \tilde{z}_{m}^{(2)}\right\} \\
& +\sum_{n=1}^{\infty} \sqrt{n}\left\{\begin{array}{l}
\xi \varsigma\left(\tilde{s}_{n}-\tilde{u}_{n}\right) x_{n}^{(2)} \\
-\left(\xi \tilde{t}_{n}+(1-\xi) \tilde{r}_{n}\right) y_{n}^{(1)}+\xi \tilde{z}_{n}^{(2)}
\end{array}\right] \hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right) \\
& \left.+\left[\begin{array}{l}
-\xi \varsigma\left(\tilde{q}_{n}-\tilde{s}_{n}\right) x_{n}^{(2)} \\
+\left((1-\xi)\left(1-\tilde{r}_{n}\right)+\xi \varsigma \tau\left(1-\tilde{p}_{n}\right)\right) y_{n}^{(1)}
\end{array}\right] \hat{W}_{m-1, n-1}\right\} . \tag{4.102d}
\end{align*}
$$

We have introduced the following notations to simplify the above series equations:

$$
\begin{align*}
\hat{e}_{m}:= & -\frac{\sqrt{2}\left(1+\psi_{\mathrm{PEC}}\right) \tilde{o}_{0} \tilde{z}_{0}}{\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\tilde{o}_{0}} \times\left\{\xi \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{m}\right. \\
& \left.+(1-\xi)\left[\sum_{k=1}^{\infty} \hat{Q}_{m-1, k-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right) \frac{\hat{P}_{k-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{k}\right]\right\},  \tag{4.103}\\
\hat{f}_{m}:= & -\frac{\sqrt{2}\left(1+\psi_{\mathrm{PEC}}\right) \tilde{o}_{0} \tilde{z}_{0}}{\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\tilde{o}_{0}} \times\left\{-\xi v \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{m}\right. \\
& \left.+(\xi v-\tau)\left[\sum_{k=1}^{\infty} \hat{Q}_{m-1, k-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right) \frac{\hat{P}_{k-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{k}\right]\right\},  \tag{4.104}\\
\hat{T}_{m-1, n-1}:= & \frac{\tilde{t}_{0}\left(1+\psi_{\mathrm{PEC}}\right)^{2}}{\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\tilde{o}_{0}} \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{n} \times\left\{\xi \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{m}\right. \\
& \left.+(1-\xi)\left[\sum_{k=1}^{\infty} \hat{Q}_{m-1, k-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right) \frac{\hat{P}_{k-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{k}\right]\right\}, \tag{4.105}
\end{align*}
$$

$$
\begin{align*}
\hat{U}_{m-1, n-1}:= & \frac{\tilde{t}_{0}\left(1+\psi_{\mathrm{PEC}}\right)^{2}}{\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\tilde{o}_{0}} \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{n} \times\left\{-\xi v \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{m}\right. \\
& \left.+(\xi v-\tau)\left[\sum_{k=1}^{\infty} \hat{Q}_{m-1, k-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right) \frac{\hat{P}_{k-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{k}\right]\right\},  \tag{4.106}\\
\hat{V}_{m-1, n-1}:= & \frac{\tilde{q}_{0}\left(1-\psi_{\mathrm{PEC}}\right)^{2}}{\tilde{q}_{0} \ln \left(\frac{1+\psi_{\mathrm{PEC}}}{2}\right)-\tilde{s}_{0}} \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{n} \times\left\{\xi \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{m}\right. \\
& \left.+(1-\xi)\left[\sum_{k=1}^{\infty} \hat{Q}_{m-1, k-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right) \frac{\hat{P}_{k-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{k}\right]\right\},  \tag{4.107}\\
\hat{W}_{m-1, n-1}:= & \frac{\tilde{q}_{0}\left(1-\psi_{\mathrm{PEC}}\right)^{2}}{\tilde{q}_{0} \ln \left(\frac{1+\psi_{\mathrm{PEC}}}{2}\right)-\tilde{s}_{0}} \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{n} \times\left\{\frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{m}\right. \\
& \left.-\left[\sum_{k=1}^{\infty} \hat{Q}_{m-1, k-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right) \frac{\hat{P}_{k-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{k}\right]\right\}, \tag{4.108}
\end{align*}
$$

By substitution of the equations in (4.102) into the series expression for $J_{z}$ given in (4.98b), we obtain a modified series expression for $J_{z}$, for which the general series terms are of order $\left(n^{-3 / 2}\right)$, as $n \rightarrow+\infty$. The modified series expression has the following form:

$$
\left.\left.\begin{array}{rl}
J_{z}= & -\frac{\zeta k_{0}}{\pi \eta_{0} \kappa_{0}^{2} \kappa_{1} R^{2}} \times\left(a_{0}^{(1)} \tilde{t}_{0}+\tilde{z}_{0}\right.  \tag{4.109}\\
& +\sum_{m=1}^{\infty}\left[\begin{array}{l}
\left\{x_{m}^{(1)}\left[(1-\tau \varsigma) \tilde{o}_{m}+\tau \varsigma \tilde{p}_{m}-\tilde{t}_{m}\right]+\varsigma y_{m}^{(2)}\left(\tilde{q}_{m}-\tilde{u}_{m}\right)+\tilde{z}_{m}^{(1)}\right\} \hat{A}_{m} \\
+\left\{x_{m}^{(1)}\left(\tilde{t}_{m}-\tilde{o}_{m}\right)-\varsigma y_{m}^{(2)}\left(1-\tilde{u}_{m}\right)-\tilde{z}_{m}^{(1)}\right\} \hat{B}_{m} \\
+\left\{\varsigma x_{m}^{(2)}\left(\tilde{q}_{m}-\tilde{u}_{m}\right)+y_{m}^{(1)}\left(\tau \varsigma \tilde{p}_{m}-\tilde{t}_{m}\right)+\tilde{z}_{m}^{(2)}\right\} \hat{C}_{m} \\
+\varsigma\left\{x_{m}^{(2)}\left(\tilde{q}_{m}-\tilde{s}_{m}\right)+y_{m}^{(1)}\left[v\left(1-\tilde{r}_{m}\right)-\tau\left(1-\tilde{p}_{m}\right)\right]\right\} \hat{D}_{m} \\
+\hat{E}_{m}
\end{array}\right]
\end{array}\right]\right),
$$

where the following notations are introduced for brevity:

$$
\begin{align*}
\hat{A}_{m}:= & \sqrt{m} \sum_{n=1}^{\infty} \sqrt{n} \cos n \phi \hat{Q}_{n-1, m-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right),  \tag{4.110}\\
\hat{B}_{m}:= & \frac{\tilde{t}_{0}\left(1+\psi_{\mathrm{PEC}}\right)^{2}}{\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\tilde{o}_{0}} \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{\sqrt{m}}  \tag{4.111}\\
& \times \sum_{n=1}^{\infty} \sqrt{n} \cos n \phi\left[\frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{n}-\tau \varsigma \sum_{l=1}^{\infty} \hat{Q}_{n-1, l-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right) \frac{\hat{P}_{l-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{l}\right], \\
\hat{C}_{m}:= & j \sqrt{m} \sum_{n=1}^{\infty} \sqrt{n} \sin n \phi \hat{Q}_{n-1, m-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right),  \tag{4.112}\\
\hat{D}_{m}:= & j \frac{\tilde{q}_{0}\left(1-\psi_{\mathrm{PEC}}\right)^{2}}{\tilde{q}_{0} \ln \left(\frac{1+\psi_{\mathrm{PEC}}}{2}\right)-\tilde{s}_{0}} \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{\sqrt{m}}  \tag{4.113}\\
& \times \sum_{n=1}^{\infty} \sqrt{n} \sin n \phi \sum_{l=1}^{\infty} \hat{Q}_{n-1, l-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right) \frac{\hat{P}_{l-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right)}{l}, \\
\hat{E}_{m}:= & -\frac{\sqrt{2}\left(1+\psi_{\mathrm{PEC}}\right) \tilde{o}_{0} \tilde{z}_{0}}{\tilde{t}_{0} \ln \left(\frac{1-\psi_{\mathrm{PEC}}}{2}\right)-\hat{\rho}_{0}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}  \tag{4.114}\\
n & \left.\tau \varsigma \sum_{l=1}^{\infty} \hat{Q}_{n-1, l-1}^{(1,0)}\left(\psi_{\mathrm{PEC}}\right) \frac{\hat{P}_{l-1}^{(0,1)}\left(\psi_{\mathrm{PEC}}\right)}{l}\right] .
\end{align*}
$$

The above transformation can also be applied to $W$ and $J_{\phi}$ by substitution of (4.102) into (4.91) and (4.98a), respectively. Doing so, we can improve the convergence rate of the series terms from $O\left(n^{-3 / 2}\right)$ to $O\left(n^{-5 / 2}\right)$ for $J_{\phi}$, and from $O\left(n^{-2}\right)$ to $O\left(n^{-3}\right)$ for $W$.

### 4.8 Numerical investigations

In this section, the solutions for the unknowns $\left\{x_{n}^{(i)}, y_{n}^{(i)}\right\}_{n=1}^{\infty}(i=0,1)$ are computed by two separate numerical matrix inversions of (4.55) and (4.68) for the $\mathrm{TM}_{z}$ incidence case. The values of the physical quantities (e.g., RCS and surface current density) can be computed once the values of these unknowns coefficients are found.

The goal of the first part of this section is to numerically validate the formulation in previous sections, and also the numerical codes developed. Internal as well as external tests have been carried out as follows:

1. the MBC on the contour of the CLR are verified, by substitution of the computed $\left\{x_{n}^{(i)}, y_{n}^{(i)}\right\}_{n=1}^{\infty}(i=0,1)$ back into the series representations of the field components,
2. the numerical results for near and far-field patterns are compared with available results from the literature.

The second part investigates the rates of convergence of the solution computed by looking at the relative error, as $N_{\mathrm{tr}}$ increases. It is shown that for $N_{\mathrm{tr}}>\kappa_{1} R$, the relative error decreases steadily as $N_{\text {tr }}$ goes up. The condition numbers for the matrices are also computed, and are shown to be bounded.

Finally, some numerical results of the effect of different polar incident angle ( $\theta_{z}^{\mathrm{pw}}$ ) on the RCS and internal stored energy are reported.

### 4.8.1 Numerical validation

## Internal tests:

The computed coefficients are substituted back into (4.3)-(4.6). The values of the tangential components of the fields on the contour are calculated to verify the MBC (2.9a) and (2.9b) numerically. In both Figure 4.2 and Figure 4.3 , the characteristics of the CLR were set to take values $R=1, \epsilon_{r}=2.1, \mu=1$, and $\theta^{\text {PEC }}=\frac{\pi}{3}$. The incident $\mathrm{TM}_{z}$ plane wave was taken to have $k_{0}=20, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}$, and $\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}$.

The magnitudes of $E_{z}^{\mathrm{tr}}$ and $E_{\phi}^{\mathrm{tr}}$ on the contour are displayed in Figure 4.2. Evidently, both $E_{z}^{\mathrm{tr}}$ and $E_{\phi}^{\mathrm{tr}}$ vanish on the PEC strip, $\Omega_{\mathrm{PEC}}$. In fact, although not displayed in the figures, the tangential components of the sum of the incident and scattered electric field, $\left(E_{z}^{\mathrm{inc}}+E_{z}^{\mathrm{sc}}\right)$ and $\left(E_{\phi}^{\mathrm{inc}}+E_{\phi}^{\mathrm{sc}}\right)$, when plotted for the same problem characteristic, produces exactly the same figures as in Figure 4.2. These observations confirm with both (2.6a) and (2.9a). The oscillations observed near the sharp edges (when $\phi= \pm \theta^{\mathrm{PEC}}$ ) in both sub-figures are examples of the Gibbs phenomenon. We can see that the phenomenon is more profound in the bottom subfigure $\left(E_{\phi}^{\mathrm{tr}}\right)$ than that in the upper sub-figure $\left(E_{z}^{\mathrm{tr}}\right)$. This is because the general series terms for $E_{\phi}^{\text {tr }}$ given in $(4.5 \mathrm{c})$ converges at a slower rate $O\left(n^{-1 / 2}\right)$, when compared with the rate of $O\left(n^{-3 / 2}\right)$ for $E_{z}^{\operatorname{tr}}$ as given in (4.4). The convergence rate of $E_{\phi}^{\operatorname{tr}}$ can be improved, by following the same approach proposed in Subsection 4.6.3.

In Figure 4.3, the absolute values of the differences between the exterior and interior tangential components of total magnetic fields along the contour of the CLR are displayed. It is clear from the sub-figures that both $H_{z}$ and $H_{\phi}$ are continuous across the aperture, $\Omega_{\text {aper }}$. We observe similar Gibbs phenomenon in both sub-figures. It is worth noting that the magnitudes of the differences over $\Omega_{\text {PEC }}$ are the $\phi$ - and


Figure 4.2: Numeric verification of (2.9a); i.e., $E_{z}^{\operatorname{tr}}(\mathrm{top})$ and $E_{\phi}^{\mathrm{tr}}$ (bottom) vanishes on $\Omega_{\mathrm{PEC}} .\left[R=1, \epsilon_{r}=2.1, \mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}, k_{0}=20, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}\right.$, and $\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}$.]
$z$-components of the induced surface current (in the top and bottom figures, respectively) on the PEC strip.

## External tests:

Besides the excellent agreements of the numerical results for the internal tests conducted, the numerical algorithm is also employed to compute for the induced surface current and RCS for the normal incidence case $\left(\theta_{z}^{\mathrm{pw}}=\frac{\pi}{2}\right)$, in order to compare results externally. Unfortunately, external verification of the algorithm for the oblique incidence case is not available, due to the lack of published results for the problem. To the best of our knowledge, [94] is the only published literature dealing with the oblique scattering problem of a slotted cylinder, using mode matching technique. However, we also notice that the problem formulation in [94] has ignored the presence of mixed polarizations, and neglected the non-vanishing axial-components of the secondary (scattered or transmitted) magnetic field.

In Figure 4.4, the real and imaginary parts, as well as the magnitude of $J_{z}$ are computed for an empty slit $\operatorname{CLR}\left(\epsilon_{r}=\mu_{r}=1\right)$ of radius $R=1.0 \lambda$, when illuminated by a normally incident $\mathrm{TM}_{z}$ plane wave. The incident wave is characterized by $\theta_{z}^{\mathrm{pw}}=$ $\frac{\pi}{2}$, and $\theta_{x}^{\mathrm{pw}}=\pi$. The series representation of $J_{z}$ in terms of $\left\{x_{n}^{(i)}, y_{n}^{(i)}\right\}_{n=1}^{\infty}(i=0,1)$, has been obtained in (4.98b). In Figure 4.4, the real (solid red line) and imaginary (dashed black line) parts of $J_{z}$ are plotted against the angular variable $\phi$ in the left sub-figure. In the right sub-figure, the absolute value of $J_{z}$ is depicted. These subfigures are compared directly to the corresponding results given in Figure 2 (a) from [97]. The curves match with those in Figure 2 (a) from [97]. Although the numerical results are not included here, we have also checked that $J_{\phi}$, as given in (4.98a), vanishes under normal incidence. It is worth noting that Gibbs phenomenon is rather pronounced in these plots, due to the slow convergence rate of the sum resulting from the expansion coefficients of $O\left(n^{-1 / 2}\right)$. As mentioned previously, these observed Gibbs phenomenon can be suppressed by using the modified series expression for $J_{z}$ given in (4.109), instead of the originally-derived expression given in (4.97b). In the modified series expression (4.109), the general series term has a magnitude of order $O\left(n^{-3 / 2}\right)$. Alternative approaches to suppress the Gibbs phenomenon include Fejér's method of summing Cesàro sums, $\epsilon$-algorithm extrapolation method, and the explicit extraction of the square root singularities at the two edges of the strip at $\phi= \pm \theta^{\mathrm{PEC}}$.

Figure 4.5 provides another check of the algorithm under the special case - normal incidence. The backscattering RCS produced by an empty CLR upon a normal


Figure 4.3: Numeric verification of (2.9b); i.e., $H_{z}$ (top) and $H_{\phi}$ (bottom) varies continuously across $\Omega_{\text {aper }}$. $\left[R=1, \epsilon_{r}=2.1, \mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}, k_{0}=20, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}\right.$, and $\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}$.]


Figure 4.4: Real and imaginary parts (top), as well as magnitude (bottom) of $J_{z}$ induced when a normal incident plane wave excites an empty CLR (with $\theta^{\text {PEC }}=\frac{\pi}{2}$ ) at angle $\theta_{x}^{\mathrm{pw}}=\pi .\left[R=1.0 \lambda, \epsilon_{r}=\mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{2}, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{2}\right.$, and $\theta_{x}^{\mathrm{pw}}=\pi$.]
incident plane wave excitation is displayed in Figure 4.5. The series representation of the normalized RCS in terms of $\left\{x_{n}^{(i)}, y_{n}^{(i)}\right\}_{n=1}^{\infty}(i=1,2)$ has been obtained in (4.95). Here, the following values were taken in the computation, $\epsilon_{r}=1, \mu_{r}=1, R=1$, $\theta^{\mathrm{PEC}}=\frac{5}{6} \pi, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{2}$ and $\theta_{x}^{\mathrm{pw}}=\pi$. The figure is compared directly with the result published on pg. 419 in [85], and the curves are indistinguishable from each other.


Figure 4.5: RCS induced when a normal incident plane wave excites an empty CLR. $\left[\epsilon_{r}=1, \mu_{r}=1, R=1, \theta^{\mathrm{PEC}}=\frac{5}{6} \pi, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{2}\right.$ and $\theta_{x}^{\mathrm{pw}}=\pi$.]

### 4.8.2 Stability and convergence of the algorithm

Rate of convergence of solutions:

As both of the matrix equations are the second kind Fredholm equation, the solutions computed from the truncated systems converge to the exact solutions as $N_{\text {tr }} \rightarrow+\infty$. To investigate the accuracy of the computed solutions, the normalized relative error $e\left(N_{\mathrm{tr}}\right)$ defined in (2.43) is studied. In Figure 4.6-4.8, $e\left(N_{\mathrm{tr}}\right)$ for each unknown coefficients $\left\{x_{n}^{(1)}\right\}_{n=1}^{\infty}$ (dotted black), $\left\{y_{n}^{(1)}\right\}_{n=1}^{\infty}$ (solid green), $\left\{x_{n}^{(2)}\right\}_{n=1}^{\infty}$ (dashed red), $\left\{y_{n}^{(2)}\right\}_{n=1}^{\infty}$ (dash-dotted blue) are plotted as functions of the truncation number $N_{\mathrm{tr}}$. The figures are plotted on a logarithmic scale for the vertical axis. For all three of these figures, the characteristics of the CLR were set to take values $R=1$, $\epsilon_{r}=2.1, \mu=1$, and $\theta^{\mathrm{PEC}}=\frac{\pi}{3}$. The incident $\mathrm{TM}_{z}$ plane wave takes fixed values
$\theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}$, and $\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}$. Three different values of $k_{0}(20,100$ and 200) are considered in Figure 4.6-4.8.


Figure 4.6: The normalized relative error of each unknown coefficients when $k_{0}=20$. $\left[R=1, \epsilon_{r}=2.1, \mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}\right.$ and $\left.\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}\right]$

From Figure 4.6-4.8, we can see that the normalized relative error $e\left(N_{\mathrm{tr}}\right)$ for each of the computed unknown coefficients is clearly steadily decreasing once the chosen $N_{\text {tr }}$ exceeds the parameter $\kappa_{1} R$, which has value around 25 ( 126 or 253 ) when $k_{0}$ is 20 (100 or 200). This is greatly due to the fact that the magnitudes of the asymptotically small parameters diminish at the order $O\left(\left[\frac{\kappa_{1} R}{n}\right]^{2}\right)$. As a result, we can see that $N_{\mathrm{tr}}$ required for an aforesaid accuracy increases with the incident wavenumber $k_{0}$, by comparing the three plots.

## Stability of the systems:

As the computation process of the unknown coefficients involves numerical inversion of the matrices $\left(\mathcal{F}_{1}-\mathcal{C}_{1}\right)$ and $\left(\mathcal{F}_{2}-\mathcal{C}_{2}\right)$, another useful quantity to investigate is the condition number of each of these two matrices. The scattering problem considered in these figures has the same parameter values as those in Figure 4.6-4.7; that is, $R=1, \epsilon_{r}=2.1, \mu=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}$ and $\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}$. The reason why the solutions can be obtained in any predetermined accuracy can be explained by the plots of the condition numbers against $N_{\text {tr }}$ given in Figure 4.9-4.11, for $k_{0}=20,50$ and 100.


Figure 4.7: The normalized relative error of each unknown coefficients when $k_{0}=100$. $\left[R=1, \epsilon_{r}=2.1, \mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}\right.$ and $\left.\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}\right]$


Figure 4.8: The normalized relative error of each unknown coefficients when $k_{0}=200$. $\left[\left[R=1, \epsilon_{r}=2.1, \mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}\right.\right.$ and $\left.\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}\right]$

We can see that the condition numbers - solid blue for $\left(\mathcal{F}_{1}-\mathcal{C}_{1}\right)$, and dashed red for $\left(\mathcal{F}_{2}-\mathcal{C}_{2}\right)$ - tends to a constant value while the dimension of the systems, $N_{\text {tr }}$, increases and exceeds the value of $\kappa_{1} R$. In other words, they are uniformly bounded, as $N_{\mathrm{tr}}$ increases. These corresponding condition numbers to the matrix operators of the problem tends to a constant value. That is just the reason why the solution can be obtained in any predetermined accuracy. For condition number of magnitude $10^{6}$ to $10^{7}$, as shown in Figure 4.6-4.7, we can see that about 7 decimal places are lost by computer due to roundoff errors. An accuracy of 9 decimal places can still be achieved with an average computer and 16 decimal places precision. This level of accuracy is more than adequate for most numerical investigations in the field.


Figure 4.9: The condition numbers of the matrices $\left(\mathcal{F}_{1}-\mathcal{C}_{1}\right)$ and $\left(\mathcal{F}_{2}-\mathcal{C}_{2}\right)$ when $k_{0}=20 .\left[R=1, \epsilon_{r}=2.1, \mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}\right.$ and $\left.\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}\right]$

Besides the uniformly bounded condition number for the matrices, another interesting feature of the systems is that the condition numbers peak when a resonance frequency is approached. To demonstrate this, the backscattering RCS is plotted against $k_{0} R$ in Figure 4.12, in order to locate the resonance frequency. The normalized magnitude of the backscattering RCS in decibels $(\mathrm{dB})$ is depicted; i.e.,

$$
\begin{equation*}
\hat{\sigma}_{\mathrm{b}}(\mathrm{~dB})=10 \log _{10}\left(\frac{\sigma_{\mathrm{b}}}{\pi R}\right) \tag{4.115}
\end{equation*}
$$

The two data cursors outlined peak and trough frequencies where $k_{0} R=9.019$ and 9.816, respectively. A closer examination of the rate of convergence and condition


Figure 4.10: The condition numbers of the matrices $\left(\mathcal{F}_{1}-\mathcal{C}_{1}\right)$ and $\left(\mathcal{F}_{2}-\mathcal{C}_{2}\right)$ when $k_{0}=50 .\left[R=1, \epsilon_{r}=2.1, \mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}\right.$ and $\left.\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}\right]$


Figure 4.11: The condition numbers of the matrices $\left(\mathcal{F}_{1}-\mathcal{C}_{1}\right)$ and $\left(\mathcal{F}_{2}-\mathcal{C}_{2}\right)$ when $k_{0}=100 .\left[R=1, \epsilon_{r}=2.1, \mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}\right.$ and $\left.\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}\right]$
number of the problem at these two frequencies is carried out in Figure 4.13 and Figure 4.14. The plots of the condition numbers (the bottom figures) reveals that the matrices have larger condition numbers (about 15 times larger) at the resonance frequency $k_{0} R=9.019$ than those at the higher frequency $k_{0} R=9.816$. However, the plots of the normalized relative error (the top figures) suggest that 3-digit accuracy may be achieved if $N_{\mathrm{tr}} \approx 100$ for both of the frequencies.


Figure 4.12: The normalized backscattering RCS for $5 \leq k_{0} R \leq 15$. [ $R=1, \epsilon_{r}=2$, $\mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}$ and $\left.\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}\right]$

### 4.8.3 Effect of the polar incident angle on the scattering behaviors

The frequency dependent, dB-scaled energy stored inside the CLR, $W$, is plotted in the following figures, for a CLR with characteristics $\theta^{\mathrm{PEC}}=\frac{5}{6} \pi, \epsilon_{r}=2.1, \mu_{r}=1$, and $R=1$. The CLR is excited by a $\mathrm{TM}_{z}$ plane wave at $\theta_{x}^{\mathrm{pw}}=\pi$, and varying values of $\theta_{z}^{\mathrm{pw}}$. To investigate the effect of polar incident angle $\theta_{z}^{\mathrm{pw}}$ has on the scattering behaviors of the CLR, the value of $\theta_{z}^{\mathrm{pw}}$ is taken to be $\frac{\pi}{2}$ (dashed red), $\frac{\pi}{3}$ (dotted black), or $\frac{\pi}{6}$ (dot-dashed blue) in Figure 4.15. The effect of the oblique incident angle $\theta_{z}^{\mathrm{pw}}$ on RCS (dB) of the same CLR is investigated. The comparison is depicted in Figure 4.16.


Figure 4.13: The normalized relative error and condition numbers of $\left(\mathcal{F}_{1}-\mathcal{C}_{1}\right)$ and $\left(\mathcal{F}_{2}-\mathcal{C}_{2}\right)$ at the resonance frequency $k_{0} R=9.019 .\left[R=1, \epsilon_{r}=2, \mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}\right.$, $\theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}$ and $\left.\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}\right]$


Figure 4.14: The relative error and condition number of $\left(\mathcal{F}_{1}-\mathcal{C}_{1}\right)$ and $\left(\mathcal{F}_{2}-\mathcal{C}_{2}\right)$ at frequency $k_{0} R=9.816$. $\left[R=1, \epsilon_{r}=2, \mu_{r}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{3}, \theta_{z}^{\mathrm{pw}}=\frac{\pi}{4}\right.$ and $\left.\theta_{x}^{\mathrm{pw}}=\frac{\pi}{5}\right]$


Figure 4.15: Energy stored inside the CLR when excited by a $\mathrm{TM}_{z}$ plane wave at different polar angle; i.e., $\theta_{z}^{\mathrm{pw}}=\frac{\pi}{2}$ (dashed red), $\frac{\pi}{3}$ (dotted black), or $\frac{\pi}{6}$ (dot-dashed blue). [ $R=1, \theta^{\mathrm{PEC}}=\frac{5}{6} \pi, \epsilon_{r}=2.1, \mu_{r}=1$, and $\left.\theta_{x}^{\mathrm{Pw}}=\pi\right]$


Figure 4.16: Backscattered RCS induced when the CLR is excited by a $\mathrm{TM}_{z}$ plane wave at different polar angle; i.e., $\theta_{z}^{\mathrm{pw}}=\frac{\pi}{2}$ (dashed red), $\frac{\pi}{3}$ (solid green), $\frac{\pi}{4}$ (dotted black), or $\frac{\pi}{6}$ (dot-dashed blue). [ $R=1, \theta^{\text {PEC }}=\frac{\pi}{2}, \epsilon_{r}=2.1, \mu_{r}=1$, and $\left.\theta_{x}^{\mathrm{pw}}=\pi\right]$

From both Figure 4.15 and Figure 4.16, we can see that as the polar angle $\theta_{z}^{\text {pw }}$ moves away from the $\frac{\pi}{2}$ (being perpendicular to the cylinder axis), the resonance frequencies are shifted to the right. It is as though a smaller CLR is excited when $\theta_{z}^{\mathrm{pw}}$ decreases. From Figure 4.15, we see that the energy stored in the interior of CLR slightly increases, as $\theta_{z}^{\mathrm{pw}}$ decreases. Part of the incident plane wave propagates down the $z$-axis, and remains in the interior of the CLR, when the incident wavelength exceeds the cut-off for the CLR. In this case, the CLR acts like a waveguide ${ }^{3}$. On the other hand, in addition to the stretching out of the RCS pattern as $\theta_{z}^{\mathrm{pw}}$ decreases, we also notice that the magnitude of the peaks and troughs are dampen in Figure 4.16. This is because the obliquely-incident plane wave does not penetrate as deeply into the interior of the CLR as the case for a normal incident plane wave. The smaller $\theta_{z}^{\mathrm{pw}}$ is, the more energy is lost to the surrounding due to refraction and transmission, instead of being diffracted back in the direction of the incoming source.

### 4.9 Comments and conclusion

In this chapter, the MoR is extended to study the scattering characteristics of CLR under an oblique plane wave excitation. This is the first rigorous treatment of this subject necessitating a substantive and extended application of analytical regularization approaches that have previously appeared in the literature. For oblique incidence of either $\mathrm{TM}_{z}$ or $\mathrm{TE}_{z}$ plane wave, the $z$-components of the electric and magnetic fields are coupled together, and have to be treated simultaneously. Two pairs of coupled ISLAE are obtained for the unknown coefficients. Each pair of them can be formulated as a 2 -by- 2 block matrix equation of the second kind Fredholm, and solved efficiently, reliably by numerical matrix inversion.

As an internal check of the algorithm, the MBC is validated by substitution of the computed coefficients back into the series representations of fields. To validate the algorithm externally, the surface current density and RCS are computed. The computed results are in good agreement with those which appear in previous studies [97] and [85].

The computed solution is also tested for warranty of stability and convergence by studying the normalized relative error $e\left(N_{\mathrm{tr}}\right)$ for different values of $k_{0}$. We can see that, by choosing $N_{\mathrm{tr}} \approx\left[\kappa_{1} R+100\right]$, a 3 decimal places accuracy can be guaranteed

[^11]for the computation of RCS. Series expressions of the internal stored energy, RCS and surface current density are obtained in terms of the coefficients $\left\{x_{n}^{(i)}, y_{n}^{(i)}\right\}_{n=1}^{\infty}(i=$ $0,1)$. An approach to improve the convergence rate of the series are also proposed. We see that, by using the reformulated series representation for $J_{z}$, a smaller valued $N_{\mathrm{tr}}$ is required for a predetermined accuracy.

The effect of the oblique incident angle on the scattering behaviors of the CLR are investigated, by studying the energy distribution and RCS. As the oblique incident angle, where $\theta_{z}^{\mathrm{pw}} \in\left(0, \frac{\pi}{2}\right)$, decreases in value, more energy is stored in the interior of the CLR (as the wave propagates down the cylinder) and less is diffracted back. In addition, the surface current possess both the $z$ - and $\phi$ - components, for an oblique incident problem. As $\theta_{z}^{\mathrm{pw}}$ moves away from $\frac{\pi}{2}$, the value of $J_{z}$ decreases, while that of $J_{\phi}$ increases. Some parametric optimizations maybe introduced to achieve wellsuppressed side lobes and powerful backscattering (see next chapter).

## Chapter 5

## RCS studies of dielectric cylindrical lens reflectors

### 5.1 Introduction

Lens Reflectors have been used in microwave communications for many years. Most investigations are concerned with the Spherical Lens Reflectors (SLR) [29, 31, 63, 70, 71, 83] in the form of a stepped-index Luneburg Lens (LL) with attached PEC spherical cap. The stepped-index LL has been intensively used as a focusing device. As an approximation to the ideal LL with continuously varying dielectric constant, the stepped-index version reveals the same performance as expected of the ideal LL at a frequency range limited by some "cut-off" frequency strictly depending on the number of concentric layers. It simply means that when using the stepped-index LL, the widening of the frequency range for desired performance is only possible with an increased number of layers. Such an approach is not efficient as manufacturing LL with a larger number of layers is highly costly.

For this reason, some recent investigations, for example [83], have studied a homogeneous dielectric sphere as an alternative choice to the LL. Possessing a less pronounced focusing at any selected frequency, this simple spherical lens is advantageous when it is used as a wide-band frequency lens. It was shown in [83] that, in some cases the RCS spectral characteristics of the reflector attached to a homogeneous sphere are superior to those of based on the LL.

The objective of this chapter is two-fold. First, similar to [83], we study the competitiveness of the reflector based on a constant- $K$ lens (homogeneous dielectric cylinder) with that based on a cylindrical LL. Secondly, we study the properties of the backscattering when the incidence angle varies from that value corresponding to
normal incidence to that describing the grazing incidence. This part of the investigation is of strong interest for 3D lens reflectors, because the dependence of RCS versus incidence angle has not been studied in full, perhaps because the relevance of such results for 3D SLR is of qualitative character. From a general physical approach, it is clear that focusing provided by 2D dielectric lenses is much weaker than that realized by 3D lenses. When implementing the ray-tracing techniques, a 2 D lens produces focusing in the plane, whereas a 3D lens produces volumetric focusing. In other words, in the second case the more rays collected at the focus represents a higher intensity of electromagnetic energy density.

To some extent, the study in this chapter may be regarded as " 2 D version" of [83], with only one but essential addition, which concerns the RCS studies with varying incidence angle. The chapter is organized as follows. In Section 5.2, we describe, in brief, the problem geometry. In Section 5.3, the solution to the scattering problem employing the MoR is obtained. It analytically transforms the singular series equations of the first kind to an ISLAE of the second kind. In Section 5.4, we apply the well-known solution for plane wave scattering by a homogeneous dielectric cylinder to study the focusing effect at different values of permittivity $\epsilon_{r}$ and electrical size $\frac{D}{\lambda}$ $\left(=\frac{k_{0} R}{\pi}\right)$. Here, $D=2 R$ is the diameter of the cylindrical lens of radius $R$, while $\lambda$ and $k_{0}=\frac{2 \pi}{\lambda}$ are, respectively, the wavelength and wavenumber in a free space. The study concentrates on the exact calculation of the focal spot location, which is to be further used for proper placement of the reflecting PEC cylindrical strip. This provides the optimal illumination by the focused electromagnetic flux, which leads to the strong backscattering that makes the CLR a powerful reflector. Section 5.5 is related to the comparison of effectiveness of the lenses based on the constant- $K$ lens or LL. The spectral dependence of the RCS versus electric size of structure is studied in a wide frequency range extending up to the quasi-optical region ( $\frac{D}{\lambda} \approx 200$ ). In Section 5.6, we examine the behavior of the RCS depending on the incident angle of the incoming plane wave. In the conclusion, we summarize the basic results and discuss further work.

### 5.2 Geometrical description of the problem

A multi-layered version of the homogeneous CLR studied in Chapter 4 is considered in the formulation here. Figure 5.1 gives a description of the geometry of a general infinitely-long, $L$-layered dielectric cylinder with a PEC strip conformally placed on its surface. All the cylinders are assumed to be parallel to the $z$-direction. The


Figure 5.1: A cross-sectional view of a generic multi-layered dielectric-loaded cylinder with attached conformal PEC strip.
whole medium is divided by the $L$ interfaces of the multi-layered cylinder (i.e., when $\left.\rho=R_{1}, R_{2}, \ldots, R_{L}\right)$ into $(L+1)$ regions. The numbering system used here is such that region 0 denotes the scattering region external to the cylinder; while region $L$ denotes the innermost dielectric loaded layer. The outermost region 0 is taken to be the free space with constitutive parameters $\left(\epsilon_{0}, \mu_{0}\right)$. Each of the dielectric regions is characterized by its relative permittivity and permeability $\left(\epsilon_{i}, \mu_{i}\right), i=1,2, \ldots, L$. The PEC strip, assumed to be infinitely thin, is attached to the multi-layered cylinder at $\rho=R_{1}$. We adopt the same notations as in Chapter 4 for the angles; i.e., $\theta^{\text {PEC }}$ denotes the half-angular width subtended by the strip at the center, while $\theta_{x}^{\mathrm{pw}}$ is the incident angle the normal incident $\mathrm{TM}_{z}$ plane wave makes with respect to the $x$-axis at the center.

The LL is a dielectric lens with its permittivity varying with the radius of the cylindrical lens. Its relative permittivity is given by the well-known formula

$$
\begin{equation*}
\epsilon(\rho)=2-\left(\frac{\rho}{R_{1}}\right)^{2}, \text { for } 0 \leq \rho \leq R_{1} \tag{5.1}
\end{equation*}
$$



Figure 5.2: Geometry of a infinitely long CLR with a carefully located conformal PEC strip to achieve maximum backscattering.
where $R_{1}$ is the radius of the LL. A PEC strip is conformally attached to the surface of the LL. In this construction, the CLLR focuses the incident plane wave to a point at its surface, where the reflecting PEC strip is located. The focusing waves are reflected backward in the opposite direction to the incident plane wave. From the manufacturing point of view, the CLLR is approximated by a stepped-index dielectricloaded lens. This approximation to the ideal CLLR is a special case of the multilayered cylinder described in Figure 5.1.

In addition, with appropriate choice of parameters, this multi-layered cylinder can be considered as CLR or Cylindrical Luneburg lens reflector (CLLR). The CLR is a "two-layered" model of this general model, with region 0 and region 1 sharing the same physical quantities; (i.e., they are both the free space), while region 2 represents the homogeneous dielectric lens. We use $\left(\epsilon_{0} \epsilon_{r}, \mu_{0} \mu_{r}\right)$ to denote the physical quantities of this dielectric lens, and $R$ to denote its radius. The PEC strip, which serves as a reflector, is placed at $\rho=R_{1}$. The location of the reflecting surface (i.e., the PEC strip) is carefully selected to lie close to the spot where incoming plane wave is focused. This is done by studying the energy distribution of the constant- $K$ cylindrical lens after the impingement of the incident plane wave. In other words, we have a concentric layer of air surrounding the core dielectric cylinder, as shown in Figure 5.2.

### 5.3 Problem formulation

As a normal incident $\mathrm{TM}_{z}$ plane wave is considered (i.e., $\theta_{z}^{\mathrm{pw}}=\frac{\pi}{2}$ and $k_{z}=0$ ), only $E_{z}, H_{\phi}$ and $H_{\rho}$ are non-vanishing in this problem. We adopt the following series representation for the secondary $E_{z}$ in each region $i$ :

$$
\begin{equation*}
E_{z}^{(i)}=\sum_{n=-\infty}^{\infty}\left[a_{n}^{(i)} \frac{H_{n}^{(2)}\left(k_{i} \rho\right)}{H_{n}^{(2)}\left(k_{i} R_{i+1}\right)}+b_{n}^{(i)} J_{n}\left(k_{i} \rho\right) H_{n}^{\prime(2)}\left(k_{i} R_{i}\right)\right] e^{j n \phi}, \tag{5.2}
\end{equation*}
$$

where $i=0,1, \ldots, L$. In order for the scattered field in the unbounded region 0 to satisfy the Sommerfeld radiation condition, we have $\left\{b_{n}^{(0)}\right\}_{n \in \mathbb{Z}} \equiv 0$. On the other hand, for the boundedness of the transmitted field in the innermost region $L$, we set $\left\{a_{n}^{(L)}\right\}_{n \in \mathbb{Z}} \equiv 0$. The series representations for $H_{\phi}^{(i)}$ and $H_{\rho}^{(i)}$ in region $i$ can be obtained from (2.33) to be:

$$
\begin{align*}
& H_{\phi}^{(i)}=\frac{1}{j \eta_{i}} \sum_{n=-\infty}^{\infty}\left[a_{n}^{(i)} \frac{H_{n}^{\prime(2)}\left(k_{i} \rho\right)}{H_{n}^{(2)}\left(k_{i} R_{i+1}\right)}+b_{n}^{(i)} J_{n}^{\prime}\left(k_{i} \rho\right) H_{n}^{\prime(2)}\left(k_{i} R_{i}\right)\right] e^{j n \phi},  \tag{5.3}\\
& H_{\rho}^{(i)}=-\frac{1}{\eta_{i} k_{i} \rho} \sum_{n=-\infty}^{\infty} n\left[a_{n}^{(i)} \frac{H_{n}^{(2)}\left(k_{i} \rho\right)}{H_{n}^{(2)}\left(k_{i} R_{i+1}\right)}+b_{n}^{(i)} J_{n}\left(k_{i} \rho\right) H_{n}^{\prime(2)}\left(k_{i} R_{i}\right)\right] e^{j n \phi}, \tag{5.4}
\end{align*}
$$

where $\eta_{i}=\sqrt{\frac{\mu_{0} \mu_{i}}{\epsilon_{0} \epsilon_{i}}}$ is the characteristic impedance of region $i(i=0,1, \ldots, L)$.
As stated in (2.6a) and (2.7), the tangential total electric and magnetic fields are continuous across the dielectric interface. That is, for all $\phi \in(-\pi, \pi)$ :

$$
\begin{array}{ll}
E_{z}^{(i-1)}\left(\phi, R_{i}\right)=E_{z}^{(i)}\left(\phi, R_{i}\right), & \text { for } i=1,2, \ldots, L ; \\
H_{\phi}^{(i-1)}\left(\phi, R_{i}\right)=H_{\phi}^{(i)}\left(\phi, R_{i}\right), & \text { for } i=2,3, \ldots, L . \tag{5.6}
\end{array}
$$

Imposing these continuity conditions allows us to write all the unknown coefficients $\left\{a_{n}^{(i)}, b_{n}^{(i)}\right\}_{n \in \mathbb{Z}}$ for $i=0,1, \ldots,(L-1)$ in terms of the unknown $\left\{b_{n}^{(L)}\right\}_{n \in \mathbb{Z}}$

Application of the continuity of $E_{z}$ on each of $R_{i}$ (for $i=1,2, \ldots, L$ ) allows us to write every one of $\left\{a_{n}^{(i)}\right\}_{n \in \mathbb{Z}}$ in terms of the unknowns $\left\{b_{n}^{(i)}\right\}_{n \in \mathbb{Z}}$.

$$
\begin{align*}
a_{n}^{(i)}= & b_{n}^{(L)} J_{n}\left(k_{L} R_{L}\right) H_{n}^{\prime(2)}\left(k_{L} R_{L}\right) \prod_{j=i+1}^{L-1} \frac{H_{n}^{(2)}\left(k_{j} R_{j}\right)}{H_{n}^{(2)}\left(k_{j} R_{j+1}\right)}-b_{n}^{(i)} J_{n}\left(k_{i} R_{i+1}\right) H_{n}^{\prime(2)}\left(k_{i} R_{i}\right) \\
& +\sum_{j=i+1}^{L-1} b_{n}^{(j)} \varsigma_{n}^{(j)} \frac{H_{n}^{\prime(2)}\left(k_{j} R_{j}\right)}{H_{n}^{(2)}\left(k_{j} R_{j+1}\right)} \prod_{k=i+1}^{j-1} \frac{H_{n}^{(2)}\left(k_{k} R_{k}\right)}{H_{n}^{(2)}\left(k_{k} R_{k+1}\right)}, \tag{5.7}
\end{align*}
$$

for $i=1,2, \ldots, L-1$; while for $i=0$, we have:

$$
a_{n}^{(0)}=-c_{n}+b_{n}^{(L)} J_{n}\left(k_{L} R_{L}\right) H_{n}^{\prime(2)}\left(k_{L} R_{L}\right) \prod_{j=1}^{L-1} \frac{H_{n}^{(2)}\left(k_{j} R_{j}\right)}{H_{n}^{(2)}\left(k_{j} R_{j+1}\right)}
$$

$$
\begin{equation*}
+\sum_{j=1}^{L-1} b_{n}^{(j)} \varsigma_{n}^{(j)} \frac{H_{n}^{\prime(2)}\left(k_{j} R_{j}\right)}{H_{n}^{(2)}\left(k_{j} R_{j+1}\right)} \prod_{k=1}^{j-1} \frac{H_{n}^{(2)}\left(k_{k} R_{k}\right)}{H_{n}^{(2)}\left(k_{k} R_{k+1}\right)} \tag{5.8}
\end{equation*}
$$

In the above, we have introduced $\left\{\varsigma_{n}^{(i)}\right\}_{n \in \mathbb{Z}}$ to simplify the expressions. For $i=$ $1,2, \ldots,(L-1)$,

$$
\begin{equation*}
\varsigma_{n}^{(i)}:=J_{n}\left(k_{i} R_{i}\right) H_{n}^{(2)}\left(k_{i} R_{i+1}\right)-J_{n}\left(k_{i} R_{i+1}\right) H_{n}^{(2)}\left(k_{i} R_{i}\right) \tag{5.9}
\end{equation*}
$$

In addition, the application of the continuity of $H_{\phi}$ across each of $R_{i}$ for $i=$ $2,3, \ldots, L$ (that is, the interface of the inner dielectric layers), allows us write $\left\{b_{n}^{(i)}\right\}_{n \in \mathbb{Z}}$ (for $i=1,2, \ldots, L-1$ ) in terms of one single unknown sequence $\left\{b_{n}^{(L)}\right\}_{n \in \mathbb{Z}}$. For $i=1,2, \ldots,(L-1)$, we have

$$
\begin{equation*}
b_{n}^{(i)}=b_{n}^{(L)} \zeta_{i} \alpha_{n}^{(i)} \beta_{n}^{(i)}, \tag{5.10}
\end{equation*}
$$

where the following notations are introduced for $i=1,2, \ldots,(L-1)$ :

$$
\begin{align*}
& \zeta_{i}:=\frac{\pi k_{i} R_{i+1}}{2 j},  \tag{5.11a}\\
& \alpha_{n}^{(i)}:=\frac{H_{n}^{\prime(2)}\left(k_{L} R_{L}\right)}{H_{n}^{\prime(2)}\left(k_{i} R_{i}\right)} \frac{H_{n}^{(2)}\left(k_{i} R_{i+1}\right)}{H_{n}^{(2)}\left(k_{L-1} R_{L}\right)}, \text { for } i=L-1,  \tag{5.11b}\\
& \beta_{n}^{(i)}:=\left\{\begin{array}{ll}
\varrho_{n}^{(L-1)}, & \text { otherwise }, \\
\gamma_{n}^{(i)} v_{n}^{(i)}+\zeta_{i+1}\left(\varrho_{n}^{(i)}-\psi_{n}^{(i)} \varsigma_{n}^{(i+1)}\right) \beta_{n}^{(i+1)}, \\
\varrho_{n}^{(i)} & :=\left\{\begin{array}{cc}
\frac{\eta_{L-1}}{\eta_{L} J_{n}^{\prime}\left(k_{L} R_{L}\right) H_{n}^{(2)}\left(k_{L-1} R_{L}\right)} \begin{array}{ll}
-J_{n}\left(k_{L} R_{L}\right) H_{n}^{\prime(2)}\left(k_{L-1} R_{L}\right), & \text { for } i=L-1, \\
\frac{\eta_{i}}{\eta_{i+1}}\left[J_{n}^{\prime}\left(k_{i+1} R_{i+1}\right) H_{n}^{(2)}\left(k_{i+1} R_{i+2}\right)\right. \\
\left.-J_{n}\left(k_{i+1} R_{i+2}\right) H_{n}^{\prime(2)}\left(k_{i+1} R_{i+1}\right)\right], & \text { otherwise },
\end{array}
\end{array}\right.
\end{array} . \begin{array}{ll}
\end{array}\right. \tag{5.11c}
\end{align*}
$$

and the following for $i=1,2, \ldots,(L-2)$ :

$$
\begin{align*}
\gamma_{n}^{(i)} & :=\left[\frac{\eta_{i}}{\eta_{i+1}} \frac{H_{n}^{\prime(2)}\left(k_{i+1} R_{i+1}\right)}{H_{n}^{(2)}\left(k_{i+1} R_{i+1}\right)}-\frac{H_{n}^{\prime(2)}\left(k_{i} R_{i+1}\right)}{H_{n}^{(2)}\left(k_{i} R_{i+1}\right)}\right] \prod_{j=i+1}^{L-2} \frac{H_{n}^{(2)}\left(k_{j} R_{j}\right)}{H_{n}^{(2)}\left(k_{j} R_{j+1}\right)},  \tag{5.11e}\\
\psi_{n}^{(i)} & :=\frac{H_{n}^{\prime(2)}\left(k_{i} R_{i+1}\right)}{H_{n}^{(2)}\left(k_{i} R_{i+1}\right)},  \tag{5.11f}\\
v_{n}^{(i)} & := \begin{cases}J_{n}\left(k_{L} R_{L}\right) H_{n}^{(2)}\left(k_{L} R_{L}\right), & \text { for } i=L-2, \\
v_{n}^{(i+1)}+\zeta_{i+2} \beta_{n}^{(i+2)} \varsigma_{n}^{(i+2)} \prod_{j=i+2}^{L-2} \frac{H_{n}^{(2)}\left(k_{j} R_{j}\right)}{H_{n}^{(2)}\left(k_{j} R_{j+1}\right)}, & \text { otherwise. }\end{cases} \tag{5.11~g}
\end{align*}
$$

We are now left with the unknown $\left\{b_{n}^{(L)}\right\}_{n \in \mathbb{Z}}$ to be solved by imposing the MBC on the outermost layer $\rho=R_{1}$. The Meixner finite condition requires that the energy contained in the innermost region $L$ (where $\rho<R_{L}$ ) is bounded; i.e.,

$$
\begin{equation*}
W=\frac{1}{2} \int_{0}^{R_{L}} \int_{-\pi}^{\pi}\left\{\epsilon_{0} \epsilon_{L}\left|E_{z}^{(L)}\right|^{2}+\mu_{0} \mu_{L}\left[\left|H_{\phi}^{(L)}\right|^{2}+\left|H_{\rho}^{(L)}\right|^{2}\right]\right\} \mathrm{d} \phi \rho \mathrm{~d} \rho<\infty . \tag{5.12}
\end{equation*}
$$

Following similar steps as those in Subsection 4.3.2, (5.12) leads to the requirement that the unknown $\left\{b_{n}^{(L)}\right\}_{n \in \mathbb{Z}}$ satisfy the Fejér's Tauberian condition (D.4).

The CLR, as depicted in Figure 5.2, consists of a constant- $K$ lens and (in general case) a PEC cylindrical strip separated by an air gap. When the cylindrical strip is located at some distance from the surface of the cylinder, this may be treated as a "two-layer" model with a layer of air surrounding the dielectric cylinder. The virtual air layer extends from the dielectric interface of the cylinder $\rho=R_{2}$ to $\rho=R_{1}$. The location of the cylindrical strip is described by coordinates $\Omega_{\mathrm{PEC}}=\left\{(\rho, \phi): \rho=R_{1},|\phi|<\theta^{\mathrm{PEC}},-\infty<z<\infty\right\}$. When the cylindrical strip is attached to the cylinder, we use the limiting case of our developed code which describes the single-layer model. When there is an air-gap (i.e., $\epsilon_{1}=1$ and $\mu_{1}=1$ ), the elimination of all unknowns except $\left\{b_{n}^{(2)}\right\}_{n=1}^{\infty}$ provides the following DSE:

$$
\begin{align*}
\sum_{n=-\infty}^{\infty} b_{n}^{(2)} o_{n} e^{j n \phi} & =0, & \phi \in\left(-\theta^{\mathrm{PEC}}, \theta^{\mathrm{PEC}}\right),  \tag{5.13}\\
\sum_{n=-\infty}^{\infty}\left[b_{n}^{(2)} t_{n}+z_{n}\right] e^{j n \phi} & =0, & \phi \in\left(-\pi,-\theta^{\mathrm{PEC}}\right) \cup\left(\theta^{\mathrm{PEC}}, \pi\right), \tag{5.14}
\end{align*}
$$

where $\left\{z_{n}\right\}_{n \in \mathbb{Z}}$ is as defined in (4.36), while the remaining coefficients are:

$$
\begin{align*}
o_{n}:= & J_{n}\left(k_{r} R_{2}\right) H_{n}^{\prime(2)}\left(k_{r} R_{2}\right)+\zeta_{1} H_{n}^{\prime(2)}\left(k_{r} R_{2}\right)\left[J_{n}\left(k_{0} R_{1}\right)-J_{n}\left(k_{0} R_{2}\right)\right] \\
& \times\left[\frac{\eta_{0}}{\eta_{r}} J_{n}^{\prime}\left(k_{r} R_{2}\right) H_{n}^{(2)}\left(k_{0} R_{2}\right)-J_{n}\left(k_{r} R_{2}\right) H_{n}^{\prime(2)}\left(k_{0} R_{2}\right)\right],  \tag{5.15a}\\
t_{n}:= & \zeta_{1} \frac{H_{n}^{\prime(2)}\left(k_{0} R_{2}\right)}{H_{n}^{(2)}\left(k_{0} R_{2}\right)}\left[\frac{\eta_{0}}{\eta_{r}} J_{n}^{\prime}\left(k_{r} R_{2}\right) H_{n}^{(2)}\left(k_{0} R_{2}\right)-J_{n}\left(k_{r} R_{2}\right) H_{n}^{\prime(2)}\left(k_{0} R_{2}\right)\right] \\
& \times\left\{\left[J_{n}^{\prime}\left(k_{0} R_{1}\right) H_{n}^{(2)}\left(k_{0} R_{2}\right)-J_{n}\left(k_{0} R_{2}\right) H_{n}^{\prime(2)}\left(k_{0} R_{1}\right)\right]\right. \\
& \left.-\frac{H_{n}^{\prime(2)}\left(k_{0} R_{1}\right)}{H_{n}^{(2)}\left(k_{0} R_{1}\right)}\left[J_{n}\left(k_{0} R_{1}\right) H_{n}^{(2)}\left(k_{0} R_{2}\right)-J_{n}\left(k_{0} R_{2}\right) H_{n}^{(2)}\left(k_{0} R_{1}\right)\right]\right\} . \tag{5.15b}
\end{align*}
$$

This set of DSE can be directly converted to two independent ISLAE of the second kind by using the results given in Chapter 3. Due to the normal incidence of the plane wave, the $E$ - and $H$-polarizations decouple, and the above DSE can be regularized into two independent ISLAE, instead of four as in Chapter 4. The two ISLAE resulting from regularizing these DSE are the basis of this study.

### 5.4 Focal studies of a dielectric cylindrical lens

In this section, we consider the homogeneous dielectric cylindrical lens excited by the $E$-polarized plane wave. The energy density distribution, $W$, resulting from the plane wave scattering is studied using the classical exact series solution. The energy density distribution, $W$, is as defined in (2.37); i.e.,

$$
\begin{equation*}
W=\frac{1}{2}\left[\epsilon_{0} \epsilon_{L}\left|E_{z}^{(L)}\right|^{2}+\mu_{0} \mu_{L}\left|H_{\phi}^{(L)}\right|^{2}+\mu_{0} \mu_{L}\left|H_{\rho}^{(L)}\right|^{2}\right] \tag{5.16}
\end{equation*}
$$

When regarded as a focusing device, the homogeneous dielectric cylinder exhibits huge aberrations which are more pronounced for electrically large cylinders (i.e., those described by $\frac{D}{\lambda} \gg 1$ ). The ray-tracing technique shows that paraxial rays are focused at the focus point, $F$, outside the cylinder, and location of the relative focus distance, $f$, is defined by an elementary formula (when $1<\epsilon_{r}<4$ )

$$
\begin{equation*}
f=\frac{O F}{O R}=\frac{\sqrt{\epsilon_{r}}}{2\left(\sqrt{\epsilon_{r}}-1\right)} \tag{5.17}
\end{equation*}
$$

where $O$ is the center of the cylinder. According to (5.17), the dielectric cylinder with $\epsilon_{r}=4$ collects the paraxial rays at the point $f=1$; i.e., conditional focal point lies exactly at dielectric interface $(F=R)$.

Simple GO in the paraxial regime indicates that a flat or curved PEC placed exactly at the paraxial focus of the dielectric lens will produce a collimated backscattered wave from a collimated incident wave. If the PEC reflector, flat or curved, is placed away from the lens focus, then the backscattered wave becomes decollimated. In this chapter, we consider the reflector to be concentric with the dielectric lens, instead of a flat screen, not only because such structure is easily adaptable to our chosen solution method, the MoR, but also because one of the objectives for our study, as stated in Section 5.1, is the 2D analogue study of the competitiveness of spherical reflector [83] with varying incident angle.

However, the dielectric lens or the step-indexed cylindrical LL lens is not a perfect lens, non-paraxial rays always suffer aberration, and the wavelength is not zero as for

GO. The very meaning of the "focus point" at microwaves is very conditional, since, in fact, each individual ray passing the dielectric cylinder crosses the optical axis at different point inside some region called the "focal spot". The characteristic size the focal spot is comparable with the wavelength [83]. We restrict ourselves to calculation of the value $W$ along the optical axis for the variation of intensity along the $z$-axis. The calculation of $W$ gives us the necessary information for further insight into the distribution of $W$ near the focal spot. More importantly, this defines the location of the maximum energy distribution, $W_{\max }$, across the focal spot for a fixed electrical size $\frac{D}{\lambda}$. The dB-scaled value of $W(\mathrm{~dB})$ is plotted against the relative distance $\frac{\rho}{R}$.

We examine a few constant- $K$ lenses made of material with dielectric constant from $\epsilon_{r}=2.1$ (Polytetrafluoroethylene PTFE) to $\epsilon_{r}=3.5$ (fused quartz). According to (5.17), maximum intensity of the electromagnetic field, $W_{\max }$, occurs at the points $\left(\frac{\rho}{R}\right)_{\mathrm{GO}}=1.613$ (when $\epsilon_{r}=2.1$ ) and 1.074 (when $\epsilon_{r}=3.5$ ). These may be called the GO focal points.

However, at microwaves the electrical size of a constant- $K$ lens is always finite. When the electric size $\frac{D}{\lambda}$ takes values $20,50,100$ and 200, the calculations reveal significant discrepancies between locations of the GO focal points and the actual values of the locations $\frac{\rho}{R}$ of the maximal intensity for each of four values $\frac{D}{\lambda}$. The chain of local maxima observed as dicussed below is actually an interference pattern observed along the axis on one side of the cusp between the caustics. For constant- $K$ lens with $\epsilon_{r}=2.1$, these values are $\frac{\rho}{R}=1.361,1.437,1.480$ and 1.517, respectively, as shown in Figure 5.3 (a). Similarly, when $\epsilon_{r}=2.4$ as shown in Figure 5.3 (b), the local maxima occur, respectively, at the points $\frac{\rho}{R}=1.222,1.277,1.318$ and 1.340; when $\epsilon_{r}=3.0$ as shown in Figure 5.3 (c), they correspond to the points $\frac{\rho}{R}=1.081$, 1.097, 1.122 and 1.142; when $\epsilon_{r}=3.5$ as shown in Figure 5.3 (d), they correspond to the points $\frac{\rho}{R}=1.001,1.009,1.026$ and 1.038. Using (5.17), one can find that the estimated GO focal points lies at the point where $\left(\frac{\rho}{R}\right)_{\mathrm{GO}}=1.613,1.410,1.183$ and 1.074 for $\epsilon_{r}=2.1,2.4,3.0$ and 3.5 , respectively.

It is evident that the local maxima approaches the focus predicted by the GO concept as the electrical size increases but aberration is visible. However, the fundamental effect is achieved by the dielectric structure. Nevertheless, the local maxima locations are still far away from that predicted by the GO concept. It can be clearly seen from Figure 5.4 and Figure 5.5 that, instead of a single focal point as predicted by simplified GO concept, the actual distribution of the energy density forms a chain of local maxima of nearly equal values at higher frequencies $\left(\frac{D}{\lambda}=100,200\right)$. We are


Figure 5.3: Continued next page.


Figure 5.3: Comparison of $W$ across the optical axis of the constant- $K$ lens, when $\epsilon_{r}=2.1$ (a), 2.4 (b), 3.0 (c) and 3.5 (d), while $\frac{D}{\lambda}=20$ (dot-dashed green), 50 (dotted blue), 100 (dashed red), or 200 (solid black).
going to calculate the optimal location of the PEC strip for backscattering in next section, taking into account the discrepancies between ideal and actual structures.

Accurate knowledge of the distribution of $W$ across the optical axis is of paramount importance for optimal location of the PEC cylindrical strip, in order to maximize the backscattering phenomenon. The optimal location is one of the necessary but sufficient prerequisites for the radiation to be effectively reflected. The optimal choice of the angular size of the reflecting strip is equally important. The simplest idea consists in overlapping of the focused beam entirely with the PEC strip, so that at least the Half Power Beam Width (HPBW) of the focused radiation would not be larger than angular size of the strip. The calculations of the spatial distribution of $W$, illustrated in Figure 5.4 and Figure 5.5, show that it is sufficient to have cylindrical strip of the angular half-width $\theta^{\mathrm{PEC}}$ no less than $\frac{\pi}{36}$ (or $5^{\circ}$ ), for maximal interception of the energy in a wide range of constant- $K$ lens with electrical size ranging from $\frac{D}{\lambda}=5$ up to $\frac{D}{\lambda}=200$.

### 5.5 Calculation of backscattering RCS

The objective of this section is to analyze the RCS behavior of a properly designed CLR in a wide frequency range. To obtain a dimensionless measurement for studies, normalized backscattering RCS, $\hat{\sigma}_{b}$, in dB-scale is plotted against the electric size $\frac{D}{\lambda}$. All the computations of $\hat{\sigma}_{b}(\mathrm{~dB})$ for both the CLR and CLLR are based on solutions given by the MoR.

The values of $\hat{\sigma}_{b}(\mathrm{~dB})$ against increasing electric size are studied in order to locate the optimal location for the reflecting PEC strip. The results from the study of paraxial energy density distribution, $W$, provide us with a good initial estimate of this optimal location, where the maximum backscattering is achieved. The dependences of RCS, $\hat{\sigma}_{b}(\mathrm{~dB})$, for a CLR with reflector located in the vicinity of the focus region are computed. The computed average RCS over the range of $\frac{D}{\lambda} \in(0,200)$ at each reflector location $\left(\frac{\rho}{R}\right)$ are compared with each other. The dependences of $\hat{\sigma}_{b}(\mathrm{~dB})$ at three locations $\left(\frac{\rho}{R}\right)$ offering the three highest average RCS are displayed in Figure $5.6\left(\epsilon_{r}=2.1\right)$ and Figure $5.7\left(\epsilon_{r}=3.5\right)$, respectively. From these two figures, we deduce that the optimal location of the reflector is $\frac{\rho}{R}=1.55\left(\epsilon_{r}=2.1\right)$ and $\frac{\rho}{R}=1.04$ ( $\epsilon_{r}=3.5$ ), as measured by maximal average RCS over this band.

It can seen from the figures that, when strip is located away from the optimal spot, more oscillations appear in the spectral dependence of $\hat{\sigma}_{b}(\mathrm{~dB})$. This phenomenon can be seen in Figure 5.7 when $\frac{\rho}{R}=1.02$ (the black line). The deep null indicates the
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Figure 5.4: Spatial distribution of $W$ due to the presence of the constant- $K$ lens with $\epsilon_{r}=2.1$ of varying electrical size $\frac{D}{\lambda}=5$ (a), 20 (b), 100 (c), and 200 (d).
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Figure 5.5: Spatial distribution of $W$ due to the presence of the constant- $K$ lens with $\epsilon_{r}=3.5$ of varying electrical size $\frac{D}{\lambda}=5$ (a), 20 (b), 100 (c), and 200 (d).


Figure 5.6: Comparison of $\hat{\sigma}_{b}(\mathrm{~dB})$ against electric size of a CLR with the PEC strip located at different distances: $\frac{\rho}{R}=1.53$ (black), 1.55 (red) and 1.57 (blue). [ $R_{2}=1$, $\left.\theta^{\mathrm{PEC}}=\frac{\pi}{36}=5^{\circ}, \epsilon_{r}=2.1, \mu_{r}=1, \theta_{x}^{\mathrm{pw}}=\pi=180^{\circ}\right]$


Figure 5.7: Comparison of $\hat{\sigma}_{b}(\mathrm{~dB})$ against electric size of a CLR with the PEC strip located at different distances: $\frac{\rho}{R}=1.02$ (black), 1.04 (red) and 1.06 (blue). [ $R_{2}=1$, $\left.\theta^{\mathrm{PEC}}=\frac{\pi}{36}=5^{\circ}, \epsilon_{r}=3.5, \mu_{r}=1, \theta_{x}^{\mathrm{pw}}=\pi=180^{\circ}\right]$


Figure 5.8: The dependences of RCS when reflector is located away from the focus region: $R_{1}=1.01 R_{2}$ (dotted black), $R_{1}=1.08 R_{2}$ (dashed red), $R_{1}=1.10 R_{1}$ (solid blue). [ $\left.R_{2}=1, \epsilon_{r}=3.5, \mu_{r}=1, \theta_{x}^{\mathrm{pw}}=\pi=180^{\circ}, \theta^{\mathrm{PEC}}=\frac{\pi}{6}=30^{\circ}\right]$
complex interference between the reflector and the dielectric lens. To better illustrate this phenomenon, the dependences of $\hat{\sigma}_{b}(\mathrm{~dB})$ for reflector located away from this optimal location are displayed in Figure 5.8. For practical application over a relatively wide band, the oscillation in RCS values should be as small as possible relative to the average value across the band. By this reason, behavior as in Figure 5.8 is undesirable, and it reinforces the reason for choosing the optimal location to be in the vicinity of the locations specified in the last column of Table 5.1.

To obtain the maximum backscattering for a CLR, when $\epsilon_{r}=2.1,2.4,3.0$ and 3.5, the PEC cylindrical strip is chosen to be placed at a relative distance $\frac{\rho}{R}=1.55$, $1.35,1.15$ and 1.04 , respectively. Table 5.1 provides the summary of the optimal locations for the PEC strip based on the GO concept, the computed paraxial energy intensity and the computed maximal backscattered RCS, for each of the CLR with $\epsilon_{r}=2.1,2.4,3.0$ and 3.5.

In addition, observing Figure 5.9, we conclude that the angular width of the cylindrical PEC strip, $\theta^{\mathrm{PEC}}$, does not have significant effect on the reflectivity of the CLR. The comparative analysis of the spectral dependence for CLR in Figure 5.10 also shows that the performance of CLR with $\epsilon_{r}=3.5$ is marginally higher than those with $\epsilon_{r}=2.1,2.4$ and 3.0. However, it is worth noting that as $\epsilon_{r}$ increases, there

| $\epsilon_{r}$ | $\left(\frac{\rho}{R}\right)_{\mathrm{GO}}$ | $\left(\frac{\rho}{R}\right)_{\max \text { paraxial intensity }}$ | $\left(\frac{\rho}{R}\right)_{\max \mathrm{RCS}}$ |
| :--- | :--- | :--- | :--- |
| 2.1 | 1.163 | $1.361,1.437,1.480,1.571$ | 1.55 |
| 2.4 | 1.410 | $1.222,1.277,1.318,1.340$ | 1.35 |
| 3.0 | 1.183 | $1.081,1.097,1.122,1.142$ | 1.15 |
| 3.5 | 1.074 | $1.001,1.009,1.026,1.038$ | 1.04 |

Table 5.1: The optimal locations of the PEC strip according to the three different approaches, for the CLR with $\epsilon_{r}=2.1,2.4,3.0$ and 3.5 . The second column displays the focus distance calculated according to the GO concept; the third column lists the four local maximal according to the computed paraxial energy intensity; the last column gives the location of the reflector that offers maximal average RCS over the range $\frac{D}{\lambda} \in(0,200)$.
are more oscillations in the spectral dependence of $\hat{\sigma}_{b}(\mathrm{~dB})$. For this reason, the CLR with dielectric material of $\epsilon_{r}=2.1$ is preferred over those with higher $\epsilon_{r}$.

Figure 5.11 illustrates the spectral dependence of $\hat{\sigma}_{b}(\mathrm{~dB})$, when a plane wave incident normally ( $\theta_{z}^{\mathrm{pw}}=\frac{\pi}{2}=90^{\circ}$ and $\theta_{x}^{\mathrm{pw}}=\pi=180^{\circ}$ ) on a cylindrical reflector, and the PEC strip is of total width $\frac{\pi}{18}=10^{\circ}$ and $\pi=180^{\circ}$, respectively. They compare the performance of a CLR with $\epsilon_{r}=2.1$ with those of a $L$-layered CLLR (constructed using stepped-index cylindrical LL). We can see from these figures that, for a minimal strip of angular size $10^{\circ}$, when $L=3$, the CLR outperforms the CLLR in the range $\frac{D}{\lambda}>20$; when $L=5$, the CLR outperforms the CLLR in the range $\frac{D}{\lambda}>60$; when $L=7$, the CLR outperforms the CLLR in the range $\frac{D}{\lambda}>115$. We have even better performance from the CLR when the strip size is increased to $10^{\circ}$ to $180^{\circ}$. When $2 \theta^{\mathrm{PEC}}=10^{\circ}$, the dependence of RCS against the electric size has an oscillatory character up to $N=7$. As the strip size increases, more oscillations appear in the spectral dependence RCS for CLLR, whereas for CLR, the behavior is still overall monotonic for both sizes $\left(2 \theta^{\mathrm{PEC}}=10^{\circ}\right.$ and $\left.180^{\circ}\right)$. From our observations based on $\mathrm{TM}_{z}$ polarization, we draw the conclusion that the CLLR can be replaced by the cheaper alternative of the CLR, which offers reasonably high and smoother RCS against the electric size.

### 5.6 RCS of CLR and CLLR versus incident angle $\theta_{x}^{\mathrm{pw}}$

From a general point of view, it is evident that the case of normal incidence causes the most powerful reflection, as the incident plane wave illuminating the constant-


Figure 5.9: Comparison of $\hat{\sigma}_{b}(\mathrm{~dB})$ against electric size of a CLR with PEC strip of different angular widths: $\theta^{\mathrm{PEC}}=\frac{\pi}{36}=5^{\circ}$ (black), $\frac{\pi}{6}=30^{\circ}$ (blue) and $\frac{\pi}{3}=60^{\circ}$ (red). $\left[R_{2}=1, \mu_{r}=1, \theta_{x}^{\mathrm{pw}}=\pi=180^{\circ}\right]$


Figure 5.10: Comparison of $\hat{\sigma}_{b}(\mathrm{~dB})$ against electric size of a CLR composed of constant- $K$ lens of different $\epsilon_{r}: \epsilon_{r}=2.1$ (red), 2.4 (green), 3.0 (blue) and 3.5 (black). $\left[R_{2}=1, \theta^{\mathrm{PEC}}=\frac{\pi}{36}=5^{\circ}, \mu_{r}=1, \theta_{x}^{\mathrm{pw}}=\pi=180^{\circ}, R_{1}=1.55,1.35,1.15\right.$ and $1.04 R_{2}$, respectively]


Figure 5.11: Comparison of the RCS of a CLR and a CLLR: CLR with $\epsilon_{r}=2.1$ (solid black) versus CLLR with $L=3$ layers (dot-dashed green), $L=5$ (dotted blue) and $L=7$ (dashed red).
$K$ lens or cylidinrical LL forms a focal spot right at the central part of the PEC strip reflector. As has been shown in Section 5.4, the strip should extend over the transverse size of a focal spot to provide strong reflection. We can observe from Figure 5.4 and Figure 5.5 that the characteristic transverse size of a focal spot is about $1.0 \lambda$. Therefore, the geometrical size of the PEC strip reflector should be, at least, no less than this value. At the incidence angle $\theta_{x}^{\text {pw }}$ of value $\frac{\pi}{2}=90^{\circ}$, there is no significant backscattering. This is because from the GO concept, the entire surface of a strip is completely shadowed. Thus, the effect of strong backscattering can be observed only in the range $0 \leq \theta_{x}^{\mathrm{pw}}<\frac{\pi}{2}=90^{\circ}$.

A simple physical argument predicts the existence of a cut-off incidence angle, $\theta_{\text {cut-off }}^{i}$, which defines the usable scanning range for the incident angle $\theta_{x}^{\text {pw }}$, where $0 \leq \theta_{x}^{\text {pw }}<\theta_{\text {cut-off }}^{i}$, so that a high value of RCS is practically unchanged across the angular range. It is reasonable to suppose that $\theta_{\text {cut-off }}^{i}$ is that angle at which the right or left boundary (depending on $\theta_{x}^{\mathrm{pw}}$ ) of the focal spot lies exactly at the sharp edge of the PEC strip reflector so that whole focal spot is covered by the strip. It is also clear that the workable range $0 \leq \theta_{x}^{\mathrm{pw}}<\theta_{\text {cut-off }}^{i}$ strongly depends on the semi-width of the reflecting strip $\theta^{\mathrm{PEC}}$. We assume that diffraction effects are negligible. Thus, to find the value $\theta_{\text {cut-off }}^{i}$, we choose at the strip surface the point at which the distance to the edge equals the angular semi-width of the focal spot; i.e., $0.5 \lambda$. Elementary algebra leads to the simple formula for $\theta_{\text {cut-off }}^{i}$, that is

$$
\begin{equation*}
\theta_{\mathrm{cut}-\mathrm{off}}^{i}=\theta^{\mathrm{PEC}}-\sin ^{-1}\left(\frac{\pi}{2 k_{0}}\right) . \tag{5.18}
\end{equation*}
$$

According to (5.18), when $\theta^{\mathrm{PEC}}=\frac{\pi}{12}=15^{\circ}, k_{0}=20 \pi$ (Figure 5.12 (a)) and $100 \pi$ (Figure $5.12(\mathrm{~b})$ ), we have $\theta_{\text {cut-off }}^{i}=13.56^{\circ}$ and $14.71^{\circ}$, respectively. It can be seen these sub-figures that these results for $\theta_{\text {cut-off }}^{i}$ are in good agreement with accurate numerical results. It should be noted that the CLR provides a more stable dependence of RCS ( $\theta_{x}^{\mathrm{pw}}$ ) compared to the CLLR, even though the 5 -,7- and 9-layered CLLR exhibits a higher overall level of RCS when $k_{0}=20 \pi$. At higher frequency, where $k_{0}=100 \pi$, the use of the CLR is preferable as its performance is superior to that of a 3 -,5- or 7-layered CLLR. More strictly, our argument which led to an approximate formula for $\theta_{\text {cut-off }}^{i}$ is reasonable only for shallow and medium size PEC strip reflectors $\left(\theta^{\mathrm{PEC}} \leq \frac{\pi}{4}=45^{\circ}\right)$, otherwise, shielding starts to occur as well as multiple reflections.

For wider PEC strip reflectors, the situation is more complicated because in a wider reflector, there are multiple reflections causing significant aberrations to the


Figure 5.12: Comparison of RCS against the incident angle for a CLR ( $\epsilon_{r}=2.1$ ) with those of CLLR with different numban of layers, when $\theta^{\mathrm{PEC}}=\frac{\pi}{12}=15^{\circ}$. CLR with $\epsilon_{r}=2.1$ (solid black) versus CLLR with $L=3$ layers (x-marked pink), $L=5$ (dot-dashed green), $L=7$ (dashed blue) and $L=9$ (dotted red).
shape of the focal spot. This results on narrowing the range to $0 \leq \theta_{x}^{\text {pw }} \leq \theta_{\text {cut-off }}^{i}$, as shown in Figure 5.13. For example, it can be seen from Figure 5.13 (b) that, $\theta_{\text {cut-off }}^{i}$ lies far from the angular semi-width of the PEC strip, $\theta^{\text {PEC }}=\frac{\pi}{2}=90^{\circ}$. Again, as before the scanning performance of the CLR is preferable compare with the CLLR.

### 5.7 Conclusion

Accurate numerical results are computed for the RCS of both the CLR and CLLR, based on MoR, in a broad frequency band including not only the region of Rayleigh scattering $(\lambda \gg R)$ and diffraction region $(\lambda \approx R)$, but also the quasi-optical region $(\lambda \ll R)$. With the numerical results produced, we have demonstrated competitiveness of microwave reflectors based on simple cylindrical lenses against those based on stepped-index Luneburg lenses. We also deduce from the results that CLR with lower dielectric constant $\epsilon_{r}$ are preferable to those with higher $\epsilon_{r}$, as wavelength dependent oscillations become too strong for higher dielectric contrasts. We also observe that for higher frequencies, the scanning performance of a CLR is superior of that provided by CLLR, in the sense that the dependence of RCS has relatively less oscillations, and is of higher average value over the range of $\frac{D}{\lambda} \in(0,200)$.


Figure 5.13: Comparison of RCS against the incident angle for a CLR ( $\epsilon_{r}=2.1$ ) with those of CLLR with different number of layers, when $\theta^{\mathrm{PEC}}=\frac{\pi}{2}=90^{\circ}$. CLR with $\epsilon_{r}=2.1$ (solid black) versus CLLR ${ }^{113}$ th $L=3$ layers (x-marked pink), $L=5$ (dot-dashed green), $L=7$ (dashed blue) and $L=9$ (dotted red).

## Chapter 6

## Scattering from a finite array of CLR under normal incidence

### 6.1 Introduction

As a natural extension to the scattering problems of CLR considered in Chapter 4 and 5 , the scattering problem of an incident plane wave by multiple CLR is considered in this chapter. A finite number $M$ of parallel CLR (each with arbitrary size, PEC strip width and dielectric loading) are assumed located in the vicinity of one another. Consequently, the mutual interaction of the CLR cannot be ignored. Such an array is very attractive in microwave and optic wave applications, as it can be used to design for a wavelength- and polarization-selective components. It offers additional degrees of freedom for controlling the scattered fields. When the CLR are identical and equally spaced, this finite array of CLR forms a special example of gratings which are widely used in spectrum analyzers, open mesh reflectors, etc.

The analysis of scattering by multiple closed cylinders (either dielectric or conducting) has been studied over the years, using various techniques such as the integral equation formulation, the partial differential equation formulation, the $T$-matrix approach, the lattice sums approach, the source model technique, and the Green's function diakoptics approach $[18,81,44,91,46,82]$. However, in all of the above literature, the surface of each of these cylinders is taken to be either purely dielectric or purely PEC. To the best of our knowledge, the analysis of multi-body scattering problem of slotted cylinders has not been done.

This chapter studies the feasibility of using of the MoR in the solving of the 2D scattering problem by a finite array of CLR under a normal plane wave excitation. The MoR has been widely used in the solution of scattering problems involving a single structure, such as a punctured spheroidal shell, a toroidal shell with slits, and
a slotted cylinder [84, 85]. The work is extended here to the investigation of the scattering problem from an arbitrary finite number $M$ of CLR, where the CLR are of arbitrary radii, positions, dielectric loading and strip sizes.

The analysis starts in a similar approach as that of the single body problem. The scattered and transmitted fields, from each of the $M$ CLR, are represented by series involving cylindrical harmonic functions in terms of the local coordinate system (which origin is the center of the corresponding cylinder). The sum of the scattered fields from all other CLR is then considered to be an incident wave on each of the individual cylinder. Subsequently, MBC are enforced on the surface of each of the $M$ CLR, which leads to $2 M$ sets of DSE involving the trigonometric functions. Each of the $2 M$ sets of DSE are regularized to produce an ISLAE involving every unknown expansion coefficients. Therefore, the $2 M$ infinite systems are interconnected, and need to be solved simultaneously for the values of all the unknown coefficients.

### 6.2 Problem specification



Figure 6.1: Cross-sectional view of the finite array of CLR

A cross-sectional view of the multi-body scattering problem considered is shown in Figure 6.1. Each of the CLR is as described in Chapter 4; that is, they are infinitelylong and axially-symmetric, the conducting strip on each is assumed to be infinitely thin and perfectly conducting. The CLR are assumed to be parallel to each other and
to the $z$-axis of the global coordinate system $(\rho, \phi, z)$. In addition, the PEC strips are assumed to have the same alignment. No further assumption has been made on the dimension, strip width, dielectric loading and location of each of the CLR.

We suppose the $g$ th CLR is positioned with axial axis located at $\left(r_{g}, \varphi_{g}, z\right)$ of the global polar coordinates $(\rho, \phi, z)$, for $g=1,2, \ldots, M$. Radius of this CLR is denoted as $R_{g}$. We suppose the $g$ th CLR is constructed with a constant- $K$ lens of relative permittivity and permeability $\left(\epsilon_{g}, \mu_{g}\right)$. An infinitely thin, PEC strip of half angular size $\theta_{g}^{\mathrm{PEC}}$ is placed on the surface of the $g$ th cylinder as depicted in Figure 6.1. Without loss of generality, the surrounding homogeneous medium is taken to be free space with permittivity and permeability $\left(\epsilon_{0}, \mu_{0}\right)$.

We suppose the array is excited by an $E$-polarized plane wave traveling in the direction making an angle $\theta_{x}^{\mathrm{pw}}$ with respect to the $x$-axis of the global coordinate system, as illustrated in Figure 6.1. The scattering problem involving a $H$-polarized plane wave excitation can be treated similarly.

### 6.3 Derivation of the sets of DSE

The complete scattering domain is divided into $(M+1)$ regions by the contours of the $M$ CLR. Let region 0 denotes the surrounding medium, and region $g$ denotes the interior of the $g$ th CLR with $\rho_{g}<R_{g}$, for $g=1,2, \ldots, M$. Since the incident wave propagation direction is normal to the cylinder axis (i.e., the $z$-axis), the problem is 2 D and the induced secondary fields do not depend on $z$.

The analysis begins from expressing the scattered and transmitted fields by the $g$ th CLR in terms of the local coordinate system $\left(\rho_{g}, \phi_{g}, z\right)$, for $g=1,2, \ldots, M$. To enforce the MBC on the $g$ th CLR, the incident plane wave and the scattered fields by all other CLR have to be first expressed in terms of the $g$ th local coordinate system, in order to take into account the interaction between the $M$ cylinders. This is achieved by making use of the addition theorem given in (B.26).

### 6.3.1 Series representations for the fields

Since all of the CLR are uniform in the $z$-direction, and the plane wave is incident normally on the CLR, the axial components of the electric and magnetic fields are independent. For the $\mathrm{TM}_{z}$ incidence $\left(H_{z}^{\mathrm{inc}} \equiv 0\right)$ considered, only the components $E_{z}$, $H_{\phi}$ and $H_{\rho}$ are non-vanishing, from (2.33).

In order to enforce the MBC on the surface of the $g$ th CLR, the expression of the incident plane wave must be written in terms of the cylindrical harmonic functions
with reference to the local coordinate system $\left(\rho_{g}, \phi_{g}, z\right)$. This is done by application of the addition theorem given in (B.26). The series representation of the plane wave in terms of the $g$ th local coordinate system can be obtained as

$$
\begin{align*}
E_{z}^{\operatorname{inc}(g)}\left(\rho_{g}, \phi_{g}\right) & =e^{-j k_{0} r_{g} \cos \left(\varphi_{g}-\theta_{x}^{\mathrm{pw}}\right)} \times e^{-j k_{0} \rho_{g} \cos \left(\phi_{g}-\theta_{x}^{\mathrm{pw}}\right)}  \tag{6.1}\\
& =\sum_{n=-\infty}^{\infty}(-j)^{n} J_{n}\left(k_{0} \rho_{g}\right) e^{-j k_{0} r_{g} \cos \left(\varphi_{g}-\theta_{x}^{\mathrm{pw}}\right)} e^{-j n \theta_{x}^{\mathrm{pw}}} e^{j n \phi_{g}} . \tag{6.2}
\end{align*}
$$

The superscript $(g)$ is in reference to the $g$ th local coordinate system $\left(\rho_{g}, \phi_{g}, z\right)$.
Suppose the series representations of the scattered and transmitted fields for the $g$ th cylinder, in terms of the local coordinate system $\left(\rho_{g}, \phi_{g}\right)$ centered at $\left(r_{g}, \varphi_{g}\right)$, are

$$
\begin{align*}
& E_{z}^{\mathrm{sc}(g)}\left(\rho_{g}, \phi_{g}\right)=\sum_{n=-\infty}^{\infty} a_{n}^{(g)} \frac{H_{n}^{(2)}\left(k_{0} \rho_{g}\right)}{H_{n}^{(2)}\left(k_{0} R_{g}\right)} e^{j n \phi_{g}},  \tag{6.3}\\
& E_{z}^{\operatorname{tr}(g)}\left(\rho_{g}, \phi_{g}\right)=\sum_{n=-\infty}^{\infty} b_{n}^{(g)} \frac{J_{n}\left(k_{g} \rho_{g}\right)}{J_{n}\left(k_{g} R_{g}\right)} e^{j n \phi_{g}}, \tag{6.4}
\end{align*}
$$

where $k_{g}=k_{0} \sqrt{\epsilon_{g} \mu_{g}}$ is the wave number of the dielectric material inside the $g$ th cylinder. Here, $\left\{a_{n}^{(g)}, b_{n}^{(g)}\right\}_{n \in \mathbb{Z}}$, for $g=1,2, \ldots, M$, are the unknown coefficients to be determined.

Both the scattered field and the transmitted field associated with each of the cylinders are based on its local coordinate system. However, to enforce the MBC on the $g$ th cylinder, the scattered fields of all the other cylinders need to be expressed in terms of the $g$ th coordinate system. The addition theorem in (B.26) is used to transfer the series representation from one local coordinate system to another. The transformation from the $h$ th local coordinate system $\left(\rho_{h}, \phi_{h}\right)$ to the $g$ th local coordinate system $\left(\rho_{g}, \phi_{g}\right)$ of the Hankel function can be deduced from (B.26) as

$$
\begin{equation*}
H_{n}^{(2)}\left(k \rho_{h}\right) e^{j n \phi_{h}}=\sum_{m=-\infty}^{\infty} J_{m}\left(k \rho_{g}\right) H_{m-n}^{(2)}\left(k d_{g, h}\right) e^{-j(m-n) \theta_{g, h}} e^{j m \phi_{g}} . \tag{6.5}
\end{equation*}
$$

Here, $d_{g, h}$ is the distance between the origins of the $g$ th and $h$ local coordinate system, $d_{g, h}=\sqrt{r_{g}^{2}+r_{h}^{2}-2 r_{g} r_{h} \cos \left(\varphi_{g}-\varphi_{h}\right)}$ whereas $\theta_{g, h}$ is the angle between the line joining the origins of two systems and the positive $x$-axis, $\theta_{g, h}= \pm \cos ^{-1}\left(\frac{r_{h} \cos \varphi_{h}-r_{g} \cos \varphi_{g}}{d_{g, h}}\right)$ (where ' - ' is taken when $r_{h} \sin \varphi_{h}<r_{g} \sin \varphi_{g}$ ).

Having established the series representations for the longitudinal components of the electric (incident, scattered and transmitted) fields, the two non-zero transverse components of the magnetic field follows from (2.33), with $k_{\rho}=k$ as $k_{z}=0$,

$$
\begin{equation*}
H_{\phi}=-\frac{j}{k \eta} \frac{\partial}{\partial \rho} E_{z} \text { and } H_{\rho}=\frac{j}{k \rho \eta} \frac{\partial}{\partial \phi} E_{z} . \tag{6.6}
\end{equation*}
$$

All other components, $E_{\phi}, E_{\rho}$ and $H_{z}$, for the incident and induced fields vanish for normal $\mathrm{TM}_{z}$ incidence.

### 6.3.2 Solution class

It is worth noting that the series representations given in (6.3) and (6.4) satisfy the Sommerfeld radiation condition and the finiteness of electromagnetic field at the origins of the local coordinate systems. Similar to the oblique scattering problem of a single CLR considered in Chapter 4, the Meixner finite energy condition puts an additional constraint on the unknown coefficients $\left\{a_{n}^{(g)}, b_{n}^{(g)}\right\}_{n \in \mathbb{Z}}$ by considering the electromagnetic energy per unit length of the $g$ th CLR; that is,

$$
\begin{align*}
W= & \frac{1}{2} \int_{0}^{1}\left|e^{j k_{0} z}\right|^{2} \mathrm{~d} z \times \int_{0}^{R} \int_{-\pi}^{\pi}\left\{\mu_{0} \mu_{r}\left|E_{z}^{\operatorname{tr}(g)}\left(\rho_{g}, \phi_{g}\right)\right|^{2}\right. \\
& \left.+\epsilon_{0} \epsilon_{r}\left|H_{\phi}^{\operatorname{tr}(g)}\left(\rho_{g}, \phi_{g}\right)\right|^{2}+\epsilon_{0} \epsilon_{r}\left|H_{\rho}^{\operatorname{tr}(g)}\left(\rho_{g}, \phi_{g}\right)\right|^{2}\right\} \mathrm{d} \phi_{g} \rho_{g} \mathrm{~d} \rho_{g} \tag{6.7}
\end{align*}
$$

Following the same integration process and arguments as that in Subsection 4.3.2, it can shown that both $\left\{a_{n}^{(g)}, b_{n}^{(g)}\right\}_{n \in \mathbb{Z}}$ satisfy the Fejér's Tauberian condition given in (D.4); i.e.,

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty}|n|\left|a_{n}^{(g)}\right|^{2}<\infty \text { and } \sum_{n=-\infty}^{\infty}|n|\left|b_{n}^{(g)}\right|^{2}<\infty \tag{6.8}
\end{equation*}
$$

### 6.3.3 Enforcing the MBC

The solution of the unknown coefficients $\left\{a_{n}^{(g)}, b_{n}^{(g)}\right\}_{n \in \mathbb{Z}}(g=1,2, \ldots, M)$ can be obtained by applying the boundary conditions outlined in Subsection 2.2.1, on the surface of each of the CLR (i.e., $\rho_{g}=R_{g}$, for $g=1,2, \ldots, M$ ). The boundary condition requires that the tangential components of the total electric field vanishes on the PEC surface. In this $\mathrm{TM}_{z}$ case, the electric field has only one non-zero component; i.e., $E_{z}$. On the other hand, the boundary condition also requires that the tangential components of the total magnetic field varies continuously across the dielectric interface. As the axial-component of the magnetic field vanishes for $E$-polarization, $H_{\phi}=-\frac{j}{k \eta} \frac{\partial}{\partial \rho} E_{z}$ is the only non-vanishing tangential component of the magnetic field.

Therefore, the MBC on the surface of the $g$ th CLR are given by

$$
\begin{align*}
\lim _{\rho_{g} \rightarrow R_{g}^{+}}\left[E_{z}^{\operatorname{inc}(g)}+\sum_{h=1}^{M} E_{z}^{\operatorname{sc}(h)}\right] & =\lim _{\rho_{g} \rightarrow R_{g}^{-}} E_{z}^{\operatorname{tr}(g)}=0,
\end{align*} \forall\left|\phi_{g}\right|<\theta_{g}^{\mathrm{PEC}}, ~ \begin{array}{ll}
\lim _{\rho_{g} \rightarrow R_{g}^{+}} \frac{\partial}{\partial \rho}\left[E_{z}^{\operatorname{inc}(g)}+\sum_{h=1}^{M} E_{z}^{\operatorname{sc}(h)}\right] & =\lim _{\rho_{g} \rightarrow R_{g}^{-}} \frac{1}{\mu_{g}} \frac{\partial}{\partial \rho} E_{z}^{\operatorname{tr}(g)}, \quad \forall\left|\phi_{g}\right|>\theta_{g}^{\mathrm{PEC}} . \tag{6.9}
\end{array}
$$

In addition to the MBC, the continuity of the tangential total electric field also requires that, for all $\rho_{g}=R_{g}$ and $\phi_{g} \in[-\pi, \pi]$,

$$
\begin{equation*}
\lim _{\rho_{g} \rightarrow R_{g}^{+}} E_{z}^{\operatorname{inc}(g)}+\sum_{h=1}^{M} E_{z}^{\mathrm{sc}(h)}=\lim _{\rho_{g} \rightarrow R_{g}^{-}} E_{z}^{\operatorname{tr}(g)} \tag{6.11}
\end{equation*}
$$

It is worth noting that the solution for the unknown coefficients $\left\{a_{n}^{(g)}, b_{n}^{(g)}\right\}_{n \in \mathbb{Z}}$ related to the $g$ th CLR, includes the effect of all interactions between the cylinders under this formulation.

There are $2 M$ sequences of unknowns $\left\{a_{n}^{(g)}, b_{n}^{(g)}\right\}_{n \in \mathbb{Z}}(g=1,2, \ldots, M)$ to be determined from imposing the MBC on the surface of each of the CLR. The number of unknowns can be reduced by enforcing the continuity condition given in (6.11). By matching the fields across each of the surfaces, every one of the unknown $\left\{b_{n}^{(g)}\right\}_{n \in \mathbb{Z}}(g=1,2, \ldots, M)$ can be expressed as a linear combination of $\left\{a_{n}^{(g)}\right\}_{n \in \mathbb{Z}}$ for $g=1, \ldots, M$ :

$$
\begin{equation*}
b_{n}^{(g)}=a_{n}^{(g)}+c_{n}^{(g)}+\sum_{h \neq g} \sum_{m=-\infty}^{\infty} a_{m}^{(h)} A_{n, m}^{(g, h)} . \tag{6.12}
\end{equation*}
$$

where $c_{n}^{(g)}=e^{-j k_{0} r_{g} \cos \left(\varphi_{g}-\theta_{x}^{\mathrm{pw}}\right)}(-j)^{n} J_{n}\left(k_{0} R_{g}\right) e^{-j n \theta_{x}^{\mathrm{pw}}}$. Here, the summation $\sum_{h \neq g}$ denotes the summation for $h=1, \ldots, g-1, g+1, \ldots, M$.

The MBC on the $g$ th CLR lead to the following DSE involving only the unknowns $\left\{a_{n}^{(g)}\right\}_{n \in \mathbb{Z}}(g=1, \ldots, M):$

$$
\begin{align*}
\sum_{n=-\infty}^{\infty}\left[a_{n}^{(g)}+c_{n}^{(g)}+\sum_{h \neq g m=0} \sum_{m}^{\infty} a_{m}^{(h)} A_{n, m}^{(g, h)}\right] e^{j n \phi_{g}} & =0(A), \quad \forall\left|\phi_{g}\right|<\theta_{g}^{\mathrm{PEC}} .  \tag{6.13}\\
\sum_{n=-\infty}^{\infty}\left[a_{n}^{(g)} p_{n}^{(g)}+d_{n}^{(g)}+q_{n}^{(g)} \sum_{h \neq g} \sum_{m=-\infty}^{\infty} a_{m}^{(h)} A_{n, m}^{(g, h)}\right] e^{j n \phi_{g}} & =0(A), \quad \forall\left|\phi_{g}\right|>\theta_{g}^{\mathrm{PEC}} . \tag{6.14}
\end{align*}
$$

Recall that the notation $(A)$ implies that the series are Abel-summable to 0 over their
corresponding intervals. The following notations are introduced for brevity:

$$
\begin{align*}
d_{n}^{(g)} & =k_{0} c_{n}^{\prime(g)}-\frac{k_{g}}{\mu_{g}} c_{n}^{(g)} \frac{J_{n}^{\prime}\left(k_{g} R_{g}\right)}{J_{n}\left(k_{g} R_{g}\right)}  \tag{6.15a}\\
p_{n}^{(g)} & =k_{0} \frac{H_{n}^{\prime(2)}\left(k_{0} R_{g}\right)}{H_{n}^{(2)}\left(k_{0} R_{g}\right)}-\frac{k_{g}}{\mu_{g}} \frac{J_{n}^{\prime}\left(k_{g} R_{g}\right)}{J_{n}\left(k_{g} R_{g}\right)},  \tag{6.15b}\\
q_{n}^{(g)} & =k_{0} \frac{J_{n}^{\prime}\left(k_{0} R_{g}\right)}{J_{n}\left(k_{0} R_{g}\right)}-\frac{k_{g}}{\mu_{g}} \frac{J_{n}^{\prime}\left(k_{g} R_{g}\right)}{J_{n}\left(k_{g} R_{g}\right)},  \tag{6.15c}\\
A_{n, m}^{(g, h)} & =\frac{H_{n-m}\left(k_{0} d_{g, h}\right) J_{n}\left(k_{0} R_{g}\right)}{H_{m}\left(k_{0} R_{h}\right)} e^{j(m-n) \theta_{g, h}}, \tag{6.15d}
\end{align*}
$$

for $n, m \in \mathbb{Z}$.
We have $M$ sets of DSE given in (6.13) and (6.14), for $g=1,2, \ldots, M$. As each of these sets of DSE involves all the unknowns $\left\{a_{n}^{(g)}\right\}_{n \in \mathbb{Z}}$ for $g=1,2, \ldots, M$, these $M$ sets are interconnected and need to be solved simultaneously.

### 6.4 Regularization process

Following the similar process presented in Chapter 3, the $M$ DSE derived in (6.13) and (6.14) are reformulated with trigonometric functions as the kernels, then regularized to $2 M$ connected ISLAE. The constant unknowns $a_{0}^{(g)}(g=1,2, \ldots, M)$ are removed from all the $2 M$ ISLAE before matrix inversion is performed numerically to solve for the unknown coefficients. This is achieved by a simple algebraic elimination (equivalent to the application of Cramer's rule). In the final step, one single $2 M$-by$2 M$ block matrix equation is obtained. The block matrix is shown to be a compact perturbation of the identity operator in $\ell_{2}$.

### 6.4.1 Introducing the asymptotically small parameters

Due to the symmetry of the intervals, we can reformulate the DSE given in (6.13) and (6.14) defined over $(-\pi, \pi)$ in terms of the trigonometric functions over $(0, \pi)$. We introduce the following:

$$
\begin{align*}
x_{n}^{(g)} & :=a_{n}^{(g)}+a_{-n}^{(g)},  \tag{6.16a}\\
y_{n}^{(g)} & :=a_{n}^{(g)}-a_{-n}^{(g)},  \tag{6.16b}\\
e_{n}^{(g)} & :=c_{n}^{(g)}+c_{-n}^{(g)},  \tag{6.16c}\\
f_{n}^{(g)} & :=\frac{d_{n}^{(g)}+d_{-n}^{(g)}}{n},  \tag{6.16d}\\
g_{n}^{(g)} & :=c_{n}^{(g)}-c_{-n}^{(g)}, \tag{6.16e}
\end{align*}
$$

$$
\begin{align*}
h_{n}^{(g)} & :=\frac{d_{n}^{(g)}-d_{-n}^{(g)}}{n},  \tag{6.16f}\\
B_{n, m}^{(g, h)} & :=\frac{1}{2}\left[A_{n, m}^{(g, h)}+A_{-n, m}^{(g, h)}+A_{n,-m}^{(g, h)}+A_{-n,-m}^{(g, h)}\right],  \tag{6.16~g}\\
C_{n, m}^{(g, h)} & :=\frac{1}{2}\left[A_{n, m}^{(g, h)}+A_{-n, m}^{(g, h)}-A_{n,-m}^{(g, h)}-A_{-n,-m}^{(g, h)}\right],  \tag{6.16h}\\
D_{n, m}^{(g, h)} & :=\frac{1}{2}\left[A_{n, m}^{(g, h)}-A_{-n, m}^{(g, h)}+A_{n,-m}^{(g, h)}-A_{-n,-m}^{(g, h)}\right],  \tag{6.16i}\\
E_{n, m}^{(g, h)} & :=\frac{1}{2}\left[A_{n, m}^{(g, h)}-A_{-n, m}^{(g, h)}-A_{n,-m}^{(g, h)}+A_{-n,-m}^{(g, h)}\right], \tag{6.16j}
\end{align*}
$$

for $n, m=1,2, \ldots$
It is worth noting that $p_{n}^{(g)}=p_{-n}^{(g)}$ and $q_{n}^{(g)}=q_{-n}^{(g)}$, for all $n=1,2, \ldots$ By examining the asymptotic behaviors of the Bessel function and the Hankel function, the following asymptotically parameters are introduced:

$$
\begin{align*}
& \tilde{p}_{n}^{(g)}=1+\frac{R_{g} \mu_{g}}{1+\mu_{g}} \frac{p_{n}^{(g)}}{|n|},  \tag{6.17}\\
& \tilde{q}_{n}^{(g)}=\frac{q_{n}^{(g)}}{|n|}, \tag{6.18}
\end{align*}
$$

for $n=1,2, \ldots$ Both of the above parameters have the order of $O\left(\frac{k_{g}^{2} R_{g}^{2}}{n^{2}}\right)$, as $n \rightarrow+\infty$. On the other hand, from its definition, we can see that $f_{n}^{(g)}=e_{n}^{(g)} \tilde{q}_{n}$, for $n=1,2, \ldots$

Therefore, the $g$ th set of DSE given in (6.9) and (6.10) can be reformulated as the two sets of DSE below. The first set of DSE involving the cosine function is:

$$
\begin{align*}
& a_{0}^{(g)}+c_{0}^{(g)}+\sum_{h \neq g} a_{0}^{(h)} A_{0,0}^{(g, h)}+\frac{1}{2} \sum_{h \neq g m=1}^{\infty}\left[x_{m}^{(h)} B_{0, m}^{(g, h)}+y_{m}^{(h)} C_{0, m}^{(g, h)}\right]  \tag{6.19a}\\
& +\sum_{n=1}^{\infty}\left\{e_{n}^{(g)}+x_{n}^{(g)}+\sum_{h \neq g}\left[a_{0}^{(h)} B_{n, 0}^{(g, h)}+\sum_{m=1}^{\infty}\left(x_{m}^{(h)} B_{n, m}^{(g, h)}+y_{m}^{(h)} C_{n, m}^{(g, h)}\right)\right]\right\} \cos n \phi=0,
\end{align*}
$$

for $\phi_{g} \in\left(0, \theta_{g}^{\mathrm{PEC}}\right)$, and

$$
\begin{align*}
& \zeta_{g} p_{0}^{(g)} a_{0}^{(g)}+\zeta_{g} d_{0}^{(g)}+\zeta_{g} q_{0}^{(g)} \sum_{h \neq g} a_{0}^{(h)} A_{0,0}^{(g, h)}  \tag{6.19b}\\
& +\frac{\zeta_{g} q_{0}^{(g)}}{2} \sum_{h \neq g m=1} \sum_{m}^{\infty}\left[x_{m}^{(h)} B_{0, m}^{(g, h)}+y_{m}^{(h)} C_{0, m}^{(g, h)}\right]+\sum_{n=1}^{\infty} n\left\{\zeta_{g} f_{n}^{(g)}+x_{n}^{(g)}\left(1-\tilde{p}_{n}^{(g)}\right)\right. \\
& \left.\quad+\zeta_{g} \tilde{q}_{n}^{(g)} \sum_{h \neq g}\left[a_{0}^{(h)} B_{n, 0}^{(g, h)}+\sum_{m=1}^{\infty}\left(x_{m}^{(h)} B_{n, m}^{(g, h)}+y_{m}^{(h)} C_{n, m}^{(g, h)}\right)\right]\right\} \cos n \phi=0,
\end{align*}
$$

for $\phi_{g} \in\left(\theta_{g}^{\mathrm{PEC}}, \pi\right)$, where

$$
\begin{equation*}
\zeta_{g}:=-\frac{R_{g} \mu_{g}}{1+\mu_{g}} . \tag{6.20}
\end{equation*}
$$

The second set of DSE involving the sine function is:

$$
\begin{align*}
\sum_{n=1}^{\infty}\left\{g_{n}^{(g)}+\right. & y_{n}^{(g)}  \tag{6.21a}\\
& \left.+\sum_{h \neq g}\left[a_{0}^{(h)} D_{n, 0}^{(g, h)}+\sum_{m=1}^{\infty}\left(x_{m}^{(h)} D_{n, m}^{(g, h)}+y_{m}^{(h)} E_{n, m}^{(g, h)}\right)\right]\right\} \sin n \phi=0
\end{align*}
$$

for $\phi_{g} \in\left(0, \theta_{g}^{\mathrm{PEC}}\right)$, and

$$
\begin{align*}
\sum_{n=1}^{\infty} n\left\{\zeta_{g} h_{n}^{(g)}\right. & +y_{n}^{(g)}\left(1-\tilde{p}_{n}^{(g)}\right)  \tag{6.21b}\\
& \left.+\zeta_{g} \tilde{q}_{n}^{(g)} \sum_{h \neq g}\left[a_{0}^{(h)} D_{n, 0}^{(g, h)}+\sum_{m=1}^{\infty}\left(x_{m}^{(h)} D_{n, m}^{(g, h)}+y_{m}^{(h)} E_{n, m}^{(g, h)}\right)\right]\right\} \sin n \phi=0
\end{align*}
$$

for $\phi_{g} \in\left(\theta_{g}^{\mathrm{PEC}}, \pi\right)$.

### 6.4.2 Conversion to infinite system of linear algebraic equations

It may be shown with the ideas in Chapter 3 , that the $g$ th set of series equations given in (6.19) and (6.21) can be transformed to two ISLAE in terms of $\left\{x_{n}^{(g)}, y_{n}^{(g)}\right\}_{n=1}^{\infty}$ by the MoR. The ISLAE for $x_{n}^{(g)}$ has the form of

$$
\begin{align*}
& \sqrt{m} x_{m}^{(g)}\left[1-\tilde{p}_{m}^{(g)}\right]+\sum_{n=1}^{\infty} \sqrt{n} x_{n}^{(g)} \tilde{p}_{n}^{(g)} T_{m, n}^{(g)} \\
& =2 \zeta_{g}\left[p_{0}^{(g)} c_{0}^{(g)}-d_{0}^{(g)}\right] \tau_{m}^{(g)}-\zeta_{g} \sqrt{m} f_{m}^{(g)}+\sum_{n=1}^{\infty} \sqrt{n}\left[\zeta_{g} f_{n}^{(g)}-e_{n}^{(g)}\right] T_{m, n}^{(g)} \\
& \quad-\sum_{h \neq g} a_{0}^{(h)} H_{m}^{(g, h)}+\sum_{h \neq g n=1} \sum_{n}^{\infty}\left[\sqrt{n} x_{n}^{(h)} U_{m, n}^{(g, h)}+\sqrt{n} y_{n}^{(h)} V_{m, n}^{(g, h)}\right] \tag{6.22}
\end{align*}
$$

The following are parameters introduced that can be explicitly calculated in terms of the geometry and physical quantities of the problem.

$$
\begin{align*}
\psi_{g} & =\cos \left(\theta_{g}^{\mathrm{PEC}}\right)  \tag{6.23}\\
T_{m, n}^{(g)} & =\hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{g}\right)-\frac{\zeta_{g} p_{0}^{(g)}\left(1+\psi_{g}\right)^{2}}{\zeta_{g} p_{0}^{(g)} \ln \left(\frac{1-\psi_{g}}{2}\right)-1} \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{g}\right)}{m} \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{g}\right)}{n} \tag{6.24}
\end{align*}
$$

$$
\begin{align*}
\tau_{n}^{(g)}= & \frac{\left(1+\psi_{g}\right)}{\sqrt{2}\left[\zeta_{g} p_{0}^{(g)} \ln \left(\frac{1-\psi_{g}}{2}\right)-1\right]} \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{g}\right)}{n}  \tag{6.25}\\
H_{n}^{(g, h)}= & 2 \zeta_{g}\left[q_{0}^{(g)}-p_{0}^{(g)}\right] \tau_{n}^{(g)} A_{0,0}^{(g, h)}+\zeta_{g} \tilde{q}_{n}^{(g)} B_{n, 0}^{(g, h)} \\
& +\sum_{m=1}^{\infty}\left[1-\zeta_{g} \tilde{q}_{m}^{(g)}\right] B_{m, 0}^{(g, h)} T_{n, m}^{(g)}  \tag{6.26}\\
U_{m, n}^{(g, h)}= & \zeta_{g}\left[p_{0}^{(g)}-q_{0}^{(g)}\right] \tau_{m}^{(g)} B_{0, n}^{(g, h)}-\zeta_{g} \tilde{q}_{m}^{(g)} B_{m, n}^{(g, h)} \\
& -\sum_{k=1}^{\infty}\left[1-\zeta_{g} \tilde{q}_{k}^{(g)}\right] T_{m, k}^{(g)} B_{k, n}^{(g, h)}  \tag{6.27}\\
V_{m, n}^{(g, h)}= & \zeta_{g}\left[p_{0}^{(g)}-q_{0}^{(g)}\right] \tau_{m}^{(g)} C_{0, n}^{(g, h)}-\zeta_{g} \tilde{q}_{m}^{(g)} C_{m, n}^{(g, h)} \\
& -\sum_{k=1}^{\infty}\left[1-\zeta_{g} \tilde{q}_{k}^{(g)}\right] T_{m, k}^{(g)} C_{k, n}^{(g, h)}  \tag{6.28}\\
B_{m, n}^{(g, h)}= & \frac{1}{2} \sqrt{\frac{m}{n}}\left[A_{m, n}^{(g, h)}+A_{-m, n}^{(g, h)}+A_{m,-n}^{(g, h)}+A_{-m,-n}^{(g, h)}\right]  \tag{6.29}\\
C_{m, n}^{(g, h)}= & \frac{1}{2} \sqrt{\frac{m}{n}}\left[A_{m, n}^{(g, h)}+A_{-m, n}^{(g, h)}-A_{m,-n}^{(g, h)}-A_{-m,-n}^{(g, h)}\right] \tag{6.30}
\end{align*}
$$

The ISLAE for $\left\{y_{n}^{(g)}\right\}_{n=1}^{\infty}$ is similar to that of $\left\{x_{n}^{(g)}\right\}_{n=1}^{\infty}$, and is omitted here for reason of space. Together with the two ISLAE obtained, an expression for $a_{0}^{(g)}$ is derived, which has been isolated from the ISLAE for $\left\{x_{n}^{(g)}\right\}_{n=1}^{\infty}$ and $\left\{y_{n}^{(g)}\right\}_{n=1}^{\infty}$,

$$
\begin{equation*}
a_{0}^{(g)}=-\sum_{h \neq g} a_{0}^{(h)} a_{g, h}+\Psi_{g} . \tag{6.31}
\end{equation*}
$$

This expression is obtained by making use of the fact that $\left\{x_{n}^{(g)}, y_{n}^{(g)}\right\}_{n=1}^{\infty}$ belong to $\ell_{2}$, and the continuity at $z=\psi_{g}$. The two new notations $a_{g, h}$ and $\Psi_{g}$ introduced are defined as

$$
\begin{align*}
a_{g, h} & := \begin{cases}1 & , g=h, \\
-\left[\gamma_{g} A_{0,0}^{(g, h)}+\sum_{n=1}^{\infty} \tau_{n}^{(g)} B_{n, 0}^{(g, h)}\right] & , g \neq h,\end{cases}  \tag{6.32}\\
\Psi_{g}: & =\lambda_{g}+\sum_{h=1}^{M} \sum_{n=1}^{\infty}\left[\sqrt{n} x_{n}^{(h)} F_{n}^{(g, h)}+\sqrt{n} y_{n}^{(h)} G_{n}^{(g, h)}\right], \tag{6.33}
\end{align*}
$$

where we have also introduced

$$
\begin{equation*}
\gamma_{g}:=\frac{1-\zeta_{g} q_{0}^{(g)} \ln \left(\frac{1-\psi_{g}}{2}\right)}{\zeta_{g} p_{0}^{(g)} \ln \left(\frac{1-\psi_{g}}{2}\right)-1}, \tag{6.34}
\end{equation*}
$$

$$
\begin{align*}
& \lambda_{g}:=\frac{c_{0}^{(g)}-\zeta_{g} d_{0}^{(g)} \ln \left(\frac{1-\psi_{g}}{2}\right)}{\zeta_{g} p_{0}^{(g)} \ln \left(\frac{1-\psi_{g}}{2}\right)-1}-\sum_{n=1}^{\infty} \sqrt{n}\left[\zeta_{g} f_{n}^{(g)}-e_{n}^{(g)}\right] \tau_{n}^{(g)},  \tag{6.35}\\
& F_{n}^{(g, h)}:= \begin{cases}\tau_{n}^{(g)} \tilde{p}_{n}^{(g)} & , g=h, \\
\frac{1}{2} \gamma_{g} B_{0, n}^{(g, h)}+\sum_{m=1}^{\infty}\left[1-\zeta_{g} \tilde{q}_{m}^{(g)}\right] \tau_{m}^{(g)} B_{m, n}^{(g, h)} & , g \neq h,\end{cases}  \tag{6.36}\\
& G_{n}^{(g, h)}:= \begin{cases}0 & , g=h, \\
\frac{1}{2} \gamma_{g} C_{0, n}^{(g, h)}+\sum_{m=1}^{\infty}\left[1-\zeta_{g} \tilde{q}_{m}^{(g)}\right] \tau_{m}^{(g)} C_{m, n}^{(g, h)} & , g \neq h .\end{cases} \tag{6.37}
\end{align*}
$$

For the normal incidence problem involving only single cylinder, the ISLAE for $\left\{x_{n}^{(1)}\right\}_{n=1}^{\infty}$ and $\left\{y_{n}^{(1)}\right\}_{n=1}^{\infty}$ are disjoint. They can readily and separately be solved by matrix inversion. When there are $M$ cylinders involved, the resulting $2 M$ systems are all connected to one another. Some manipulations are required before the systems can be solved numerically by the truncation method. We remove all the unknowns $a_{0}^{(g)}(g=1, \ldots, M)$ from each of the $2 M$ systems, by analytically solving the $2 M$ expressions of the form of Eqn.(6.31) by Cramer's rule or equivalent. An explicit expression for the $a_{0}^{(g)}$ that is independent of all the other $a_{0}^{(h)}$ (for $h=1, \ldots, i-1, i+$ $1, \ldots, M)$ is obtained as

$$
\begin{equation*}
a_{0}^{(g)}=\sum_{h=1}^{M} \Psi_{g} \Phi_{g, h}, \tag{6.38}
\end{equation*}
$$

where the coefficients $\Phi_{g, h}$ (for $g, h=1,2, \ldots, M$ ) can be computed from

$$
\Phi_{g, h}=\frac{\left|\begin{array}{cccccc}
a_{1,1} & \ldots & a_{1, h-1} & a_{1, h+1} & \ldots & a_{1, M}  \tag{6.39}\\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
a_{g-1,1} & \ldots & a_{g-1, h-1} & a_{g-1, h+1} & \ldots & a_{g-1, M} \\
a_{g+1,1} & \ldots & a_{g+1, h-1} & a_{g+1, h+1} & \ldots & a_{g+1, M} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
a_{M, 1} & \ldots & a_{M, h-1} & a_{M, h+1} & \ldots & a_{M, M}
\end{array}\right|}{} \quad .
$$

Therefore, once the values for the unknowns $\left\{x_{n}^{(g)}\right\}_{n=1}^{\infty}$ and $\left\{y_{n}^{(g)}\right\}_{n=1}^{\infty}(g=1, \ldots, M)$ are computed, all the unknowns $a_{0}^{(g)}$ (for $g=1, \ldots, M$ ) can be readily calculated.

These expressions for $a_{0}^{(g)}$ in the form of Eqn.(6.38) are substituted back into each of the $2 M$ infinite systems. For the unknown $\left\{x_{n}^{(g)}\right\}_{n=1}^{\infty}$, the following ISLAE is obtained

$$
\begin{equation*}
K_{m, n}^{(g)}=\sqrt{m} x_{m}^{(g)}\left[1-\tilde{p}_{m}^{(g)}\right]+\sum_{h=1}^{M} \sum_{n=1}^{\infty}\left[\sqrt{n} x_{n}^{(h)} I_{m, n}^{(g, h)}+\sqrt{n} y_{n}^{(h)} J_{m, n}^{(g, h)}\right] \tag{6.40}
\end{equation*}
$$

where the expressions for $I_{m, n}^{(g, h)}, J_{m, n}^{(g, h)}$ and $K_{m, n}^{(g)}$ are defined as

$$
\begin{align*}
& I_{m, n}^{(g, h)}= \begin{cases}\tilde{p}_{n}^{(g)} T_{m, n}^{(g)}+\sum_{q=1}^{M} F_{n}^{(q, g)} R_{m}^{(g, q)} & , g=h, \\
\zeta_{g} \tilde{q}_{m}^{(g)} B_{m, n}^{(g, h)}+\sum_{q=1}^{M} F_{n}^{(q, h)} R_{m}^{(g, q)} & , g \neq h, \\
+\sum_{k=1}^{\infty}\left[1-\zeta_{g} \tilde{q}_{k}^{(g)}\right] T_{m, k}^{(g)} B_{k, n}^{(g, h)} & \\
+\zeta_{g}\left[q_{0}^{(g)}-p_{0}^{(g)}\right] \tau_{m}^{(g)} B_{0, n}^{(g, h)}\end{cases}  \tag{6.41}\\
& J_{m, n}^{(g, h)}= \begin{cases}\sum_{q=1}^{M} G_{n}^{(q, g)} R_{m}^{(g, q)} & , g=h, \\
\zeta_{g} \tilde{q}_{m}^{(g)} C_{m, n}^{(g, h)}+\sum_{q=1}^{M} G_{n}^{(q, h)} R_{m}^{(g, q)} \\
+\sum_{k=1}^{\infty}\left[1-\zeta_{g} \tilde{q}_{k}^{(g)}\right] T_{m, k}^{(g)} C_{k, n}^{(g, h)} \\
+\zeta_{g}\left[q_{0}^{(g)}-p_{0}^{(g)}\right] \tau_{m}^{(g)} C_{0, n}^{(g, h)}\end{cases}  \tag{6.42}\\
& R_{n}^{(g, h)}=\sum_{p \neq g,} H_{n}^{(g, p)} \Phi_{p, h} . \tag{6.43}
\end{align*}
$$

A similar ISLAE can be obtained for $\left\{y_{n}^{(g)}\right\}_{n=1}^{\infty}$. These ISLAE can now be written as a single matrix equation in the operator form of $(\mathcal{I}+\mathcal{H}) \mathbf{x}=\mathbf{b}$. By truncating the infinite system of equations to $N_{\mathrm{tr}}$, the problem is solved by matrix inversion. Here, $\mathcal{I}$ is the $\left(2 N_{\mathrm{tr}} M \times 2 N_{\mathrm{tr}} M\right)$ identity matrix, $\mathcal{H}$ is a compact $2 M \times 2 M$ block matrix in $\ell_{2}$ where each of these block matrices is of size $N_{\mathrm{tr}} \times N_{\mathrm{tr}}, \mathbf{b}$ is a known vector, and $\mathbf{x}$ is the vector consisting of the unknowns $\left\{x_{n}^{(g)}\right\}_{n=1}^{\infty}$ and $\left\{y_{n}^{(g)}\right\}_{n=1}^{\infty}$. It is worth noting that the infinite system (for $N_{\mathrm{tr}} \rightarrow \infty$ ) is a Fredholm matrix equation of the second kind. By increasing $N_{\mathrm{tr}}$, the accuracy of the computed solution can be improved.

### 6.5 Numerical results

In this section, sample numerical results are presented to prove the validity of the developed formulation for the scattering problem involving multiple CLR. The unknown coefficients computed are substituted into the series expressions for the near field, RCS and surface current density. The properties of grating formed by an array of identical CLR are studied based on the RCS analysis. The effect of the number of CLR in the grating as well as the effect of the relative distance between each CLR have on the RCS are investigated numerically.

### 6.5.1 Series representations of physical quantities

For the multiple scattering problem considered in this chapter, the $\mathrm{RCS} \sigma(\theta)$ still has the same definition as that in (2.40). However, the total scattered field by this array
of CLR is the sum of all the scattered field produced by each individual CLR. On top of that, each of this scattered field has been expressed in terms of its local coordinate system. In order to obtain a series representation for this multiple scattering problem, the far-field approximations

$$
\begin{align*}
& \rho_{g} \approx \rho-r_{g} \cos \left(\vartheta_{g}-\phi\right),  \tag{6.44}\\
& \phi_{g} \approx \phi, \tag{6.45}
\end{align*}
$$

are employed, in addition to the use of the asymptotic expression of the Hankel function.

### 6.5.2 Numerical validation

To check the adequacy and the accuracy of the proposed formulation and the numerical algorithm, the scattering problem of five PEC cylinders as described in [18] is solved. Five closed PEC cylinders $\left(\theta_{g}^{\mathrm{PEC}}=180^{\circ}\right.$, for $\left.g=1,2, \ldots, 5\right)$ of the same size $\left(R_{g}=0.1 \lambda\right.$, for $\left.g=1,2, \ldots, 5\right)$ are considered. Suppose the center of the first cylinder is located at the origin, the centers of the remaining four cylinders are located $0.5 \lambda$ away; i.e., at the points $(0.5 \lambda, 0),\left(0.5 \lambda, 90^{\circ}\right),\left(0.5 \lambda, 180^{\circ}\right)$ and $\left(0.5 \lambda,-90^{\circ}\right)$ in relation to the global coordinate system $(\rho, \phi)$. The cross-sectional view of the particular problem considered is depicted in the top figure in Figure 6.2. The values of the bistatic scattering cross section computed for the problem is plotted along the entire contour, and the curve is compared directly with that in [18]. Good agreement is seen with the results calculated using the hybrid exact-method of moments technique, the iterative technique and the boundary value solution method.

As another method to check the validity of this developed formulation for slotted PEC cylinders (when $\theta_{g}^{\text {PEC }} \neq \pi$ ), the computed values of the $2 M$ unknown coefficients, $\left\{x_{n}^{(g)}, y_{n}^{(g)}\right\}_{n=1}^{\infty}(g=1, \ldots, M)$, have been substituted back to the series representations given in (6.3), (6.4) and (6.6) to check the validity of MBC. For this purpose, the scattering of a $\mathrm{TM}_{z}$ plane wave incident on a pair of arbitrary chosen CLR is considered. The first CLR is assumed to have a radius of $R_{1}=2.5 \lambda$, attached with a PEC strip of half angular width $\theta_{1}^{\mathrm{PEC}}=90^{\circ}$ and located with center at $(0,0)$; whereas the second CLR is assumed to take values $R_{2}=3.75 \lambda, \theta_{2}^{\mathrm{PEC}}{ }_{2}=60^{\circ}, r_{2}=10$ and $\vartheta_{2}=45^{\circ}$. Both cylinders are filled with dielectric material characterized by $\left(\epsilon_{1}, \mu_{1}\right)=\left(\epsilon_{2}, \mu_{2}\right)=(2,1)$. The computed real and imaginary values of the tangential total electric field, $E_{z}$, along the contour of the first CLR are depicted in Figure 6.3. The exterior field (sum of the scattered fields by both CLR and the incident field) is
depicted as the solid red line; while the interior field computed (the transmitted field inside the first CLR) is depicted as the dashed black line. Evidently, the total electric field is continuous across the surface and vanishes on the PEC strip. In Figure 6.4, the computed real and imaginary values of the difference between $H_{\phi}$ of the exterior and interior total fields are plotted over the entire contour. As seen from the plot, $H_{\phi}$ varies continuously across the dielectric surface. In conclusion, both of Figure 6.3 and Figure 6.4 confirm the MBC given in (6.9) and (6.10) on the surface of the first CLR. The same check has been conducted on the surface of the second CLR and excellent agreement is observed again. The figures are omitted to avoid repetition.

As another means of display for the same internal test conducted in the last paragraph, the near field distribution of the scattering problem is illustrated in the contour mesh given in Figure 6.5

### 6.5.3 Numerical investigation

After the problem formulation and the validation of the method, the solution can now be computed numerically and applied to actual analysis. However, there are a number of parameters to choose from. Due to the limit of space, it is not feasible to present a full range of features of the structures. Let us show a representative result. Figure 6.6 illustrates the near field distribution of a $\mathrm{TM}_{z}$ plane wave incident at $\theta_{x}^{\mathrm{pw}}=180^{\circ}$ on a sawtooth-shaped PEC surface formed by joining CLR. Consider such a surface constructed using three cylinders of the same size, where $R_{g}=2.5 \lambda$, $\epsilon_{g}=1$ and $\mu_{g}=1($ for $g=1,2,3)$.

### 6.6 Conclusion

A rigorous and accurate method of solving for the problem of 2 D scattering from a finite array of CLR has been presented. As the CLR are open, the interior cavities of the CLR are coupled through free space. The formulation is based on the MoR, which has the advantage of a stable and convergent computed solution. The dielectric constant, strip width, radius and location of each of the cylinders can be varied to model a range of scattering problems, including a periodic array of fully- (or partially-) shielded cylinders.

The solution method described in this chapter makes no assumption nor simplication of the interaction among the multiple CLR. As the number of CLR increases, the computation cost increases significantly. One possible extension to the current work is the combination of the Green's function diakoptics approach [82] with our
method developed here. In the Green's function diakoptics approach, the configuration is decomposed into computational bricks, and the fields incident on and scattered from a computational brick are captured through the use of equivalence principles. The near-field (intricate coupling) and far-field (simple coupling) are effectively decomposed in the Green's function diakoptics approach, and thus, the computational burden is reduced.


Figure 6.2: The bistatic scattering cross section of five closed PEC cylinders due to a $\mathrm{TM}_{z}$ plane wave incident at $\theta_{x}^{\mathrm{pw}}=180^{\circ} .\left[R_{1,2,3,4,5}=0.1 \lambda, \theta_{1,2,3,4,5}^{\mathrm{PEC}}=180^{\circ}\right.$, $\epsilon_{1,2,3,4,5}=1, \mu_{1,2,3,4,5}=1, r_{1}=0=\vartheta_{1}, r_{2,3,4,5}=0.5 \lambda, \vartheta_{2}=0, \vartheta_{3}=90^{\circ}, \vartheta_{4}=180^{\circ}$, $\vartheta_{5}=-90^{\circ}$ and $\left.\theta_{x}^{\mathrm{pw}}=180^{\circ}\right]$


Figure 6.3: Numeric verification of boundary condition (2.9a) on the surface of the first CLR; i.e., $E_{z}$ vanishes on the PEC strip. $\left[R_{1}=2.5 \lambda, R_{2}=3.75 \lambda, \epsilon_{1,2}=2\right.$, $\mu_{1,2}=1, \theta_{1}^{\mathrm{PEC}}=90 \circ, \theta_{2}^{\mathrm{PEC}}=60 \circ, r_{1}=0, r_{2}=10 \lambda, \vartheta_{1}=0, \vartheta_{2}=45^{\circ}$ and $\left.\theta_{x}^{\mathrm{pw}}=180^{\circ}\right]$


Figure 6.4: Numeric verification of (2.9b) on the surface of the first CLR; i.e., $H_{\phi}$ varies continuously across the dielectric surface. $\left[R_{1}=2.5 \lambda, R_{2}=3.75 \lambda, \epsilon_{1,2}=2\right.$, $\mu_{1,2}=1, \theta_{1}^{\mathrm{PEC}}=90 \circ, \theta_{2}^{\mathrm{PEC}}=60 \circ, r_{1}=0, r_{2}=10 \lambda, \vartheta_{1}=0, \vartheta_{2}=45^{\circ}$ and $\left.\theta_{x}^{\mathrm{pw}}=180^{\circ}\right]$

Near field $\varepsilon_{1}, \varepsilon_{2}=2 ; R_{1}=1 ; R_{2}=1.5$; centres of cylinders at $(p, \theta)=(0,0)$ and $(4, \pi / 4) ; \phi_{1}=90^{\circ} ; \phi_{2}=60^{\circ} ; \phi_{\text {inc }}=\pi$;


Figure 6.5: The near field distribution of a TM plane wave incident on the. [ $R_{1}=$ $2.5 \lambda, R_{2}=3.75 \lambda, \epsilon_{1,2}=2, \mu_{1,2}=1, \theta_{1}^{\mathrm{PEC}}=90 \circ, \theta_{2}^{\mathrm{PEC}}=60 \circ, r_{1}=0, r_{2}=10 \lambda$, $\vartheta_{1}=0, \vartheta_{2}=45^{\circ}$ and $\theta_{x}^{\mathrm{pw}}=180^{\circ}$ ]


Figure 6.6: The near field distribution of a TM plane wave incident on a sawtoothshaped surface. $\left[R_{1,2,3}=2.5 \lambda, \epsilon_{1,2,3}=1, \mu_{1,2,3}=1, \vartheta_{1,2,3}=90^{\circ}, r_{1}=0, r_{2,3}=5 \lambda\right.$, $\left.\vartheta_{1}=0, \vartheta_{2}=90^{\circ}, \vartheta_{3}=-90^{\circ}, \theta_{x}^{\mathrm{pw}}=180^{\circ}\right]$

## Chapter 7

## Scattering from and penetration into a multi-conductor cylinder

### 7.1 Introduction

This chapter reports the development of a rigorous numerical algorithm for a braided cylindrical shield, based upon the MoR. The model under study is a braided cylindrical shield constructed by periodically placing an arbitrary number of PEC strips of the same width on a dielectric cylinder as depicted in Figure 7.1. Numerical code is developed to provide a prediction of the amount that an obliquely incident plane wave will penetrate through the apertures into the cavity.

The structure considered belongs to the class of nonplanar frequency selective surface (FSS) geometries. Periodic grids of PEC strips are often employed as polarization selective surfaces in applications such as improving the radiation characteristics of waveguide and antennas. In general, the PEC strips (when properly located) reflect the polarization parallel with the strips while transmitting the polarization normal to them. They have also been used to realize hard surfaces, which reflection coefficient is independent for geometrical optics ray fields. The hard surface can be used to reduce the forward scattering from the support struts in reflector antennas (which may be well modeled by a circular cylinder). The two main aspects concerning a braided cylindrical shield are that 1) the strips provides shielding for an interior cable against external disturbances, 2) the strips form a part of a transmission line with a core conductor as the cable. We consider the former aspect in this chapter, while the latter is considered in Chapter 8.

The scattering problem by such a braided cylindrical shield has been widely studied using various techniques. The literature on the problem is extensive, some examples of reported studies are given below. A resonant mode expansion has been


Figure 7.1: Cross-sectional view of a periodic braided cylindrical shield.
developed in [20] for the diffracted field by slit coupled cylindrical cavities with interior loading. The problem was studied in [16] using the characteristic mode theory coupled with the MoM , for a cylinder with a limited number of strips. In [35], the asymptotic strip boundary condition (ASBC), which approximates the boundary conditions directly to simplify the analysis, has been applied to study this multiconductor problem, when the distance between each strip is small enough for the approximation. Shumperts and Butler approached the penetration of both $\mathrm{TM}_{z}$ and $\mathrm{TE}_{z}$ waves through multiple slots in conducting cylinders from the MoM perspective [67, 68]. The technique of using integral equations directly has also been used extensively, many papers of the literature are listed in [92, 93]. In [22], a combined boundary conditions method is used to calculate the field inside and around a circular cavity with longitudinal slots. To the best of our knowledge, none of the reported works deal with the oblique plane wave incidence problem.

Previous study under the MoR, as detailed in [84, 85], has considered the potential problem of a toroidal shell with $2^{M}$ azimuthal cuts. The formulation for the problem with two symmetrically placed apertures involves reducing the series equations obtained from the MBC to a set of symmetrical triple series equations. The triple series equations are then transformed to two sets of DSE, each accounting for the odd and even unknown coefficients respectively. The transformation is achieved by exploiting the following symmetry property and identity of the Jacobi polynomials when $\beta=\alpha$ :

$$
\begin{aligned}
P_{n}^{(\alpha, \alpha)}(-z) & =(-1)^{n} P_{n}^{(\alpha, \alpha)}(z), \\
P_{2 n+j}^{(\alpha, \alpha)}(z) & =\frac{\Gamma(n+1) \Gamma(2 n+\alpha+1+j)}{\Gamma(2 n+1+j) \Gamma(n+\alpha+1)} z^{j} P_{n}^{\left(\alpha, j-\frac{1}{2}\right)}\left(2 z^{2}-1\right) .
\end{aligned}
$$

For the problem with $2^{M}$ apertures, the process is repeatedly applied to the series equation and halving the interval at each step, until the interval is reduced that of the unit cell.

In this chapter, the MoR is extended to treat a cylindrical structure. The periodicity of the structure along the $\phi$-direction allows us to restrict the analysis to only one unit cell; i.e., the one limited by the cuts $\phi=-\frac{\pi}{M}$ and $\phi=\frac{\pi}{M}$. The proposed formulation makes use of the identity involving the exponential function, instead of the above two formulas, to restrict the analysis to considering only the unit cell. Under the proposed approach, the mathematical formulation is greatly reduced and we can now consider the scattering problem of a structure loaded with an arbitrary number $M$ of strips. In subsequent sections, the formulation for the oblique $\mathrm{TM}_{z}$ problem
is presented and the series representations of the surface current and energy are obtained. As discussed in Chapter 4, the matrix operators for the scattering problem of a $\mathrm{TE}_{z}$ plane wave are the same as those for an oblique $\mathrm{TE}_{z}$ problem. Therefore, we omit the detailed derivation for the $\mathrm{TE}_{z}$ problem. The RCS, surface current and energy coupled into the cavity due to an oblique plane wave excitation are computed. The shielding effects of structure with different parameters are compared. The formulation can be readily adapted to other insightful problems, like that consisting of the same structure with a conducting core inserted or that involving a multi-layered dielectric cylinder.

### 7.2 Geometrical description of the problem

The structure under study in this chapter is a generalization of the CLR investigated in Chapter 4, with its cross section depicted in Figure 7.1. A finite number $M$ of conformal strips are placed on the surface of the dielectric cylinder, which is characterized by its relative permittivity and permeability $\left(\epsilon_{r}, \mu_{r}\right)$. The strips are infinitely-thin, perfectly conducting, equally-spaced and each has angular width $2 \theta^{\mathrm{PEC}}$. The multiconductor cylinder is illuminated by an obliquely incident plane wave, transverse magnetic $\left(\mathrm{TM}_{z}\right)$ to the cylinder axis. The plane wave is characterized by the polar angle $\theta_{z}^{\mathrm{pw}}$ and the azimuthal angle $\theta_{x}^{\mathrm{pw}}$, as shown in Figure 2.2.

The multi-conductor cylinder has a periodicity of $P_{\phi}=2 \frac{\pi}{M}$, where its periodic unit cell is the interval $\left(-\frac{\pi}{M}, \frac{\pi}{M}\right)$. We denote the location of the strips by $\Omega_{\mathrm{PEC}}$ and its complement by $\Omega_{\text {aper }}$ (that is, the sections not shielded by the PEC strips). Without loss of generality, suppose the conducting strips are symmetrical with respect to the horizontal plane (i.e., the $x$-axis). To facilitate the reduction of the analysis to only one unit cell, each of $\Omega_{\mathrm{PEC}}$ and $\Omega_{\mathrm{aper}}$ is expressed as a union of $2 M$ subintervals as

$$
\begin{align*}
& \Omega_{\mathrm{PEC}}=\bigcup_{\alpha=0}^{M-1} \Theta_{\mathrm{PEC}}^{\prime \alpha} \cup \Theta_{\mathrm{PEC}}^{\prime \prime \alpha},  \tag{7.1a}\\
& \Omega_{\mathrm{aper}}=\bigcup_{\alpha=0}^{M-1} \Theta_{\mathrm{aper}}^{\prime \alpha} \cup \Theta_{\text {aper }}^{\prime \prime \alpha}, \tag{7.1b}
\end{align*}
$$

where the subintervals are defined as

$$
\begin{align*}
& \Theta_{\mathrm{PEC}}^{\prime \alpha}:=\left(\alpha P_{\phi}, \alpha P_{\phi}+\theta^{\mathrm{PEC}}\right),  \tag{7.2a}\\
& \Theta_{\mathrm{PEC}}^{\prime \prime \alpha}:=\left([\alpha+1] P_{\phi}-\theta^{\mathrm{PEC}},[\alpha+1] P_{\phi}\right),  \tag{7.2b}\\
& \Theta_{\text {aper }}^{\prime \alpha}:=\left(\alpha P_{\phi}+\theta^{\mathrm{PEC}},\left[\alpha+\frac{1}{2}\right] P_{\phi}\right),  \tag{7.2c}\\
& \Theta_{\text {aper }}^{\prime \prime \alpha}:=\left(\left[\alpha+\frac{1}{2}\right] P_{\phi},[\alpha+1] P_{\phi}-\theta^{\mathrm{PEC}}\right), \tag{7.2d}
\end{align*}
$$

for $\alpha=0,1, \ldots,(M-1)$. We recall that $P_{\phi}=\frac{2 \pi}{M}$ is the periodicity of the structure.

### 7.3 Problem formulation

The first part of the formulation for this multi-conductor cylinder is exactly the same as that of the single strip CLR problem reported in Chapter 4, with the only difference being $\Omega_{\text {PEC }}$ and $\Omega_{\text {aper }}$ now each made up of multiple disjoint intervals. We adopt exactly the same notations and series representations as those for the CLR problem; i.e., the field components of the obliquely incident $\mathrm{TM}_{z}$ plane wave are given in (4.1), while the longitudinal-components of the scattered field in region 0 and the transmitted field in region 1 are given in (4.3) and (4.4), respectively. The transverse components of the secondary fields have expressions written in (4.5) and (4.6).

Consequently, we obtain the same set of series equations as given in (4.23), (4.24), (4.30) and (4.31) upon enforcing the MBC, except that for the current multi-conductor cylinder, the first pair is defined on the multiple disjoint intervals of $\Omega_{\text {PEC }}$ defined in (7.1a), while the second pair is defined on the multiple disjoint intervals of $\Omega_{\text {aper }}$ defined in (7.1b). In addition, the electromagnetic energy contained per unit length of the multi-conductor cylinder has the same series expression as given in (4.9) and (4.10). Therefore, the unknown expansion coefficients encountered for the multiconductor cylinder problem belongs to the same solution class as those for the single CLR problem considered in Chapter 4; i.e., they satisfy the the Fejér's Tauberian condition (D.4). To avoid repetition, we begin our analysis by looking at the series equations obtained from the MBC.

The azimuthal periodicity of the multi-conductor cylinder suggests that the regularization process can be reduced from the consideration of the series equations defined over the entire contour to those defined over the single periodic unit cell $\left(-\frac{\pi}{M}, \frac{\pi}{M}\right)$. The ordinary Floquet formulation often applied to (planar) periodic structure is not directly applicable to this scattering problem, because the oblique plane wave (or
any other incident waves usually considered) does not satisfy the azimuthal Floquet condition, which requires all the field components to satisfy $f\left(\phi+P_{\phi}\right)=e^{j C P_{\phi}} f(\phi)$, for some constant $C$. However, by exploiting the identity involving the exponential function, the set of series equations defined over entire contour can be decoupled into $M$ independent sets, where each set is defined over the single periodic interval $\left(-\frac{\pi}{M}, \frac{\pi}{M}\right)$. Each of these $M$ sets of series equations can subsequently be regularized and transformed into a pair of 2-by-2 block matrix equations of the second kind. In other words, we have decoupled the problem into $2 M$ matrix equations to be solved independently. Most of all, for a predetermined accuracy of the solution computed, the truncation number $N_{\text {tr }}$ required for each matrix equation is only one- $M$ th of that for the single CLR problem in Chapter 4. That is, the computational cost of the multi-conductor problem is independent of the number of the periodic PEC strips on the cylinder. In fact, this multi-conductor problem may even be marginally easier, since the matrix equations corresponding to different cells decouple.

### 7.3.1 Interval reduction due to periodicity

Similarly to Chapter 4, the four series equations are derived from the MBC on $\rho=R$. On the surface of the strips, the total tangential electric field vanishes; i.e.,

$$
\begin{align*}
\lim _{\rho \rightarrow R^{+}}\left(E_{z}^{\mathrm{sc}}+E_{z}^{\mathrm{inc}}\right) & =\lim _{\rho \rightarrow R^{-}} E_{z}^{\mathrm{tr}}=0  \tag{7.3}\\
\lim _{\rho \rightarrow R^{+}}\left(E_{\phi}^{\mathrm{sc}}+E_{\phi}^{\mathrm{inc}}\right) & =\lim _{\rho \rightarrow R^{-}} E_{\phi}^{\mathrm{tr}}=0 \tag{7.4}
\end{align*}
$$

Enforcing these boundary conditions, we obtain the following two series equations:

$$
\left.\begin{array}{rlrl}
\sum_{n=-\infty}^{\infty} a_{n}^{(1)} o_{n} e^{j n \phi} & =0 & (A), &
\end{array}\right) \text { on } \Omega_{\mathrm{PEC}}, ~ 子 \begin{array}{ll}
\sum_{n=-\infty}^{\infty}\left\{a_{n}^{(1)} p_{n}+b_{n}^{(1)} q_{n}\right\} e^{j n \phi} & =0 \quad(A),
\end{array}
$$

On the other hand, for the interface not shielded by the PEC strips, we have

$$
\begin{align*}
\lim _{\rho \rightarrow R^{+}}\left(H_{z}^{\mathrm{sc}}+H_{z}^{\mathrm{inc}}\right) & =\lim _{\rho \rightarrow R^{-}} H_{z}^{\mathrm{tr}},  \tag{7.7}\\
\lim _{\rho \rightarrow R^{+}}\left(H_{\phi}^{\mathrm{sc}}+H_{\phi}^{\mathrm{inc}}\right) & =\lim _{\rho \rightarrow R^{-}} H_{\phi}^{\mathrm{tr}}, \tag{7.8}
\end{align*}
$$

which result in:

$$
\begin{array}{rlrl}
\sum_{n=-\infty}^{\infty}\left\{a_{n}^{(1)} r_{n}+b_{n}^{(1)} s_{n}\right\} e^{j n \phi} & =0 & (A), & \\
\text { on } \Omega_{\text {aper }},  \tag{7.10}\\
\sum_{n=-\infty}^{\infty}\left\{a_{n}^{(1)} t_{n}+b_{n}^{(1)} u_{n}+z_{n}\right\} e^{j n \phi} & =0 & (A), & \\
\text { on } \Omega_{\text {aper }} .
\end{array}
$$

The coefficients appear in the above series equations are as defined in (4.25)-(4.27) and (4.32)-(4.36); that is,

$$
\begin{align*}
& o_{n}:= J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right),  \tag{7.11a}\\
& p_{n}:= \frac{j \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \mu_{r} \kappa_{1} R} n J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right),  \tag{7.11b}\\
& q_{n}:= J_{n}^{\prime}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right),  \tag{7.11c}\\
& r_{n}:= \frac{j \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \kappa_{0} R}\left(1-\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}\right) n J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)},  \tag{7.11d}\\
& s_{n}:=J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)-\mu_{r} \frac{\kappa_{0}}{\kappa_{1}} J_{n}^{\prime}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)},  \tag{7.11e}\\
& t_{n}:=\epsilon_{r} \kappa_{0} J_{n}^{\prime}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)-\kappa_{1} J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)} \\
&+n^{2} \frac{\cos ^{2} \theta_{z}^{\mathrm{pw}} \kappa_{1}}{\kappa_{0}^{2} R^{2}}\left(1-\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}\right) J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)},  \tag{7.11f}\\
& u_{n}:= n \frac{\eta_{0} \kappa_{0} \cos \theta_{z}^{\mathrm{pw}}}{j \kappa_{1} R}\left[J_{n}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right)\right. \\
&\left.-\mu_{r} \frac{\kappa_{1}}{\kappa_{0}} J_{n}^{\prime}\left(\kappa_{1} R\right) H_{n}^{\prime(2)}\left(\kappa_{1} R\right) \frac{H_{n}^{(2)}\left(\kappa_{0} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}\right],  \tag{7.11g}\\
& z_{n}:= \kappa_{1}\left[c_{n}\left(\kappa_{0} R\right) \frac{H_{n}^{\prime(2)}\left(\kappa_{0} R\right)}{H_{n}^{(2)}\left(\kappa_{0} R\right)}-c_{n}^{\prime}\left(\kappa_{0} R\right)\right] . \tag{7.11h}
\end{align*}
$$

We aim to reduce the set of series equations (7.5), (7.6), (7.9) and (7.10) defined over the whole contour to the sets defined over the single periodic interval $\left(-\frac{\pi}{M}, \frac{\pi}{M}\right)$. This is achieved by exploiting the periodicity in $\phi$-direction, and the introduction of new variable to shift each of the subintervals to one lying in the periodic unit cell. We illustrate this manipulation by looking at the series equation (7.5) defined over the subinterval $\Theta_{\mathrm{PEC}}^{\prime \alpha}$, for some fixed $\alpha \in\{0,1, \ldots, M-1\}$; i.e.,

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} a_{n}^{(1)} o_{n} e^{j n \phi}=0, \quad \phi \in\left(\alpha P_{\phi}, \alpha P_{\phi}+\theta^{\mathrm{PEC}}\right) \tag{7.12}
\end{equation*}
$$

By means of new angular variable, $\phi_{\alpha}^{\prime}=\phi-\alpha P_{\phi}$, (7.12) can be rewritten as

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} a_{n}^{(1)} o_{n} e^{j n \phi_{\alpha}^{\prime}} e^{j n \alpha P_{\phi}}=0, \quad \phi_{\alpha}^{\prime} \in\left(0, \theta^{\mathrm{PEC}}\right) \tag{7.13}
\end{equation*}
$$

The series equation (7.13) holds for all values of $\alpha$ from 0 to ( $M-1$ ). On top of that, the interval of (7.13) is independent of the values of $\alpha$. Consequently, we can
drop the subscript for $\phi_{\alpha}^{\prime}$. In other words, there are $M$ members of (7.13), each of which taking a distinct value of $\alpha$ from $\{0,1, \ldots,(M-1)\}$. All these $M$ members are defined over the same interval $\left(0, \theta^{\mathrm{PEC}}\right)$ and are interconnected as they all involve the unknown $\left\{a_{n}^{(1)}\right\}_{n \in \mathbb{Z}}$.

The next step involves reformulating the $M$ members of (7.13) to decouple them into $M$ independent series equations, as follows. We multiply the $\alpha$-th member of (7.13) by the factor $e^{-j m \alpha P_{\phi}}$, where $m$ is some arbitrary real value, for each $\alpha=$ $0,1, \ldots,(M-1)$. It is worth noting that this factor is non-zero and is independent of the index $n$. By summing over all the $\alpha$-th members of (7.13) for $\alpha=0,1, \ldots,(M-1)$, we obtain

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} a_{n}^{(1)} o_{n} e^{j n \phi_{\alpha}^{\prime}} \sum_{\alpha=0}^{M-1} e^{j \alpha(n-m) P_{\phi}}=0, \quad \phi^{\prime} \in\left(0, \theta^{\mathrm{PEC}}\right) \tag{7.14}
\end{equation*}
$$

Recall that $P_{\phi}=\frac{2 \pi}{M}$, the second summation is a geometric progression with ratio $e^{j(n-m) P_{\phi}}$, if the value $(n-m)$ is not a multiple of $M$. Its sum is given by

$$
\sum_{\alpha=0}^{M-1} e^{j \alpha(n-m) P_{\phi}}=\left\{\begin{array}{l}
M, \text { if }(n-m) \equiv 0(\bmod M)  \tag{7.15}\\
0, \text { otherwise }
\end{array}\right.
$$

As a result, the $M$ interconnected members of (7.13) are decoupled into $M$ of series equations in the form

$$
\begin{equation*}
M e^{j \alpha \phi^{\prime}} \sum_{n=-\infty}^{\infty} a_{\alpha+n M}^{(1)} o_{\alpha+n M} e^{j n M \phi^{\prime}}=0, \quad \phi^{\prime} \in\left(0, \theta^{\mathrm{PEC}}\right), \tag{7.16}
\end{equation*}
$$

for $\alpha=0,1, \ldots,(M-1)$. Each of these newly formulated series equations involves only one of the non-overlapping subsequences of the original unknown, $\left\{a_{n M+\alpha}^{(1)}\right\}_{n \in \mathbb{Z}}$ for $\alpha=0,1, \ldots,(M-1)$. They are therefore independent of one another. Effectively, a discrete Fourier transform has been performed on (7.12). The factor $M e^{j \alpha \phi^{\prime}}$ is omitted from the following.

Similar deduction can be applied to the remaining series equations. Consequently, the analysis is reduced to the consideration of $M$ independent sets of series equations defined over the unit cell $\left(-\frac{\pi}{M}, \frac{\pi}{M}\right)$, which $\alpha$-th member is the following set:

$$
\begin{align*}
\sum_{n=-\infty}^{\infty} a_{\alpha+n M}^{(1)} o_{\alpha+n M} e^{j n M \phi^{\prime}} & =0(A),  \tag{7.17a}\\
\sum_{n=-\infty}^{\infty}\left\{a_{\alpha+n M}^{(1)} p_{\alpha+n M}+b_{\alpha+n M}^{(1)} q_{\alpha+n M}\right\} e^{j n M \phi^{\prime}} & =0 \quad(A), \tag{7.17b}
\end{align*}
$$

for $\phi^{\prime} \in\left(-\theta^{\mathrm{PEC}}, \theta^{\mathrm{PEC}}\right)$, while

$$
\begin{align*}
\sum_{n=-\infty}^{\infty}\left\{a_{\alpha+n M}^{(1)} r_{\alpha+n M}+b_{\alpha+n M}^{(1)} s_{\alpha+n M}\right\} e^{j n M \phi^{\prime}} & =0 \quad(A),  \tag{7.17c}\\
\sum_{n=-\infty}^{\infty}\left\{a_{\alpha+n M}^{(1)} t_{\alpha+n M}+b_{\alpha+n M}^{(1)} u_{\alpha+n M}+z_{\alpha+n M}\right\} e^{j n M \phi^{\prime}} & =0 \quad(A), \tag{7.17d}
\end{align*}
$$

for $\phi^{\prime} \in\left(-\frac{\pi}{M},-\theta^{\mathrm{PEC}}\right) \cup\left(\theta^{\mathrm{PEC}}, \frac{\pi}{M}\right)$. These $M$ sets of series equations are independent, as each set involves only the subsequences $\left\{a_{n M+\alpha}^{(1)}, b_{n M+\alpha}^{(1)}\right\}_{n \in \mathbb{Z}}$, for index $\alpha=0,1, \ldots,(M-1)$.

These reformulated $M$ sets of series equations can be alternatively derived by representing the incident field as a sum of $M$ fictitious fields: $\mathbf{E}^{\text {inc }}=\sum_{\alpha=0}^{M-1} \mathbf{e}_{\alpha}^{\text {inc }}$, where the set $\left\{\mathbf{e}_{\alpha}^{\mathrm{inc}}\right\}_{\alpha=0}^{M-1}$ are assumed to be mutually orthogonal on $(-\pi, \pi)$ and each satisfying the condition $\mathbf{e}_{\alpha}^{\text {inc }}\left(\rho, \phi+P_{\phi}\right)=\mathbf{e}_{\alpha}^{\text {inc }}(\rho, \phi) e^{j \alpha P_{\phi}}$. Therefore, each of these fictitious fields $\mathbf{e}_{\alpha}^{\text {inc }}$ satisfy the Floquet periodicity condition. We write the secondary fields induced by each $\mathbf{e}_{\alpha}^{\text {inc }}$ when the fictitious field is assumed to be present by itself as $\mathbf{e}_{\alpha}^{\mathrm{s}}$ and $\mathbf{h}_{\alpha}^{\mathrm{s}}$. It has been shown in [8] that, $\mathbf{e}_{\alpha}^{\mathrm{s}}$ and $\mathbf{h}_{\alpha}^{\mathrm{s}}$ also satisfy the Floquet periodicity condition. As the secondary fields induced by the incident plane wave $\mathbf{E}^{\text {inc }}$ are simplify the sum of all $\mathbf{e}_{\alpha}^{\mathrm{s}}$ and $\mathbf{h}_{\alpha}^{\mathrm{s}}$, for $\alpha=0,1, \ldots,(M-1)$, the scattering problem with incident field $\mathbf{E}^{\text {inc }}$ can be decomposed into $M$ independent problems, each with $\mathbf{e}_{\alpha}^{\mathrm{inc}}$ as its incident source, for some $\alpha=0,1, \ldots,(M-1)$.

By writing $\phi=M \phi^{\prime}$ in (7.17a)-(7.17d), and $\phi_{0}=M \theta^{\mathrm{PEC}}$, these series equations can be rewritten as

$$
\begin{align*}
\sum_{n=-\infty}^{\infty} a_{\alpha+n M}^{(1)} O_{\alpha+n M} e^{j n \phi} & =0(A)  \tag{7.18a}\\
\sum_{n=-\infty}^{\infty}\left\{a_{\alpha+n M}^{(1)} p_{\alpha+n M}+b_{\alpha+n M}^{(1)} q_{\alpha+n M}\right\} e^{j n \phi} & =0 \quad(A), \tag{7.18b}
\end{align*}
$$

for $\phi \in\left(-\phi_{0}, \phi_{0}\right)$, while

$$
\begin{align*}
\sum_{n=-\infty}^{\infty}\left\{a_{\alpha+n M}^{(1)} r_{n}+b_{\alpha+n M}^{(1)} s_{\alpha+n M}\right\} e^{j n \phi} & =0 \quad(A),  \tag{7.18c}\\
\sum_{n=-\infty}^{\infty}\left\{a_{\alpha+n M}^{(1)} t_{\alpha+n M}+b_{\alpha+n M}^{(1)} u_{\alpha+n M}+z_{\alpha+n M}\right\} e^{j n \phi} & =0 \quad(A), \tag{7.18d}
\end{align*}
$$

for $\phi \in\left(-\pi,-\phi_{0}\right) \cup\left(\phi_{0}, \pi\right), \alpha=0,1, \ldots,(M-1)$. Therefore, each of these $M$ sets, which are now rewritten in a same form as the set encountered in Chapter 4, can
be converted to a second kind ISLAE, upon upon the introduction of appropriate asymptotically small parameters. A single 4-by-4 block matrix equation is obtained, as opposed to the pair of 2 -by- 2 block matrix equations derived in Chapter 4. This is due to the fact that for $h_{n} \equiv\left\{o_{n}, p_{n}, q_{n}, r_{n}, s_{n}, t_{n}\right\}, h_{\alpha+n M} \neq h_{\alpha-n M}$, for non-trivial values of $\alpha$.

### 7.3.2 Introducing the asymptotically small parameters

To convert the series equations to those involving the trigonometric functions and thus halving the interval to $(0, \pi)$, we introduce the following notations for $n=1,2, \ldots$

$$
\begin{array}{ll}
x_{\alpha n}^{(1)}:=a_{\alpha+n M}^{(1)}+a_{\alpha-n M}^{(1)}, & y_{\alpha n}^{(1)}:=a_{\alpha+n M}^{(1)}-a_{\alpha-n M}^{(1)}, \\
x_{\alpha n}^{(2)}:=b_{\alpha+n M}^{(1)}+b_{\alpha-n M}^{(1)}, & y_{\alpha n}^{(2)}:=b_{\alpha+n M}^{(1)}-b_{\alpha-n M}^{(1)}, \\
o_{\alpha n}^{(+)}:=\frac{1}{2}\left(o_{\alpha+n M}+o_{\alpha-n M}\right), & o_{\alpha n}^{(-)}:=\frac{1}{2}\left(o_{\alpha+n M}-o_{\alpha-n M}\right), \\
p_{\alpha n}^{(+)}:=\frac{1}{2}\left(p_{\alpha+n M}+p_{\alpha-n M}\right), & p_{\alpha n}^{(-)}:=\frac{1}{2}\left(p_{\alpha+n M}-p_{\alpha-n M}\right), \\
q_{\alpha n}^{(+)}:=\frac{1}{2}\left(q_{\alpha+n M}+q_{\alpha-n M}\right), & q_{\alpha n}^{(-)}:=\frac{1}{2}\left(q_{\alpha+n M}-q_{\alpha-n M}\right), \\
r_{\alpha n}^{(+)}:=\frac{1}{2}\left(r_{\alpha+n M}+r_{\alpha-n M}\right), & r_{\alpha n}^{(-)}:=\frac{1}{2}\left(r_{\alpha+n M}-r_{\alpha-n M}\right), \\
s_{\alpha n}^{(+)}:=\frac{1}{2}\left(s_{\alpha+n M}+s_{\alpha-n M}\right), & s_{\alpha n}^{(-)}:=\frac{1}{2}\left(s_{\alpha+n M}-s_{\alpha-n M}\right), \\
t_{\alpha n}^{(+)}:=\frac{1}{2}\left(t_{\alpha+n M}+t_{\alpha-n M}\right), & t_{\alpha n}^{(-)}:=\frac{1}{2}\left(t_{\alpha+n M}-t_{\alpha-n M}\right), \\
u_{\alpha n}^{(+)}:=\frac{1}{2}\left(u_{\alpha+n M}+u_{\alpha-n M}\right), & u_{\alpha n}^{(-)}:=\frac{1}{2}\left(u_{\alpha+n M}-u_{\alpha-n M}\right), \\
z_{\alpha n}^{(+)}:=\frac{1}{2 n}\left(z_{\alpha+n M}+z_{\alpha-n M}\right), & z_{\alpha n}^{(-)}:=\frac{1}{2 n}\left(z_{\alpha+n M}-z_{\alpha-n M}\right) . \tag{7.19j}
\end{array}
$$

Therefore, by exploiting the symmetry of the subintervals $\left(-\phi_{0}, \phi_{0}\right)$ and $\left(-\pi,-\phi_{0}\right) \cup$ $\left(\phi_{0}, \pi\right)$, we can reformulate (7.18a)-(7.18d) as

$$
\left\{\begin{align*}
x_{\alpha 0}^{(1)} o_{\alpha}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} o_{\alpha n}^{(+)}+y_{\alpha n}^{(1)} o_{\alpha n}^{(-)}\right] \cos n \phi=0(A), \phi \in\left(0, \phi_{0}\right),  \tag{7.20a}\\
x_{\alpha 0}^{(1)} t_{\alpha}+x_{\alpha 0}^{(2)} u_{\alpha}+z_{\alpha}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} t_{\alpha n}^{(+)}+y_{\alpha n}^{(1)} t_{\alpha n}^{(-)}\right. \\
\left.+x_{\alpha n}^{(2)} u_{\alpha n}^{(+)}+y_{\alpha n}^{(2)} u_{\alpha n}^{(-)}+n z_{\alpha n}^{(+)}\right] \cos n \phi=0(A), \phi \in\left(\phi_{0}, \pi\right), \tag{7.20b}
\end{align*}\right.
$$

$$
\left\{\begin{array}{cc}
x_{\alpha 0}^{(1)} p_{\alpha}+x_{\alpha 0}^{(2)} q_{\alpha}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} p_{\alpha n}^{(+)}+y_{\alpha n}^{(1)} p_{\alpha n}^{(-)}\right. \\
\left.+x_{\alpha n}^{(2)} q_{\alpha n}^{(+)}+y_{\alpha n}^{(2)} q_{\alpha n}^{(-)}\right] \cos n \phi=0(A), & \phi \in\left(0, \phi_{0}\right), \\
x_{\alpha 0}^{(1)} r_{\alpha}+x_{\alpha 0}^{(2)} s_{\alpha}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} r_{\alpha n}^{(+)}+y_{\alpha n}^{(1)} r_{\alpha n}^{(-)}\right. \\
\left.+x_{\alpha n}^{(2)} s_{\alpha n}^{(+)}+y_{\alpha n}^{(2)} s_{\alpha n}^{(-)}\right] \cos n \phi=0(A), & \phi \in\left(\phi_{0}, \pi\right), \\
\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} o_{\alpha n}^{(-)}+y_{\alpha n}^{(1)} o_{\alpha n}^{(+)}\right] \sin n \phi=0(A), & \phi \in\left(0, \phi_{0}\right), \\
\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} t_{\alpha n}^{(-)}+y_{\alpha n}^{(1)} t_{\alpha n}^{(+)}+x_{\alpha n}^{(2)} u_{\alpha n}^{(-)}+y_{\alpha n}^{(2)} u_{\alpha n}^{(+)}\right. & \\
\left.+n z_{\alpha n}^{(-)}\right] \sin n \phi=0(A), & \phi \in\left(\phi_{0}, \pi\right) . \tag{7.23b}
\end{array}\right.
$$

Due to the reflective property of the Bessel and Hankel functions, we can see that for $n=1,2, \ldots$, if we have $h_{n} \equiv\left\{o_{n}, q_{n}, s_{n}, t_{n}\right\}$, then $h_{\alpha-n M}=h_{n M-\alpha}$. On the other hand, when $h_{n} \equiv\left\{p_{n}, r_{n}, u_{n}\right\}$, we can see that $h_{\alpha-n M}=-h_{n M-\alpha}$. From the asymptotic behaviors (when $n \rightarrow+\infty$ ) of $\left\{o_{n}, p_{n}, q_{n}, r_{n}, s_{n}, t_{n}, u_{n}\right\}_{n=1}^{\infty}$ given in (4.43a)-(4.43g), we can deduce the magnitudes of the newly introduced parameters $\left\{o_{\alpha n}^{( \pm)}, p_{\alpha n}^{( \pm)}, q_{\alpha n}^{( \pm)}, r_{\alpha n}^{( \pm)}, s_{\alpha n}^{( \pm)}, t_{\alpha n}^{( \pm)}\right\}_{n=1}^{\infty}$, for large order $n$ :

$$
\begin{align*}
& o_{\alpha n}^{(+)}=-\frac{j}{\pi \kappa_{1} R}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)\right\},  \tag{7.24a}\\
& o_{\alpha n}^{(-)}=\left\{\begin{array}{r}
0, \text { for } \alpha=0 \\
O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right), \text { otherwise },
\end{array}\right. \tag{7.24b}
\end{align*}
$$

$p_{\alpha n}^{(+)}=\left\{\begin{array}{r}0, \text { for } \alpha=0, \\ \frac{\alpha \cos \theta_{z}^{\mathrm{pw}}}{\pi \eta_{0} \mu_{1} \kappa_{1}^{2} R^{2}}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)\right\}, \text { otherwise, }\end{array}\right.$
$p_{\alpha n}^{(-)}=\frac{M n \cos \theta_{z}^{\mathrm{pw}}}{\pi \eta_{0} \mu_{1} \kappa_{1}^{2} R^{2}}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)\right\}$,
$q_{\alpha n}^{(+)}=-\frac{j M n}{\pi \kappa_{1}^{2} R^{2}}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)\right\}$,
$q_{\alpha n}^{(-)}=\left\{\begin{array}{r}0, \text { for } \alpha=0, \\ -\frac{j \alpha}{\pi \kappa_{1}^{2} R^{2}}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)\right\}, \text { otherwise },\end{array}\right.$

$$
\begin{align*}
& r_{\alpha n}^{(+)}=\left\{\begin{array}{r}
0, \text { for } \alpha=0, \\
O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right), \text { otherwise, }
\end{array}\right.  \tag{7.24~g}\\
& r_{\alpha n}^{(-)}=-\frac{\cos \theta_{z}^{\mathrm{pw}}}{\pi \eta_{0} \kappa_{1} R}\left(1-\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}\right)\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)\right\},  \tag{7.24h}\\
& s_{\alpha n}^{(+)}=-\frac{j}{\pi \kappa_{1} R}\left(1+\mu_{1} \frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}\right)\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)\right\},  \tag{7.24i}\\
& s_{\alpha n}^{(-)}=\left\{\begin{array}{r}
0, \text { for } \alpha=0, \\
O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right), \text { otherwise, }
\end{array}\right.  \tag{7.24j}\\
& t_{\alpha n}^{(+)}=-\frac{j \zeta M n}{\pi \kappa_{0} R^{2}}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)\right\},  \tag{7.24k}\\
& t_{\alpha n}^{(-)}=\left\{\begin{array}{r}
0, \text { for } \alpha=0, \\
-\frac{j \zeta \alpha}{\pi \kappa_{0} R^{2}} O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right), \text { otherwise },
\end{array}\right.  \tag{7.241}\\
& u_{\alpha n}^{(+)}=\left\{\begin{array}{r}
0, \text { for } \alpha=0, \\
-\frac{\alpha \cos \theta_{z}^{\mathrm{pw}} \eta_{0} \kappa_{0}\left(1+\mu_{1}\right)}{\pi \kappa_{1}^{2} R^{2}}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)\right\}, \text { otherwise, }
\end{array}\right.  \tag{7.24~m}\\
& u_{\alpha n}^{(-)}=-\frac{n M \cos \theta_{z}^{\mathrm{pw}} \eta_{0} \kappa_{0}\left(1+\mu_{1}\right)}{\pi \kappa_{1}^{2} R^{2}}\left\{1+O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)\right\}, \tag{7.24n}
\end{align*}
$$

where $\zeta:=1+\epsilon_{1} \frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}-\cos ^{2} \theta_{z}^{\text {pw }}\left(1-\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}\right)$, as defined in (4.44). Correspondingly, the following asymptotically small parameters are introduced, where we use an accent ( ${ }^{\text {) }) \text { to distinguish these asymptotically small parameters from their corresponding }}$ coefficients:

$$
\begin{align*}
& \tilde{o}_{\alpha n}^{(+)}=1-j \pi \kappa_{1} R o_{\alpha n}^{(+)},  \tag{7.25a}\\
& \tilde{o}_{\alpha n}^{(-)}=\left\{\begin{array}{c}
0, \text { for } \alpha=0, \\
j \pi \kappa_{1} R o_{\alpha n}^{(-)}, \text {otherwise },
\end{array}\right.  \tag{7.25b}\\
& \tilde{p}_{\alpha n}^{(+)}=\left\{\begin{array}{r}
1, \text { for } \alpha=0, \\
1-\frac{\pi \mu_{1} \eta_{0} \kappa_{1}^{2} R^{2}}{\alpha \cos \theta_{z}^{\mathrm{pw}}} p_{\alpha n}^{(+)}, \text {otherwise, }
\end{array}\right.  \tag{7.25c}\\
& \tilde{p}_{\alpha n}^{(-)}=1-\frac{\pi \mu_{1} \eta_{0} \kappa_{1}^{2} R^{2}}{M n \cos \theta_{z}^{\mathrm{pw}} p_{\alpha n}^{(-)},}  \tag{7.25d}\\
& \tilde{q}_{\alpha n}^{(+)}=1-\frac{j \pi \kappa_{1}^{2} R^{2}}{M n} q_{\alpha n}^{(+)},  \tag{7.25e}\\
& \tilde{q}_{\alpha n}^{(-)}=\left\{\begin{array}{r}
1, \text { for } \alpha=0, \\
1-\frac{j \pi \kappa_{1}^{2} R^{2}}{\alpha} q_{\alpha n}^{(-)}, \text {otherwise, }
\end{array}\right. \tag{7.25f}
\end{align*}
$$

$$
\begin{align*}
& \tilde{r}_{\alpha n}^{(+)}=\left\{\begin{array}{r}
0, \text { for } \alpha=0, \\
\frac{j \pi \kappa_{1} R}{1+\mu_{1} \frac{\kappa_{2}^{2}}{\kappa_{1}^{2}}} r_{\alpha n}^{(+)}, \text {otherwise },
\end{array}\right.  \tag{7.25~g}\\
& \tilde{r}_{\alpha n}^{(-)}=1+\frac{\pi \eta_{0} \kappa_{1} R}{\cos \theta_{z}^{\mathrm{pw}}\left(1-\frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}\right)} r_{\alpha n}^{(-)},  \tag{7.25h}\\
& \tilde{s}_{\alpha n}^{(+)}=1-\frac{j \pi \kappa_{1} R}{1+\mu_{1} \frac{\kappa_{0}^{2}}{\kappa_{1}^{2}}} s_{\alpha n}^{(+)},  \tag{7.25i}\\
& \tilde{s}_{\alpha n}^{(-)}=\left\{\begin{array}{r}
0, \text { for } \alpha=0, \\
\frac{j \pi \kappa_{1} R}{1+\mu_{1} \frac{\kappa_{2}^{2}}{\kappa_{1}^{2}}} s_{\alpha n}^{(-)}, \text {otherwise },
\end{array}\right.  \tag{7.25j}\\
& \tilde{t}_{\alpha n}^{(+)}=1-\frac{j \pi \kappa_{0} R^{2}}{\zeta M n} t_{\alpha n}^{(+)},  \tag{7.25k}\\
& \tilde{t}_{\alpha n}^{(-)}=\left\{\begin{array}{r}
1, \text { for } \alpha=0, \\
1-\frac{j \pi \kappa_{0} R^{2}}{\zeta \alpha} t_{\alpha n}^{(-)}, \text {otherwise, }
\end{array}\right.  \tag{7.25l}\\
& \tilde{u}_{\alpha n}^{(+)}=\left\{\begin{array}{rr}
1, \text { for } \alpha=0, \\
1+\frac{\pi \kappa_{1}^{2} R^{2}}{\eta_{0} \kappa_{0} \alpha\left(1+\mu_{1}\right) \cos \theta_{z}^{\mathrm{pw}}} u_{\alpha n}^{(+)}, \text {otherwise },
\end{array}\right.  \tag{7.25m}\\
& \tilde{u}_{\alpha n}^{(-)}=1+\frac{\pi \kappa_{1}^{2} R^{2}}{\eta_{0} \kappa_{0}\left(1+\mu_{1}\right) M n \cos \theta_{z}^{\mathrm{pw}}} u_{\alpha n}^{(-)} . \tag{7.25n}
\end{align*}
$$

Each of these newly introduced parameters has an order of $O\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)$, as $n \rightarrow+\infty$. By substitution of them into the four sets of DSE given in (7.20)-(7.23), the sets have a similar form to those given in Chapter 4.

$$
\left\{\begin{align*}
x_{\alpha 0}^{(1)} \tilde{o}_{\alpha}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)}\left(1-\tilde{o}_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(1)} \tilde{o}_{\alpha n}^{(-)}\right] \cos n \phi=0, & \phi \in\left(0, \phi_{0}\right),  \tag{7.26a}\\
x_{\alpha 0}^{(1)} \tilde{t}_{\alpha}+x_{\alpha 0}^{(2)} \tilde{u}_{\alpha}+\tilde{z}_{\alpha}+\sum_{n=1}^{\infty} n\left[x_{\alpha n}^{(1)}\left(1-\tilde{t}_{\alpha n}^{(+)}\right)\right. & \\
\quad+y_{\alpha n}^{(1)}\left(1-\tilde{t}_{\alpha n}^{(-)}\right) \frac{\alpha}{M n}+x_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \frac{\alpha}{M n} \varsigma & \\
\left.\quad+y_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma+\tilde{z}_{\alpha n}^{(+)}\right] \cos n \phi=0, & \phi \in\left(\phi_{0}, \pi\right),
\end{align*}\right.
$$

$$
\begin{align*}
& \left\{\begin{array}{lll}
\sum_{n=1}^{\infty} n & {\left[x_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \tau+y_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) \frac{\alpha}{M n} \tau\right.} & \\
& \left.+x_{\alpha n}^{(2)}\left(1-\tilde{q}_{\alpha n}^{(-)}\right) \frac{\alpha}{M n}+y_{\alpha n}^{(2)}\left(1-\tilde{q}_{\alpha n}^{(+)}\right)\right] \sin n \phi=0, & \phi \in\left(0, \phi_{0}\right), \\
\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)}\left(1-\tilde{r}_{\alpha n}^{(-)}\right) v+y_{\alpha n}^{(1)} \tilde{r}_{\alpha n}^{(+)}+x_{\alpha n}^{(2)} \tilde{s}_{\alpha n}^{(-)}+y_{\alpha n}^{(2)}\left(1-\tilde{s}_{\alpha n}^{(+)}\right)\right] & \\
& \times \sin n \phi=0, & \phi \in\left(\phi_{0}, \pi\right),
\end{array}\right.  \tag{7.27a}\\
& \left(x_{\alpha 0}^{(1)} \tilde{p}_{\alpha}+x_{\alpha 0}^{(2)} \tilde{q}_{\alpha}+\sum_{n=1}^{\infty} n\left[x_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) \frac{\alpha}{M n} \tau\right.\right. \\
& +y_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \tau+x_{\alpha n}^{(2)}\left(1-\tilde{q}_{\alpha n}^{(+)}\right) \\
& \left.+y_{\alpha n}^{(2)}\left(1-\tilde{q}_{\alpha n}^{(-)}\right) \frac{\alpha}{M n}\right] \cos n \phi=0, \quad \phi \in\left(0, \phi_{0}\right),  \tag{7.28a}\\
& \left\{\begin{array}{cl}
x_{\alpha 0}^{(1)} \tilde{r}_{\alpha}+x_{\alpha 0}^{(2)} \tilde{s}_{\alpha}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} \tilde{r}_{\alpha n}^{(+)}+y_{\alpha n}^{(1)}\left(1-\tilde{r}_{\alpha n}^{(-)}\right) v\right. & \\
\left.+x_{\alpha n}^{(2)}\left(1-\tilde{s}_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(2)} \tilde{s}_{\alpha n}^{(-)}\right] \cos n \phi=0, & \phi \in\left(\phi_{0}, \pi\right),
\end{array}\right.  \tag{7.28b}\\
& \left\{\begin{array}{ll}
\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} \tilde{\sigma}_{\alpha n}^{(-)}+y_{\alpha n}^{(1)}\left(1-\tilde{o}_{\alpha n}^{(+)}\right)\right] \sin n \phi=0, & \phi \in\left(0, \phi_{0}\right), \\
\sum_{n=1}^{\infty} n\left[x_{\alpha n}^{(1)}\left(1-\tilde{t}_{\alpha n}^{(-)}\right) \frac{\alpha}{M n}+y_{\alpha n}^{(1)}\left(1-\tilde{t}_{\alpha n}^{(+)}\right)+x_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma\right. & \\
& \left.+y_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \frac{\alpha}{M n} \varsigma+\tilde{z}_{\alpha n}^{(-)}\right] \sin n \phi=0,
\end{array} \quad \phi \in\left(\phi_{0}, \pi\right) .\right. \tag{7.29a}
\end{align*}
$$

In the above series equations, $\varsigma, \tau$ and $v$ are as defined in (4.50a); i.e.,

$$
\begin{equation*}
\varsigma:=\frac{\eta_{0} \cos \theta_{z}^{\mathrm{pw}}\left(1+\mu_{r}\right) \kappa_{0}^{2}}{j \zeta \kappa_{1}^{2}}, \quad \tau:=\frac{j \cos \theta_{z}^{\mathrm{pw}}}{\eta_{0} \mu_{r}}, \quad v:=\frac{\left(\kappa_{1}^{2}-\kappa_{0}^{2}\right) \cos \theta_{z}^{\mathrm{pw}}}{j \eta_{0}\left(\kappa_{1}^{2}+\mu_{r} \kappa_{0}^{2}\right)} \tag{7.30a}
\end{equation*}
$$

while $\tilde{o}_{\alpha}, \tilde{p}_{\alpha}, \tilde{q}_{\alpha}, \tilde{r}_{\alpha}, \tilde{s}_{\alpha}, \tilde{t}_{\alpha}, \tilde{u}_{\alpha}, \tilde{z}_{\alpha}$ and $\left\{z_{\alpha n}^{( \pm)}\right\}_{n=1}^{\infty}$ are defined as:

$$
\begin{array}{lll}
\tilde{o}_{\alpha}:=j \pi \kappa_{1} R o_{\alpha}, & \tilde{p}_{\alpha}:=\frac{j \pi \kappa_{1}^{2} R^{2}}{M} p_{\alpha}, & \tilde{q}_{\alpha}:=\frac{j \pi \kappa_{1}^{2} R^{2}}{M} q_{\alpha} \\
\tilde{r}_{\alpha}:=\frac{j \pi \kappa_{1}^{3} R}{\kappa_{1}^{2}+\mu_{r} \kappa_{0}^{2}} r_{\alpha}, & \tilde{s}_{\alpha}:=\frac{j \pi \kappa_{1}^{3} R}{\kappa_{1}^{2}+\mu_{r} \kappa_{0}^{2}} s_{\alpha}, & \tilde{t}_{\alpha}:=\frac{j \pi \kappa_{0} R^{2}}{\zeta M} t_{\alpha}, \\
\tilde{u}_{\alpha}:=\frac{j \pi \kappa_{0} R^{2}}{\zeta M} u_{\alpha}, & \tilde{z}_{\alpha}:=\frac{j \pi \kappa_{0} R^{2}}{\zeta M} z_{\alpha}, & \tilde{z}_{n}^{( \pm)}:=\frac{j \pi \kappa_{0} R^{2}}{\zeta M} z_{n}^{( \pm)} \tag{7.30d}
\end{array}
$$

We can see that, each $\alpha$-th set of these series equations in (7.26)-(7.29) involves only the subsequences $\left\{x_{\alpha n}^{(i)}, y_{\alpha n}^{(i)}\right\}_{n=1}^{\infty}$, for $i=1,2$. Therefore, each of these $M$ sets are independent for different values of $\alpha$, and are solved separately by the MoR detailed in Chapter 3.

### 7.3.3 Regularization process and the ISLAE

For each fixed value of $\alpha=0,1, \ldots,(M-1)$, we have the above four sets of DSE to solve simultaneously for the unknowns $\left\{x_{\alpha n}^{(i)}, y_{\alpha n}^{(i)}\right\}_{n=1}^{\infty}$. Each of these four sets of DSE are converted to a second kind ISLAE by the MoR. As all four of these DSE involve the same unknowns $\left\{x_{\alpha n}^{(i)}, y_{\alpha n}^{(i)}\right\}_{n=1}^{\infty}$, the four ISLAE obtained separately are interconnected, and can be written as one 4 -by- 4 block matrix equation of the second kind.

We begin by considering the first pair of DSE given in (7.26). By making the following replacement in (3.27): $x_{0} \mapsto x_{\alpha 0}^{(1)}, x_{n} \mapsto x_{\alpha n}^{(1)}, a \mapsto \tilde{o}_{\alpha}, b \mapsto \tilde{t}_{\alpha}, c \mapsto 0$, $d \mapsto \tilde{u}_{\alpha} x_{\alpha 0}^{(2)}+\tilde{z}_{\alpha}, s_{n} \mapsto \tilde{o}_{\alpha n}^{(+)}, t_{n} \mapsto \tilde{t}_{\alpha n}^{(+)}, e_{n} \mapsto \tilde{o}_{\alpha n}^{(-)} y_{\alpha n}^{(1)}, f_{n} \mapsto \frac{\alpha}{n M} y_{\alpha n}^{(1)}\left(1-\tilde{t}_{\alpha n}^{(-)}\right)+$ $y_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma+\frac{\alpha}{n M} x_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \varsigma+\tilde{z}_{\alpha n}^{(+)}$, and $\psi_{0} \mapsto \cos \phi_{0}=\cos M \theta^{\mathrm{PEC}}$, the equation for the unknown $x_{\alpha 0}^{(1)}$ is obtained as:

$$
\begin{align*}
x_{\alpha 0}^{(1)}=- & \frac{\left(\tilde{u}_{\alpha} x_{\alpha 0}^{(2)}+\tilde{z}_{\alpha}\right) \ln \left(\frac{1-\psi_{0}}{2}\right)}{\tilde{t}_{\alpha} \ln \left(\frac{1-\psi_{0}}{2}\right)-\tilde{o}_{\alpha}}+\frac{1+\psi_{0}}{\sqrt{2}\left[\tilde{t}_{\alpha} \ln \left(\frac{1-\psi_{0}}{2}\right)-\tilde{o}_{\alpha}\right]}  \tag{7.31}\\
\times & \sum_{n=1}^{\infty}\left\{x_{\alpha n}^{(1)}\left(\tilde{t}_{\alpha n}^{(+)}-\tilde{o}_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(1)}\left[\tilde{\sigma}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{t}_{\alpha n}^{(-)}\right]\right)\right. \\
& \left.\quad-y_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma-x_{\alpha n}^{(2)} \frac{\alpha}{M n}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \varsigma-z_{\alpha n}^{(+)}\right\} \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{0}\right)}{\sqrt{n}} .
\end{align*}
$$

Similarly, from the other DSE involving cosine functions (7.28), we make the following replacement in (3.39): $x_{0} \mapsto x_{\alpha 0}^{(2)}, x_{n} \mapsto x_{\alpha n}^{(2)}, a \mapsto \tilde{s}_{\alpha}, b \mapsto \tilde{q}_{\alpha}, c \mapsto$ $\tilde{r}_{\alpha} x_{\alpha 0}^{(1)}, d \mapsto \tilde{p}_{\alpha} x_{\alpha 0}^{(1)}, s_{n} \mapsto \tilde{s}_{\alpha n}^{(+)}, t_{n} \mapsto \tilde{q}_{\alpha n}^{(+)}, e_{n} \mapsto\left(1-\tilde{r}_{\alpha n}^{(-)}\right) y_{\alpha n}^{(1)} v+\tilde{r}_{\alpha n}^{(+)} x_{\alpha n}^{(1)}+\tilde{s}_{\alpha n}^{(-)} y_{\alpha n}^{(2)}$, $f_{n} \mapsto\left(1-\tilde{p}_{\alpha n}^{(-)}\right) y_{\alpha n}^{(1)} \tau+\frac{\alpha}{M n}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) x_{\alpha n}^{(1)} \tau+\frac{\alpha}{M n}\left(1-\tilde{q}_{\alpha n}^{(-)}\right) y_{\alpha n}^{(2)}$, and $\psi_{0} \mapsto \cos \phi_{0}=$ $\cos M \theta^{\mathrm{PEC}}$, the equation for the unknown $x_{\alpha 0}^{(2)}$ is obtained as:

$$
\begin{align*}
x_{\alpha 0}^{(2)}= & \frac{\tilde{r}_{\alpha}-\tilde{p}_{\alpha} \ln \left(\frac{1+\psi_{0}}{2}\right)}{\tilde{q}_{\alpha} \ln \left(\frac{1+\psi_{0}}{2}\right)-\tilde{s}_{\alpha}} x_{\alpha 0}^{(1)}-\frac{1-\psi_{0}}{\sqrt{2}\left[\tilde{q}_{\alpha} \ln \left(\frac{1+\psi_{0}}{2}\right)-\tilde{s}_{\alpha}\right]}  \tag{7.32}\\
& \quad \times \sum_{n=1}^{\infty}\left\{x_{\alpha n}^{(2)}\left(\tilde{q}_{\alpha n}^{(+)}-\tilde{s}_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(1)}\left[\left(1-\tilde{r}_{\alpha n}^{(-)}\right) v-\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \tau\right]\right. \\
& \left.\quad+x_{\alpha n}^{(1)}\left[\tilde{r}_{\alpha n}^{(+)}-\frac{\alpha}{M n}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) \tau\right]+y_{\alpha n}^{(2)}\left[\tilde{s}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{q}_{\alpha n}^{(-)}\right)\right]\right\} \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{0}\right)}{\sqrt{n}} .
\end{align*}
$$

The two expressions above; i.e., (7.31) and (7.32), are related as they both involve the two of $x_{\alpha 0}^{(1,2)}$. By substitution of (7.31) into (7.32), we can obtain an expression for $x_{\alpha 0}^{(2)}$ that is independent from $x_{\alpha 0}^{(1)}$. With this expression, an expression for $x_{\alpha 0}^{(1)}$
in terms of only $\left\{x_{\alpha n}^{(i)}, y_{\alpha n}^{(i)}\right\}_{n=1}^{\infty}$ (for $i=1,2$ ) can be derived subsequently by back substitution. These two expressions are:

$$
\begin{align*}
x_{\alpha 0}^{(1)}=- & \frac{1}{\varrho} \tilde{z}_{\alpha} \ln \left(\frac{1-\phi_{0}}{2}\right)\left[\tilde{q}_{\alpha} \ln \left(\frac{1+\phi_{0}}{2}\right)-\tilde{s}_{\alpha}\right] \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m}  \tag{7.33a}\\
+ & \sum_{n=1}^{\infty}\left(x_{\alpha n}^{(1)}\left\{\left(\tilde{t}_{\alpha n}^{(+)}-\tilde{o}_{\alpha n}^{(+)}\right) v_{\alpha n}^{(1)}+\left[\tilde{r}_{\alpha n}^{(+)}-\frac{\alpha}{M n}\left(1-\tilde{p}_{\alpha n}^{(+)}\right)\right] w_{\alpha n}^{(1)}\right\}\right. \\
& +y_{\alpha n}^{(1)}\left\{\left[\tilde{o}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{t}_{\alpha n}^{(-)}\right)\right] v_{\alpha n}^{(1)}+\left[\left(1-\tilde{r}_{\alpha n}^{(-)}\right) v-\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \tau\right] w_{\alpha n}^{(1)}\right\} \\
& +x_{\alpha n}^{(2)}\left\{-\frac{\alpha}{M n}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \varsigma v_{\alpha n}^{(1)}+\left(\tilde{q}_{\alpha n}^{(+)}-\tilde{s}_{\alpha n}^{(+)}\right) w_{\alpha n}^{(1)}\right\} \\
& +y_{\alpha n}^{(2)}\left\{-\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma v_{\alpha n}^{(1)}+\left[\tilde{s}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{q}_{\alpha n}^{(-)}\right)\right] w_{\alpha n}^{(1)}\right\} \\
& \left.-\tilde{z}_{\alpha n}^{(+)} v_{\alpha n}^{(1)}\right),
\end{align*}
$$

$$
\begin{equation*}
x_{\alpha 0}^{(2)}=\frac{1}{\varrho} \tilde{z}_{\alpha} \ln \left(\frac{1-\phi_{0}}{2}\right)\left[\tilde{p}_{\alpha} \ln \left(\frac{1+\phi_{0}}{2}\right)-\tilde{r}_{\alpha}\right] \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m} \tag{7.33b}
\end{equation*}
$$

$$
+\sum_{n=1}^{\infty}\left(x_{\alpha n}^{(1)}\left\{\left(\tilde{t}_{\alpha n}^{(+)}-\tilde{o}_{\alpha n}^{(+)}\right) v_{\alpha n}^{(2)}+\left[\tilde{r}_{\alpha n}^{(+)}-\frac{\alpha}{M n}\left(1-\tilde{p}_{\alpha n}^{(+)}\right)\right] w_{\alpha n}^{(2)}\right\}\right.
$$

$$
+y_{\alpha n}^{(1)}\left\{\left[\tilde{o}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{t}_{\alpha n}^{(-)}\right)\right] v_{\alpha n}^{(2)}+\left[\left(1-\tilde{r}_{\alpha n}^{(-)}\right) v-\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \tau\right] w_{\alpha n}^{(2)}\right\}
$$

$$
+x_{\alpha n}^{(2)}\left\{-\frac{\alpha}{M n}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \varsigma v_{\alpha n}^{(2)}+\left(\tilde{q}_{\alpha n}^{(+)}-\tilde{s}_{\alpha n}^{(+)}\right) w_{\alpha n}^{(2)}\right\}
$$

$$
+y_{\alpha n}^{(2)}\left\{-\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma v_{\alpha n}^{(2)}+\left[\tilde{s}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{q}_{\alpha n}^{(-)}\right)\right] w_{\alpha n}^{(2)}\right\}
$$

$$
\left.+\tilde{z}_{\alpha n}^{(+)} v_{\alpha n}^{(2)}\right) .
$$

In the above expressions, the parameters $\left\{v_{\alpha n}^{(i)}, w_{\alpha n}^{(i)}\right\}_{n=1}^{\infty}$ (for $i=1,2$ ) are introduced to simplify the expressions

$$
\begin{align*}
& v_{\alpha n}^{(1)}:=\frac{1+\phi_{0}}{\sqrt{2} \varrho}\left[\tilde{q}_{\alpha} \ln \left(\frac{1+\phi_{0}}{2}\right)-\tilde{s}_{\alpha}\right] \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{0}\right)}{\sqrt{n}}  \tag{7.34a}\\
& v_{\alpha n}^{(2)}:=-\frac{1+\phi_{0}}{\sqrt{2} \varrho}\left[\tilde{p}_{\alpha} \ln \left(\frac{1+\phi_{0}}{2}\right)-\tilde{r}_{\alpha}\right] \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{0}\right)}{\sqrt{n}}  \tag{7.34b}\\
& w_{\alpha n}^{(1)}:=\frac{1-\phi_{0}}{\sqrt{2} \varrho} \tilde{u}_{\alpha} \ln \left(\frac{1-\phi_{0}}{2}\right) \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{0}\right)}{\sqrt{n}} \tag{7.34c}
\end{align*}
$$

$$
\begin{equation*}
w_{\alpha n}^{(2)}:=-\frac{1-\phi_{0}}{\sqrt{2} \varrho}\left[\tilde{t}_{\alpha} \ln \left(\frac{1-\phi_{0}}{2}\right)-\tilde{o}_{\alpha}\right] \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{0}\right)}{\sqrt{n}} \tag{7.34d}
\end{equation*}
$$

where the constant $\varrho$ is defined as:

$$
\begin{align*}
\varrho:= & {\left[\tilde{t}_{\alpha} \ln \left(\frac{1-\phi_{0}}{2}\right)-\tilde{o}_{\alpha}\right] \times\left[\tilde{q}_{\alpha} \ln \left(\frac{1+\phi_{0}}{2}\right)-\tilde{s}_{\alpha}\right] } \\
& -\tilde{u}_{\alpha} \ln \left(\frac{1-\phi_{0}}{2}\right) \times\left[\tilde{p}_{\alpha} \ln \left(\frac{1+\phi_{0}}{2}\right)-\tilde{r}_{\alpha}\right] . \tag{7.35}
\end{align*}
$$

We have obtained series expressions for the two unknowns $x_{\alpha 0}^{(i)}$ in terms of $\left\{x_{\alpha n}^{(i)}, y_{\alpha n}^{(i)}\right\}_{n=1}^{\infty}$ (for $i=1,2$ ). Therefore, the values of $x_{\alpha 0}^{(i)}$ can be calculated once the values of $\left\{x_{\alpha n}^{(i)}, y_{\alpha n}^{(i)}\right\}_{n=1}^{\infty}$ (for $i=1,2$ ) are known. We obtain the first infinite system involving only these unknowns $\left\{x_{\alpha n}^{(i)}, y_{\alpha n}^{(i)}\right\}_{n=1}^{\infty}$ (for $\left.i=1,2\right)$ from the first pair of DSE given in (7.26), by making the following replacement in (3.28): $x_{0} \mapsto x_{\alpha 0}^{(1)}$, $x_{n} \mapsto x_{\alpha n}^{(1)}, a \mapsto \tilde{o}_{\alpha}, b \mapsto \tilde{t}_{\alpha}, c \mapsto 0, d \mapsto \tilde{u}_{\alpha} x_{\alpha 0}^{(2)}+\tilde{z}_{\alpha}, s_{n} \mapsto \tilde{o}_{\alpha n}^{(+)}, t_{n} \mapsto \tilde{t}_{\alpha n}^{(+)}$, $e_{n} \mapsto \tilde{o}_{\alpha n}^{(-)} y_{\alpha n}^{(1)}, f_{n} \mapsto \frac{\alpha}{n M} y_{\alpha n}^{(1)}\left(1-\tilde{t}_{\alpha n}^{(-)}\right)+y_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma+\frac{\alpha}{n M} x_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \varsigma+\tilde{z}_{\alpha n}^{(+)}$, and $\psi_{0} \mapsto \cos \phi_{0}=\cos M \theta^{\text {PEC }}$, as well as substitution of (7.33a) and (7.33b), which leads to

$$
\begin{align*}
& \sqrt{m} x_{\alpha m}^{(1)}\left(1-\tilde{t}_{m}^{(+)}\right)+\frac{\alpha}{M m} \sqrt{m} y_{\alpha m}^{(1)}\left(1-\tilde{t}_{m}^{(-)}\right) \\
& +\frac{\alpha}{M m} \sqrt{m} x_{\alpha m}^{(2)}\left(1-\tilde{u}_{m}^{(+)}\right) \varsigma+\sqrt{m} y_{\alpha m}^{(2)}\left(1-\tilde{u}_{m}^{(-)}\right) \varsigma \\
& +\sum_{n=1}^{\infty} \sqrt{n}\left(x_{\alpha n}^{(1)}\left\{\left(\tilde{t}_{\alpha n}^{(+)}-\tilde{o}_{\alpha n}^{(+)}\right) \hat{T}_{m-1, n-1}+\left[\tilde{r}_{\alpha n}^{(+)}-\frac{\alpha}{M n}\left(1-\tilde{p}_{\alpha n}^{(+)}\right)\right] \hat{U}_{m-1, n-1}\right\}\right. \\
& \quad+y_{\alpha n}^{(1)}\left\{\left[\tilde{\sigma}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{t}_{\alpha n}^{(-)}\right)\right] \hat{T}_{m-1, n-1}+\left[\left(1-\tilde{r}_{\alpha n}^{(-)}\right) v-\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \tau\right] \hat{U}_{m-1, n-1}\right\} \\
& \quad+x_{\alpha n}^{(2)}\left\{-\frac{\alpha}{M n}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \varsigma \hat{T}_{m-1, n-1}+\left(\tilde{q}_{\alpha n}^{(+)}-\tilde{s}_{\alpha n}^{(+)}\right) \hat{U}_{m-1, n-1}\right\} \\
& \left.\quad+y_{\alpha n}^{(2)}\left\{-\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma \hat{T}_{m-1, n-1}+\left[\tilde{s}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{q}_{\alpha n}^{(-)}\right)\right] \hat{U}_{m-1, n-1}\right\}\right) \\
& =-\frac{\sqrt{2}\left(1+\psi_{0}\right) \tilde{o}_{\alpha} \tilde{z}_{\alpha}}{\tilde{t}_{\alpha} \ln \left(\frac{1-\psi_{0}}{2}\right)-\tilde{o}_{\alpha}}\left[1+\frac{1}{\varrho} \tilde{u}_{\alpha} \ln \left(\frac{1-\psi_{0}}{2}\right)\left(\tilde{p}_{\alpha}-\tilde{r}_{\alpha}\right)\right] \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m} \\
& \quad-\sqrt{m} \tilde{z}_{\alpha m}^{(+)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{z}_{\alpha n}^{(+)} \hat{T}_{m-1, n-1}, \tag{7.36}
\end{align*}
$$

for $m=1,2,3, \ldots$, where

$$
\hat{T}_{m-1, n-1}:=\hat{Q}_{m-1, n-1}^{(1,0)}\left(\psi_{0}\right)-\frac{\left(1+\psi_{0}\right)^{2}}{\tilde{t}_{\alpha} \ln \left(\frac{1-\psi_{0}}{2}\right)-\tilde{o}_{\alpha}}\left\{\frac{1}{\varrho} \tilde{o}_{\alpha} \tilde{u}_{\alpha}\left[\tilde{p}_{\alpha} \ln \left(\frac{1+\psi_{0}}{2}\right)-\tilde{r}_{\alpha}\right]+\tilde{t}_{\alpha}\right\}
$$

$$
\begin{align*}
& \times \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m} \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{0}\right)}{n},  \tag{7.37}\\
\hat{U}_{m-1, n-1}:= & \frac{\tilde{o}_{\alpha} \tilde{u}_{\alpha}\left(1-\psi_{0}\right)^{2}}{\varrho} \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m} \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{0}\right)}{n} . \tag{7.38}
\end{align*}
$$

For the second ISLAE, we consider the DSE given in (7.29). By making the following replacement in (3.28): $y_{n} \mapsto y_{\alpha n}^{(1)}, s_{n} \mapsto \tilde{o}_{\alpha n}^{(+)}, t_{n} \mapsto \tilde{t}_{\alpha n}^{(+)}, g_{n} \mapsto \tilde{o}_{\alpha n}^{(-)} x_{\alpha n}^{(1)}$, $h_{n} \mapsto \frac{\alpha}{n M} x_{\alpha n}^{(1)}\left(1-\tilde{t}_{\alpha n}^{(-)}\right)+\frac{\alpha}{n M} y_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \varsigma+x_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma+\tilde{z}_{\alpha n}^{(-)}$, and $\psi_{0} \mapsto$ $\cos \phi_{0}=\cos M \theta^{\mathrm{PEC}}$, we obtain for $m=1,2,3, \ldots$

$$
\begin{align*}
& \frac{\alpha}{M m} \sqrt{m} x_{\alpha m}^{(1)}\left(1-\tilde{t}_{m}^{(-)}\right)+\sqrt{m} y_{\alpha m}^{(1)}\left(1-\tilde{t}_{m}^{(+)}\right) \\
& +\sqrt{m} x_{\alpha m}^{(2)}\left(1-\tilde{u}_{m}^{(-)}\right) \varsigma+\frac{\alpha}{M m} \sqrt{m} y_{\alpha m}^{(2)}\left(1-\tilde{u}_{m}^{(+)}\right) \varsigma \\
& +\sum_{n=1}^{\infty} \sqrt{n}\left\{x_{\alpha n}^{(1)}\left[\tilde{o}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{t}_{\alpha n}^{(-)}\right)\right]+y_{\alpha n}^{(1)}\left(\tilde{t}_{\alpha n}^{(+)}-\tilde{o}_{\alpha n}^{(+)}\right)-x_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma\right. \\
& \left.\quad-y_{\alpha n}^{(2)} \frac{\alpha}{M n}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \varsigma\right\} \hat{Q}_{m-1, n-1}^{(0,1)}\left(\phi_{0}\right) \\
& =-\sqrt{m} \tilde{z}_{\alpha m}^{(-)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{z}_{\alpha n}^{(-)} \hat{Q}_{m-1, n-1}^{(0,1)}\left(\phi_{0}\right) . \tag{7.39}
\end{align*}
$$

From the DSE given in (7.28), we can obtain the third ISLAE by making the following replacement in (3.37): $x_{0} \mapsto x_{\alpha 0}^{(2)}, x_{n} \mapsto x_{\alpha n}^{(2)}, a \mapsto \tilde{s}_{\alpha}, b \mapsto \tilde{q}_{\alpha}, c \mapsto$ $\tilde{r}_{\alpha} x_{\alpha 0}^{(1)}, d \mapsto \tilde{p}_{\alpha} x_{\alpha 0}^{(1)}, s_{n} \mapsto \tilde{s}_{\alpha n}^{(+)}, t_{n} \mapsto \tilde{q}_{\alpha n}^{(+)}, e_{n} \mapsto\left(1-\tilde{r}_{\alpha n}^{(-)}\right) y_{\alpha n}^{(1)} v+\tilde{r}_{\alpha n}^{(+)} x_{\alpha n}^{(1)}+\tilde{s}_{\alpha n}^{(-)} y_{\alpha n}^{(2)}$, $f_{n} \mapsto\left(1-\tilde{p}_{\alpha n}^{(-)}\right) y_{\alpha n}^{(1)} \tau+\frac{\alpha}{M n}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) x_{\alpha n}^{(1)} \tau+\frac{\alpha}{M n}\left(1-\tilde{q}_{\alpha n}^{(-)}\right) y_{\alpha n}^{(2)}$, and $\psi_{0} \mapsto \cos \phi_{0}=$ $\cos M \theta^{\mathrm{PEC}}$, as well as substitution of (7.33a) and (7.33b), which leads to

$$
\begin{aligned}
& \sqrt{m} x_{\alpha m}^{(1)} \tilde{r}_{m}^{(+)}+\sqrt{m} y_{\alpha m}^{(1)}\left(1-\tilde{r}_{m}^{(-)}\right) v+\sqrt{m} x_{\alpha m}^{(2)}\left(1-\tilde{s}_{m}^{(+)}\right)+\sqrt{m} y_{\alpha m}^{(2)} \tilde{s}_{m}^{(-)} \\
& +\sum_{n=1}^{\infty} \sqrt{n}\left(x_{\alpha n}^{(1)}\left\{\left(\tilde{t}_{\alpha n}^{(+)}-\tilde{o}_{\alpha n}^{(+)}\right) \hat{W}_{m-1, n-1}+\left[\tilde{r}_{\alpha n}^{(+)}-\frac{\alpha}{M n}\left(1-\tilde{p}_{\alpha n}^{(+)}\right)\right] \hat{V}_{m-1, n-1}\right\}\right. \\
& \quad+y_{\alpha n}^{(1)}\left\{\left[\tilde{\sigma}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{t}_{\alpha n}^{(-)}\right)\right] \hat{W}_{m-1, n-1}+\left[\left(1-\tilde{r}_{\alpha n}^{(-)}\right) v-\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \tau\right] \hat{V}_{m-1, n-1}\right\} \\
& \quad+x_{\alpha n}^{(2)}\left\{-\frac{\alpha}{M n}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \varsigma \hat{W}_{m-1, n-1}+\left(\tilde{q}_{\alpha n}^{(+)}-\tilde{s}_{\alpha n}^{(+)}\right) \hat{V}_{m-1, n-1}\right\} \\
& \left.\quad+y_{\alpha n}^{(2)}\left\{-\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma \hat{W}_{m-1, n-1}+\left[\tilde{s}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{q}_{\alpha n}^{(-)}\right)\right] \hat{V}_{m-1, n-1}\right\}\right) \\
& =\frac{1}{\varrho} \sqrt{2}\left(1-\psi_{0}\right) \tilde{z}_{\alpha} \ln \left(\frac{1-\psi_{0}}{2}\right)\left(\tilde{q}_{\alpha} \tilde{r}_{\alpha}-\tilde{s}_{\alpha} \tilde{p}_{\alpha}\right) \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{0}\right)}{m}
\end{aligned}
$$

$$
\begin{equation*}
+\sum_{n=1}^{\infty} \sqrt{n} \tilde{z}_{\alpha n}^{(+)} \hat{W}_{m-1, n-1}, \tag{7.40}
\end{equation*}
$$

for $m=1,2,3, \ldots$, where

$$
\begin{align*}
\hat{V}_{m-1, n-1}:= & \frac{\left(1-\psi_{0}\right)^{2}}{\tilde{q}_{\alpha} \ln \left(\frac{1+\psi_{0}}{2}\right)-\tilde{s}_{\alpha}}\left\{\frac{1}{\varrho} \tilde{u}_{\alpha} \ln \left(\frac{1-\psi_{0}}{2}\right)\left(\tilde{r}_{\alpha} \tilde{q}_{\alpha}-\tilde{s}_{\alpha} \tilde{p}_{\alpha}\right)-\tilde{q}_{\alpha}\right\} \\
& \times \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{0}\right)}{m} \frac{\hat{P}_{n-1}^{(1,0)}\left(\psi_{0}\right)}{n}-\hat{Q}_{m-1, n-1}^{(0,1)}\left(\psi_{0}\right),  \tag{7.41}\\
\hat{W}_{m-1, n-1}:= & \frac{\left(\tilde{r}_{\alpha} \tilde{q}_{\alpha}-\tilde{s}_{\alpha} \tilde{p}_{\alpha}\right)\left(1-\psi_{0}\right)^{2}}{\varrho} \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{0}\right)}{m} \frac{\hat{P}_{n-1}^{(0,1)}\left(\psi_{0}\right)}{n} . \tag{7.42}
\end{align*}
$$

For the final ISLAE, we consider the DSE given in (7.27). By making the following replacement in (3.51): $y_{n} \mapsto y_{\alpha n}^{(2)}, s_{n} \mapsto \tilde{s}_{\alpha n}^{(+)}, t_{n} \mapsto \tilde{q}_{\alpha n}^{(+)}, g_{n} \mapsto \tilde{r}_{\alpha n}^{(+)} y_{\alpha n}^{(1)}+$ $\left(1-\tilde{r}_{\alpha n}^{(-)}\right) v x_{\alpha n}^{(1)}+\tilde{s}_{\alpha n}^{(+)} x_{\alpha n}^{(2)}, h_{n} \mapsto \frac{\alpha}{n M} y_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) \tau+x_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \tau+\frac{\alpha}{n M} x_{\alpha n}^{(2)}\left(1-\tilde{q}_{\alpha n}^{(-)}\right)$, and $\psi_{0} \mapsto \cos \phi_{0}=\cos M \theta^{\mathrm{PEC}}$, we obtain for $m=1,2,3, \ldots$

$$
\begin{align*}
& \sqrt{m} x_{\alpha m}^{(1)}\left(1-\tilde{r}_{m}^{(-)}\right) v+\sqrt{m} y_{\alpha m}^{(1)} \tilde{r}_{m}^{(+)}+\sqrt{m} x_{\alpha m}^{(2)} \tilde{s}_{m}^{(-)}+\sqrt{m} y_{\alpha m}^{(2)}\left(1-\tilde{s}_{m}^{(+)}\right) \\
& +\sum_{n=1}^{\infty} \sqrt{n}\left\{x_{\alpha n}^{(1)}\left[\left(1-\tilde{r}_{\alpha n}^{(-)}\right) v-\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \tau\right]+y_{\alpha n}^{(1)}\left[\tilde{r}_{\alpha n}^{(+)}-\frac{\alpha}{M n}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) \tau\right]\right. \\
& \left.\quad+x_{\alpha n}^{(2)}\left[\tilde{s}_{\alpha n}^{(-)}-\frac{\alpha}{M n}\left(1-\tilde{q}_{\alpha n}^{(-)}\right)\right]+y_{\alpha n}^{(2)}\left(\tilde{q}_{\alpha n}^{(+)}-\tilde{s}_{\alpha n}^{(+)}\right)\right\} \hat{Q}_{m-1, n-1}^{(1,0)}\left(\phi_{0}\right) \\
& =0 \tag{7.43}
\end{align*}
$$

### 7.3.4 Matrix operator form

In this subsection, we write the four interconnected ISLAE in matrix operator form, for each $\alpha \in\{0,1, \ldots, M-1\}$. The resulting 4 -by-4 block matrix operator can be written as:

The following matrix operators have been introduced in the above equation:

$$
\mathcal{C}_{1}:=\left(\begin{array}{c:c:c:c}
\mathcal{T}^{(+)} & -\mathcal{T}^{(-)} & -\mathcal{S}^{(+)} & \mathcal{S}^{(-)}  \tag{7.45a}\\
\hdashline-\mathcal{R}^{(+)} & v \mathcal{R}^{(-)} & \mathcal{S}^{(+)} & -\mathcal{S}^{(-)} \\
\hdashline-\mathcal{T}^{(-)} & \mathcal{T}^{(+)} & \varsigma \mathcal{U}^{(-)} & -\varsigma \mathcal{U}^{(+)} \\
\hdashline v \mathcal{R}^{(-)} & -\mathcal{R}^{(+)} & -\mathcal{S}^{(-)} & \mathcal{S}^{(+)}
\end{array}\right),
$$

$$
\begin{align*}
& \mathcal{H}:=\left(\begin{array}{c:c:c:c}
\mathcal{H}_{1} & \mathcal{H}_{2} & 0 & 0 \\
\hdashline \mathcal{H}_{3} & \mathcal{H}_{4} & 0 & 0 \\
\hdashline 0 & 0 & \mathcal{H}_{5} & 0 \\
\hdashline 0 & 0 & 0 & 0 \\
\hdashline \mathcal{H}_{6}
\end{array}\right),  \tag{7.45b}\\
& \mathcal{C}_{2}:=\left(\begin{array}{c:c:c:c}
\mathcal{T}^{(+)}-\mathcal{O}^{(+)} & \mathcal{R}^{(+)}-\mathcal{P}^{(+)} & \mathcal{O}^{(-)}-\mathcal{T}^{(-)} & v\left(\mathcal{I}-\mathcal{R}^{(-)}\right) \\
& & & +\tau\left(\mathcal{I}-\mathcal{P}^{(-)}\right) \\
\hdashline \mathcal{O}^{(-)}-\mathcal{T}^{(-)} & v\left(\mathcal{I}-\mathcal{R}^{(-)}\right) & \mathcal{T}^{(+)}-\mathcal{O}^{(+)} & \mathcal{R}^{(+)}-\mathcal{P}^{(+)} \\
& +\tau\left(\mathcal{I}-\mathcal{P}^{(-)}\right) & \\
\hdashline-\mathcal{U}^{(+)} & \mathcal{Q}^{(+)}-\mathcal{S}^{(+)} & -\varsigma\left(\mathcal{I}-\mathcal{U}^{(-)}\right)^{(-)} & \mathcal{S}^{(-)}-\mathcal{Q}^{(-)} \\
\hdashline-\varsigma\left(\mathcal{I}-\mathcal{U}^{(-)}\right) & \mathcal{S}^{(-)}-\mathcal{Q}^{(-)} & -\varsigma \mathcal{U}^{(+)} & \mathcal{Q}^{(+)}-\mathcal{S}^{(+)}
\end{array}\right) . \tag{7.45c}
\end{align*}
$$

To simplify the above, we introduce the following diagonal sub-matrices involving the asymptotically small parameters:

$$
\begin{array}{ll}
\mathcal{O}^{(+)}:=\operatorname{diag}\left(o_{\alpha n}^{(+)}\right), & \mathcal{O}^{(-)}:=\operatorname{diag}\left(o_{\alpha n}^{(-)}\right), \\
\mathcal{P}^{(+)}:=\frac{\alpha}{M} \operatorname{diag}\left(\frac{1-p_{\alpha n}^{(+)}}{n}\right), & \mathcal{P}^{(-)}:=\operatorname{diag}\left(p_{\alpha n}^{(-)}\right), \\
\mathcal{Q}^{(+)}:=\operatorname{diag}\left(q_{\alpha n}^{(+)}\right), & \mathcal{Q}^{(-)}:=\frac{\alpha}{M} \operatorname{diag}\left(\frac{1-q_{\alpha n}^{(-)}}{n}\right), \\
\mathcal{R}^{(+)}:=\operatorname{diag}\left(r_{\alpha n}^{(+)}\right), & \mathcal{R}^{(-)}:=\operatorname{diag}\left(r_{\alpha n}^{(-)}\right), \\
\mathcal{S}^{(+)}:=\operatorname{diag}\left(s_{\alpha n}^{(+)}\right), & \mathcal{S}^{(-)}:=\operatorname{diag}\left(s_{\alpha n}^{(-)}\right), \\
\mathcal{T}^{(+)}:=\operatorname{diag}\left(t_{\alpha n}^{(+)}\right), & \mathcal{T}^{(-)}:=\frac{\alpha}{M} \operatorname{diag}\left(\frac{1-t_{\alpha n}^{(-)}}{n}\right), \\
\mathcal{U}^{(+)}:=\frac{\alpha}{M} \operatorname{diag}\left(\frac{1-u_{\alpha n}^{(+)}}{n}\right), & \mathcal{U}^{(-)}:=\operatorname{diag}\left(u_{\alpha n}^{(-)}\right) . \tag{7.46~g}
\end{array}
$$

The remaining symmetric and bounded sub-matrices are defined as:

$$
\begin{array}{ll}
{\left[\mathcal{H}_{1}\right]_{n, m}:=\hat{T}_{m-1, n-1},} & {\left[\mathcal{H}_{2}\right]_{n, m}:=\hat{U}_{m-1, n-1},} \\
{\left[\mathcal{H}_{3}\right]_{n, m}:=\hat{W}_{m-1, n-1},} & {\left[\mathcal{H}_{4}\right]_{n, m}:=\hat{V}_{m-1, n-1},} \\
{\left[\mathcal{H}_{5}\right]_{n, m}:=\hat{Q}_{m-1, n-1}^{(0,1)}\left(\phi_{0}\right),} & {\left[\mathcal{H}_{6}\right]_{n, m}:=\hat{Q}_{m-1, n-1}^{(1,0)}\left(\phi_{0}\right),} \tag{7.47c}
\end{array}
$$

for $n, m=1,2, \ldots$ The column vectors $\mathbf{x}_{i}$ and $\mathbf{y}_{i}$ denote $\left\{\sqrt{n} x_{n}^{(i)}, \sqrt{n} y_{n}^{(i)}\right\}_{n=1}^{\infty}$, respectively (for $i=1,2$ ). The right hand vector of (7.44) is made up of the column vectors $\mathbf{z}_{1}, \mathbf{z}_{2}$ and $\mathbf{z}_{3}$, which denote the right side of (7.36), (7.40), and (7.39), respectively; i.e.,

$$
\left[\mathbf{z}_{1}\right]_{n}:=-\frac{\sqrt{2}\left(1+\psi_{0}\right) \tilde{o}_{\alpha} \tilde{z}_{\alpha}}{\tilde{t}_{\alpha} \ln \left(\frac{1-\psi_{0}}{2}\right)-\tilde{o}_{\alpha}}\left[1+\frac{1}{\varrho} \tilde{u}_{\alpha} \ln \left(\frac{1-\psi_{0}}{2}\right)\left(\tilde{p}_{\alpha}-\tilde{r}_{\alpha}\right)\right] \frac{\hat{P}_{m-1}^{(0,1)}\left(\psi_{0}\right)}{m}
$$

$$
\begin{align*}
& -\sqrt{m} \tilde{z}_{\alpha m}^{(+)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{z}_{\alpha n}^{(+)} \hat{T}_{m-1, n-1},  \tag{7.48a}\\
{\left[\mathbf{z}_{2}\right]_{n}:=} & \frac{1}{\varrho} \sqrt{2}\left(1-\psi_{0}\right) \tilde{z}_{\alpha} \ln \left(\frac{1-\psi_{0}}{2}\right)\left(\tilde{q}_{\alpha} \tilde{r}_{\alpha}-\tilde{s}_{\alpha} \tilde{p}_{\alpha}\right) \frac{\hat{P}_{m-1}^{(1,0)}\left(\psi_{0}\right)}{m} \\
& +\sum_{n=1}^{\infty} \sqrt{n} \tilde{z}_{\alpha n}^{(+)} \hat{W}_{m-1, n-1},  \tag{7.48b}\\
{\left[\mathbf{z}_{3}\right]_{n}:=} & -\sqrt{m} \tilde{z}_{\alpha m}^{(-)}+\sum_{n=1}^{\infty} \sqrt{n} \tilde{z}_{\alpha n}^{(-)} \hat{Q}_{m-1, n-1}^{(0,1)}\left(\phi_{0}\right) . \tag{7.48c}
\end{align*}
$$

Following similar arguments as those given in Subsection 4.4.2, we can show that (7.44) is a second kind Fredholm equation, and hence enjoys the same advantages as those discussed in Chapter 3. The distinct feature of current problem, when compared with that of the oblique scattering problem of CLR in Chapter 4 (where only a single strip is included), is that in the final form of solution there are $M$ infinite systems to be solved separately. Each of these $M$ systems is accountable for the unknowns $\left\{x_{\alpha n}^{(i)}, y_{\alpha n}^{(i)}\right\}_{n=1}^{\infty}(i=1,2)$, for a fixed value of $\alpha \in\{0,1, \ldots, M-1\}$. As the asymptotically small parameters all have magnitude of order $\left(\frac{\kappa_{1}^{2} R^{2}}{M^{2} n^{2}}\right)$, as $n \rightarrow+\infty$, we can see that the truncation number $N_{\text {tr }}$ required to achieve a desired accuracy for $\left\{x_{\alpha n}^{(i)}, y_{\alpha n}^{(i)}\right\}_{n=1}^{\infty}(i=1,2)$ is only one- $M$ th of that for the problem involving only a single reflecting strip $(M=1)$. In other words, for a predetermined accuracy of the computed solutions, the total number of series equations required (i.e., $M \times N_{\mathrm{tr}}$ ) is independent of the number of PEC strips $M$.

### 7.4 Numerical results and discussion

### 7.4.1 Numerical validation

With the knowledge of the expansion coefficients $\left\{x_{\alpha n}^{(i)}, y_{\alpha n}^{(i)}\right\}_{n=1}^{\infty}$ for $i=1,2$ and $\alpha=$ $0,1, \ldots,(M-1)$, the near field, surface current density and RCS can be determined and compared for the numerical checks of the algorithm.

Some internal checks have been conducted on the scattering problem by a multiconductor cylinder with three strips $(M=3)$. The tangential components of the total electric field, $E_{z}^{\text {tot }}$ (recall that $E_{\phi}$ vanishes for normally incident $\mathrm{TM}_{z}$ plane wave), along the contour of the cylinder are plotted in the top figure in Figure 7.2. Evidently, the $z$-components of the interior (solid red line) and exterior (dotted black line) electric fields match perfectly over the entire surface of the cylinder, and vanish on the PEC strips, which are located at the intervals $\left(-30^{\circ}, 30^{\circ}\right),\left(90^{\circ}, 150^{\circ}\right)$ and
$\left(-150^{\circ},-90^{\circ}\right)$. On the other hand, the bottom figure depicts the difference between the $\phi$-components of the magnetic field across the structure's contour. The boundary condition on dielectric surface is confirmed here, as the difference is seen oscillating around the value zero. The oscillation seen is a result of the Gibbs phenomenon, which can be reduced by increasing the truncation number or by some series manipulation to speed up the rate of convergence. As mentioned previously, there are various different approaches applicable to suppress the Gibbs phenomenon: they include Fejér's method of summing Cesàro sums, $\epsilon$-algorithm extrapolation method, and by extracting the square root singularities at the two edges of the strip at $\phi= \pm \theta^{\mathrm{PEC}}$, explicitly. Alternatively, we can follow the approach described in Section 4.7 to obtain a series expression with faster convergence rate than the original one. Here, truncation number $N_{\text {tr }}$ of 50 is used.

Several external tests have also been conducted. To examine the accuracy of the solution over the boundary of CLR, the tangential components of the total electric field $E_{z}$, are computed for a multi-conductor cylinder with two PEC strips, each of angular width $80^{\circ}$ (i.e., $\theta^{\mathrm{PEC}}=40^{\circ}$ ). The absolute magnitude of $E_{z}^{\text {tot }}$ are computed for the problem characterized by parameters $R=1, \epsilon_{r}=1, \mu_{r}=1, \theta^{\mathrm{PEC}}=40^{\circ}$, $M=2, k_{0}=2 \pi$ and $\theta_{x}^{\mathrm{pw}}=90^{\circ}$. It is worth noting that the total tangential electric field vanishes at the two PEC strips as dictated by the boundary condition. The curve is compared directly with Figure 2 in [28] which results were calculated using MoM and boundary value method.

### 7.4.2 Numerical investigation

For the problem involving a multi-conductor scattered by plane wave, suppose each of the ISLAE is truncated to $N_{\text {tr }}$ equations. As a result, each of the 4 -by- 4 block matrix equations has a dimension of $4 N_{\mathrm{tr}}$-by- $4 N_{\mathrm{tr}}$. We can see that, for $N_{\mathrm{tr}}>\kappa_{1} R / 4$, the relative error of the unknown coefficients decreases as $N_{\mathrm{tr}}$ increases. Therefore, it is only sensible to choose a truncation number of at least $\kappa_{1} R / 4$, for a converging solution. We can also see that this total number of equations, $M \times 4 N_{\text {tr }}$, required for a specific accuracy has about the same magnitude as that for the structure with only one conducting strip (i.e., $M=1$ ). However, a comparison of the condition number for the ISLAE, when $M=1,2$ and 4 in Figure 7.4 reveals that the system has a higher condition number as $M$ increases.


Figure 7.2: MBC check for the scattering problem by a multi-conductor cylinder with three strips when excited by a line source at the origin. $\left[R=1, M=3, \epsilon_{r}=2\right.$, $\mu_{r}=1, \theta^{\mathrm{PEC}}=30^{\circ}, k_{0}=20, \theta_{\mathrm{ls}}=0, \psi_{\mathrm{ls}}=0$ and $\left.N_{\mathrm{tr}}=50\right]$


Figure 7.3: Comparison of the relative error of the ISLAE for different $M$, as the total (truncated) number of equations $M * N_{\text {tr }}$ increases. $\left[k_{0} R=20, \epsilon_{r}=2, \mu_{r}=1, \theta^{\mathrm{PEC}}=\pi / 6\right]$


Figure 7.4: Comparison of the condition number of the matrix operator for different $M$, as the total (truncated) number of equations $M \times N_{\text {tr }}$ increases. $\left[k_{0} R=20, \epsilon_{r}=2, \mu_{r}=1, \theta^{\mathrm{PEC}}=\pi / 6\right]$

### 7.5 Conclusion

The problem of a braided cylindrical shield with periodic apertures and dielectric loading under the excitation of an oblique plane wave is considered. An algorithm based upon the MoR is formulated, by making use of the periodicity of the structure to reduce the formulation to one defined over the periodic unit cell. In the final step, $M$ non-interconnected systems of equations of the second kind are obtained, where $M$ is the number of strips. Each of these $M$ ISLAE can be written as a 4 -by- 4 block matrix equations and is subsequently solved numerically by truncation method. The computed solution provides a rigorous analysis of the shielding effect of the braided cylindrical shield.

The numerical analysis first deals with the verification of the algorithm. The tangential components of the electric and magnetic fields on the surface of the scatterer are computed to verify the satisfaction of the MBC. The solution computed is also shown to be convergent and stable. To examine the effectiveness of the braided cylindrical shield, the transmitted field inside the structure is calculated as a function of the number and width of the strips as well as the dielectric constant.

## Chapter 8

## Hybrid mode analysis of a multi-conductor microstrip line

### 8.1 Introduction

The shielding effect of a braided cylindrical shield exposed to an external excitation has been investigated in previous chapter, Chapter 7. It is our goal in this chapter to study the aspect of a braided cylindrical shield as a part of a transmission line (thus forming a cylindrical multi-conductor microstrip line). The MBVP associated with a double-layered, shielded transmission line, which inner interface consists an arbitrary number $M$ of PEC strips, is formulated in terms of a rigorous hybrid electromagnetic mode (HEM) representation.

From substrate permittivity measurements to microwave filters, splitters, baluns, transition adapters, and impedance transformers, the applications of multi-conductor transmission line are vast. The investigations on multi-conductor transmission lines have been a topic of interest for a few decades, and have used a variety of techniques including the conformal mapping approach [26, 48, 60, 95], the MoM [3, 54, 72], the FDM [19, 13, 64], the iterative approach [10], the FEM [39, 38], etc. Reported work on this subject can be classified into two categories: quasi-TEM approximation and hybrid-mode analyses. The quasi-TEM assumption provides acceptable approximate results only in some circumstances, e.g., when the structure dimension is a lot smaller than half a wavelength. For higher frequency bands (e.g., millimeter wave bands), hybrid-mode analyses is needed to provide accurate prediction of the dispersion characteristics. However, due to its complexity, there are a lot less reported hybrid-mode analysis of this type of multi-conductor transmission line.

As opposed to many of the approaches mentioned above (which are purely numerical), the analysis presented in this chapter is based on the MoR without any
a priori simplifications. Following a similar formulation to that for the scattering problem of a multi-conductor cylinder considered in Chapter 7, the spectral problem of the multi-conductor transmission line problem can be equivalently reduced to the problem of determination of the propagation constant $k_{z}$ from the $M$ resulting matrix equations by solving for the eigenvalues of the following characteristic equation

$$
\begin{equation*}
\left[\mathcal{A}_{\alpha}\left(k_{z}\right)\right] \mathbf{x}\left(k_{z}\right)=\mathbf{0} \tag{8.1}
\end{equation*}
$$

for $\alpha=0,1, \ldots,(M-1)$. Here, $\mathbf{x}$ is the corresponding characteristic vector, and $\mathcal{A}_{\alpha}$ is the $\alpha$-th matrix operator derived from using the MoR on the ill-conditioned series equations. It is worth noting that each matrix operator, $\mathcal{A}_{\alpha}$ for $\alpha=0,1, \ldots,(M-1)$, is a compact perturbation of the identity matrix operator. As has been discussed in preceding chapters, due to this, the accuracy of the results computed is guaranteed and the numerical algorithm is well-conditioned. The numerical analysis concentrates on the finding of the cutoff frequency (the lowest frequency for which the unattenuated propagation occurs) of such a line. Numerical results of frequency-dependent effective dielectric constants are given for different number of strips, relative dimension of the interior cylinder and dielectric constants of substrates. A shielded transmission line is assumed in the problem formulation for simplicity, although the approach can be extended to the open waveguide problem.

### 8.2 Geometrical description of the problem

The cross-section of the multi-conductor transmission line considered is shown in Figure 8.1. The outer circle represents a cross-section of a PEC cylinder of radius $R_{0}$, while the interior circle represents the contour of a multi-conductor cylinder of radius $R_{1}$. Both cylinders are assumed to be parallel to the $z$-axis and uniform in the $z$ direction. On the surface of the interior cylinder, a finite number $M$ of conformal PEC strips are placed. Similar to the assumptions made in Chapter 7, the strips are assumed to be equally-spaced, infinitesimally-thin, and each has the same angular width of $2 \theta^{\mathrm{PEC}}$.

We denote the region between the outer and inner cylinders as region 1, while the region inside the interior cylinder as region 2. Although it offers great advantage of low dielectric loss, an air-filled version of the line is difficult to construct as the inner cylinder (which consists multiple PEC strips) will then have to be suspended. Therefore, unlike the scattering problem in previous chapter, where the outer region is supposed to be free space, we do not assume that region 1 is air-filled here. The
dielectric materials in region 1 and 2 are assumed to be lossless, isotropic and homogeneous. We denote the relative permittivity and permeability of region 1 and 2 as $\left(\epsilon_{1}, \mu_{1}\right)$ and $\left(\epsilon_{2}, \mu_{2}\right)$, respectively. Due to the presence of different dielectrics, the field distribution is a combination of TE and TM modes, which is referred to as hybrid electromagnetic mode (HEM). The electric and magnetic field components are denoted with superscript (1) inside the cladding (region 1), and with superscript (2) inside the inner core (region 2). The superscripts (1) and (2) are used, instead of (0) and (1) adopted in Chapter 7, to avoid confusion with free space parameters.


Figure 8.1: Cross-sectional view of a multi-conductor transmission line.

### 8.3 Problem formulation

Due to the periodicity of this multi-conductor transmission line, the Floquet formulation can be applied directly to the series representations of the field components. However, as there is great structural similarity between the line considered in this chapter and the scatterer studied in Chapter 7, we have chosen to adopt the same approach as that in previous chapter for consistency; i.e., by making use of the identity
for exponential functions. We have adopted the same notations and series representations as those employed in previous chapter, where possible, in our formulation here. The series equations derived from the MBC , and the final matrix equations derived from the application of the MoR are the homogeneous forms of those obtained in the scattering problem in Chapter 7, with some of the asymptotically small parameters redefined. To avoid repetition, the detailed derivation of the final block matrix equation is omitted.

For this shielded transmission line, we denote the $z$-components of the fields in each region as:

$$
\begin{align*}
& E_{z}^{(1)}(\rho, \phi)=\sum_{n=-\infty}^{\infty}\left[a_{n}^{(1)} \frac{H_{n}^{(2)}\left(\kappa_{1} \rho\right)}{H_{n}^{(2)}\left(\kappa_{1} R_{1}\right)}+c_{n} J_{n}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R_{0}\right)\right] e^{j n \phi}  \tag{8.2a}\\
& H_{z}^{(1)}(\rho, \phi)=\sum_{n=-\infty}^{\infty}\left[b_{n}^{(1)} \frac{H_{n}^{(2)}\left(\kappa_{1} \rho\right)}{H_{n}^{(2)}\left(\kappa_{1} R_{1}\right)}+d_{n} J_{n}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R_{0}\right)\right] e^{j n \phi}  \tag{8.2b}\\
& E_{z}^{(2)}(\rho, \phi)=\sum_{n=-\infty}^{\infty} a_{n}^{(2)} J_{n}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R_{0}\right) e^{j n \phi},  \tag{8.2c}\\
& H_{z}^{(2)}(\rho, \phi)=\sum_{n=-\infty}^{\infty} b_{n}^{(2)} J_{n}\left(\kappa_{1} \rho\right) H_{n}^{\prime(2)}\left(\kappa_{1} R_{0}\right) e^{j n \phi} . \tag{8.2d}
\end{align*}
$$

The unknowns $\left\{a_{n}^{(i)}, b_{n}^{(i)}, c_{n}, d_{n}\right\}_{n \in \mathbb{Z}}(i=1,2)$ are evaluated by applying the boundary conditions on the contours of both cylinders (where $\rho=R_{0}$ or $R_{1}$ ).

As the transmission line is shielded, the tangential components of the electric field vanish on on the contour of the outer cylinder; i.e.,

$$
\begin{array}{ll}
\lim _{\rho \rightarrow R_{0}^{-}} E_{z}^{(1)}(\rho, \phi)=0, & \phi \in(-\pi, \pi), \\
\lim _{\rho \rightarrow R_{0}^{-}} E_{\phi}^{(1)}(\rho, \phi)=0, & \phi \in(-\pi, \pi) . \tag{8.3b}
\end{array}
$$

At the same time, the tangential components of the electric field are continuous across the contour of the inner cylinder; i.e.,

$$
\begin{array}{rll}
\lim _{\rho \rightarrow R_{1}^{+}} E_{z}^{(1)}(\rho, \phi)=\lim _{\rho \rightarrow R_{1}^{-}} E_{z}^{(2)}(\rho, \phi), & \phi \in(-\pi, \pi) \\
\lim _{\rho \rightarrow R_{1}^{+}} E_{\phi}^{(1)}(\rho, \phi)=\lim _{\rho \rightarrow R_{1}^{-}} E_{\phi}^{(2)}(\rho, \phi), & \phi \in(-\pi, \pi) \tag{8.4b}
\end{array}
$$

We can eliminate four out of six unknown coefficients by substituting the series representations given in (8.2) into (8.3) and (8.4), then equating termwise; i.e.,
$\left\{a_{n}^{(1)}, b_{n}^{(1)}, c_{n}, d_{n}\right\}_{n \in \mathbb{Z}}$ can be written in terms of $\left\{a_{n}^{(2)}, b_{n}^{(2)}\right\}_{n \in \mathbb{Z}}$. From these continuity conditions, we derive the following relations:

$$
\begin{align*}
a_{n}^{(1)} & =-c_{n}^{(1)} J_{n}\left(\kappa_{1} R_{0}\right) H_{n}^{(2)}\left(\kappa_{1} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{1} R_{0}\right) / H_{n}^{(2)}\left(\kappa_{1} R_{0}\right)  \tag{8.5a}\\
b_{n}^{(1)} & =-d_{n}^{(1)} J_{n}^{\prime}\left(\kappa_{1} R_{0}\right) H_{n}^{(2)}\left(\kappa_{1} R_{1}\right)  \tag{8.5b}\\
c_{n} & =a_{n}^{(2)} \frac{J_{n}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right) H_{n}^{(2)}\left(\kappa_{1} R_{0}\right)}{\vartheta_{n}^{(1)} H_{n}^{\prime(2)}\left(\kappa_{1} R_{0}\right)},  \tag{8.5c}\\
d_{n} & =\left[\frac{n a_{n}^{(2)} \beta_{z}}{j \eta_{0} \mu_{1} \kappa_{1} R_{1}}\left(1-\frac{\kappa_{1}^{2}}{\kappa_{2}^{2}}\right) J_{n}\left(\kappa_{2} R_{1}\right)+b_{n}^{(2)} \frac{\mu_{2} \kappa_{1}}{\mu_{1} \kappa_{2}} J_{n}^{\prime}\left(\kappa_{2} R_{1}\right)\right] \frac{H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right)}{\vartheta_{n}^{(2)}}, \tag{8.5d}
\end{align*}
$$

where the denominators $\vartheta_{n}^{(1)}$ and $\vartheta_{n}^{(2)}$ are defined as

$$
\begin{align*}
& \vartheta_{n}^{(1)}=J_{n}\left(\kappa_{1} R_{1}\right) H_{n}^{(2)}\left(\kappa_{1} R_{0}\right)-J_{n}\left(\kappa_{1} R_{0}\right) H_{n}^{(2)}\left(\kappa_{1} R_{1}\right),  \tag{8.6}\\
& \vartheta_{n}^{(2)}=J_{n}^{\prime}\left(\kappa_{1} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{1} R_{0}\right)-J_{n}^{\prime}\left(\kappa_{1} R_{0}\right) H_{n}^{\prime(2)}\left(\kappa_{1} R_{1}\right) . \tag{8.7}
\end{align*}
$$

In the above equations, we have introduced the normalized propagation constant $\beta_{z}=k_{z} / k_{0}{ }^{1}$. The unknowns $\left\{a_{n}^{(1)}, b_{n}^{(1)}\right\}_{n \in \mathbb{Z}}$ can be expressed in terms of $\left\{a_{n}^{(2)}, b_{n}^{(2)}\right\}_{n \in \mathbb{Z}}$ as well by substitution of (8.5c) and (8.5d) into (8.5a) and (8.5b):

$$
\begin{align*}
a_{n}^{(1)}= & -a_{n}^{(2)} J_{n}\left(\kappa_{1} R_{0}\right) H_{n}^{(2)}\left(\kappa_{1} R_{1}\right) J_{n}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right) / \vartheta_{n}^{(1)},  \tag{8.8a}\\
b_{n}^{(1)}= & -\left[\frac{n a_{n}^{(2)} \beta_{z}}{j \eta_{0} \mu_{1} \kappa_{1} R_{1}}\left(1-\frac{\kappa_{1}^{2}}{\kappa_{2}^{2}}\right) J_{n}\left(\kappa_{2} R_{1}\right)+b_{n}^{(2)} \frac{\mu_{2} \kappa_{1}}{\mu_{1} \kappa_{2}} J_{n}^{\prime}\left(\kappa_{2} R_{1}\right)\right] \\
& \times \frac{H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right) J_{n}^{\prime}\left(\kappa_{1} R_{0}\right) H_{n}^{(2)}\left(\kappa_{1} R_{1}\right)}{\vartheta_{n}^{(2)}} . \tag{8.8b}
\end{align*}
$$

The above representations (8.5c), (8.5d), (8.8a) and (8.8b) hold when both of the denominators, $\vartheta_{n}^{(1)}$ and $\vartheta_{n}^{(2)}$, are non-zero for all integer values of $n$. When either of them vanishes for some $n \in \mathbb{Z}$, the representations above take slightly different forms, and are considered in next section. It is worth noting that the conditions

$$
\begin{align*}
& \vartheta_{n}^{(1)}=0,  \tag{8.9}\\
& \vartheta_{n}^{(2)}=0, \tag{8.10}
\end{align*}
$$

are, respectively, the characteristic equations for the $\mathrm{TM}_{z}$ and $\mathrm{TE}_{z}$ modes for the coaxial line which consists of a central conductor of radius $R_{1}$, surrounded by grounded one of radius $R_{0}$, and filled with dielectric material of relative parameters $\left(\epsilon_{1}, \mu_{1}\right)$ (see the left figure in Figure 8.2).

[^12]Therefore, similar to the previous scattering problem, we have only the unknowns $\left\{a_{n}^{(2)}, b_{n}^{(2)}\right\}_{n \in \mathbb{Z}}$ left to be determined from the MBC given below:

$$
\begin{array}{ll}
\lim _{\rho \rightarrow R_{1}^{-}} E_{z}^{(2)}(\rho, \phi)=0, & \phi \in \Omega_{\mathrm{PEC}}, \\
\lim _{\rho \rightarrow R_{1}^{-}} E_{\phi}^{(2)}(\rho, \phi)=0, & \phi \in \Omega_{\mathrm{PEC}}, \\
\lim _{\rho \rightarrow R_{1}^{+}} H_{z}^{(1)}(\rho, \phi)=\lim _{\rho \rightarrow R_{1}^{-}} H_{z}^{(2)}(\rho, \phi), & \phi \in \Omega_{\mathrm{aper}}, \\
\lim _{\rho \rightarrow R_{1}^{+}} H_{\phi}^{(1)}(\rho, \phi)=\lim _{\rho \rightarrow R_{1}^{-}} H_{\phi}^{(2)}(\rho, \phi), & \phi \in \Omega_{\mathrm{aper}}, \tag{8.11d}
\end{array}
$$

where $\Omega_{\text {PEC }}$ and $\Omega_{\text {aper }}$ are portions of the boundary $\Omega$ of the inner cylinder as defined in (7.1a) and (7.1b).

The set of series equations derived from the MBC for this transmission line bears great similarity to those obtained in Chapter 7 with $\beta_{z}$ replacing $\cos \theta_{z}^{\mathrm{pw}}$ and $R_{1}$ replacing $R$. The main differences between the two problems lies in the definitions of the parameters $\left\{r_{n}, s_{n}, t_{n}, u_{n}\right\}_{n \in \mathbb{Z}}$, and the absence of external excitation (which is summarized in the parameter $\left\{z_{n}\right\}_{n \in \mathbb{Z}}$ previously). From (8.11a) and (8.11b), we have

$$
\begin{align*}
\sum_{n=-\infty}^{\infty} a_{n}^{(2)} o_{n} e^{j n \phi} & =0 \quad(A),  \tag{8.12}\\
\sum_{n=-\infty}^{\infty}\left\{a_{n}^{(2)} p_{n}+b_{n}^{(2)} q_{n}\right\} e^{j n \phi} & =0 \quad(A), \tag{8.13}
\end{align*}
$$

for $\phi \in \Omega_{\mathrm{PEC}}$; while from (8.11c) and (8.11d), we have

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty}\left\{a_{n}^{(2)} r_{n}+b_{n}^{(2)} s_{n}\right\} e^{j n \phi}=0  \tag{8.14}\\
& \sum_{n=-\infty}^{\infty}\left\{a_{n}^{(2)} t_{n}+b_{n}^{(2)} u_{n}\right\} e^{j n \phi}=0 \tag{8.15}
\end{align*}
$$

for $\phi \in \Omega_{\text {aper }}$. The coefficients $\left\{o_{n}, p_{n}, q_{n}\right\}_{n \in \mathbb{Z}}$ are as defined in (4.25)-(4.27); that is, for all $n \in \mathbb{Z}$,

$$
\begin{align*}
& o_{n}:=J_{n}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right),  \tag{8.16}\\
& p_{n}:=\frac{j n \beta_{z}}{\eta_{0} \mu_{2} \kappa_{2} R_{1}} J_{n}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right),  \tag{8.17}\\
& q_{n}:=J_{n}^{\prime}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right), \tag{8.18}
\end{align*}
$$

whereas the coefficients $\left\{r_{n}, s_{n}, t_{n}, u_{n}\right\}_{n \in \mathbb{Z}}$ are redefined as

$$
\begin{align*}
r_{n}:= & \frac{j n \beta_{z}}{\eta_{0} \mu_{1} \kappa_{1} R_{1}}\left(1-\frac{\kappa_{1}^{2}}{\kappa_{2}^{2}}\right) J_{n}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right) \gamma_{n}^{(1)},  \tag{8.19}\\
s_{n}:= & J_{n}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right)-\frac{\mu_{2} \kappa_{1}}{\mu_{1} \kappa_{2}} J_{n}^{\prime}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right) \gamma_{n}^{(1)},  \tag{8.20}\\
t_{n}:= & \epsilon_{2} \kappa_{1} J_{n}^{\prime}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right)-\epsilon_{1} \kappa_{2} J_{n}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right) \gamma_{n}^{(2)} \\
& +\frac{n^{2} \beta_{z}^{2} \kappa_{2}}{\mu_{1} \kappa_{1}^{2} R_{1}^{2}}\left(1-\frac{\kappa_{1}^{2}}{\kappa_{2}^{2}}\right) J_{n}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right) \gamma_{n}^{(1)},  \tag{8.21}\\
u_{n}:= & \frac{n \beta_{z} \eta_{0} \kappa_{1}}{j \kappa_{2} R_{1}}\left[J_{n}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right)-\frac{\mu_{2} \kappa_{2}}{\mu_{1} \kappa_{1}} J_{n}^{\prime}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right) \gamma_{n}^{(1)}\right] . \tag{8.22}
\end{align*}
$$

In the above, we have introduced the following for neater expressions

$$
\begin{align*}
& \gamma_{n}^{(1)}=\frac{J_{n}\left(\kappa_{1} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{1} R_{0}\right)-J_{n}^{\prime}\left(\kappa_{1} R_{0}\right) H_{n}^{(2)}\left(\kappa_{1} R_{1}\right)}{J_{n}^{\prime}\left(\kappa_{1} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{1} R_{0}\right)-J_{n}^{\prime}\left(\kappa_{1} R_{0}\right) H_{n}^{\prime(2)}\left(\kappa_{1} R_{1}\right)}  \tag{8.23}\\
& \gamma_{n}^{(2)}=\frac{J_{n}^{\prime}\left(\kappa_{1} R_{1}\right) H_{n}^{(2)}\left(\kappa_{1} R_{0}\right)-J_{n}\left(\kappa_{1} R_{0}\right) H_{n}^{\prime(2)}\left(\kappa_{1} R_{1}\right)}{J_{n}\left(\kappa_{1} R_{1}\right) H_{n}^{(2)}\left(\kappa_{1} R_{0}\right)-J_{n}\left(\kappa_{1} R_{0}\right) H_{n}^{(2)}\left(\kappa_{1} R_{1}\right)} . \tag{8.24}
\end{align*}
$$

That is, to incorporate the effect of the external shield, we have replaced the ratios $\frac{H_{n}^{(2)}\left(\kappa_{1} R\right)}{H_{n}^{\prime(2)}\left(\kappa_{1} R\right)}$ and $\frac{H_{n}^{\prime(2)}\left(\kappa_{1} R\right)}{H_{n}^{(2)}\left(\kappa_{1} R\right)}$ (which occur in the unbounded scattering problem in Chapter 4 and Chapter 7) with $\gamma_{n}^{(1)}$ and $\gamma_{n}^{(2)}$, respectively, provided $\vartheta_{n}^{(1)}, \vartheta_{n}^{(2)} \neq 0$, for all $n \in \mathbb{Z}$. The circumstances when at least one of $\vartheta_{n}^{(1)}, \vartheta_{n}^{(2)}$ vanishes, for some integer $n$, are considered in the next section.

The series equations obtained from the MBC, as given in (8.12)-(8.15), are defined over $\Omega_{\mathrm{PEC}}$ and $\Omega_{\text {aper }}$. Following the same approach as that in Chapter 7, this set of series equations can be reformulated as $M$ independent sets defined over the periodic unit cell $\left(-\frac{\pi}{M}, \frac{\pi}{M}\right)$, which are subsequently regularized individually to an ISLAE of the second kind. Before giving the mathematical formulation to arrive at this final matrix equation, we will first look the circumstances when $\beta_{z}$ permits propagating ( $\mathrm{TM}_{z}$ or $\mathrm{TE}_{z}$ ) modes in this multi-conductor transmission line that are closely related to those of a coaxial transmission line and those of a metallic waveguide. These propagating modes are present when $\beta_{z}$ permits coexistence of the $\mathrm{TM}_{z}$ (or $\mathrm{TE}_{z}$ ) modes for the two closely related fundamental waveguides, at a particular wavelength $\lambda$. The eigenvalues of these modes are independent of the number and angular size of the strips, which affects only the set of series equations given in (8.12)-(8.15). We first outline the eigenvalues corresponding to these modes in next section, then the $M$ infinite systems of the second kind derived from (8.12)-(8.15) are numerically solved for the additional eigenvalues of the problem.

### 8.4 Relationship with the coaxial line and circular metallic waveguide

We observe in this section, the connection between the eigenvalues for the considered inhomogeneous, multi-conductor transmission line to those of the closely related (homogeneous) coaxial line and dielectric-filled metallic waveguide. The geometry description of these two basic waveguides are given in Figure 8.2. The coaxial line, depicted on the left hand side of Figure 8.2, is formed by two PEC cylinders of radii $R_{0}$ and $R_{1}$ (where $R_{0}>R_{1}$ ), and is filled with the same material as that in region (1) of the multi-conductor line; i.e., dielectric loading with relative parameters $\left(\epsilon_{1}, \mu_{1}\right)$. The metallic waveguide, depicted on the right hand side of Figure 8.2, is a closed circular waveguide of radius $R_{1}$, the interior of which is loaded with the same material as that in region (2) of the multi-conductor line; i.e., dielectric loading with $\left(\epsilon_{2}, \mu_{2}\right)$.


Figure 8.2: Geometry description of the corresponding coaxial line and homogeneous metallic waveguide.

For fixed wavelength $\lambda$ and some specified problem parameters $R_{0,1}, \epsilon_{1,2}$ and $\mu_{1,2}$, and when $\beta_{z}$ is such that one of the two separate circumstances below takes place, the fields do not vanish in the multi-conductor line:

1. both $\vartheta_{n_{0}}^{(1)}$ and $J_{n_{0}}\left(\kappa_{2} R_{1}\right)$ vanishes, for some integer $n_{0}$,
2. both $\vartheta_{n_{0}}^{(2)}$ and $J_{n_{0}}^{\prime}\left(\kappa_{2} R_{1}\right)$ vanishes, for some integer $n_{0}$, when at least one of the following holds:
(a) $\epsilon_{1} \mu_{1}=\epsilon_{2} \mu_{2}$,
(b) $\beta_{z}=0$,
(c) $n_{0}=0$,
(d) $\vartheta_{n_{0}}^{(1)}=0$,
3. $\operatorname{det}\left[\mathcal{A}_{\alpha}\left(\beta_{z}\right)\right]=0$, for at least one of $\alpha \in\{0,1, \ldots, M-1\}$, where $\mathcal{A}_{\alpha}$ is the matrix operator derived by the MoR from the $\alpha$-th member of the set of series equations (8.12)-(8.15).

We examine next the existence of non-trivial solutions to the multi-conductor transmission line problem, corresponding to each of the above mentioned cases. The two cases, (1) and (2), are mutually exclusive as only one of $J_{n_{0}}\left(\kappa_{2} R_{1}\right)$ and $J_{n_{0}}^{\prime}\left(\kappa_{2} R_{1}\right)$ can vanish at a time. It is also worth noting that the conditions

$$
\begin{align*}
& J_{n_{0}}\left(\kappa_{2} R_{1}\right)=0,  \tag{8.25}\\
& J_{n_{0}}^{\prime}\left(\kappa_{2} R_{1}\right)=0, \tag{8.26}
\end{align*}
$$

are the characteristic equations of the $\mathrm{TM}_{z}$ and $\mathrm{TE}_{z}$ modes of the metallic waveguide in Figure 8.2.

We begin by considering case (1). From (8.4a) and substituting of the series representation, we arrive at the relationship

$$
\begin{equation*}
c_{n} \vartheta_{n}^{(1)} \frac{H_{n}^{\prime(2)}\left(\kappa_{1} R_{0}\right)}{H_{n}^{(2)}\left(\kappa_{1} R_{0}\right)}=a_{n}^{(2)} J_{n}\left(\kappa_{2} R_{1}\right) H_{n}^{\prime(2)}\left(\kappa_{2} R_{1}\right) . \tag{8.27}
\end{equation*}
$$

For $n=n_{0}$, as $\vartheta_{n_{0}}^{(1)}=J_{n_{0}}\left(\kappa_{2} R_{1}\right)=0$, the dependence of $c_{n_{0}}$ on $a_{n_{0}}^{(2)}$ given in (8.5c) no longer holds, and the unknown $c_{n_{0}}$ becomes a free variable as we now have one less equation. It is worth noting that the set of permissible values of $\beta_{z}$ for case (1) to occur is the values of $\beta_{z}$ that permit $\mathrm{TM}_{n_{0}}$ modes for both the coaxial line and the metallic waveguide. The coexistence can be planted or removed by careful selection of the dielectric loadings. For example, for $R_{0}=\lambda, R_{1}=0.5 \lambda, \epsilon_{1}=2.1, \epsilon_{2}=1$, $\mu_{1,2}=1$, and $n_{0}=0$, the coexistence occurs at $\beta_{z}=0.2206$.

When $\vartheta_{n_{0}}^{(2)}$ and $J_{n_{0}}^{\prime}\left(\kappa_{2} R_{1}\right)$ vanish, we can derive from (8.4b) that

$$
\begin{equation*}
\frac{n_{0} k_{z}}{R_{1}}\left(\frac{1}{\kappa_{1}^{2}}-\frac{1}{\kappa_{2}^{2}}\right) a_{n_{0}}^{(2)} J_{n_{0}}\left(\kappa_{2} R_{1}\right) H_{n_{0}}^{\prime(2)}\left(\kappa_{2} R_{1}\right)=0 . \tag{8.28}
\end{equation*}
$$

When none of case (2a) to (2c) applies, the above equation leads to $a_{n_{0}}^{(2)}=0$. We recall that $\kappa_{i}^{2}=k_{i}^{2}-k_{z}^{2}$ for $i=1,2$, therefore when $\epsilon_{1} \mu_{1}=\epsilon_{2} \mu_{2}$, the factor $\left(\frac{1}{\kappa_{1}^{2}}-\frac{1}{\kappa_{2}^{2}}\right)$ vanishes, and we have one less equation to solve for the unknowns. It is worth noting that, case (2a) corresponds to the homogeneous multi-conductor transmission line, if we consider non-magnetic material where $\mu_{1,2}=1$. In other words, the coexistence of the $\mathrm{TE}_{n_{0}}$ modes for the coaxial line and metallic waveguide also implies a propagating mode in the homogeneous multi-conductor line. When $\epsilon_{1}=\epsilon_{2}$ is considered, the condition $\vartheta_{n_{0}}^{(2)}=0$ reduces to requiring $J_{n_{0}}\left(\kappa_{1} R_{0}\right)=0$. Therefore, by varying the relative size of the radii $R_{0}$ and $R_{1}$, the propagating mode corresponding to this situation can be postponed or brought forward. On the other hand, in case (2b), where $\beta_{z}=0$, we are considering pure $\mathrm{TE}_{z}$ modes for the multi-conductor line; while in case (2c), where $n_{0}=0$, the lowest order $\mathrm{TE}_{0}$ modes for the coaxial line and metallic waveguide are considered. In all of cases (2a)-(2c), the unknown $c_{n_{0}}$ becomes a free variable for the multi-conductor line problem. When no assumption is made on the dielectric loadings and propagation constant $\beta_{z}$, propagating modes exist for the multi-conductor line when we also have $\vartheta_{n_{0}}^{(1)}=0$; i.e., the coexistence of the $\mathrm{TM}_{z}$ and $\mathrm{TE}_{z}$ modes for the coaxial line. Under this case, we have $a_{n_{0}}^{(2)}=0$ from both of (8.4a) and (8.4b), when $n=n_{0}$. Therefore, we have at least one less equation than the number of unknowns coefficients (if $\operatorname{det}\left[\mathcal{A}_{\alpha}\left(\beta_{z}\right)\right] \neq 0$, we have exactly one free variable).

The existence of all the propagating modes corresponding to cases (1) and (2) are independent of the MBC on $\rho=R_{1}$. The most difficult modes to determine are of course those of case (3). At the values of $\beta_{z}$ such that none of the cases (1) and (2) occurs, the series equations (8.12)-(8.15) can be transformed into $M$ infinite systems of equations of the following form:

$$
\begin{equation*}
\left[\mathcal{A}_{\alpha}\left(\beta_{z}\right)\right] \mathbf{x}\left(\beta_{z}\right)=0 \tag{8.29}
\end{equation*}
$$

where $\alpha=0,1, \ldots,(M-1), \mathbf{x}$ is the vector consisting the unknown coefficients, $\mathcal{A}_{\alpha}$ is the $\alpha$-th matrix operator derived by using the approach detailed in Chapter 7 and the MoR. This matrix equation has non-trivial solutions only for those values of $\beta_{z}$ that make the matrix determinant vanish. These values of $\beta_{z}$ can be computed by using a root-finding procedure such as Newton's method. In our computation regime, the values of $\beta_{z}$ that correspond to case (1) and (2) are predetermined, and subsequently excluded in the root-finding calculation for $\operatorname{det}\left[\mathcal{A}_{\alpha}\left(\beta_{z}\right)\right]=0$. We will derive in the next section the modifications to problem formulation that are required,
when at least one of the denominators $\vartheta_{n_{0}}^{(1)}$ and $\vartheta_{n_{0}}^{(2)}$ vanishes but none of the cases in (1) and (2) applies.

### 8.4.1 Modifications to the problem formulation

The series equations (8.12)-(8.15) and their parameter definitions given in (8.16)(8.24) are only valid if $\vartheta_{n}^{(1)}, \vartheta_{n}^{(2)} \neq 0$, for all $n \in \mathbb{Z}$. Modifications to these equations when $n=n_{0}$ are required if $\vartheta_{n_{0}}^{(i)}=0$ (for $i=1,2$ ), where $n_{0}$ is some integer. We consider the following three cases separately:

1. both $\vartheta_{n_{0}}^{(1,2)}=0$, and none of $J_{n_{0}}\left(\kappa_{2} R_{1}\right)$ and $J_{n_{0}}^{\prime}\left(\kappa_{2} R_{1}\right)$ vanishes;
2. $\vartheta_{n_{0}}^{(1)}=0$, and both $\vartheta_{n_{0}}^{(2)}, J_{n_{0}}\left(\kappa_{2} R_{1}\right) \neq 0$; or
3. $\vartheta_{n_{0}}^{(2)}=0, \vartheta_{n_{0}}^{(1)} \neq 0$ and none of the cases in (2a)-(2c) in previous subsection applies.

In case (1), from (8.4b), we have $a_{n_{0}}^{(2)}=0$ as $\vartheta_{n_{0}}^{(1)}=0$, and $c_{n_{0}}$ is an unknown yet to be determined from the MBC. Similarly, from (8.4a), we have $b_{n_{0}}^{(2)}=0$ as $\vartheta_{n_{0}}^{(2)}=0$ and $a_{n_{0}}^{(2)}=0$, while $d_{n_{0}}$ is an unknown to be determined from the MBC. Therefore, we replace $a_{n_{0}}^{(2)}$ and $b_{n_{0}}^{(2)}$ in the unknown vector $\mathbf{x}$ of the final matrix equation by $c_{n_{0}}$ and $d_{n_{0}}$. The following amendments are made to the parameters of (8.12)-(8.15) to incorporate the changes:

$$
\begin{equation*}
o_{n_{0}}=p_{n_{0}}=q_{n_{0}}=r_{n_{0}}=0, \tag{8.30}
\end{equation*}
$$

while redefining the parameters below:

$$
\begin{align*}
s_{n_{0}} & =J_{n_{0}}\left(\kappa_{1} R_{1}\right) H_{n_{0}}^{\prime(2)}\left(\kappa_{1} R_{0}\right)-J_{n_{0}}^{\prime}\left(\kappa_{1} R_{0}\right) H_{n_{0}}^{(2)}\left(\kappa_{1} R_{1}\right)  \tag{8.31}\\
t_{n_{0}} & =-\epsilon_{1} \kappa_{2} \frac{H_{n_{0}}^{\prime(2)}\left(\kappa_{1} R_{0}\right)}{H_{n_{0}}^{(2)}\left(\kappa_{1} R_{0}\right)}\left[J_{n_{0}}^{\prime}\left(\kappa_{1} R_{1}\right) H_{n_{0}}^{(2)}\left(\kappa_{1} R_{0}\right)-J_{n_{0}}\left(\kappa_{1} R_{0}\right) H_{n_{0}}^{\prime(2)}\left(\kappa_{1} R_{1}\right)\right],  \tag{8.32}\\
u_{n_{0}} & =-\frac{n_{0} \beta_{z} \eta_{0} \kappa_{2}}{\kappa_{1} R_{1}}\left[J_{n_{0}}\left(\kappa_{1} R_{1}\right) H_{n_{0}}^{\prime(2)}\left(\kappa_{1} R_{0}\right)-J_{n_{0}}^{\prime}\left(\kappa_{1} R_{0}\right) H_{n_{0}}^{(2)}\left(\kappa_{1} R_{1}\right)\right] . \tag{8.33}
\end{align*}
$$

In case (2), similar to the argument given above, as $\vartheta_{n_{0}}^{(1)}=0$, we derive from (8.4b) that $a_{n_{0}}^{(2)}=0$, and replace $a_{n_{0}}^{(2)}$ in the unknown vector $\mathbf{x}$ by $c_{n_{0}}$. Consequently, from (8.4b), we have

$$
\begin{equation*}
d_{n_{0}}=b_{n_{0}}^{(2)} \frac{\mu_{2} \kappa_{1}}{\mu_{1} \kappa_{2}} \frac{J_{n_{0}}^{\prime}\left(\kappa_{2} R_{1}\right) H_{n_{0}}^{\prime(2)}\left(\kappa_{2} R_{1}\right)}{\vartheta_{n_{0}}^{(2)}} . \tag{8.34}
\end{equation*}
$$

The amendments to case (3) follow in exactly the same manner.

### 8.5 Regularized systems

Following the same approach as in Chapter 7 and utilizing the identity for the exponential function, these series equations can be equivalently reduced to $M$ independent sets of series equations defined over the unit cell $\left(-\frac{\pi}{M}, \frac{\pi}{M}\right)$. Each of these series equations can subsequently be rewritten in terms of the trigonometric functions to halve the interval of consideration, as outlined in Subsection 7.3.2. The details of these steps are omitted to avoid repetition.

The definitions for the parameters $\left\{o_{n}, p_{n}, q_{n}\right\}_{n \in \mathbb{Z}}$ are exactly the same as those in Chapter 4 and Chapter 7. Therefore, we only look at the asymptotic behaviors of the parameters $\left\{r_{\alpha n}^{( \pm)}, s_{\alpha n}^{( \pm)}, t_{\alpha n}^{( \pm)}, u_{\alpha n}^{( \pm)}\right\}_{n=1}^{\infty}$ (defined in (7.19)). As $n \rightarrow \infty$, these parameters have the following magnitudes

$$
\begin{align*}
& r_{\alpha n}^{(+)}=\left\{\begin{array}{r}
0, \text { for } \alpha=0 \\
\frac{j \beta_{z}}{\eta_{0}}\left(1-\frac{\kappa_{1}^{2}}{\kappa_{2}^{2}}\right) O\left(\frac{\kappa_{2}^{2} R_{1}^{2}}{n^{2}}\right), \text { otherwise, }
\end{array}\right.  \tag{8.35}\\
& r_{\alpha n}^{(-)}=\frac{j \beta_{z}}{\eta_{0}}\left(1-\frac{\kappa_{1}^{2}}{\kappa_{2}^{2}}\right)\left\{1+O\left(\frac{\kappa_{2}^{2} R_{1}^{2}}{n^{2}}\right)\right\} \text {, }  \tag{8.36}\\
& s_{\alpha n}^{(+)}=\left(1+j \mu_{1} \frac{\kappa_{1}^{2}}{\kappa_{2}^{2}}\right)\left\{1+O\left(\frac{\kappa_{2}^{2} R_{1}^{2}}{n^{2}}\right)\right\},  \tag{8.37}\\
& s_{\alpha n}^{(-)}=\left\{\begin{array}{r}
0, \text { for } \alpha=0, \\
\left(j-\mu_{1} \frac{\kappa_{1}^{2}}{\kappa_{2}^{2}}\right) O\left(\frac{\kappa_{2}^{2} R_{1}^{2}}{n^{2}}\right), \text { otherwise, }
\end{array}\right.  \tag{8.38}\\
& t_{\alpha n}^{(+)}=\frac{\zeta M n}{\beta_{z} \eta_{0}}\left\{1+O\left(\frac{\kappa_{2}^{2} R_{1}^{2}}{n^{2}}\right)\right\},  \tag{8.39}\\
& t_{\alpha n}^{(-)}=\left\{\begin{array}{r}
0, \text { for } \alpha=0, \\
\frac{\zeta \alpha}{\beta_{z} \eta_{0}} O\left(\frac{\kappa_{2}^{2} R_{1}^{2}}{n^{2}}\right), \text { otherwise },
\end{array}\right.  \tag{8.40}\\
& u_{\alpha n}^{(+)}=\left\{\begin{array}{r}
0, \text { for } \alpha=0, \\
\alpha\left(1+j \mu_{1}\right)\left\{1+O\left(\frac{\kappa_{2}^{2} R_{1}^{2}}{n^{2}}\right)\right\},
\end{array}\right.  \tag{8.41}\\
& u_{\alpha n}^{(-)}=M n\left(1+j \mu_{1}\right)\left\{1+O\left(\frac{\kappa_{2}^{2} R_{1}^{2}}{n^{2}}\right)\right\}, \tag{8.42}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta:=-j+\epsilon_{r} \frac{\kappa_{1}^{2}}{\kappa_{2}^{2}}-j \beta_{z}^{2}\left(1-\frac{\kappa_{1}^{2}}{\kappa_{2}^{2}}\right) . \tag{8.43}
\end{equation*}
$$

From the above observations, we can introduce the following asymptotically small
parameters:

$$
\begin{align*}
& \tilde{r}_{\alpha n}^{(+)}=\left\{\begin{array}{c}
0, \text { for } \alpha=0, \\
\frac{j \pi \kappa_{2} R_{1}}{1+j \frac{\mu_{1} \kappa_{1}^{2}}{\mu_{1}^{2}}} r_{2 n}^{(+)}, \text {otherwise },
\end{array}\right.  \tag{8.44a}\\
& \tilde{r}_{\alpha n}^{(-)}=1+\frac{\pi \eta_{1} \kappa_{2} R_{1}}{j \beta_{z}\left(1-\frac{\kappa_{1}^{2}}{\kappa_{2}^{2}}\right)} r_{\alpha n}^{(-)},  \tag{8.44b}\\
& \tilde{s}_{\alpha n}^{(+)}=1-\frac{j \pi \kappa_{2} R_{1}}{1+j \frac{\mu_{2} \kappa_{1}^{2}}{\mu_{1} \kappa_{2}^{2}} s_{\alpha n}^{(+)},} \begin{array}{l}
0, \text { for } \alpha=0,
\end{array}  \tag{8.44c}\\
& \tilde{s}_{\alpha n}^{(-)}=\left\{\begin{array}{c}
\frac{j \pi \kappa_{2} R_{1}}{1+j \frac{\mu_{2} \kappa_{1}^{2}}{\mu_{1} \kappa_{2}^{2}} s_{\alpha n}^{(-)}, \text {otherwise, },} \\
\tilde{t}_{\alpha n}^{(+)}=1-\frac{j \pi \kappa_{1} R_{1}^{2}}{\zeta M n} t_{\alpha n}^{(+)}, \\
\tilde{t}_{\alpha n}^{(-)}=\left\{\begin{array}{r}
1-\frac{j \pi \kappa_{1} R_{1}^{2}}{\zeta \alpha} t_{\alpha n}^{(-)}, \text {otherwise, for } \alpha=0,
\end{array}\right. \\
1+\frac{\pi \kappa_{2}^{2} R_{1}^{2}}{\eta_{0} \kappa_{1} \alpha\left(1+j \frac{\mu_{2}}{\mu_{1}}\right) \beta_{z}} u_{\alpha n}^{(+)}, \text {otherwise, } \alpha=0,
\end{array}\right.  \tag{8.44d}\\
& \tilde{u}_{\alpha n}^{(+)}=\left\{\begin{array}{r}
\pi \kappa_{2}^{2} R_{1}^{2} \\
1+\frac{\mu_{1}}{\eta_{1} \kappa_{1}\left(1+j \frac{\mu_{2}}{\mu_{1}}\right) M n \beta_{z}} u_{\alpha n}^{(-)} .
\end{array}\right. \tag{8.44e}
\end{align*}
$$

For each fixed $\alpha$, four sets of DSE involving $\left\{x_{n}^{(i)}, y_{n}^{(i)}\right\}_{n=1}^{\infty}(i=0,1)$ of the following form are derived upon the substitution of the introduced asymptotically small parameters:

$$
\left\{\begin{array}{l}
x_{\alpha 0}^{(1)} \tilde{o}_{\alpha}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)}\left(1-\tilde{o}_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(1)} \tilde{o}_{\alpha n}^{(-)}\right] \cos n \phi=0(A), \quad \phi \in\left(0, \phi_{0}\right),  \tag{8.45a}\\
x_{\alpha 0}^{(1)} \tilde{t}_{\alpha 0}+x_{\alpha 0}^{(2)} \tilde{u}_{\alpha 0}+\tilde{z}_{\alpha 0}+\sum_{n=1}^{\infty}\left[n x_{\alpha n}^{(1)}\left(1-\tilde{t}_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(1)}\left(1-\tilde{t}_{\alpha n}^{(-)}\right) \frac{\alpha}{M}\right. \\
\left.\quad+x_{\alpha n}^{(2)}\left(1-u_{\alpha n}^{(+)}\right) \frac{\alpha}{M} \varsigma+n y_{\alpha n}^{(2)}\left(1-u_{\alpha n}^{(-)}\right) \varsigma\right] \cos n \phi=0(A), \quad \phi \in\left(\phi_{0}, \pi\right),
\end{array}\right.
$$

$$
\begin{align*}
& \left\{\begin{array}{l}
\sum_{n=1}^{\infty}\left[n x_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \xi+y_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) \frac{\alpha}{M} \xi\right. \\
\left.\quad+x_{\alpha n}^{(2)}\left(1-\tilde{q}_{\alpha n}^{(-)}\right) \frac{\alpha}{M}+n y_{\alpha n}^{(2)}\left(1-\tilde{q}_{\alpha n}^{(+)}\right)\right] \sin n \phi=0(A), \quad \phi \in\left(0, \phi_{0}\right), \\
\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)}\left(1-\tilde{r}_{\alpha n}^{(-)}\right) \tau+y_{\alpha n}^{(1)} \tilde{r}_{\alpha n}^{(+)}\right. \\
\left.\quad+x_{\alpha n}^{(2)} \tilde{s}_{\alpha n}^{(-)}+y_{\alpha n}^{(2)}\left(1-\tilde{s}_{\alpha n}^{(+)}\right)\right] \sin n \phi=0(A), \quad \phi \in\left(\phi_{0}, \pi\right),
\end{array}\right.  \tag{8.46a}\\
& \left\{\begin{array}{l}
x_{\alpha 0}^{(1)} \tilde{p}_{\alpha 0}+x_{\alpha 0}^{(2)} \tilde{q}_{\alpha 0}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) \frac{\alpha}{M} \xi+n y_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \xi\right. \\
\left.\quad+n x_{\alpha n}^{(2)}\left(1-q_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(2)}\left(1-q_{\alpha n}^{(-)}\right) \frac{\alpha}{M}\right] \cos n \phi=0(A), \quad \phi \in\left(0, \phi_{0}\right), \\
x_{\alpha 0}^{(1)} \tilde{r}_{\alpha 0}+\tilde{x}_{\alpha 0}^{(2)} s_{\alpha 0}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} \tilde{r}_{\alpha n}^{(+)}+y_{\alpha n}^{(1)}\left(1-\tilde{r}_{\alpha n}^{(-)}\right) \tau\right. \\
\left.\quad+x_{\alpha n}^{(2)}\left(1-\tilde{s}_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(2)} \tilde{s}_{\alpha n}^{(-)}\right] \cos n \phi=0(A), \quad \phi \in\left(\phi_{0}, \pi\right),
\end{array}\right.  \tag{8.47a}\\
& \left\{\begin{array}{l}
x_{\alpha 0}^{(1)} \tilde{p}_{\alpha 0}+x_{\alpha 0}^{(2)} \tilde{q}_{\alpha 0}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) \frac{\alpha}{M} \xi+n y_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \xi\right. \\
\left.\quad+n x_{\alpha n}^{(2)}\left(1-q_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(2)}\left(1-q_{\alpha n}^{(-)}\right) \frac{\alpha}{M}\right] \cos n \phi=0(A), \quad \phi \in\left(0, \phi_{0}\right), \\
x_{\alpha 0}^{(1)} \tilde{r}_{\alpha 0}+\tilde{x}_{\alpha 0}^{(2)} s_{\alpha 0}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} \tilde{r}_{\alpha n}^{(+)}+y_{\alpha n}^{(1)}\left(1-\tilde{r}_{\alpha n}^{(-)}\right) \tau\right. \\
\left.\quad+x_{\alpha n}^{(2)}\left(1-\tilde{s}_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(2)} \tilde{s}_{\alpha n}^{(-)}\right] \cos n \phi=0(A), \quad \phi \in\left(\phi_{0}, \pi\right),
\end{array}\right.  \tag{8.47b}\\
& \left\{\begin{array}{l}
x_{\alpha 0}^{(1)} \tilde{p}_{\alpha 0}+x_{\alpha 0}^{(2)} \tilde{q}_{\alpha 0}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) \frac{\alpha}{M} \xi+n y_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \xi\right. \\
\left.\quad+n x_{\alpha n}^{(2)}\left(1-q_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(2)}\left(1-q_{\alpha n}^{(-)}\right) \frac{\alpha}{M}\right] \cos n \phi=0(A), \quad \phi \in\left(0, \phi_{0}\right), \\
x_{\alpha 0}^{(1)} \tilde{r}_{\alpha 0}+\tilde{x}_{\alpha 0}^{(2)} s_{\alpha 0}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} \tilde{r}_{\alpha n}^{(+)}+y_{\alpha n}^{(1)}\left(1-\tilde{r}_{\alpha n}^{(-)}\right) \tau\right. \\
\left.\quad+x_{\alpha n}^{(2)}\left(1-\tilde{s}_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(2)} \tilde{s}_{\alpha n}^{(-)}\right] \cos n \phi=0(A), \quad \phi \in\left(\phi_{0}, \pi\right),
\end{array}\right. \\
& \left\{\begin{array}{l}
x_{\alpha 0}^{(1)} \tilde{p}_{\alpha 0}+x_{\alpha 0}^{(2)} \tilde{q}_{\alpha 0}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(+)}\right) \frac{\alpha}{M} \xi+n y_{\alpha n}^{(1)}\left(1-\tilde{p}_{\alpha n}^{(-)}\right) \xi\right. \\
\left.\quad+n x_{\alpha n}^{(2)}\left(1-q_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(2)}\left(1-q_{\alpha n}^{(-)}\right) \frac{\alpha}{M}\right] \cos n \phi=0(A), \quad \phi \in\left(0, \phi_{0}\right), \\
x_{\alpha 0}^{(1)} \tilde{r}_{\alpha 0}+\tilde{x}_{\alpha 0}^{(2)} s_{\alpha 0}+\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} \tilde{r}_{\alpha n}^{(+)}+y_{\alpha n}^{(1)}\left(1-\tilde{r}_{\alpha n}^{(-)}\right) \tau\right. \\
\left.\quad+x_{\alpha n}^{(2)}\left(1-\tilde{s}_{\alpha n}^{(+)}\right)+y_{\alpha n}^{(2)} \tilde{s}_{\alpha n}^{(-)}\right] \cos n \phi=0(A), \quad \phi \in\left(\phi_{0}, \pi\right),
\end{array}\right. \\
& \left\{\begin{array}{l}
\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)} \tilde{o}_{\alpha n}^{(-)}+y_{\alpha n}^{(1)}\left(1-\tilde{o}_{\alpha n}^{(+)}\right)\right] \sin n \phi=0(A), \quad \phi \in\left(0, \phi_{0}\right), \\
\sum_{n=1}^{\infty}\left[x_{\alpha n}^{(1)}\left(1-\tilde{t}_{\alpha n}^{(-)}\right) \frac{\alpha}{M}+n y_{\alpha n}^{(1)}\left(1-\tilde{t}_{\alpha n}^{(+)}\right)+n x_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(-)}\right) \varsigma\right.
\end{array}\right.  \tag{8.48a}\\
& \left.+y_{\alpha n}^{(2)}\left(1-\tilde{u}_{\alpha n}^{(+)}\right) \frac{\alpha}{M} \varsigma\right] \sin n \phi=0(A), \quad \phi \in\left(\phi_{0}, \pi\right), \tag{8.48b}
\end{align*}
$$

where $\left\{\tilde{o}_{\alpha}, \tilde{p}_{\alpha}, \tilde{q}_{\alpha}\right\}$ are as defined in (7.30b), while $\left\{\tilde{t}_{\alpha}, \tilde{u}_{\alpha}, \tilde{z}_{\alpha}\right\}$ are defined as in (7.30c) and $(7.30 \mathrm{~d})$ with the redefined $\zeta$ value in (8.43). On the other hand, we redefine $\tilde{r}_{\alpha}$ and $\tilde{s}_{\alpha}$ as

$$
\begin{align*}
& \tilde{r}_{\alpha}:=\frac{j \pi \kappa_{2}^{3} R_{1}}{\kappa_{2}^{2}+j \frac{\mu_{1}}{\mu_{2}} \kappa_{1}^{2}} r_{\alpha}  \tag{8.49a}\\
& \tilde{s}_{\alpha}:=\frac{j \pi \kappa_{2}^{3} R_{1}}{\kappa_{2}^{2}+j \frac{\mu_{1}}{\mu_{2}} \kappa_{1}^{2}} s_{\alpha} . \tag{8.49b}
\end{align*}
$$

Due to the great similarity, the ISLAE obtained after the regularization process is the same as that in Chapter 7, and we omit the details to avoid repetition. The ISLAE derived can be written in the following matrix operator form. The resulting 4-by-4 block matrix operator is the homogenous form of that in (7.44); i.e.,

$$
\left[\mathcal{I}+\varsigma \mathcal{I}^{t}-\mathcal{C}_{1}+\mathcal{H} \mathcal{C}_{2}\right]\left(\begin{array}{c}
\mathbf{x}_{1}  \tag{8.50}\\
\mathfrak{y}_{1} \\
\mathfrak{x}_{2} \\
\mathbf{x}_{2} \\
\mathbf{y}_{2}^{-}
\end{array}\right)=\mathbf{0} .
$$

The matrix operators $\mathcal{C}_{1}, \mathcal{C}_{2}$ and $\mathcal{H}$ are as defined in (7.45), where the only difference lying in the definitions of the asymptotically small parameters $\left\{\tilde{r}_{\alpha n}^{( \pm)}, \tilde{s}_{\alpha n}^{( \pm)}, \tilde{t}_{\alpha n}^{( \pm)}, \tilde{u}_{\alpha n}^{( \pm)}\right\}_{n=1}^{\infty}$ involved in $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$.

### 8.6 Evaluation of the cutoff wavenumbers

The cutoff wavenumbers $\kappa_{1,2}$ occur as arguments to the Bessel and Hankel functions. As for a given wavelength (or frequency), the cutoff wavenumber is defined as $\kappa_{i}^{2}=$ $k_{0}^{2}\left(\epsilon_{i} \mu_{i}-\beta_{z}^{2}\right)$, for $i=1,2$. The problem therefore reduces to finding the values of $\beta_{z}$, at which at least one of the matrix operators $\mathcal{A}_{\alpha}$ for $\alpha=0,1, \ldots,(M-1)$ is singular. As each of the matrices $\mathcal{A}_{\alpha}$ for $\alpha=0,1, \ldots,(M-1)$ is non-symmetric and complex-valued, the determinant of each is thus complex-valued.

The values of $\beta_{z}$ corresponding to non-trivial solution of the systems are given in Figure 8.3. In the figure, a multi-conductor transmission line of the following characteristics is considered: $M=2, \theta^{\mathrm{PEC}}=\frac{\pi}{6}, R_{0}=1, R_{1}=0.5, k_{0}=10$, $\epsilon_{1}=1, \mu_{1}=1, \epsilon_{2}=2.1$ and $\mu_{2}=1$. The determinant of the two block matrices are computed for increasing values of $\beta_{z}$, for $\alpha=0,1$. We have used the truncation number of $N_{\mathrm{tr}}=50$ in our computation. When one of the determinant values vanishes, a propagating mode is said to be present at that particular value of $\beta_{z}$.


Figure 8.3: The determinant values of the matrix operators for $\alpha=0$ (red) and 1 (blue), for the microstrip line with two conductors $(M=2)$ each of width $\frac{\pi}{3}$.

To find the cutoff wavenumber for this structure, we have also plotted the absolute values of $\vartheta_{n}^{(1,2)}, J_{n}\left(\kappa_{2} R_{1}\right)$ and $J_{n}^{\prime}\left(\kappa_{2} R_{1}\right)$, for $n=0,1, \ldots, 2 N_{\mathrm{tr}}$. The minimum absolute values of these functions are plotted against $\beta_{z}$, with step size of 0.0001 in $\beta_{z}$. From Figure 8.4, we can see that the possible cutoff wavenumber $\beta_{z}$ is less than 1 . We take a closer look at these functions in order to find the values of $\beta_{z}$ such that either of the pairs: " $\vartheta_{n_{0}}^{(1)}$ and $J_{n_{0}}\left(\kappa_{2} R_{1}\right)$ " or " $\vartheta_{n_{0}}^{(2)}$ and $J_{n_{0}}^{\prime}\left(\kappa_{2} R_{1}\right)$ " vanish together for the some $n_{0}=0,1, \ldots, 2 N_{\text {tr }}$ We can see that, for $n=0,1, \ldots, 100, \vartheta_{n}^{(1)}$ vanishes when $\beta_{z}=0.3942,0.5627,0.6662,0.7319,0.7689$ and 0.7809 ; while $J_{n}\left(\kappa_{2} R_{1}\right)$ may be vanishing at $\beta_{z}=0.7863$. These values are read from the top and bottom figures in Figure 8.5, respectively. As none of these values coincide, we do not need to proceed to checking that the eigenvalues actually correspond to the same order $n$ of both $\vartheta_{n}^{(1)}$ and $J_{n}\left(\kappa_{2} R_{1}\right)$. On the other hand, $\vartheta_{n}^{(2)}$ vanishes when $\beta_{z}=0.2666$, $0.4681,0.6207,0.6657,0.708,0.7544,0.7734,0.8557,0.9184,0.9634$ and 0.9908 ; while $J_{n}^{\prime}\left(\kappa_{2} R_{1}\right)$ may be vanishing around $\beta_{z}=0.4533$ and 0.909 . These values are read from the top and bottom figures in Figure 8.6, respectively. After having a closer look at the values of $\beta_{z}$ in the intervals $(0.4533,0.4681)$ and $(0.9090,0.9184)$, we conclude that, in these intervals, $\vartheta_{n_{0}}^{(2)}$ and $J_{n_{0}}^{\prime}\left(\kappa_{2} R_{1}\right)$ never vanish at the same time, for all of $n_{0}=0,1, \ldots$ Therefore, the cutoff wavenumber of this line comes from the eigenvalue of $\left[\mathcal{I}+\varsigma \mathcal{I}^{t}-\mathcal{C}_{1}+\mathcal{H C} \mathcal{C}_{2}\right]$.

### 8.7 Comments and conclusion

An accurate and mathematical rigorous analysis method for the multi-conductor transmission line with periodic strip has been proposed in this chapter. The hybrid mode case has been considered. The solution computed with the use of the MoR enjoys the benefits of guaranteed convergence, as well as numerical and theoretical stability.

In this chapter, the analysis is carried out on the assumption that $\epsilon_{r 1} \mu_{r 1}<\epsilon_{r 2} \mu_{r 2}$, and thus, the dominant mode has normalized propagation coefficient $\beta_{z}=\frac{k_{z}}{k_{0}}$ in the interval $\left(\epsilon_{r 1} \mu_{r 1}, \epsilon_{r 2} \mu_{r 2}\right)$. We wish to extend the analysis of the roots of the characteristic equation for $\beta_{z}$ from the interval $\left(0, \epsilon_{r 1} \mu_{r 1}\right)$ to the interval $\left(0, \epsilon_{r 2} \mu_{r 2}\right)$ in the future.


Figure 8.4: The minimum absolute values of $\vartheta_{n}^{(1)}$ and $\vartheta_{n}^{(2)}$, for $n=0,1, \ldots, M N_{\mathrm{tr}}$.

(a) $\vartheta_{n}^{(1)}$

(b) $J_{n}\left(\kappa_{2} R_{1}\right)$

Figure 8.5: The minimum absolute values of $\vartheta_{n}^{(1)}$ and $J_{n}\left(\kappa_{2} R_{1}\right)$, for $n=$ $0,1, \ldots, M N_{\text {tr }}$. When both functions vanish at the same time, $\beta_{z}$ is a possible propagating mode corresponding to case (1).

(a) $\vartheta_{n}^{(2)}$

(b) $J_{n}^{\prime}\left(\kappa_{2} R_{1}\right)$

Figure 8.6: The minimum absolute values of $\vartheta_{n}^{(2)}$ and $J_{n}^{\prime}\left(\kappa_{2} R_{1}\right)$, for $n=$ $0,1, \ldots, M N_{\mathrm{tr}}$. When both functions vanish at the same time, $\beta_{z}$ is a possible propagating mode corresponding to case (2).

## Chapter 9

## Conclusions

The research work documented in this thesis extends the MoR presented in [84] to the analysis of a wider selection of open, dielectric cylindrical structures. The modeling for the interaction of electromagnetic fields with these structures has been driven by their myriad of practical applications in fields ranging from radar, antenna design, telecommunications, and other imaging technologies. Accurate and reliable predictions of the interaction is fundamental in the assessment of behaviors and compatibility of these electrical devices and equipment.

Due to the discontinuities of the boundary condition on the contour of the cylindrical structures considered, the Maxwell's equations are essentially a MBVP. A wide selection of numerical methods have been presented over the last few decades to solve these problems. Many of them enjoy the advantages of being applicable to wide classes of general structures, and easy to implement. However, it is often hard to ascertain the accuracy and convergence of the computed solution of these numerical methods, especially in the vicinity of the sharp edges. The advantage of employing the semianalytical MoR is to transform the Maxwell's equations to a well-conditioned system, so that when numerical matrix inversion is applied, the instability of the computed solution can be eliminated. The approach based upon the MoR is also uniformly valid for a wide frequency range, including at or near the resonant frequency. Any preassigned accuracy level can be achieved, by taking sufficiently large truncation number of the infinite system, before numerical inversion of the matrix. The solutions hence computed give reliable benchmark results for a wider class of problems with increased complexity where the analysis based on MoR becomes impossible, and purely numerical approaches must be employed.

The study of an axially-slotted PEC cylinder excited by a normal plane wave based on the MoR, together with various problems involving open spherical and spheroidal structures, was originally reported in [85]. For the first problem considered in this
thesis, this semi-analytical method is extended to its 3D counterpart when the CLR is illuminated by an oblique incident plane wave (bot $\mathrm{TM}_{z}$ and $\mathrm{TE}_{z}$ cases). Under the oblique incidence, both $E$ - and $H$ - polarizations are mixed, and when solved simultaneously using the MoR, two decoupled 2-by-2 block matrix equations of the second kind Fredholm are obtained. Chapter 4 contains the first rigorous treatment of this problem imposing the analytical regularization approaches that have previously appeared in the literature. Extensive numerical validation of the formulation and codes have been carried out using both internal and external tests. The computed solution is also tested for warranty of stability and convergence numerically. We also propose an approach to accelerate the series convergence of physical quantities, with details given for the case of $J_{z}$ particularly. It is observed that, by choosing $N_{\mathrm{tr}} \approx\left[\kappa_{1} R+100\right]$, a 3 decimal places accuracy can be guaranteed for the computation of RCS. As the oblique incident angle, where $\theta_{z}^{\text {pw }} \in\left(0, \frac{\pi}{2}\right)$, decreases in value, more energy is stored in the interior of the CLR (as the wave propagates down the cylinder) and less is diffracted back. In addition, the surface current possess both the $z$ - and $\phi$ components, for an oblique incident problem. As $\theta_{z}^{\text {pw }}$ moves away from $\frac{\pi}{2}$, the value of $J_{z}$ decreases, while that of $J_{\phi}$ increases.

In Chapter 5, we can see that by properly selecting the location and size of the reflecting strip, as well as the dielectric constant of a CLR, enhancement and control of the RCS can be achieved. The desirability of the CLR (a cylindrical reflector based on a Constant K-lens) is compared with that of a CLLR (a cylindrical reflector based on a stepped-index Luneburg lens) through the studies of their spectral dependence of the RCS at a wide frequency range, and also their scanning properties at varying incident angle of the incoming plane wave. The focal spot locations of the Constant K-lens (with $\epsilon_{r}=2.1,2.4,3.0$ and 3.5 ) are calculated by examining the energy density distribution, resulting from the plane wave scattering. These locations are then used for proper placement of the PEC strip of the CLR, in order to achieve optimal illumination by the focused electromagnetic flux. We observe that the CLR constructed with Constant K-lens of lower dielectric constant $\epsilon_{r}$ offers a more stable and reasonably high spectral dependence of the RCS, compared to those constructed with higher dielectric constant material. In addition, the scanning properties of the CLR outperforms those of the CLLR of up to 7 layers, especially at higher frequencies. We conclude that the CLR provides a cheaper and superior alternative to the CLLR (of up to 7 layers), as it offers smoother and stronger spectral dependence of the backscattering RCS, as well as better scanning performance.

In Chapter 6, a finite number $M$ of parallel CLR (each with arbitrary size, PEC strip width and dielectric loading) are assumed located in the vicinity of one another. The scattering problem of a plane wave diffracted by these CLR is studied using the MoR. Due to the close proximity of the reflectors, the mutual interaction among them are not to be omitted in the formulation. We take the sum of the incident plane wave and all the scattered fields from other CLR to be the incident wave on each of the individual cylinder. MBC on each of the surface of the $M$ CLR are imposed separately, and the resulted $2 M$ sets of DSE are solved simultaneously using the MoR.

The MoR has also been generalized to solve the scattering problem when an arbitrary number $M$ of conformal PEC strips are placed on a cylindrical lens. The method was originally applied to solve the potential problem involving a toroidal conductor with $2^{M}$ cuts, by first formulating the problem as a triple series equations, then exploiting the symmetry property of the Jacobi polynomials, and connecting the Jacobi polynomials with the ultraspherical polynomials in [84]. The process is repeatedly applied, halving the interval at each step, until the interval for which the series equations are defined over is reduced down to that of the periodic unit cell. The new proposed approach is less tedious in the formulation, and is applicable for a scattering problem as well as when odd number of strips are considered. Enclosing this multi-conductor cylinder gives us a grounded transmission line, which is considered in the last chapter. The hybrid electromagnetic mode (HEM) of such a multi-conductor transmission line is solved by the MoR, and the cutoff frequency is computed. We can see that there is a strong connection between the eigenvalues for the multi-conductor transmission line to those for a closed coaxial line and a metallic waveguide.

## Appendix A

## Vectors

## A. 1 Vector identities

$$
\begin{align*}
\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c}) & =\mathbf{b} \cdot(\mathbf{c} \times \mathbf{a})=\mathbf{c} \cdot(\mathbf{a} \times \mathbf{b})  \tag{A.1}\\
\mathbf{a} \times(\mathbf{b} \times \mathbf{c}) & =(\mathbf{a} \cdot \mathbf{c}) \mathbf{b}-(\mathbf{a} \cdot \mathbf{b}) \mathbf{c},  \tag{A.2}\\
\nabla \cdot(\mathbf{a} \times \mathbf{b}) & =\mathbf{b} \cdot(\nabla \times \mathbf{a})-\mathbf{a} \cdot(\nabla \times \mathbf{b}),  \tag{A.3}\\
\nabla \times(\nabla \times \mathbf{a}) & =\nabla(\nabla \cdot \mathbf{a})-(\nabla \cdot \nabla) \mathbf{a} . \tag{A.4}
\end{align*}
$$

## A. 2 Relationships among unit vectors

Denote the unit vectors encountered in the Cartesian coordinates by ( $\mathbf{i}_{x}, \mathbf{i}_{y}, \mathbf{i}_{z}$ ) and those in the polar cylindrical coordinates by $\left(\mathbf{i}_{\rho}, \mathbf{i}_{\phi}, \mathbf{i}_{z}\right)$. Suppose $\phi$ is the angle $\mathbf{i}_{\rho}$ at a fixed point makes with the positive $x$-axis. The relationships among these unit vectors are

$$
\begin{align*}
& \mathbf{i}_{x}=\cos \phi \mathbf{i}_{\rho}-\sin \phi \mathbf{i}_{\phi},  \tag{A.5a}\\
& \mathbf{i}_{y}=\sin \phi \mathbf{i}_{\rho}+\cos \phi \mathbf{i}_{\phi}, \tag{A.5b}
\end{align*}
$$

and

$$
\begin{align*}
& \mathbf{i}_{\rho}=\cos \phi \mathbf{i}_{x}+\sin \phi \mathbf{i}_{y},  \tag{A.6a}\\
& \mathbf{i}_{\phi}=-\sin \phi \mathbf{i}_{x}+\cos \phi \mathbf{i}_{y} . \tag{A.6b}
\end{align*}
$$

## Appendix B

## Special functions

The formulas and identities of the special functions used in the problem formulations are listed in this section. More extended and thorough treatments of these special functions, including those not used in this thesis, can be found in $[1,45,52,87]$.

## B. 1 Gamma functions

The Gamma function, $\Gamma(x)$, is defined as

$$
\begin{equation*}
\Gamma(x):=\int_{0}^{\infty} t^{x-1} e^{-t} \mathrm{~d} t \tag{B.1}
\end{equation*}
$$

From this integral definition, we can see that $\Gamma(x)$ is an analytic function of $x$, $\forall \operatorname{Re}(x)>0$. When $x$ is an non-negative integer $n$,

$$
\begin{equation*}
\Gamma(n)=(n-1)!. \tag{B.2}
\end{equation*}
$$

The following are some useful properties of $\Gamma(x)$ that have been established:

$$
\begin{align*}
\Gamma(x+1) & =x \Gamma(x),  \tag{B.3}\\
\Gamma(x) \Gamma(1-x) & =\frac{\pi}{\sin (\pi x)},  \tag{B.4}\\
\Gamma(x) & \approx \sqrt{\frac{2 \pi}{x}} e^{x \ln x-x}, \text { as } z \rightarrow \infty  \tag{B.5}\\
\int_{0}^{1} t^{p-1}(1-t)^{q-1} \mathrm{~d} t & =\frac{\Gamma(p) \Gamma(q)}{\Gamma(p+q)} . \tag{B.6}
\end{align*}
$$

## B. 2 Bessel functions

The Bessel function of the first kind $J_{\nu}(x)$ (also called the Bessel function) and the second kind $Y_{\nu}(x)$ (also called the Neumann function) are the commonly employed solutions to the Bessel's equation of order $\nu$

$$
\begin{equation*}
x^{2} \frac{\mathrm{~d}^{2} y}{\mathrm{~d} x^{2}}+x \frac{\mathrm{~d} y}{\mathrm{~d} x}+\left(x^{2}-\nu^{2}\right) y=0 . \tag{B.7}
\end{equation*}
$$

For non-integer $\nu, J_{\nu}(x)$ and $Y_{\nu}(x)$ are defined respectively as

$$
\begin{align*}
& J_{\nu}(x):=\sum_{m=0}^{\infty} \frac{(-1)^{m}}{m!\Gamma(m+\nu+1)}\left(\frac{x}{2}\right)^{2 m+\nu},  \tag{B.8}\\
& Y_{\nu}(x):=\frac{J_{\nu}(x) \cos (\nu \pi)-J_{-\nu}(x)}{\sin (\nu \pi)} \tag{B.9}
\end{align*}
$$

For integer-valued $\nu=n$, the functions take the following forms, where $\Psi(m)=$ $1+1 / 2+1 / 3+\ldots+1 / m$ and $\gamma=0.577215 \ldots$ is the Euler's constant

$$
\begin{align*}
J_{n}(x):= & \sum_{m=0}^{\infty} \frac{(-1)^{m}}{m!(m+n)!}\left(\frac{x}{2}\right)^{2 m+n},  \tag{B.10}\\
Y_{n}(x):= & \frac{2}{\pi} J_{n}(x) \log \left(\frac{e^{\gamma} x}{2}\right)-\frac{1}{\pi} \sum_{m=0}^{n-1} \frac{(n-m-1)!}{m!}\left(\frac{x}{2}\right)^{2 m-n} \\
& -\frac{1}{\pi} \sum_{m=0}^{\infty}[\Psi(m)+\Psi(n+m)] \frac{(-1)^{m}}{m!(n+m)!}\left(\frac{x}{2}\right)^{2 m+n} . \tag{B.11}
\end{align*}
$$

Alternative solutions to the Bessel's equation (B.7) are the Hankel functions of the first kind $H_{\nu}^{(1)}(x)$ and the second kinds $H_{\nu}^{(2)}(x)$,

$$
\begin{align*}
H_{\nu}^{(1)}(x) & :=J_{\nu}(x)+j Y_{\nu}(x),  \tag{B.12}\\
H_{\nu}^{(2)}(x) & :=J_{\nu}(x)-j Y_{\nu}(x) . \tag{B.13}
\end{align*}
$$

Any two of the four functions, $J_{\nu}(x), Y_{\nu}(x), H_{\nu}^{(1)}(x)$ and $H_{\nu}^{(2)}(x)$, form a pair of linearly-independent solutions to (B.7).

## B.2.1 Some useful properties

Let $B_{n}(x)$ represent generically $J_{n}(x), Y_{n}(x), H_{n}^{(1)}(x), H_{n}^{(2)}(x)$, or a linear combination of them.
Recurrence relations:

$$
\begin{equation*}
B_{-n}(x)=(-1)^{n} B_{n}(x), \tag{B.14}
\end{equation*}
$$

$$
\begin{align*}
\frac{2 \nu}{x} B_{\nu}(x) & =B_{\nu-1}(x)+B_{\nu+1}(x)  \tag{B.15}\\
\frac{\mathrm{d}}{\mathrm{~d} x} B_{\nu}(x) & =\frac{1}{2}\left[B_{\nu-1}(x)-B_{\nu+1}(x)\right] . \tag{B.16}
\end{align*}
$$

Wronskian identity:

$$
\begin{equation*}
J_{\nu}(x) H_{\nu}^{\prime(2)}(x)-J_{\nu}^{\prime}(x) H_{\nu}^{(2)}(x)=-\frac{2 j}{\pi x} . \tag{B.17}
\end{equation*}
$$

Large argument approximations $(x \gg n)$ :

$$
\begin{align*}
J_{n}(x) & \approx \sqrt{\frac{2}{\pi x}} \cos \left(x-\frac{2 n+1}{4} \pi\right),  \tag{B.18}\\
Y_{n}(x) & \approx \sqrt{\frac{2}{\pi x}} \sin \left(x-\frac{2 n+1}{4} \pi\right),  \tag{B.19}\\
H_{n}^{(1)}(x) & \approx \sqrt{\frac{2}{\pi x}} e^{j\left(x-\frac{2 n+1}{4} \pi\right)},  \tag{B.20}\\
H_{n}^{(2)}(x) & \approx \sqrt{\frac{2}{\pi x}} e^{-j\left(x-\frac{2 n+1}{4} \pi\right)}, \tag{B.21}
\end{align*}
$$

With time-dependence $e^{j \omega t}$, physical interpretation of the above asymptotic expressions when $x$ is real is that both $J_{n}$ and $Y_{n}$ represent standing waves, $H_{n}^{(1)}$ represents incoming waves, while $H_{n}^{(2)}$ represents outgoing waves. When $x$ is complex, both $J_{n}$ and $Y_{n}$ represent localized standing waves, while $H_{n}^{(1)}$ and $H_{n}^{(2)}$ represent attenuated traveling waves. For purely imaginary $x$, all four of the functions represents evanescent waves.
Large order approximations ( $n \gg x$ ):

$$
\begin{align*}
J_{n}(x) & \approx \frac{x^{n}}{n!2^{n}}\left[1-\frac{x^{2}}{4(n+1)}+\frac{x^{4}}{32(n+1)(n+2)}+O\left(\frac{x^{6}}{n^{3}}\right)\right]  \tag{B.22}\\
J_{n}^{\prime}(x) & \approx \frac{x^{n-1}}{(n-1)!2^{2}}\left[1-\frac{(n+2) x^{2}}{4 n(n+1)}+\frac{(n+4) x^{4}}{32 n(n+1)(n+2)}+O\left(\frac{x^{6}}{n^{3}}\right)\right]  \tag{B.23}\\
H_{n}^{(2)}(x) & \approx \frac{j(n-1)!2^{n}}{\pi x^{n}}\left[1+\frac{x^{2}}{4(n-1)}+\frac{x^{4}}{32(n-1)(n-2)}+O\left(\frac{x^{6}}{n^{3}}\right)\right]  \tag{B.24}\\
H_{n}^{\prime(2)}(x) & \approx-\frac{j n!2^{n}}{\pi x^{n+1}}\left[1+\frac{(n-2) x^{2}}{4 n(n-1)}+\frac{(n-4) x^{4}}{32 n(n-1)(n-2)}+O\left(\frac{x^{6}}{n^{3}}\right)\right] \tag{B.25}
\end{align*}
$$

Addition theorem:

$$
\begin{equation*}
B_{\nu}(w) e^{j \nu \beta}=\sum_{m=-\infty}^{\infty} B_{\nu+m}(u) J_{m}(v) e^{j m \alpha}, \quad\left|v e^{ \pm j \alpha}\right|<|u| . \tag{B.26}
\end{equation*}
$$

where the relationship of the parameters are depicted in Figure B.1.


Figure B.1: The addition theorem of the Bessel function.

Generating function expansion:

$$
\begin{equation*}
e^{j x \cos \theta}=\sum_{n=-\infty}^{\infty} j^{n} J_{n}(x) e^{j n \theta} . \tag{B.27}
\end{equation*}
$$

## B. 3 Jacobi polynomials

The Jacobi polynomials, $P_{n}^{(\alpha, \beta)}(x)$, are solutions to the following Jacobi differential equation

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}}+[\beta-\alpha-(\alpha+\beta+2) x] \frac{\mathrm{d} y}{\mathrm{~d} x}+n(n+\alpha+\beta+1) y=0 . \tag{B.28}
\end{equation*}
$$

They form a complete orthogonal system in the interval $[-1,1]$ with respect to the weighting function $w_{\alpha, \beta}(x)=(1-x)^{\alpha}(1+x)^{\beta}$, for $\alpha, \beta>-1$ and $n=0,1,2, \ldots$

$$
\begin{equation*}
\left(P_{n}^{(\alpha, \beta)}, P_{m}^{(\alpha, \beta)}\right):=\int_{-1}^{1} w_{\alpha, \beta}(x) P_{n}^{(\alpha, \beta)}(x) P_{m}^{(\alpha, \beta)}(x) \mathrm{d} x=h_{n}^{(\alpha, \beta)} \delta(n-m), \tag{B.29}
\end{equation*}
$$

where the inner square norm, $h_{n}^{(\alpha, \beta)}$, is

$$
\begin{equation*}
h_{n}^{(\alpha, \beta)}:=\frac{2^{\alpha+\beta+1}}{2 n+\alpha+\beta+1} \frac{\Gamma(n+\alpha+1) \Gamma(n+\beta+1)}{n!\Gamma(n+\alpha+\beta+1)} . \tag{B.30}
\end{equation*}
$$

## B.3.1 Normalized Jacobi polynomials

The Jacobi polynomial is normalized with respect to (B.29) when $n=m$. The normalized Jacobi polynomials, $\hat{P}_{n}^{(\alpha, \beta)}(x)$, is defined as

$$
\begin{equation*}
\hat{P}_{n}^{(\alpha, \beta)}(x):=\left[h_{n}^{(\alpha, \beta)}\right]^{-\frac{1}{2}} P_{n}^{(\alpha, \beta)}(x) . \tag{B.31}
\end{equation*}
$$

It has the property of orthonormality, as

$$
\begin{equation*}
\left(\hat{P}_{n}^{(\alpha, \beta)}, \hat{P}_{m}^{(\alpha, \beta)}\right)=\int_{-1}^{1} w_{\alpha, \beta}(x) \hat{P}_{n}^{(\alpha, \beta)}(x) \hat{P}_{m}^{(\alpha, \beta)}(x) \mathrm{d} x=\delta_{n m} \tag{B.32}
\end{equation*}
$$

## B.3.2 Some useful properties

Symmetry relation:

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}(-x)=(-1)^{n} P_{n}^{(\beta, \alpha)}(x) . \tag{B.33}
\end{equation*}
$$

Large order approximation:

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}(\cos \phi)=\frac{\cos \left\{\left[n+\frac{1}{2}(\alpha+\beta+1)\right] \phi-\frac{\pi}{4}[2 \alpha+1]\right\}}{\sqrt{\pi n}\left(\sin \frac{1}{2} \phi\right)^{\alpha+\frac{1}{2}}\left(\cos \frac{1}{2} \phi\right)^{\beta+\frac{1}{2}}}+O\left(n^{-\frac{3}{2}}\right) . \tag{B.34}
\end{equation*}
$$

Relations with trigonometric functions:

$$
\begin{align*}
\sin n \phi & =\frac{\sqrt{\pi} n!}{2 \Gamma\left(n+\frac{1}{2}\right)}(\sin \phi) P_{n-1}^{\left(\frac{1}{2}, \frac{1}{2}\right)}(\cos \phi)  \tag{B.35a}\\
\cos n \phi & =\frac{\sqrt{\pi} n!}{\Gamma\left(n+\frac{1}{2}\right)} P_{n}^{\left(-\frac{1}{2},-\frac{1}{2}\right)}(\cos \phi) \tag{B.35b}
\end{align*}
$$

Integral relations for $\eta \in[0,1)$ :

$$
\begin{align*}
& P_{n}^{(\alpha, \beta)}(x)=\frac{(1-x)^{-\alpha} \Gamma(n+1+\alpha)}{\Gamma(1-\eta) \Gamma(n+\alpha+\eta)} \int_{x}^{1} \frac{(1-t)^{\alpha+\eta-1} P_{n}^{(\alpha+\eta-1, \beta-\eta+1)}(t)}{(t-x)^{\eta}} \mathrm{d} t,  \tag{B.36a}\\
& P_{n}^{(\alpha, \beta)}(x)=\frac{(1+x)^{-\beta} \Gamma(n+1+\beta)}{\Gamma(1-\eta) \Gamma(n+\beta+\eta)} \int_{-1}^{x} \frac{(1+t)^{\beta+\eta-1} P_{n}^{(\alpha-\eta+1, \beta+\eta-1)}(t)}{(x-t)^{\eta}} \mathrm{d} t . \tag{B.36b}
\end{align*}
$$

Differential relations:

$$
\begin{equation*}
-2 n(1-x)^{\alpha}(1+x)^{\beta} P_{n}^{(\alpha, \beta)}(x)=\frac{\mathrm{d}}{\mathrm{~d} x}\left[(1-x)^{\alpha+1}(1+x)^{\beta+1} P_{n-1}^{(\alpha+1, \beta+1)}(x)\right] \tag{B.37}
\end{equation*}
$$

for $n \geq 1$.

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left[(1-x)^{\alpha+1} \hat{P}_{n}^{(\alpha+1, \beta-1)}(x)\right]=-\sqrt{(n+\alpha+1)(n+\beta)}(1-x)^{\alpha} \hat{P}_{n}^{(\alpha, \beta)}(x) \tag{B.38}
\end{equation*}
$$

for $\alpha>-1, \beta>0$.

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left[(1+x)^{\beta+1} \hat{P}_{n}^{(\alpha-1, \beta+1)}(x)\right]=\sqrt{(n+\alpha)(n+\beta+1)}(1+x)^{\beta} \hat{P}_{n}^{(\alpha, \beta)}(x) \tag{B.39}
\end{equation*}
$$

for $\alpha>0, \beta>-1$.
Recurrence relation:

$$
\begin{equation*}
\hat{P}_{n+1}^{(\alpha, \beta)}(x)=\left(b_{n}+x a_{n}\right) \hat{P}_{n}^{(\alpha, \beta)}(x)-c_{n} \hat{P}_{n-1}^{(\alpha, \beta)}(x), \tag{B.40}
\end{equation*}
$$

with the two lowest degree polynomials as the initializations:

$$
\begin{align*}
& \hat{P}_{0}^{(\alpha, \beta)}(x)=\left[h_{n}^{(\alpha, \beta)}\right]^{-\frac{1}{2}}  \tag{B.41a}\\
& \hat{P}_{1}^{(\alpha, \beta)}(x)=\frac{1}{2}[\alpha-\beta+x(\alpha+\beta+2)] \hat{P}_{0}^{(\alpha, \beta)}(x) \tag{B.41b}
\end{align*}
$$

The coefficients are given by

$$
\begin{align*}
& a_{n}=\sqrt{\frac{h_{n}^{(\alpha, \beta)}}{h_{n+1}^{(\alpha, \beta)}}} \times \frac{(2 n+\alpha+\beta+1)(2 n+\alpha+\beta+2)}{(2 n+2)(n+\alpha+\beta+1)},  \tag{B.42a}\\
& b_{n}=\sqrt{\frac{h_{n}^{(\alpha, \beta)}}{h_{n+1}^{(\alpha, \beta)}}} \times \frac{(2 n+\alpha+\beta+1)\left(\alpha^{2}-\beta^{2}\right)}{2(n+1)(n+\alpha+\beta+1)(2 n+\alpha+\beta)},  \tag{B.42b}\\
& c_{n}=\sqrt{\frac{h_{n-1}^{(\alpha, \beta)}}{h_{n+1}^{(\alpha, \beta)}} \times \frac{(n+\alpha)(n+\beta)(2 n+\alpha+\beta+2)}{(n+1)(n+\alpha+\beta+1)(2 n+\alpha+\beta)} .} \tag{B.42c}
\end{align*}
$$

## B. 4 Incomplete scalar products

The incomplete scalar product of two normalized Jacobi polynomials for $\alpha, \beta>-1$, $x \in[-1,1]$ and $n, m=0,1,2, \ldots$, is denoted as

$$
\begin{equation*}
\hat{Q}_{n m}^{(\alpha, \beta)}(x):=\int_{x}^{1}(1-t)^{\alpha}(1+t)^{\beta} \hat{P}_{n}^{(\alpha, \beta)}(t) \hat{P}_{m}^{(\alpha, \beta)}(t) \mathrm{d} t \tag{B.43}
\end{equation*}
$$

Hence, it is clear that $\hat{Q}_{n m}^{(\alpha, \beta)}(1)=0$.

## B.4.1 Some useful properties

$$
\begin{align*}
& \hat{Q}_{n m}^{(\alpha, \beta)}(x)=\hat{Q}_{m n}^{(\alpha, \beta)}(x),  \tag{B.44}\\
& \hat{Q}_{n m}^{(\alpha, \beta)}(x)=\delta_{n m}-(-1)^{n-m} \hat{Q}_{n m}^{(\beta, \alpha)}(-x),  \tag{B.45}\\
& \hat{Q}_{n m}^{(\alpha, \beta)}(x)=\sum_{k=0}^{\infty} \hat{Q}_{n k}^{(\alpha, \beta)}(x) \hat{Q}_{k m}^{(\alpha, \beta)}(x) . \tag{B.46}
\end{align*}
$$

When $\alpha>-1, \beta>0$,

$$
\hat{Q}_{n m}^{(\alpha, \beta)}(x)=\frac{(1-x)^{\alpha+1}(1+x)^{\beta}}{\sqrt{(n+\alpha+1)(n+\beta)}} \hat{P}_{n}^{(\alpha+1, \beta-1)}(x) \hat{P}_{m}^{(\alpha, \beta)}(x)
$$

$$
\begin{equation*}
+\sqrt{\frac{(m+\alpha+1)(m+\beta)}{(n+\alpha+1)(n+\beta)}} \hat{Q}_{n m}^{(\alpha+1, \beta-1)}(x) . \tag{B.47a}
\end{equation*}
$$

When $\alpha>0, \beta>-1$,

$$
\begin{align*}
\hat{Q}_{n m}^{(\alpha, \beta)}(x)= & -\frac{(1-x)^{\alpha}(1+x)^{\beta+1}}{\sqrt{(n+\alpha)(n+\beta+1)}} \hat{P}_{n}^{(\alpha-1, \beta+1)}(x) \hat{P}_{m}^{(\alpha, \beta)}(x) \\
& +\sqrt{\frac{(m+\alpha)(m+\beta+1)}{(n+\alpha)(n+\beta+1)}} \hat{Q}_{n m}^{(\alpha-1, \beta+1)}(x) . \tag{B.47b}
\end{align*}
$$

(B.47a) and (B.47b) are deduced from the integral relations involving Jacobi polynomials given in (B.36a) and (B.36b) (with $\eta=0$ ).

## B.4.2 Computation of the incomplete scalar product

When $n \neq m, \hat{Q}_{n m}^{(\alpha, \beta)}(x)$ may be calculated in terms of $\hat{P}_{n}^{(\alpha, \beta)}(x)$ using the following expressions

$$
\begin{align*}
\hat{Q}_{n m}^{(\alpha, \beta)}(x)= & \frac{(1-x)^{\alpha+1}(1+x)^{\beta}}{(n+\alpha+1)(n+\beta)-(m+\alpha+1)(m+\beta)} \\
& \times\left[\sqrt{(n+\alpha+1)(n+\beta)} \hat{P}_{n}^{(\alpha+1, \beta-1)}(x) \hat{P}_{m}^{(\alpha, \beta)}(x)\right. \\
& \left.\quad-\sqrt{(m+\alpha+1)(m+\beta)} \hat{P}_{n}^{(\alpha, \beta)}(x) \hat{P}_{m}^{(\alpha+1, \beta-1)}(x)\right], \tag{B.48a}
\end{align*}
$$

when $\alpha>-1, \beta>0$ and

$$
\begin{align*}
\hat{Q}_{n m}^{(\alpha, \beta)}(x)= & -\frac{(1-x)^{\alpha}(1+x)^{\beta+1}}{(n+\beta+1)(n+\alpha)-(m+\beta+1)(m+\alpha)} \\
\times & {\left[\sqrt{(n+\beta+1)(n+\alpha)} \hat{P}_{n}^{(\alpha-1, \beta+1)}(x) \hat{P}_{m}^{(\alpha, \beta)}(x)\right.} \\
& \left.-\sqrt{(m+\beta+1)(m+\alpha)} \hat{P}_{n}^{(\alpha, \beta)}(x) \hat{P}_{m}^{(\alpha-1, \beta+1)}(x)\right] \tag{B.48b}
\end{align*}
$$

when $\alpha>0, \beta>-1$.

The above expressions are derived from the differential relations involving the Jacobi polynomials given in (B.38) and (B.39) by using integration by parts.

When $n=m, \hat{Q}_{n m}^{(\alpha, \beta)}(x)$ can be calculated using the following recurrence relation

$$
\hat{Q}_{n+1, n+1}^{(\alpha, \beta)}(x)=\frac{a_{n}}{a_{n+1}} \hat{Q}_{n+2, n}^{(\alpha, \beta)}(x)+\left(b_{n}-b_{n+1} \frac{a_{n}}{a_{n+1}}\right) \hat{Q}_{n+1, n}^{(\alpha, \beta)}(x)
$$

$$
\begin{equation*}
+c_{n+1} \frac{a_{n}}{a_{n+1}} \hat{Q}_{n, n}^{(\alpha, \beta)}(x)-c_{n} \hat{Q}_{n-1, n+1}^{(\alpha, \beta)}(x) \tag{B.49}
\end{equation*}
$$

with the initialization

$$
\begin{equation*}
\hat{Q}_{00}^{(\alpha, \beta)}(x)=\left[h_{n}^{(\alpha, \beta)}\right]^{-1} \int_{x}^{1}(1-t)^{\alpha}(1+t)^{\beta} \mathrm{d} t . \tag{B.50}
\end{equation*}
$$

The above recurrence relation for the case when $n=m$ is derived from (B.40) directly, for the order $n$ and $m$ :

$$
\begin{align*}
& \hat{P}_{n+1}^{(\alpha, \beta)}(z)=\left(b_{n}+z a_{n}\right) \hat{P}_{n}^{(\alpha, \beta)}(z)-c_{n} \hat{P}_{n-1}^{(\alpha, \beta)}(z),  \tag{B.51a}\\
& \hat{P}_{m+1}^{(\alpha, \beta)}(z)=\left(b_{m}+z a_{m}\right) \hat{P}_{m}^{(\alpha, \beta)}(z)-c_{m} \hat{P}_{m-1}^{(\alpha, \beta)}(z) . \tag{B.51b}
\end{align*}
$$

The term containing $z$ is eliminated by first multiplying (B.51a) by $\hat{a}_{n} \hat{P}_{n}^{(\alpha, \beta)}(z)$ and (B.51b) by $\hat{a}_{m} \hat{P}_{m}^{(\alpha, \beta)}(z)$, then subtracting the two. The recurrence relation for $\hat{Q}_{n, n}(x)$ can be readily derived by multiplying by the $(1-z)^{\alpha}(1+z)^{\beta}$ and integrating over $(x, 1)$. The recurrence relation (B.49) has $m$ set to be $n+1$.

## Appendix C

## Abel's integral transformation

## C. 1 Abel's integral equations

The generalized Abel's integral equation of the following form is considered

$$
\begin{equation*}
f(x)=\int_{a}^{x} \frac{u(\xi)}{(x-\xi)^{\lambda}} \mathrm{d} \xi, \tag{C.1}
\end{equation*}
$$

where $0<\lambda<1, f$ is a known function, $x$ is some fixed value in $(a, b)$, and $u$ is the unknown function to be determined. The companion form of (C.1) is given by

$$
\begin{equation*}
f(x)=\int_{x}^{b} \frac{u(\xi)}{(\xi-x)^{\lambda}} \mathrm{d} \xi \tag{C.2}
\end{equation*}
$$

## C. 2 Derivation of the inversion formula

The solution to (C.1) can be obtained by considering the following integral [25,58]

$$
\begin{equation*}
\int_{a}^{x} \frac{f(z)}{(x-z)^{1-\lambda}} \mathrm{d} z \tag{C.3}
\end{equation*}
$$

The unknown function $u(\xi)$ is assumed to be continuous on ( $a, b$ ) (hence, bounded). The conditions for this continuity will become clear once the inversion is described.

By substitution of (C.1) into (C.3) and interchanging the order of integration of the resulted Dirichlet formula [89], it can be derived that

$$
\begin{equation*}
\int_{a}^{x} \frac{f(z)}{(x-z)^{1-\lambda}} \mathrm{d} z=\int_{a}^{x} u(\xi) \int_{\xi}^{x} \frac{1}{(z-\xi)^{\lambda}(x-z)^{1-\lambda}} \mathrm{d} z \mathrm{~d} \xi \tag{C.4}
\end{equation*}
$$

Using the change of variable $t=(x-z) /(x-\xi)$ and noting that $z-\xi=(1-t)(x-\xi)$, the inner integral reduces to a constant for fixed $\lambda$ as

$$
\begin{equation*}
\int_{\xi}^{x} \frac{1}{(z-\xi)^{\lambda}(x-z)^{1-\lambda}} \mathrm{d} z=\int_{0}^{1} t^{\lambda-1}(1-t)^{-\lambda} \mathrm{d} t=\frac{\pi}{\sin (\pi \lambda)} \tag{C.5}
\end{equation*}
$$

This reduction makes use of (B.6) with $p=\lambda$ and $q=1-\lambda$ as well as (B.4) with $x=\lambda$.

As a result, the original integral in (C.3) is reduced to

$$
\begin{equation*}
\int_{a}^{x} \frac{f(z)}{(x-z)^{1-\lambda}} \mathrm{d} z=\frac{\pi}{\sin (\pi \lambda)} \int_{a}^{x} u(\xi) \mathrm{d} \xi \tag{C.6}
\end{equation*}
$$

The final step in the derivation of the solution involves differentiating of both sides of (C.6) with respect to $\xi$. The solution to (C.1) is thus,

$$
\begin{equation*}
u(\xi)=\frac{\sin \lambda \pi}{\pi} \frac{\mathrm{d}}{\mathrm{~d} \xi} \int_{a}^{\xi} \frac{f(x)}{(\xi-x)^{1-\lambda}} \mathrm{d} x \tag{C.7}
\end{equation*}
$$

which is often referred to as the inversion formula to (C.1).
The inversion formula to (C.2) can be derived in similar manner to be

$$
\begin{equation*}
u(\xi)=-\frac{\sin \lambda \pi}{\pi} \frac{\mathrm{d}}{\mathrm{~d} \xi} \int_{\xi}^{b} \frac{f(x)}{(x-\xi)^{1-\lambda}} \mathrm{d} x . \tag{C.8}
\end{equation*}
$$

## C. 3 Conditions for uniqueness and continuity of solution

The solution given in (C.7) is unique and continuous (including at the point $a$, where it equals zero) if the following conditions are satisfied [25, 69]

1. $f$ is continuous in $(a, b)$,
2. $f(a)=0$,
3. derivative of $f$ is finite almost everywhere in $(a, b)$.

Similar conditions are required for the uniqueness and continuity of solution given in (C.8), with the second condition replaced by
(2) $f(b)=0$.

## Appendix D

## Methods of summation

This chapter summarizes two of the alternative methods of summation of a series: the Abel- and Cesàro-summation methods. For more details of the summability of divergent series, please refer to [23, 40].

## D. 1 Abel-summation

An alternative method to calculate the sum of a series $\sum_{n=1}^{\infty} a_{n}$, which may be divergent, is by computing the Abel summation defined as $\lim _{r \rightarrow 1^{-}} \sum_{n=1}^{\infty} a_{n} r^{n}$.

## D.1.1 Definitions of Abel-summability

A series $\sum_{n=1}^{\infty} a_{n}$ is said to be Abel-summable ${ }^{1}$ to the limit $L$ and is written as

$$
\begin{equation*}
\sum_{n=1}^{\infty} a_{n}=L \quad(A), \tag{D.1}
\end{equation*}
$$

if $\lim _{r \rightarrow 1^{-}} \sum_{n=1}^{\infty} a_{n} r^{n}=L$ exists, as $r \rightarrow 1^{-}$.
An Abel-summable series $\sum_{n=1}^{\infty} a_{n}(x)$ is uniformly Abel-summable on $[a, b]$ to $L(x)$ if for all $\epsilon>0$, there exists some $\delta>0$, such that

$$
\begin{equation*}
\left|\sum_{n=1}^{\infty} a_{n}(x) r^{n}-L(x)\right|<\epsilon, \tag{D.2}
\end{equation*}
$$

for $(1-\delta)<r<1$ and all $x \in[a, b]$.

[^13]
## D.1.2 Conditions for (ordinary) convergence

Although the convergence of the series implies Abel-summability, for $r$ lying within any Stoltz angle (as stated in Abel's theorem), the converse is not always true. Tauber proved the theorem stating that: an Abel-summable series $\sum_{n=0}^{\infty} a_{n}$ is convergent if and only if the following is satisfied as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{a_{1}+2 a_{2}+\ldots+n a_{n}}{n}=s_{n}-\frac{s_{0}+s_{1}+\ldots+s_{n-1}}{n} \rightarrow 0 \tag{D.3}
\end{equation*}
$$

where $s_{N}:=\sum_{n=0}^{N} a_{n}$. The conditions necessary and sufficient for the step from Abelsummability to convergence are called the Tauberian conditions.

Fejér shows that the area condition below implies (D.3),

$$
\begin{equation*}
\sum_{n=1}^{\infty} n\left|a_{n}\right|^{2}<\infty \tag{D.4}
\end{equation*}
$$

Therefore, (D.4) is often referred as the Fejér's Tauberian condition for the Abelsummable series $\sum_{n=1}^{\infty} a_{n}$. In fact, for $p>1$, the following condition

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{p-1}\left|a_{n}\right|^{p}<\infty \tag{D.5}
\end{equation*}
$$

has been shown to be a Tauberian condition from Hölder's inequality. More relaxed conditions are validated, when the Littlewood's theorem in 1911 states that:

$$
\begin{equation*}
\sum_{n=1}^{\infty} a_{n} \text { is Abel-summable } \quad \& \quad\left|n a_{n}\right| \leq C \quad \Rightarrow \quad \sum_{n=1}^{\infty} a_{n} \text { converges; } \tag{D.6}
\end{equation*}
$$

while the Hardy-Littlewood's theorem in 1914 states that:

$$
\begin{equation*}
\sum_{n=1}^{\infty} a_{n} \text { is Abel-summable } \quad \& \quad n a_{n} \geq-C \quad \Rightarrow \quad \sum_{n=1}^{\infty} a_{n} \text { converges. } \tag{D.7}
\end{equation*}
$$

## D. 2 Cesàro-summation

For a series $\sum_{n=1}^{\infty} a_{n}$, convergent or not, its Cesàro-summation of order 1 - written as $(C, 1)$ - is an arithmetic mean of the partial sums of the original series. It is defined as

$$
\begin{equation*}
c_{k}^{1}=\frac{s_{1}+s_{2}+\cdots+s_{k}}{k}=\frac{1}{k} \sum_{n=1}^{k} s_{n} \tag{D.8}
\end{equation*}
$$

$$
\begin{equation*}
=\frac{1}{k} \sum_{n=1}^{k}(k-n+1) a_{n} \tag{D.9}
\end{equation*}
$$

where $s_{n}$ is the $n$th partial sum of the original series; i.e., $s_{n}:=\sum_{m=1}^{n} a_{m}$. It is worth noting that, for a convergent series, where $\sum_{n=1}^{\infty} a_{n}=L$, the Cesàro-summation yields the same sum; i.e., $\lim _{k \rightarrow \infty} c_{1}^{\alpha}=L$.
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[^0]:    ${ }^{1}$ Here, $\lambda$ is the wavelength, while $R$ is a typical dimension of the scatterer.

[^1]:    ${ }^{2} \mathrm{~A}$ caustic refers to the cross-sectional area where all the rays pass.

[^2]:    ${ }^{3}$ Here, * indicates complex conjugation.

[^3]:    ${ }^{1}$ The teletype fonts are used to represent the time varying (vector) functions.

[^4]:    ${ }^{2}$ The conventional bold fonts in mathematical mode are used to represent the (vector) functions in the frequency domain.

[^5]:    ${ }^{3}$ In this thesis, the scalar functions are represented by the conventional slanted font in mathematical mode.

[^6]:    ${ }^{4}$ The plane containing the direction of propagation $\mathbf{w}$ and the cylinder axis, the $z$-axis.

[^7]:    ${ }^{1}$ The Calligraphic fonts are used to represent the matrix operators.

[^8]:    ${ }^{2}$ The background definitions and theorems from functional analysis are omitted. We refer to [2, 15, 30, 34].

[^9]:    ${ }^{1}$ Alternatively, when the strip subtends an angle greater than $\pi$ (i.e., the slit is small), the structure is often referred to as a slotted cylinder with dielectric loading.

[^10]:    ${ }^{2}$ Under the assumption that the permittivity is independent of frequency, for any material, $\epsilon_{r} \geq 1$; whereas $\mu_{r}$ is essentially 1 for most materials, except for nonlinear ferromagnetic material.

[^11]:    ${ }^{3}$ The propagating modes of a closed waveguide have been widely documented in the literature. For the range of dimensions we consider here, several propagating modes are supported by a closed waveguide of these dimensions. Comparing the open CLR problem to this standard closed waveguide, we deduced that guided modes are supported for the dimension considered in the figures.

[^12]:    ${ }^{1}$ For the scattering problem with an obliquely incident plane wave, $\beta_{z}=\cos \theta_{z}^{\mathrm{pw}}$.

[^13]:    ${ }^{1}$ It is worth noting that, by using Poisson's integral formula, the Fourier series of a continuous function $f$ of period $2 \pi$ can be shown to be Abel-summable.

