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Abstract 

 

Economic institutions are the rules of the economic game that define the incentives and 

constraints for businesses, and are integral to the development of an economy. Myanmar’s 

institutions have a turbulent history, shifting repeatedly due to the frequent changes in ruling 

regimes. In the 19th century, British colonization brought market-supporting institutions to 

replace the existing traditional, informal institutions. Despite their success in facilitating 

export-led economic growth, the Burmese population viewed colonial institutions as 

exploitative, which contributed to increasing state-domination of institutions throughout the 

20th century. The socialist government that came to power in 1962 abolished markets and 

their supporting institutions, and gave the government widespread authority to control and 

implement economic activity. Though the government was incapable of exploiting this 

authority, successive regimes retained many of these formal powers, delegating them through 

an opaque system which limits access to economic opportunities and gives the state power to 

dictate economic outcomes. The state also exerts influence over transactions, which often 

hinge on permissions, connections, and bribery. Property rights, which depend on a ‘strong 

but limited state’ for their defence, instead face a ‘weak but unlimited state’ in Myanmar, 

with few bounds on government’s formal authority and weak market-supporting institutions. 

Arbitrary implementation and unpredictability are fundamental characteristics of Myanmar’s 

institutional framework, incentivizing businesses to engage in bribery, build relationships and 

result depend on informal, relation-based mechanisms to facilitate exchange.  

 

This thesis examines the impact of economic institutions on businesses in Myanmar, drawing 

on over 150 quantitative surveys and 60 interviews conducted during almost two years in 

country. It examines how institutions shape transactions, firm-level outcomes, and decision-

making, and finds that they have a material impact on firm performance. Weak institutions 

deter investment, restrict competition, lead to lower productivity, and distort price signals, 

skewing the allocation of capital and labour. It argues that Myanmar’s existing economic 

institutions are heavily influenced by history, and that the socialist-era governance of 

business has left a legacy that continues to influence economic outcomes. It also shows that 

institutional enforcement characteristics and informal institutions matter for economic 

outcomes. State weakness leads to an institutional framework characterized by enforcement 

that is non-existent, arbitrary, preferential, or opportunistic. The result is heterogeneity of 
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institutional experiences that depend not only on business-government relationships, but also 

changes in the external environment, changes in personnel within government, poorly 

codified laws, and weak monitoring and enforcement mechanisms.  
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Chapter 1: Introduction 

 

1.1: Research Purpose 

Economic institutions are integral to the development and sustained success of economies. 

They are the rules that shape the economic game and the incentives and constraints that 

influence the decisions of economic actors. They affect relative and actual prices, the 

participation in and functioning of markets, the distribution of benefits from economic 

activity, and the investment in human and physical capital which drives future economic 

growth. Consistent, efficacious institutions promote investment in and efficient use of both 

physical and human capital. Inconsistent and ineffectual institutions can deter investment and 

productive economic activities, and incentivize rent-seeking and the inefficient use of capital 

and labour.  

 

Economic institutions are fundamental to the development story of Myanmar. Before the 19th 

century, the economy of Myanmar (or Burma, as it was referred to for much of the 19th and 

20th centuries) was characterized by traditional, informal institutions which relied on personal 

relationships and social networks to facilitate economic activity. In the 19th century, the 

British progressively colonized Burma, gradually introducing a set of formal market 

supporting institutions and reshaping the economy from a traditional agrarian to an export-

oriented resource and agriculture based economy. The colonial institutions continued to 

expand their reach into the early 20th century, and while they succeeded in facilitating 

economic expansion, they largely failed as a legitimate set of rules governing the distribution 

of wealth. They were viewed by the Burmese as part of the exploitative colonial economy 

which enriched foreigners and excluded locals, a narrative that drove nationalism and anti-

capitalist sentiment. The formal colonial institutions often contradicted the informal 

institutions of traditional Burmese society, and were only adopted to a limited degree by the 

populace despite their importance in the formal economy.  

 

After short stints with an occupying Japanese administration during World War II and a post-

war reincarnation of the colonial administration, an independent Parliamentary government 

was established in 1948. The new leadership had a much different economic agenda, which 

emphasized the nationalization, Burmanization and industrialization of the economy. The 
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state would play a major role in key sectors such as finance and manufacturing, and also 

engage in a greater degree of economic planning. Yet the parliamentary government lasted 

only 10 years before a military ‘caretaker’ government came to power in 1958. Just four 

years later, a coup ended the parliamentary experiment and brought in a military government 

called the Revolutionary Council (RC) that would dramatically change Myanmar’s formal 

economic institutions. The key to the RC’s economic agenda was the abandoning of markets 

and the adoption of a form of socialism as the model of economic organization. The socialist 

economy was planned and administered by the state, while most private enterprises were 

criminalized. The colonial era market-supporting institutions that deteriorated during the 

parliamentary era were mostly abolished by the RC, though the structures and facades of 

some institutions lingered. Both the implementers and patrons of these economic institutions, 

whose shared conceptions about economic exchange legitimized those institutions, had 

largely left the country. While the ineptitude of the RC and rampant corruption doomed 

Burma’s socialist aspirations in only a few years, socialism and its formal institutional 

framework was officially retained until 1988. That year another coup brought to power a 

military junta which officially abandoned socialism, adopted markets, and opened the country 

to greater international economic engagement. The junta ruled for almost a quarter century, 

until 2012, when a military-dominated quasi-democratic regime came to power. In the last 

three quarters of a century, Myanmar experienced frequent changes in governments, which 

brought periodic changes to economic institutions and contributed to their arbitrary and 

unpredictable enforcement.  

 

The laws, rules, and regulations that underpin Myanmar’s formal institutional framework 

were dramatically revised during socialist and military rule to give widespread economic 

authority to the state, powers which are largely retained by the existing government. 

Economic sectors that have historically been Myanmar’s most lucrative, such as forestry, 

mining, oil and gas, and the rice trade, continue to have laws that reserve these activities for 

the state. For sectors with less historical ‘weightiness,’ the government is largely laissez faire, 

providing little regulation and few market-supporting institutions. Despite the state’s wide-

ranging authority to control and administer lucrative sectors of the economy, current and past 

governments have been unable to exploit these rights to anywhere near their full extent. The 

state’s formal authority to exploit and control these sectors far outstrips its ability to do so. 

When the state does not exploit these sectors directly, it controls the delegation of that 

authority to private interests either explicitly, implicitly or through wilful ignorance (the latter 
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is exemplified by the government’s neglect of rampant cross-border smuggling). This creates 

an opaque system which limits access to key sectors and often determines participation 

through government fiat, not market mechanisms. It incentivizes businesses to invest in 

relationships with government officials, while reducing their incentives to improve 

performance. It also increases uncertainty for businesses that depend on continued state 

sanction to operate, as they lack any inalienable right to do so.   

 

As well as exclusive authority in key economic sectors, the state also exerts wide-ranging 

controls over basic transactions and the rights and benefits derived from private property 

ownership. For example, many basic business transactions, such as registration and land 

transfers, are encumbered by the need to obtain numerous permissions from government 

officials, a relic of the socialist system. These examples evidence a system in which business 

transactions are governed by permissions, not rules, resulting in time and financial costs for 

businesses. Property rights, which the New Institutional Economics literature argues are 

fundamental to capital accumulation and economic development, depend on a ‘strong but 

limited state’ which can credibly commit to respecting these rights. Yet present-day 

Myanmar is much the opposite - a ‘weak but unlimited state’ with few bounds on its formal 

authority yet limited strength to create and sustain the independent institutions necessary to 

protect property rights. Laws that facilitate state infringement of property rights are common, 

from blatant examples such as state confiscation of traditional communal lands or more 

subtle transgressions such as restrictions on the crop choice of farmers. The state’s 

interference in both economic exchange and property rights is detrimental to Myanmar’s 

economic development.   

 

While the state places much emphasis on controls and permissions to engage in economic 

activity, little attention is devoted to the development of market supporting or regulatory 

institutions to facilitate impersonal exchange and competitive markets. Key market 

supporting institutions such as the judiciary and the financial system are incapable of 

providing needed public goods and lack legitimacy among businesses. Formal institutions are 

also inconsistent and unpredictable, and laws implemented arbitrarily. This is not evidence of 

‘weak institutions,’ but instead is an integral characteristic of the state’s economic 

institutional framework and a central part of the incentive and constraint structure that 

businesses encounter. The challenges of the formal institutional framework incentivize 

businesses to use relationships, bribery, and informal institutions to facilitate transactions. In 
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present-day Myanmar, relationships play an integral role in facilitating economic exchange, 

the result of weak formal institutions, expansive state authority, and no credible commitment 

from the sovereign to protect private property rights.  

 

The purpose of this thesis is to examine the role of institutions in Myanmar’s economy, and 

the way that they shape transactions, outcomes, and the decisions of businesses. It makes 

three major lines of argument. First, a country’s existing economic institutions are inherently 

shaped and descendent from its historical economic institutions. In Myanmar, these formal 

economic institutions have a turbulent history, changing regularly based on the whims and 

ideologies of the regime of the day. Institutional characteristics that have their roots in 

previous eras, such as state control of the ‘commanding heights’ or the weakness of market-

supporting institutions, continue to characterize the present-day institutional framework 

despite changes in the economic system. Historical institutions are also important because 

they influence the set of organizations that exist in the present economy, all of which were 

founded in the past based on the incentive structure that existed under the historical 

institutions. In sum, both the institutions and organizations of the present come from the past, 

which makes a thorough understanding of the present context impossible without an 

understanding of its history.   

 

Second, institutions matter for Myanmar’s economic success, not just at the level of the 

macro economy but also for the individual business. This study focuses on the effects at the 

firm level, and finds that the implementation and enforcement of Myanmar’s institutions 

often raise the costs for businesses of interacting with government, while also increasing risk 

and uncertainty. Weak institutions deter investment by changing the relative costs and 

benefits of engaging in transactions. They restrict the range of entrepreneurs who can engage 

in a marketplace, and therefore the competition in that market. The lack of competition can 

lead to greater inefficiencies at the firm level, quasi-monopoly pricing, and lower levels of 

economy-wide output. Institutions also distort price signals, which can lead to the 

misallocation of labour and capital to otherwise unproductive activities. While in more 

developed market economies, prices communicate changes in supply and demand in a 

relatively steady institutional environment, in Myanmar prices reflect changes in supply and 

demand as well as variations in institutional enforcement and market distortions such as 

scarcity rents.  
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Lastly, while most of the literature addresses the formal institutions, informal institutions and 

the enforcement characteristics of both informal and formal institutions are integral for 

economic outcomes. In Myanmar, most existing formal institutions suffer from deficient 

implementation. While they may exist on paper, the weaknesses of the state mean that 

institutional rules are not enforced, enforced arbitrarily or preferentially, or enforced 

opportunistically to extract bribes from businesses. The result is that the institutional 

environment affects different businesses in different ways, and these heterogeneous effects 

have been poorly understood and represented, especially in the quantitative literature. 

Relationships are a key aspect of doing business in Myanmar, yet their effect on firm-level 

outcomes is not addressed in the institutional economics and investment climate literature. 

Beyond relationships, there are many other factors that influence the enforcement 

characteristics of formal institutions, such as changes in the external environment, changes in 

personnel within the government administration, poorly codified laws, processes, and 

procedures, and weak monitoring and enforcement mechanisms within the civil service that 

creates principal-agent problems and allows conflicts of interest to thrive. This thesis aims to 

incorporate enforcement characteristics into its analysis in an integral and grounded way. 

1.2: Contributions 

This thesis aims to make a number of major contributions to the literature. First and foremost, 

it is the first significant analysis of Myanmar’s economic institutions based on extensive field 

research in some time. While many other works have addressed the macro economy, 

economic history, or important subsectors such as agriculture, this work focuses particularly 

on the country’s economic institutions and their effect on private sector development. It 

includes a significant amount of original data based on over 150 firm level surveys, more 

than 60 qualitative interviews, and almost two years of in-country experience. Secondly, it 

combines qualitative, quantitative and historical analysis to provide both rigour and context. 

This methodological contribution is in part due to the necessities of collecting information in 

Myanmar. However, it is also a response to the quantitative-centric approaches in the 

literature that lack context and the knowledge to translate econometric results into practical 

conclusions, and then to take those practical conclusions one step further to inform policy 

decisions. A regression analysis that can show that electricity is the biggest constraint to 

growth across 140 countries is interesting for academics but has no practical or policy 

relevance at the level at which policy-making occurs. Lastly, the thesis aims to show that 
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informal institutions play an important role in the economy and merit greater attention in the 

work of both academics and practitioners, especially in developing countries where informal 

institutions play an important role in facilitating economic exchange.   

 

1.3: Thesis Structure 

This thesis is structured as follows. Chapter Two is the literature review, which starts with a 

brief review of the evolution of development economics before turning to the New 

Institutional Economics literature. It focuses especially on the contributions of Douglass 

North, whose work on institutions and development is central in the literature. It then shifts to 

explore the practitioner-oriented investment climate literature and the use of firm-level data 

to examine how the institutional environment and investment climate affect firm 

performance. Chapter Three reviews the methodology of the thesis, with a focus on the 

quantitative data collection process. It also highlights the limitations of both the qualitative 

and quantitative data and provides the reader with a better understanding of their context. The 

intimate knowledge of both the quantitative and qualitative data is one of the strengths of this 

PhD, as it allows more insights into the analytical results. Chapters Four and Five review the 

historical development of Burma/Myanmar’s economic institutions and private sector. 

Significant emphasis is placed on the creation, successes, and failures of the colonial era 

institutions, as well as their undoing during the Parliamentary and Socialist eras. The thesis 

also examines the institutional turmoil of the socialist and military eras, and its effects on the 

private sector and business-government interactions.  

 

Chapter Six explores the present-day economic institutions in Myanmar, including the key 

laws, rules, and regulations that govern the private sector and state-business interactions. It 

highlights the centrality of the Union government and the secondary status of subnational 

governments and individuals. It also argues that arbitrary enforcement and uncertainty are 

key institutional characteristics, and not only the result of ‘weak’ institutions. It closes with 

an examination of the strategies businesses adopt in the present-day institutional 

environment, examining bribery, relationships, and business associations. Chapter Seven 

explores the quantitative data collected from businesses in Myanmar. The first section 

explores a range of descriptive statistics about firm characteristics and firm performance. The 

second section employs regression analysis, examining the importance of institutional 
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variables on firms of different sizes. The final section explores the relationship between 

institutions and firm performance, as measured by changes in either firm sales or number of 

total employees. The thesis concludes with Chapter Eight, a brief review of the findings. 



8 
 

Chapter 2: Literature Review 

 

2.1: Introduction 

The economics of development as a discrete focus in academia is relatively new but has 

intellectual roots in both political economy and classical economics.1 Interest in development 

economics grew after World War II, when many former colonies became independent, self-

governing countries, yet there were no academic frameworks to analyse their economies 

(Todaro and Smith 2009, 110). The first theories of development were heavily influenced by 

two factors: (1) the Marshall Plan in Europe, in which massive capital injections helped 

countries rebuild their economies in a matter of years; and (2) the historical precedent of 

then-developed countries, that just a few centuries earlier were also undeveloped, agrarian 

societies (Todaro and Smith 2009, 111). These experiences figured centrally into early 

theories of economic development. One of these, put forth by American economist Walt 

Rostow, famously (or infamously) argued that economic growth occurred in a series of five 

consecutive stages through which all economies pass: (1) the traditional society; (2) 

preconditions for take-off; (3) take-off; (4) drive to maturity; and (5) age of high mass 

consumption (Rostow 1960, 4-11). Capital accumulation was the fundamental catalyst for 

Rostow’s take-off, and accelerated because of the benefits of compounding accumulation. 

The stages of growth were linked to the economy’s accumulation of the factors of production, 

which different scholars attributed to different savings rates (Solow 1956), preferences (Cass 

1965, Koopmans 1965) or other parameters. The relationship between capital accumulation 

and growth in output, according to the Harrod-Domar growth model, was linked through the 

savings rate (which represented how much of a nation’s output could be invested back into 

capital), the marginal product of that capital, and the depreciation rate of the capital (Domar 

1946, Harrod 1939). Changes in any of these three would affect the growth in output.  

 

The dual-sector model, commonly referred to as the Lewis model, was another important 

early contribution to development economics. The model hypothesized that developing 

country economies had two sectors: an over-populated ‘subsistence’ sector dominated by 

agriculture, and a higher-productivity ‘capitalist’ sector (Lewis 1954, 402). The more 

                                                      
1 This section does not aim to provide a comprehensive overview of the rich history of economics and, more 
specifically, the subfield of development economics. This is far beyond the scope of this thesis. Instead this 
cursory review aims to show how New Institutional Economics fits in the intellectual evolution of the discipline. 



9 
 

productive capitalist sector, with industrialists who reinvested profits into capital and created 

new employment opportunities, drew labour from the ‘subsistence’ sector because of the 

higher wages offered (Lewis 1954, 448). The abundant supply of labour in the ‘subsistence’ 

sector meant that the wages needed to draw labour away from that sector and into the 

‘capitalist’ sector remained constant until all surplus labour had moved to the ‘capitalist’ 

sector. The result of this process was a “rising share of profits in the national income” (a 

higher savings rate) which was reinvested by capitalists to create more employment 

opportunities. The Lewis model received much praise but also significant criticism, including 

critiques that the model:  

(1) Proposed that the marginal product of labour in the subsistence sector could be zero or 

negative. 

(2) Used the average, not marginal, product of labour in the subsistence sector to 

determine the capitalist wage. 

(3) Portrayed a “smooth process of transfer of labour from underemployment in rural 

areas to full employment in a growing modern industrial urban sector,” despite most 

urban cities of the day having widespread under- and unemployment. 

(4) Assumed capitalists would reinvest all their profits, failed to address the creation of a 

capitalist class in a traditional society, and failed address the creation of demand for 

capitalist sector output (Leeson 2008, 197-199).  

 

Other key contributions to the early literature on development economics included Paul 

Rosenstein-Rodan’s ‘Big Push’ model, which argued that development required a critical 

mass of investment in order to succeed (Rosenstein-Rodan 1943). Rosenstein-Rodan and 

Nurske contributed to ‘Balanced Growth Theory,’ which argued that development depended 

on economy-wide investment to enlarge markets and increase productivity (Nurske 1953). 

Many early contributions to development economics placed heavy emphasis on exogenous 

factors, notably capital, and did not focus on any of the structural or endogenous 

characteristics of an economy (Zagha and Nankani 2005, 2). Using these early models, the 

discipline of development economics boomed in the 1960s, a high that ended “with a 

whimper” in the early 1970s as growth declined because of the cumulative effects of 

distortions and inefficiencies combined with economic shocks (Yusuf 2009, 13). The 

emphasis on capital accumulation led to mounting criticisms of early theories when growth 

slowed below the levels predicted at given rates of capital accumulation. Economic 
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institutions, government policies and the business environment were not important for growth 

and development in these models. 

 

In the 1960s and 70s, ‘dependency’ theory rose to prominence because of growing evidence 

of the shortcomings of the classical liberal and structural change models. Dependency theory 

had its roots in the work of two UN economists, Raúl Prebisch and Hans Singer, who 

separately published papers in 1949/50 arguing that the terms of trade between primary 

products and manufactures deteriorate over time (United Nations Economic Commission for 

Latin America 1950, Singer 1949). Their hypothesis would come to be known as the Singer-

Prebisch thesis. This constant deterioration meant that the development prospects for 

countries that relied on primary product exports were grim, as they faced increasing 

difficulties accumulating capital. The policy prescription from the UN’s Economic 

Commission for Latin America was to adopt import-substituting industrialization (ISI), which 

was supposed to help developing countries escape dependence on imported manufactures and 

accumulate capital. The structural inequalities that were characteristic of the existing 

international system, as outlined in the Singer-Prebisch thesis, also attracted interest among 

Marxist economists in the United States, for example Baran (1957). Dependency theorists 

generally posited that underdevelopment was the result of: (1) poor quality but well-

intentioned advice from IFI’s and ‘development’ experts; or (2) the “historical evolution of a 

highly unequal international capitalist system of rich-country, poor country relationship” in 

which the rich-countries dominate the poor through unequal power relationships (Todaro and 

Smith 2009, 122). However, the failures of ISI policies in Latin America, especially in 

comparison with the trade-oriented economies of East Asia, led to the eventual decline of 

dependency theory.  

 

In the late 1970s and 1980s, there were significant shifts within the discipline. In developed 

Western countries, poor economic performance and stagflation throughout the 1970s brought 

scepticism about state-led development policies. It also contributed to the rise of conservative 

governments who believed that underdevelopment was the result of poor policies and 

interventionist governments, which led to highly inefficient resource allocations and 

consequently slower growth  (Todaro and Smith 2009, 126-127). Within the World Bank, 

there was a similar ideological shift “from macroeconomic concerns with the availability of 

foreign finance to microeconomic advice on ‘getting the prices right.’ External causes were 

de-emphasized, and blame for the crisis was laid predominantly on domestic policy errors, 



11 
 

notably the use of borrowed funds for consumption or for investment purposes that were 

badly directed, partly due to distorted prices” (Stern and Ferreira 1997, 560). The new 

ideology of market-based solutions was exemplified by the ‘Washington Consensus,’ which 

gained widespread acceptance within the US Treasury Department and the Washington-based 

international financial institutions (IFIs) of the IMF and World Bank. This agenda, whose 

roots lay in John Williamson’s 1990 article “What Washington Means by Policy Reform,” 

outlined ten ‘neoliberal’ policy prescriptions to guide the advisory and policy agenda for 

these organizations (Williamson 1990a). Policies included a push for fiscal discipline and 

altered fiscal priorities, tax and exchange rate reform, liberalization of the financial, trade and 

foreign investment regimes, privatization, deregulation and security of the property rights 

regime (Williamson 1990a).  

 

The early 1990s, especially the post-Soviet transition, was the pinnacle of the neoliberal 

Washington Consensus. Yet the neoliberal-informed advice given to former Soviet, sub-

Saharan African and Latin American countries by the IFIs produced results that were 

generally viewed as underwhelming or outright disappointing (Rodrik 2006, 974). Downturns 

in GDP were greater than predicted for post-Soviet countries. For many others, growth and 

development outcomes were below expectations. In the wake of these shortcomings, other 

theories began to rise to prominence in the 1990s and 2000s. These new theories, generally 

speaking, emphasized the importance of “complementarities between several conditions 

necessary for successful development. These theories often highlight the problem that several 

things must work well enough, at the same time, to get sustainable development underway” 

(Todaro and Smith 2009, 159). The re-emergence of discourse around institutions, of which 

New Institutional Economics played a central part, was a direct result of the failures of 

orthodox policies in post-Soviet transition economies which were developed without any 

regard to institutions (Murrell 2005, 691, Chang 2006, 2).  

 

One of these new theories, endogenous growth theory, proposed that growth comes from 

changes in the systems governing the production process rather than forces outside that 

system, such as the introduction of additional labour, capital or technology (Todaro and 

Smith 2009, 151). Endogenous growth, according to Paul Romer, “distinguishes itself from 

neoclassical growth by emphasizing that economic growth is an endogenous outcome of an 

economic system, not the result of forces that impinge from outside” (Romer 1994, 3). 

Economic growth is not just a result of combining labour, capital and technological change, 
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but other considerations far more difficult to measure such as the movement of knowledge 

and human capital (Lucas 1988). North and Thomas argued that the factors often used as 

explanations for growth – innovation, economies of scale, education, and capital 

accumulation – were not causes of growth but instead growth itself (North and Thomas 1973, 

2). These essential insights are often ignored because they are difficult to measure, resulting 

in a body of literature that focuses on testing and rejecting models that are too narrowly 

defined. Endogenous growth helped economists understand a number of previously 

unexplained phenomena, for example international capital flows from developing to 

developed countries (Romer 1987). Engerman notes that the rise of endogenous growth 

theory was part of a more general move from a “concentration on the role of narrowly 

defined economic factors to a focus on the significance of various social structures and 

culture in providing the conditions conducive to economic development” (Engerman and 

Sokoloff 2005, 641). 

2.2: New Institutional Economics  

Even before the zenith of neoliberals and the ‘Washington Consensus,’ interest in the role of 

institutions had been growing within the economics profession. By the mid-1980s, the 

“economics of institutions” was cited as one of the “liveliest areas” in the discipline 

(Matthews 1986, 903). Though the term ‘New Institutional Economics’ (NIE) was coined by 

Oliver Williamson in 1975, it was not until the 1990s that NIE began to coalesce and gain 

prominence, a result of the failing of post-Soviet reform policies informed by neoliberal 

economics. Milo argues that the post-Soviet transition exposed the limits of “one-size fits-all” 

policies (Milo 2007). Institutions differed across countries, and these differences mattered 

greatly for the outcome of neoliberal policies (Milo 2007). John Nye argued that this “turn to 

focus on governance and institutions” came as Western organizations realized that 

development entailed more than capital and technology transfer (Nye 2011, 4). Revived 

interest in the role of institutions started to become evident in international organizations in 

the 1990s, specifically in the work of the World Bank (for example, see World Bank 1997, 

2002). 

 

The importance of institutions was not a new discovery in the late 20th century (Zagha and 

Nankani 2005). It was addressed, albeit from different perspectives, by thinkers in previous 

decades and centuries including Adam Smith, Karl Marx, Max Weber, and in the mid-20th 



13 
 

century, Burma’s own Hla Myint. They all “highlighted the role of institution in the 

development of a market economy and formation of a capitalist society”(Zagha and Nankani 

2005, 5). Glaeser notes that the foundations of the literature that argues that institutions (and 

democracy) bring development lies in the work of Montesquieu and Smith (Glaeser et al. 

2004). Institutional economics, sometimes referred to as old institutional economics, had 

flourished in the 1920s and 1930s through the work of scholars such as John Commons. The 

field later fell into disrepute as other scholars criticized it for lacking rigorous, theoretical 

foundations and supporting empirical analysis, as well as a tendency to be country-specific 

and politically motivated (Joskow 2008, 6).  

 

NIE is not a general theory of institutional economics and does not have any general models 

(Ménard and Shirley 2014, 2). Its roots lie in related but distinct bodies of work which 

evolved around two basic propositions: “(i) institutions do matter, (ii) the determinants of 

institutions are susceptible to analysis by the tools of economic theory” (Matthews 1986, 

903). In the Handbook of New Institutional Economics, Menard and Shirley state that NIE is 

“characterized by its stress on institutions as rules and norms, its examination of the 

microanalytics of firm and market organizations and the ramifications for public policy, its 

search for dynamic rather than static explanations of economic evolution, its acceptance of 

interdisciplinary approaches, and its openness towards case studies and other less 

mathematical methodologies” (Ménard and Shirley 2014, 2). NIE “extends economic theory 

by incorporating ideas and ideologies into the analysis, modelling the political process as a 

critical factor in the performance of economies, as the source of the diverse performance of 

economies, and as the explanation for ‘inefficient’ markets” (Harriss, Hunter, and Lewis 

2003, 19). 

 

2.2.1: Definitions 

There is not a consensus definition of institutions in the NIE literature, and different authors 

have put forward a range of different interpretations. Among the most cited is North (1981). 

He views institutions as a set of constraints, or “a set of rules, compliance procedures, and 

moral and ethical behavioural norms designed to constrain the behaviour of individuals in the 

interests of maximizing the wealth or utility of principals” (North 1981, 201-202). North 

notes that institutions can include “formal constraints (e.g., rules, laws, and constitutions), 

informal constraints (e.g., norms of behaviour, conventions, self-imposed codes of conduct), 

and their enforcement characteristics” (North 1994a, 360). Other scholars, including de Haan 
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and Glaeser et. al., have also emphasized the role of institutions as permanent or durable 

constraints on behaviour (Glaeser et al. 2004, De Haan 2007). As well as providing a 

constraint, institutions are also important because they create incentives. North says that 

institutions “structure incentives in human exchange, whether political, social, or economic,” 

(North 1981). Often scholars include both of these concepts in their definition of institutions, 

as did Acemoglu when noting that institutions are humanly devised, set constraints and shape 

incentives (Acemoglu 2004, 9). In a lecture on the role of NIE, Matthews argued that the 

unifying characteristic of the many interpretations of institutions are as “rights and 

obligations affecting people in their economic lives” (Matthews 1986, 905). The result of 

institutions is to influence the behaviour of actors. As North noted,  institutions structure 

human interaction and “alter the price individuals pay” for their actions  (North 1990, 22). Defined 

in this way, economic institutions are inclusive conceptions. Acemoglu et al. note that 

economic institutions include  “the structure of property rights and the presence and 

perfection of markets” (Acemoglu, Johnson, and Robinson 2005, 1).   

 

Early definitions of institutions, especially those of North, left open the possibility that 

societies could have conflicting institutions, for example, when a formal constraint (like a law 

on land rights) stood at odds with a long-held convention (such as communal land 

ownership). To clarify such cases, more recent work by North has introduced new terms into 

the NIE lexicon. ‘Institutional form’ is used to refer to “explicit and formal institutional 

arrangements, like a written constitution,”  (North et al. 2007, 25). ‘Mechanisms’ are  the 

“formal or informal way the institutional forms are implemented and sustained” (North et al. 

2007, 25). Institutional forms and mechanisms differ from North’s former definition of 

institutions because they “explicitly do not include beliefs, cultures, or whether the institution 

is embedded in a limited or open access order” (North et al. 2007, 25).  

 

To give greater structure to the differing conceptualizations of institutions in the literature, 

Williamson puts forth an analytical framework that identifies four levels of social analysis 

that are relevant to institutional economics, which is shown in Table 2.1. Williamson’s 

framework differentiates between the different types of institutions and how they relate to 

different branches of thought in NIE. While all of the levels of institutions outlined by 

Williamson are relevant for development, NIE focuses on the second and third levels of 

institutions (Williamson 2000, 596). North’s definition of institutions focuses on Level 2 

institutions though with a significant influence from embedded Level 1 institutions. The 
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Level 2 institutions which are the focus of NIE are sometimes collectively referred to as the 

‘institutional environment’ (Williamson 1990b, 1997).  

 

Table 2.1: Economics of Institutions 

Level Frequency 

(years) 

Purpose Relevant 

theoretical 

discourse 

Level 

1 

Embeddedness: informal 

institutions, customs, 

traditions, norms, 

religion 

100 to 1,000 Often 

noncalculative; 

spontaneous  

Social theory 

Level 

2 

Institutional 

environment: formal 

rules of the game – 

especially property 

(polity, judiciary, 

bureaucracy) 

10 to 100 Get the 

institutional 

environment 

right. 1st order 

economizing 

Economics of 

property 

rights/positive 

political theory 

Level 

3 

Governance: play of the 

game: especially contract 

(aligning governance 

structures with 

transaction) 

1 to 10 Get the 

governance 

structures right. 

2nd order 

economizing. 

Transaction cost 

economics 

Level 

4 

Resource allocation and 

employment (prices and 

quantities; incentive 

alignment) 

continuous Get the marginal 

conditions right. 

3rd order 

economizing.  

Neoclassical 

economics/agency 

theory 

Source: Williamson, Oliver E., “The New Institutional Economics: Taking Stock, Looking Ahead,” Journal of 

Economic Literature, Vol. 38, No. 3 (Sep., 2000), pp. 595-613. 

 

While the definitions of institutions employed in the literature vary, they can still provide 

some useful clarity about the concept of institutions. Other definitions, however, are too 

broad to be useful. In the 2002 World Development Report entitled “Building Institutions for 

Markets,” the World Bank defined institutions as the “rules, enforcement mechanisms and 

organizations supporting market transactions” that together “help transmit information, 

enforce property rights and contracts, and manage competition in markets” (World Bank 

2002, 4). This definition  includes both institutions and organizations, which Shirley argues 

“makes a mockery of efforts to measure the impact of institutions on markets or policies or 

the interactions between institutions and organizations” (Shirley 2005, 632). This thesis will 
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adopt the usage of North, viewing institutions as rules, compliance procedures, norms and 

behaviours that constrain and incentivize individuals. 

 

2.2.2: Organizations and Governance Structures 

If institutions are the rules of the game, organizations are the players of the game. According 

to North, organizations are “groups of individuals bound by a common purpose to achieve 

objectives. They include political bodies (political parties, the senate, a city council, a 

regulatory agency); economic bodies (firms, trade unions, family farms, cooperatives); social 

bodies (churches, clubs, athletic associations); and educational bodies (schools, colleges, 

vocational training centers)” (North 1993, 6). Organizations come into being to “win the 

game” or “achieve objectives” based on the existing institutional structure (North 1990, 4-5). 

Organizations are purposefully created, and done so in the context of the existing rules of the 

game. Though organizations are the players of the game, they are also major agents of 

institutional change in the pursuit of their objectives (North 1990, 4). 

 

If organizations are the players of the game, governance structures are the ways that these 

players internally organize. Governance structure (often referred to simply as governance) is 

closely associated with the work of Oliver Williamson on Transaction Cost Economics (TCE) 

at the third level of institutional analysis, or the ‘play of the game.’ According to Williamson, 

“governance is an effort to craft order, thereby to mitigate conflict and realize mutual gains” 

(Williamson 2000, 599). Governance happens through the structure or arrangement of the 

different organizations at this level of the institutional analysis.  

 

The three governance structures that are central to Williamson’s analysis are markets, 

hybrids, and hierarchies. Williamson defines governance structure as the “institutional matrix 

within which the integrity of a transaction is decided. Within the commercial sector, three 

discrete structural governance alternatives are commonly recognized: classical market, 

hybrid, and hierarchy” (Williamson 1993, 55). Menard and Shirley refer to these governance 

structures as ‘organizational arrangements’ and define them as the “different modes of 

governance that agents implement to support production and exchange. These include (i) 

markets, firms and the various combinations of forms that economic actors develop to 

facilitate transactions and (ii) contractual agreements that provide a framework for organizing 

activities, as well as (iii) the behavioural traits that underlie the arrangements chosen” 

(Shirley and Ménard 2005, 1). Therefore, governance structures also provide constraints and 
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incentives for human interaction much like institutions, except they do so inside the 

organization (North 1990, 4, 1994b, 2). Organizations adopt governance structures based on 

the institutional environment, which shapes the costs of transacting.  

 

2.3: The Assumptions of NIE 

 

2.3.1: Bounded rationality 

One of the key assumptions that separates NIE from neoclassical economics is that actors 

have ‘bounded rationality,’ or as North puts it, “incomplete information and limited mental 

capacity by which to process information” (North 1993, 1). The idea of bounded rationality is 

associated closely with Herbert Simon and his 1957 book “Models of Man” (Simon 1957). 

Simon defines bounded rationality as behaviour which is “intendedly rational, but only 

limitedly so” (Simon 1957, xxvi). As he elaborates, there are numerous bounds on the 

knowledge of actors. They are unable to know risk and uncertainty in the future, have 

incomplete information about alternatives in the present, and are unable to fully comprehend 

complexity (Simon 1962, 163-164).  

 

There are many implications that derive from the presumption of bounded rationality. When 

market actors lack all relevant information about a transaction, they often incur costs to 

acquire that information. As North notes, “costs of transacting arise because information is 

costly and asymmetrically held by the parties to exchange” (North 1993, 2). Another 

ramification is “all complex contracts are unavoidably incomplete” (Williamson 1993, 11). 

Actors cannot foresee all potential risks and uncertainties that might avail themselves in the 

future and therefore cannot incorporate those eventualities into the contract. Bounded 

rationality is also important because it means that institutions, which also lack unboundedly 

rationality, are inherently inefficient, as noted by North.  Lastly, bounded rationality means 

that actors perceive, through theories or models, the world around them based on limited 

information. This gives rise to ideology, and this assumption allows institutional economists 

to understand and include the role of ideology in the formation of economic institutions.    

 

2.3.2: Opportunism 

Another key assumption in NIE is that actors are opportunistic, or as Williamson puts it, they 

are “self-interested with guile” (Williamson 1993, 11). They may defect from the spirit of 
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cooperation in a transaction under certain conditions. Human actors often will not disclose 

their full knowledge when asked and will fail to fulfil promises, which means that a “contract 

as (a) mere promise, unsupported by credible commitments, will not be self-enforcing” 

(Williamson 2000, 601).  

 

If it were not for opportunism, behaviour could be governed by basic rules without the need 

for comprehensive, ex ante planning. Opportunism is a source of uncertainty in transactions 

and as such, spurs the creation of institutions to protect against it. These institutions help 

“protect a (well-socialised) majority against the predatory tendencies of a determined 

minority” (Williamson 1993, 12). The question of when defection is likely, and the role of 

institutions in altering these incentives, gives rise to the concept of ‘credible commitment’.  

2.4: The Importance of Institutions 

NIE proposes that institutions matter for economic analysis. Economic institutions stem from 

problems in markets, a key insight of Coase, who argued that without transaction costs, there 

would be no need for institutions (Coase 1937). Arrow echoed this when he noted that “there 

is a wide range of social institutions, in particular generally accepted social norms of 

behaviour, which serve in some means as compensation for failure or limitation of the 

market” (Arrow 1971, 5). They form constraints, increase predictability and reduce the 

uncertainty that is inherent in human economic exchange (Harriss, Hunter, and Lewis 2003, 

18).  

 

The importance of institutions is better understood by looking at three concepts central to 

NIE: property rights, transaction costs, and contracts. Menard and Shirley refer to these as the 

“golden triangle of NIE” (Ménard and Shirley 2014, 4). They lie at the core of the work of 

Coase, Williamson, North and many other NIE scholars. While these concepts may not seem 

directly related, they connect through the concept of institutions. Simply put, institutions 

determine the rules of the game, which directly affect the transaction costs of making a 

contract-based exchange of rights over goods, services or anything from which an actor 

derives utility. “The theoretical core of NIE starts from the premise that because transaction 

costs are positive, information is costly and contracts and property rights are imperfectly 

defined and enforced. Under such circumstances, the institutional framework is a crucial 

determinant of economic performance” (Ménard and Shirley 2014, 6). 
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2.4.1: Property Rights 

One of the key intellectual contributions of NIE is the centrality of property rights in the 

economic system. NIE approaches property rights somewhat differently than previous 

literature, primarily by emphasizing the importance of ‘rights’ and de-emphasizing the 

importance of the physical ‘property’. Coase was one of the first to note this difference in a 

1959 paper entitled “The Federal Communications Commission,” in which he examined the 

allocation of radio frequencies. He found that actors trade in rights over property, not the 

physical property itself (Coase 1959). Furubotn and Pejovich summarize this conception by 

stating that “property rights do not refer to relations between men and things but, rather, to 

the sanctioned behavioural relations among men that arise from the existence of things and 

pertain to their use” (Furubotn and Pejovich 1972, 1139). The literature also points out that 

property rights are best thought of as a bundle of rights over an asset, which include “the right 

to use it, to change its form and substance, and to transfer all rights in the asset through, e.g., 

sale, or some rights through, e.g., rental” (Furubotn and Pejovich 1972, 1139-1140). 

 

However, property rights are not an unlimited license to use assets for any and every purpose. 

They are a limited set of rights accompanied by obligations that result from the externalities 

of property use, when that use abridges the property rights of others. Property rights “specify 

how a person may be benefited and harmed” (Demsetz 1967, 347). Coase argues very clearly 

that by restraining the right of party A to use their property because it would cause harm to 

party B, party A is being harmed. The problem is reciprocal (Coase 1960, 87). Coase notes 

“all property rights interfere with the ability of people to use resources. What has to be 

insured is that the gain from interference more than offsets the harm it produces” (Coase 

1959, 27). The purpose of property rights is to internalize the externalities that come from 

property use so that the gains from internalization outweigh the costs (Demsetz 1967, 349). 

Given the complexity of the rights and obligations, property rights also help owners form 

expectations about their future dealings with other actors by outlining the rights and 

obligations of externalities ex ante (Demsetz 1967, 347).  

 

Property rights are one of the key behavioural and social norms, or institutions, of a society. 

“The rights of individuals to the use of resources (e.g. property rights) in any society,” argues 

Alchian, are “supported by the force of etiquette, social custom, ostracism, and formal legally 

enacted laws supported by the states’ power of violence or punishment” (Alchian 1965, 5). 

Property rights “specify the norms of behaviour with respect to things that each and every 
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person must observe in his interactions with other persons, or bear the costs for non-

observance. The prevailing system of property rights in the community can be described, 

then, as the set of economic and social relations defining the position of each individual with 

respect to the utilization of scarce resources” (Furubotn and Pejovich 1972, 1139). Demsetz 

notes that they are, simply, “an instrument of society” (Demsetz 1967, 347). 

 

Early NIE scholarship on property rights was criticized for overstating their importance. For 

example, Coase argued that “a private-enterprise system cannot function properly unless 

property rights are created in resources,” but when that happened, “chaos disappears; and so 

does the government except that a legal system to define property rights and to arbitrate 

disputes is, of course, necessary” (Coase 1959, 14). More recent work has shown that, like 

labor and capital, property rights are a necessary but not sufficient condition for the growth of 

private enterprise. Later scholars have suggested differentiating property rights into two 

categories: contracting institutions and property rights institutions. The former are defined as 

“the rules and regulations governing contracting between ordinary citizens, for example, 

between a creditor and a debtor or a supplier and its customers” (Acemoglu, Johnson, and 

Robinson 2005). They point out that the most important component of contracting institutions 

is a functioning, independent judiciary. The later, property rights institutions, are defined as, 

“the rules and regulations protecting citizens against the power of the government and elites” 

(Acemoglu, Johnson, and Robinson 2005). Unlike the former, these institutions are related to 

“political and state-society interactions” (Acemoglu, Johnson, and Robinson 2005).  

 

2.4.2: Transaction Costs 

Transaction costs are the costs to “define and protect property rights and to enforce 

agreements,” and derive in part from economic institutions (North 1990, 5). Some academics 

equate them almost wholly with property rights – for example Demsetz refers to transaction 

costs simply as the “cost of exchanging ownership titles” (Demsetz 1968, 35). The concept of 

transaction costs was first explored in Ronald Coase’s 1937 paper “The Nature of the Firm” 

which sought to explain why firms formed, as opposed to fulfilling all transactions in the 

market (Coase 1937, 388). He argued that, in contrast to neo-classical economic theory in 

which transacting was costless, “the operation of a market costs something,” so firms (which 

command resources directly) save costs compared to transacting on the market (Coase 1937, 

392). He finds: 
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“The main reason why it is profitable to establish a firm would seem to be that there 

is a cost of using the price mechanism. The most obvious cost of ‘organizing’ 

production through the price mechanism is that of discovering what the relevant 

prices are. This cost may be reduced but not eliminated by the emergence of 

specialists who sell this information. The costs of negotiating and concluding a 

separate contract for each exchange transaction which takes place on a market must 

also be taken into account” (Coase 1937, 390-391).  

Coase noted that governments often regard transactions within the firm differently than 

market transactions, especially for taxation purposes (Coase 1937, 393). Lastly, market 

transactions can incur monitoring and enforcement costs. These information costs, whether in 

time or money, are a significant barrier to market transacting and key to transaction cost 

economics.  

 

Oliver Williamson took the initial findings of Coase and expanded them into other areas, 

including vertical integration in firms – the question of whether they should “make or buy” 

(Williamson 1971). Williamson argued that the governance structure that was chosen by 

firms – be it markets, hierarchies, or hybrids – depends on the transaction costs: “efficient 

intermediate product market exchange is usually well served by simple market contracting if 

the assets are generic; but the advantage shifts to hierarchy as bilateral dependency (and the 

resulting risk of costly mal-adaptations) builds up by reason of asset specificity and outlier 

disturbances” (Williamson 2009, 460). One of the major transaction costs was the governance 

of contractual relations, which became important because TCE “rejects the proposition that 

the courts can administer justice in an informed, low cost, and efficacious way” (Williamson 

1990b, 67). Williamson also noted that the principal dimensions of the transaction that 

determine the governance structure are the “frequency with which transactions recur, the 

uncertainty to which transactions are subject, and the degree of asset specificity on which 

they rely” (Williamson 1993, 16).  

 

Williamson’s work has significant implications. First, since transactions are no longer 

assumed to be costless, the cost of doing business was equal to the production costs plus 

transaction costs. Consequently, high transactions costs could change the behaviour of 

economic actors, explains Coase: “If the costs of making an exchange are greater than the 

gains which that exchange would bring, that exchange would not take place and the greater 

production that would flow from specialization would not be realized. In this way transaction 
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costs affect not only contractual arrangements but also what goods and services are 

produced” (Coase 2005, 35). Transaction costs affect not only the decisions of operating 

firms, but also the decisions of individuals on whether to form organizations, and of what 

kind. Adopting a TCE perspective, the firm was no longer a black box, as Tadelis and 

Williamson put it, “for transforming inputs into outputs according to the laws of technology 

but was interpreted instead as an alternative mode of contracting” (Tadelis and Williamson 

2012, 6). Therefore, there is a direct relationship between transaction costs and the types of 

organizations observed in an economy (Acheson 2002, 28). TCE argues that transaction costs 

affect both the distribution of organizations in an economy and the internal structure of those 

organizations/actors in regards to their decisions to ‘make or buy.’  

 

While most TCE literature has focused on transaction costs between market-based actors, 

some scholars have also suggested that there are transaction costs for organizations working 

to change the institutional structure. This was argued by Furubotn and Richter, who note that 

“the creation, enforcement and, if required, the restructuring of institutions and the “rules of 

the game” in an autonomous community represent activities that are associated with the first 

kind of transaction cost” (Furubotn and Richter 1991, 8). While information-related costs for 

organizations trying to influence institutions occur, they fall outside the scope of this thesis.  

 

2.4.3: Contracts 

The third integral concept of NIE is the contract, a device that facilitates exchange. They are 

directly linked with property rights because they are the “effective means by which the 

bundles of rights are exchanged” (Furubotn and Pejovich 1974, 7-9). A contract can be 

defined as “an agreement between a buyer and a supplier in which the terms of the exchange 

are defined by a triple: price, asset specificity, and safeguards” (Williamson 1997, 377). 

Contracts are designed to include structures to deal with problems including information 

asymmetry, moral hazard, and enforcement costs (Goldberg 2005, 491).When transactions 

are simple, contracts are simple. However, when transactions are complex, so are the 

contracts, which makes them costly to construct and enforce. A contingent-claims contract is 

the most comprehensive contract that can govern a transaction, as it includes all possible 

contingencies that might affect the exchange and discounts them according to their likelihood 

and time horizon (Williamson 1979, 236). Such comprehensive contracting is rare due to the 

cost and difficulty of specifying the full range of contingencies. Instead, NIE proposes that all 

contracts have two key characteristics: they are never perfectly enforced and never perfectly 
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complete (Ménard and Shirley 2014, 5). The first is due to the costs associated with 

monitoring and enforcement, while the second is due to the bounded rationality of actors who 

are incapable of specifying all potential contingencies in a contract (which would also be 

prohibitively costly) (Williamson 1990b, 68). These contractual characteristics, when 

combined with the assumption of NIE that actors can be opportunistic, create uncertainty and 

hazard. The result is that companies lock themselves into exchange despite uncertainty and 

divergent interests, resulting in opportunistic behaviour or joint losses (Williamson 1971, 

117). Contractual hazards often arise in long-term contracting, when contracts are incomplete 

and unexpected disturbances in implementation incentivize defection from the spirit of 

cooperation in the presence of courts that are unable to resolve disputes in a timely, 

knowledgeable and efficient fashion (Tadelis and Williamson 2012, 11).  

2.5: Institutions and Economic Growth 

Institutions matter for growth and economic performance because they are the rules that 

shape certainty and affect the costs of exchange and production (North 1990, 5). This insight 

has spurred significant empirical research into the relationship between institutions and 

economic growth. The literature often uses rough approximations for institutions in large 

cross-country regressions to determine correlation. These studies largely find a link between 

the two, bolstering the proposition that “institutions matter,” but reveal little about the causal 

links between institutions and development (Aron 2000, Jütting 2003, Milo 2007). Key 

studies from this body of literature found a direct link between per capita incomes and the 

quality of economic institutions, as proxied by an internationally standard measure of 

property rights, “protection against appropriation risk.”(Acemoglu, Johnson, and Robinson 

2004). Other studies (for example, Easterly and Levine 1997) that sought to explain growth 

through traditional measures such as labor, physical capital, human capital, etc. turned to 

institutional explanations when initial models failed to explain experiences in Africa (Aron 

2000).  

 

Scholars have empirically tested numerous explanations for the link between institutions and 

growth. Glaeser examines the “political institutions of limited government,” and finds them 

to be important for growth (Glaeser et al. 2004). Another paper argues that growth comes 

when “political institutions allocate power to groups with interests in broad-based property 

rights enforcement, when they create effective constraints on power-holders, and when there 
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are relatively few rents to be captured by power-holders.”(Acemoglu, Johnson, and Robinson 

2004). The theme of enforcing contracts and constraining coercion is echoed by Greif, who 

argues that growth comes when institutions “reward production and exchange rather than 

expropriation and redistribution” (Greif 2005). Using a database of 30-56 country risk factors 

available for up to 68 countries, Mauro conducted an analysis on the links between growth 

and bureaucratic honesty and efficiency, proxied by subjective measures of institutional 

efficiency including ‘corruption,’ ‘bureaucracy and red tape,’ ‘legal system, judiciary’ and six 

others (Mauro 1995, 684). He found that corruption lowers private investment and private 

marginal product of capital thereby reducing growth (Mauro 1995, 683). In a 1997 study of 

29 countries, Knack and Keefer use the World Values Survey to find that trust and civic 

cooperation are correlated with stronger economic performance. They also find that “trust 

and norms of civic cooperation are stronger in countries with formal institutions that 

effectively protect property and contract rights, and in countries that are less polarized along 

lines of class or ethnicity” (Knack and Keefer 1997). Hall and Jones find that “a country’s 

long-run economic performance is determined primarily by the institutions and government 

policies that make up the economic environment within which individuals and firms make 

investments, create and transfer ideas, and produce goods and services” (Hall and Jones 

1999). Acemoglu et al. echo this in their article “Unbundling Institutions,” which finds that 

property rights institutions that protect citizens from the state and elites have a “first-order 

effect on long-run economic growth, investment, and financial development” but note that 

contracting institutions “appear to matter only for the form of financial intermediation” 

(Acemoglu and Johnson 2005, 949). They hypothesize that the difference may result from 

actors using alternative means of dispute resolution, though these mechanisms are not as 

effective against expropriation (Acemoglu and Johnson 2005, 949). Acemoglu et. al 

emphasize the equalizing role of institutions, defining good institutions as “those that provide 

security of property rights and relatively equal access to economic resources to a broad cross-

section of society” (Acemoglu, Johnson, and Robinson 2005, 9). 

 

Other scholars, including Bardhan, argue that there is a preoccupation in the literature with 

property rights and a misconception that if governments have “rule of law that protects 

property rights (and preferably, the laws themselves are of the Anglo-Saxon type which are 

supposed to protect minority shareholders against insider abuse in the corporate sector), the 

market will take care of much of the rest” (Bardhan 2005, 500). This excludes other 

investigations of worthwhile aspects of development and hinders a deeper understanding of 
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it. He points to economic growth in many Southeast Asian nations, which were often 

dominated by wealthy Chinese business families, and suggests that “collectivist organizations 

can be reshaped in particular social-historical contexts to facilitate industrial progress, and 

clan-based or other particularistic networks can sometimes provide a viable alternative to 

contract law and impersonal ownership” (Bardhan 2005). 

 

Part of the challenge in understanding the relationship between institutions and development 

is that institutions are difficult to measure and analyse, as pointed out by Glaeser et al. The 

literature has relied on proxy measures to help approximate the quality and characteristics of 

institutions. For example, Acemoglu et al use the ‘risk of expropriation’ index from Political 

Risk Services on property rights and checks against government power as an institutional 

proxy (Acemoglu and Robinson 2001). Others use the Polity dataset (Marshall, Jaggers, and 

Gurr 2002) or the Governance Matters dataset (Kaufmann, Kraay, and Mastruzzi 2009). 

These indexes are comprised of objective measures and analyst assessments, though the 

weighting of these is opaque and arbitrary (Pande and Udry 2005). Often, these indexes use 

qualitative judgements, usually of businessmen and experts, many of whom were educated in 

the US (Chang 2006, 484). They can also misinterpret or fail to identify the effect of 

institutions. Glaeser et al. argues that much of this literature actually measures the outcomes 

of policies, not institutions. He notes that growth can result from constitutions and electoral 

rules (which are institutions) but also from the good policy choices of a unconstrained 

dictator (not as institutional) (Glaeser et al. 2004).  

 

Institutions are often more complex than the data used in this early literature captures. 

Composite measures, such as property rights systems, are “composed of an impossibly wide 

range of component institutions – land law, urban planning law, zoning law, tax law, 

inheritance law, contract law, company law, bankruptcy law, intellectual property laws, and 

customs regarding common property, to name only the most important ones” (Chang 2006, 

485). The 2005 World Development Report echoes this, noting that general cross-country 

regressions about the importance of institutions does little to illuminate the heterogeneity of 

institutions between countries, or how those institutional arrangements affect economic actors 

differently (World Bank 2004). Initial econometric work on the institutions-growth link also 

faced methodological critiques. For example, De Haan criticized the work of Barro 1996, one 

of the central and most cited works in the literature, arguing that it has four “fundamental 

problems”: (1) an arbitrary model; (2) possible sample heterogeneity; (3) measurement of 
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democracy problems; and (4) treatment of time dimension problems (De Haan 2007, 282-

283). While the cross-country regression literature on the link between growth and 

institutions “provided compelling evidence for a causal link between a cluster of ‘good’ 

institutions and more rapid long run growth,” Pande and Udry argue that it has largely run its 

course (Pande and Udry 2005). Scholars have spent enough time on cross-country regressions 

on the link between growth and institutions. Mary Shirley counted 59 studies showing a 

significant correlation between GDP and institutional variables including property rights, 

political and economic freedoms, civil liberties, etc., illustrating the diminishing marginal 

returns of further work (Shirley 2008). Shortcomings of this literature include its failure to 

distinguish between the effects of different institutions on growth and the lack of meaningful 

insights on institutional change. Pande suggests the use of micro-data to gain further insights 

in the relationship between institutions and growth (Pande and Udry 2005). 

2.6: NIE and Economic Development 

With the importance of institutions largely established, NIE scholars have shifted to 

addressing other questions about the role of institutions. One of the most important of these is 

how institutions affect economic development. North places institutions at the centre of his 

analysis of growth over the long run, stating that they are “the underlying determinant of the 

long-run performance of economies” (North 1990, 107). Institutions are the key to 

understanding why some countries are rich and other countries are poor. North attributes 

differences in levels of development to the social and political norms within a polity, the 

historical institutions that these norms and beliefs informed, and the constraints on actors 

from path-dependent institutions. North gives heavy emphasis to polities, which “shape 

economic performance because they define and enforce the economic rules of the game” 

(North 1994b, 3). Level 1 institutions, the norms and customs that govern a society, play an 

integral role in separating rich and poor countries.  

 

Institutions such as “the structure of property rights and the presence and perfection of 

markets” are integral in part because they help shape the incentives for economic activity 

(Acemoglu, Johnson, and Robinson 2004, 1). Frameworks that reward productive economic 

activity are essential for development, and more commonly found in developed countries 

(North 1991, 110). Developing country institutions often fail to reward productive activity, 

instead favouring “activities that promote redistributive rather than productive activity, that 
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create monopolies rather than competitive conditions, and that restrict opportunities rather 

than expand them” (North 1990, 9-110). Institutions influence the creation of organizations 

and the activities they undertake in an economy. Incentivizing productive activity encourages 

firms to form and exploit those opportunities (North 1994a, 361). Incentive structures that 

reward rent seeking encourage organizations to form and exploit these opportunities. Harriss 

et al. give an example of the results of a misaligned institutional framework: “If the 

institutional framework made the highest pay-offs for organisations’ piracy, then 

organizational success and survival dictated that learning would take the form of being better 

pirates. If on the other hand productivity-raising activities had the highest pay-off, then the 

economy would grow” (Harriss, Hunter, and Lewis 2003, 21). Piracy is clearly a 

redistributive enterprise, and an economy with these incentives would invest significantly in 

unproductive human capital.2 Institutions that promote productivity are central to the 

performance of economies over the long run – as Bardhan states, “the major difference 

between the economics of rich and poor countries is arguably in the different institutional 

frameworks we implicitly or explicitly use in understanding or analysing them” (Bardhan 

2010, 15).  

 

NIE argues that there are major differences between the institutions of a developed country 

and those of a developing country. Developed Western countries have institutions including 

“elaborately defined and effectively enforced property rights, formal contracts and 

guarantees, trademarks, limited liability, bankruptcy laws, large corporate organizations with 

governance structures to limit the problems of agency, and what Williamson (1985) has 

called ex post opportunism” (Bardhan 2000, 217). In developing countries these institutions 

are underdeveloped, and often completely lacking. Sometimes informal institutions substitute 

for well-developed formal ones, yet this substitution has significant economic consequences. 

 

2.6.1: How do Institutions Influence Business? 

Institutions influence economic incentives by changing costs. North notes exactly this, stating 

that “institutions affect the performance of the economy by their effect on the costs of 

exchange and production” (North 1990, 5). There are many ways in which the costs of 

exchange and production are influenced, and these affect the accessibility of economic 

                                                      
2 Investments in physical and human capital for warfare and violence are similarly unproductive, and more 
common in present-day Myanmar than piracy.  
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opportunities within an economy. Institutionally-influenced costs may make some 

opportunities so ‘expensive’ that they cease to be viable, or are available to only a select 

group of individuals. Therefore, institutions help determine the opportunity set in an economy 

(Demsetz 2000, 69). This section examines, in detail, each of the specific transmission 

mechanism through which institutions affect costs and opportunities, and thereby structure 

incentives and influence organizations. The literature is sometimes weak on describing the 

exact mechanisms through which institutions affect economic performance, a shortcoming 

this section hopes to address.  

 

One of the most obvious of these costs is through the formal government institutions that 

create regulatory barriers and transaction costs. These costs derive from formal rules and 

regulations and their enforcement and are incurred by economic organizations in their direct 

interactions with the state. For example, the cost of obtaining a business operating license 

derives directly from a formal institution of government. These costs result from the non-

predatory operations of the state and are often paid in exchange for government services. 

They are conceptually different from the use of regulations and laws by a predatory state (or 

factions within) to limit access, seek rents, promote monopolies, etc. 

 

A closely related and more oft-examined influence of both informal and formal institutions is 

on the transaction costs of intra-firm exchange. Institutions affect how costly it is to use the 

price mechanism and hence the decision of a firm to exchange through market, hierarchy, or 

hybrid. These costs are the traditional transaction costs in the work of Coase and Williamson, 

and derive from activities such as gathering information, contracting, and monitoring and 

enforcing agreements. Examples of institutions that affect intra-firm transaction costs abound. 

For example, many developing countries, including India and Pakistan, have state-run credit 

bureaus to provide information on businesses, reducing the costs of obtaining information. In 

Vietnam, businesses employ informal information gathering tools, such as interviewing the 

neighbours, friends, and other business partners of a new potential trading partner, in order to 

ascertain the risks of transacting with new clients (McMillan and Woodruff 1999, 650). A 

functioning judicial system removes uncertainty and reduces the risk-related discount that 

buyers of property rights would otherwise demand. These transaction-enabling institutions lie 

at the heart of the success of Western and many other industrial countries. As Menard and 

Shirley note: “new institutional arrangements such as written contracts enforced by courts 

were largely responsible for successful European economic development” (Ménard and 
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Shirley 2014, 10). However, other institutions impede transacting and raise costs, for example 

institutions that “raise information costs, or make property rights less secure” (North 1990, 

63). North argues that low costs of transacting – both measuring what is being traded and 

enforcing contracts – are the key to efficient markets (North 1994b, 1). These conditions are 

not met in developing countries, and consequently markets are characterized by failures and 

inefficiencies.  

 

The costs of production also include the transformation costs, and institutions similarly have 

an effect on those. For example, formal rules of the state, such as import restrictions or 

legislation on pollution, can affect the technology available or employed by firms engaged in 

production of a good or service. They can also affect the ability of enabling sectors of the 

economy to deliver the supporting infrastructure needed for transformation. For example, 

rules in the financial sector can inhibit lending or rules in the electricity generation sector can 

inhibit greater investment in power production. The effects of institutions on both the 

transaction and transformation costs, when considered in the context of a country or region, 

are largely analogous to the concept of the business environment or investment climate. 

 

Another important mechanism through which institutions influence development is in how 

they define the degree and distribution of property rights. The fundamental question is one of 

credible commitment – whether the “restrictions on the state preventing massive economic 

intervention are binding in practice” (Weingast 1993, 288). The challenge is that the state 

must be strong enough to protect property rights, because without this the incentives for 

investment would decrease dramatically. Yet as Weingast notes and others have since 

echoed, “a government strong enough to protect property rights is also strong enough to 

confiscate the wealth of its citizens” (Weingast 1993, 287).  The traditional argument is that 

development required a ‘strong but limited state’ or a self-binding ruler, which could credibly 

commit to not infringe property rights of private parties. Bardhan argues that this is not 

always needed, as recent cases in East Asia demonstrate that development can also come 

from an active state that intervenes in capital markets, regulates of credit allocation, 

underwrites loans, establishes public banks and development institutions, and encourages 

firms to upgrade technology (Bardhan 2000, 222). In developing countries, states are often 

too weak to guarantee property rights and/or too predatory and pose a threat to them 

(Bardhan 2000, 217). Predatory institutions can often take the form of controls on economic 

activity that abridge property rights. Controls increase the transaction costs of business while 
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simultaneously decrease property rights and create uncertainty about them. The other key 

aspect of property rights is the enforcement of contracts. Greif argues that “market-based 

exchange relies on the support of two institutional pillars,” which he notes are “contract-

enforcement institutions and coercion-constraining institutions” (Greif 2005, 727). The later, 

he argues, are less-oft studied in the NIE literature, but nonetheless essential as they govern 

whether actors bring goods and services to the market.    

 

While institutions play a role in maintaining order within a society, in many developing 

countries they are manipulated by elites to generate economic rents, the costs of which are 

directly or indirectly borne by the rest of the economy. This argument was termed by North et 

al. as a “limited access order,” and is discussed in more detail later (North et al. 2007, 2-3). 

The institutions that are used to generate rents are often formal, state-controlled rules and 

regulations. While they can help maintain social stability, they also lead to inefficient 

economic outcomes. Rents are generated through: (1) the abridgement of existing property 

rights through arbitrary application and enforcement of rules and regulations; and (2) the 

altering of economic incentives through formal and informal barriers, which shifts the 

opportunity set within an economy. An example of the first would be the use of municipal 

institutions to delay the renewal of land titles in Myanmar, forestalling projects and 

investment. An example of the second would be rules that restrict entry into economic 

sectors, such as licensing requirements.   

 

These five channels are not the only ways that institutions influence development and do not 

address how organizations influence institutional frameworks to alter the relative costs of 

economic activity and the development trajectory of a country. However, these five channels 

are fundamental in the way they alter incentives to engage in either productive or non-

productive activity. They affect the creation and continued operation of organizations, such as 

firms, within the economy. If the costs imposed are great enough, they can deter productive 

economic exchange and specialization. In an extreme case, when costs are so great and 

enforcement of agreements uncertain, “many otherwise lucrative transactions will not occur 

and economic performance will suffer” (Shirley and Ménard 2005, 7). Institutional problems 

transmitted through these mechanisms plague firms in developing countries, who regularly 

face “insecure property rights, poorly enforced laws, barriers to entry, and monopolistic 

restrictions” (North 1990, 67). The result is that firms, being boundedly rational entities, tend 

to have short time horizons, little fixed capital, and operate on a small scale. The “most 
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profitable businesses may be in trade, redistributive activities, or the black market. Large 

firms with substantial fixed capital will exist only under the umbrella of government 

protection with subsidies, tariff protection, and payoffs to the polity” (North 1990, 67).  

 

2.6.2: Enforcement Characteristics and the Principal-Agent Problem 

While often neglected in the literature, the enforcement characteristics of formal and informal 

institutions are integral in defining the incentives and constraints in an economy. 

Enforcement characteristics are included in many definitions of institutions (North 1994a, 

360), however they are less frequently integrated into the literature because they are difficult 

to measure. The ‘limited access order’ (LAO) model, to be discussed shortly, makes efforts to 

do this but in a generic way. As Alston et al. note, more properly integrating enforcement 

characteristics into the analysis is essential because the degree to which formal rules matter 

depends on enforcement (Alston, Eggertsson, and North 1996, 92). Enforcement of formal 

rules also depends on the incentives of the enforcers. 

 

Enforcement of formal rules is largely done through regulation and related government 

activities (like taxation) and has previously been examined in the literature as an ‘implicit’ 

contract between the regulator and the firm (Spiller and Tommasi 2005, 517). Many scholars 

look at the bureaucracy of government as a formal, level 2 institution. Williamson states that 

level 2 institutions include “the executive, legislative, judicial, and bureaucratic functions of 

government as well as the distribution of powers across different levels of government 

(federalism). The definition and enforcement of property rights and of contract laws are 

important features” (Williamson 2000, 598). The executive, legislature, judiciary, and 

bureaucracy all constrain and incentivize organizations by setting and implementing the 

‘rules of the game.’ These formal functions of government are essential in this analysis, and 

are akin to the institutional analysis found in literature on the business environment or 

investment climate. 

 

At the same time, they also exhibit many characteristics of organizations, or ‘players of the 

game,’ because their incentives are often poorly aligned with the state. The result is a 

principal-agent problem, with the principal largely akin to the institution and the agent to the 

organization. Just as one firm faces costs for monitoring and enforcement in a transaction 

with another firm, the state (and the polity it governs) faces the same monitoring and 

enforcement costs in its oversight of government units and officials (though of course these 
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are generally organized through a hierarchy as opposed to market, which is especially the 

case in Myanmar). The consequences of these misaligned incentives and imperfect 

monitoring and enforcement are corruption and rent-seeking, which affect the price of public 

goods. In many developing countries, “the transaction costs of key public goods – such as 

education, health, information, public services and democratic governance – are extremely 

high because public sector rent seeking institutions have been able to monopolize those 

markets and the inputs of those markets” (Wiesner 1998, 108). Principal-agent problems are 

especially important in centralized bureaucracies. Monitoring and enforcement costs are 

greater in larger bureaucracies, increasing the likelihood of shirking by local agents who are 

tasked with delivering services or implementing the goals of the principal. The result is 

summarized by Bardhan and Mookherjee: 

“Bureaucrats are thus able to extract bribes from customers in their role as monopoly 

providers of an essential service. The centralised system ends up differentiating 

services to different categories of customers based on their willingness to pay bribes, 

resulting in non-uniform delivery patterns. However, the bureaucrats are unable to 

engage in perfect bribe discrimination, so the centralised system gives rise to 

monopoly distortions, resulting in loss of efficiency and equity (Bardhan and 

Mookherjee 2006, 103).  

One of the challenges for the centralized principal is the difficulty in obtaining information 

about the motivations of the agent, specifically connections to financial and commercial 

interests.   

 

2.6.3: The Limited Access Order 

Developing countries often share similar institutional arrangements, social norms and 

organizational structures, creating a social order that has been termed a ‘limited access order’ 

(North et al. 2007, 3). A limited access order (LAO) is an arrangement in which elites limit 

access to political and economic powers to generate rents. These rents are dispersed among 

the elite and depend on stability to be generated, which incentivizes elites to maintain the 

existing order (North et al. 2007, 3). LAOs work because restrictions on access to 

organizational forms and contract enforcement create “rents through exclusive privileges” 

which “directly enhances the value of privileges by making elites more productive through 

their organizations” (North et al. 2007, 8). They do not assume order and the resulting state to 

be a unitary or benevolent entity, but instead the product of a limited access agreement. 
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The LAO is a specific nomenclature to refer to a common set of arrangements among 

institutions, organizations, and beliefs, or roughly the levels 1-3 of Williamson’s definitions 

of social analysis. LAOs share common features including:  

 Reliance on personal relationships among the elites; 

 Limited access to resources (North et al. 2007, 3); 

 Limited access to forms of social organization (North et al. 2007, 3); 

 Selective suppression of economic and political competition; 

 Centrality of “state-controlled industries, problematic business licensing regimes (for 

new entrants), and corrupt patron-client networks” (North et al. 2007, 9). 

By contrast, open access orders (OAOs) are characterized by political and economic 

competition, as well as the ability to form organizations at will and compete with existing 

organizations freely.  

 

Social structures are central to LAOs but often neglected by development economics and 

development actors. This disregard is central to the failure of development actors to inspire 

growth and structural transformation in the developed world. As North notes, “much of the 

assistance the World Bank offers to its clients come as recommendations and incentives to 

adopt specific institutional forms and mechanisms. Understanding why reform of institutional 

forms often fails to produce transformations in developing countries requires recognizing that 

the same institutional forms work differently in limited and open access orders, even if the 

recipient country has the political will to implement the reform” (North et al. 2007, 25). Often 

developing countries have many of the formal institutions of an OAO, for example, 

legislatures, courts, bureaucracies, and the proceedings of elections. Yet these institutions are 

regularly used to enforce the existing limitations on access as opposed to facilitating the 

political and economic competition characteristic of an OAO (North et al. 2007, 31). Todaro 

echoes this by noting that “the key finding of recent research is that forces that protect narrow 

elites in ways that limit access of the broader population to opportunities for advancement are 

major obstacles to successful economic development. If institutions are highly resistant to 

attempts at reform, this helps clarify why development is so challenging” (Todaro and Smith 

2009, 88). 
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2.7: NIE and Economic History  

Historical experience is central in the NIE literature for many reasons, including the insights 

it provides into how the present-day institutions that shape economic exchange came to be. 

History matters “not just because we can learn from the past, but because the present and the 

future are connected to the past by the continuity of a society’s institutions” (North 1990, vii). 

Because present-day economic performance is affected by institutions which evolved through 

history, current economic performance is part of a “sequential story” (North 1991, 97). 

Historical economic institutions defined the incentives and constraints under which all 

present economic organizations were created in the past. These existing organizations are the 

vested interests whose survival derives from the current institutional framework, and who 

therefore “tend to oppose fundamental institutional change” (North, Summerhill, and 

Weingast 2000, 8). History also holds lessons about informal institutions. Many of these 

personal, trust-based institutions closely resemble the informal institutions governing 

exchange in the developing world today. Examining the evolution or stagnation of these 

institutions helps economists understand the prospects for developing countries to transition 

to a modern, impersonal, state-governed exchange system.  

 

2.7.1: The Evolution of Institutions and Organizations 

What causes institutions to change and evolve? This question is central to understanding why 

some polities develop growth-supporting institutions but others do not. One argument is that 

institutional change occurs when economic or political entrepreneurs with the bargaining 

power to change institutions perceive that their payoffs would improve by altering the existing 

institutional framework (North 1990). Similarly, institutional change can result from the 

organizations within a polity influencing the institutional framework. North argues that  “it was 

organizations pursuing profitable opportunities in the context of expanding trading 

opportunities that drove the institutional evolution” (North 1990, 122). Institutional change is 

often sparked by exogenous events, such as wars or natural disasters, or technological 

developments. Understanding the causes of change in the institutional framework and the 

subsequent structure and enforcement of property rights, contracts and transaction costs is the 

major challenge for economic history (North 1979, 250).  

 

NIE is also concerned with the closely related question of why sub-optimal institutions persist. 

One reason is that existing organizations, or vested interests, resist change because their 
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economic survival rests on preservation of the current framework. Another is that economies 

can get stuck in sub-optimal equilibria in which inefficient institutions persist because no actor 

or coalition of actors has sufficient incentive to promote change. Lastly, change can be slow 

because institutions, both formal and informal, are path-dependent. North notes this when he 

discusses revolutionary change, stating “informal norms usually change only gradually. Since 

it is the norms that provide ‘legitimacy’ to a set of rules, revolutionary change is never as 

revolutionary as its supporters desire, and performance will be different than anticipated” 

(North 1994a, 366). 

 

First, we address institutional change. These changes in the relative costs and benefits to 

economic and political entrepreneurs are often the result of exogenous shocks. In an 

examination of British North American colonies, North et al. argue that the federal structure 

of institutions and existential threat of proximate French interests encouraged both the British 

crown and the colonies to uphold their cooperative relations. However, the Seven Years War 

removed the French threat and pushed the crown to encroach on the federal structure of 

institutions – in part an effort to pay for the war. The resulting change in incentives “lowered 

the cost each side was willing to bear to retain the relationship,” with the American 

revolution coming a few years later (North, Summerhill, and Weingast 2000, 19). In an 

examination of the development of Icelandic fisheries, Eggertsson notes that the country was 

stuck in a sub-optimal equilibrium for the better part of a millennium, and only broke free 

when shocks of disease and economic deterioration led the Danes to liberalize their policies 

over Iceland (Eggertsson 1996, 20-21). The same example also illustrates the persistence of 

sub-optimal institutions. Iceland long had incentives that discouraged the development of the 

fishing industry despite proximity to some of the world’s richest fishing grounds. Eggertsson 

argues that it was economic self-interest and high transaction costs that led to a persistent, 

sub-optimal Nash Equilibrium (Eggertsson 1996). The economic interests were dominated by 

landowners and farmers who feared that growth of the fishing industry would increase labour 

costs and making farming untenable. This was combined with the external control of Danish 

and other European powers, which for centuries isolated the island and awarded monopoly 

trading rights to continental companies who, among other things, set the purchase price of 

fish artificially low. The continental powers had strong links with the Icelandic landed class, 

whose vested interests led to institutions that linked labour to land (Eggertsson 1996). These 

institutions persisted for centuries until external shocks led to changes in the institutional 

framework.  
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Shocks often present an opportunity for radical institutional change. Property rights under the 

English crown were relatively insecure in the 1600s, as fiscal demands led the crown to 

arbitrarily alter these rights in its favour (North and Weingast 1989, 804). After a civil war, 

failures with other political institutions, and a second reign of the monarchy, government 

institutions were fundamentally reshaped after the Glorious Revolution in 1688. New 

institutions bound the legislative and judicial powers of the crown, restricted its ability to 

arbitrarily alter property rights, gave many taxation and spending powers to the parliament, 

and enshrined a relative balance between the parliament and monarch that limited the power 

of all parties (North and Weingast 1989, 829). The result was a significant increase in 

property rights, demonstrated by a notable increase in bond market lending to the sovereign 

that was credibly committed to repay. Though shocks can often bring institutional change, 

there is no guarantee that the new institutional framework will protect property rights more 

effectively than the old one.   

 

Among the most cited case studies of institutional change are Korea and Germany. Both 

countries provide rare natural experiments in which largely homogenous polities were 

separated after a shock (in this case WWII) and subsequent rapid change of formal 

institutions in one part of that polity led to vastly different economic outcomes. Both 

countries were separated after WWII into two states, one with a market-based economy and 

one a socialist, planned economy. In both instances, important factors for economic growth, 

such as resources, human capital, culture and geography, were largely the same before the 

bifurcation. After the split, the formal institutions of both North Korea and East Germany 

changed significantly, to hierarchical systems with economic exchange guided by state 

planning. The market economies dramatically outperformed the planned neighbours, largely 

due to their institution frameworks (Feld and Kirchgässner 2008). These cases evidence the 

importance of formal rules of the game. North argues that “societies with the same cultural 

heritage but different formal rules will have different patterns of economic growth” (North 

1979, 249). 

 

Besides the natural experiments of Germany and Korea, there are many studies in the 

literature that examine near-natural experiments through economies that have diverged 

significantly from either regional or historical trends. Many of these studies are institutional 

analyses of the reasons for these outcomes. Acemoglu et. al conduct such as study about the 
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economic performance of Botswana, one of the wealthiest countries in Sub-Saharan Africa 

per capita and a significant regional outlier (Acemoglu, Johnson, and Robinson 2001). They 

argue that the country’s strong performance is the result of favourable institutional 

development and the adoption of good economic policies, despite poor initial conditions 

(having only 12km of paved roads upon independence), tropical landlocked geography, and 

the threat of the resource curse from the country’s abundant diamonds (Acemoglu, Johnson, 

and Robinson 2001, 1-2). Botswana had comparatively participatory tribal institutions which 

helped to constrain leaders, mild effects from British colonization given its remote location, 

powerful political interests that supported protection of private property rights, and 

effectively managed natural resource revenues (Acemoglu, Johnson, and Robinson 2001, 3). 

Botswana’s success, they argue, resulted from the interactions of formal and informal 

institutions with powerful organizations that together reinforced private property rights, 

thereby encouraging growth.   

 

While Botswana diverged from the trend of other regional countries, another example – 

Argentina – diverged significantly from its long-run growth trajectory. In the 19th and early 

20th centuries, Argentina was among the richest countries in the world. Yet the rise of Juan 

Peron to the Argentinian presidency in 1946, supported by urban labourers, rural tenants and 

small landholders, brought a challenge to the longstanding power of major landowners of the 

Pampas, the country’s agricultural heartland (Gallo and Alston 2008, 163). The confrontation 

culminated in the impeachment of all but one Supreme Court justice and the drafting of a new 

constitution. These institutional revisions eliminated checks and balances that had helped 

ensure property rights and free markets. The Peron era changes fostered a political culture in 

which the government’s adherence to rule of law was weak and the formerly ‘strong but 

limited state’ was unencumbered by the judiciary, with “deleterious effects on domestic 

business and foreign investment” (Gallo and Alston 2008, 154). The long-run effects on 

Argentina’s growth are marked, as the country has slid from among the richest in the world to 

only a middle income country. 

 

Lastly, there is a significant body of literature that looks at the relationship between colonial 

institutions and a country’s subsequent economic performance. Acemoglu et al. argue that 

colonizers adopted different institutional strategies in different colonies, from extractive 

institutions typified by Congo or the Gold Coast to inclusive frameworks such as Canada, the 

U.S., and Australia. These strategies were linked with the variance in mortality rates, with 
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extractive states set up in disease-ridden areas (Acemoglu and Robinson 2001, 1395). They 

argue that institutional legacies have a significant impact on present-day economic outcomes 

and are valuable because they are exogenously determined. Other studies have examined the 

relationship between institutional history and development by comparing the experiences of 

Spanish and British colonies in the Americas. Spanish colonies granted property rights 

through a “system of privilege based on personal and corporate connections to the crown” 

while the British system granted private, transferrable property rights upheld by a judiciary 

(North, Summerhill, and Weingast 2000). Large land grants by the Spanish monarch often 

prevented land from being put to its most economically valuable use. Spanish colonies faced 

greater trade restrictions and the Spanish monarch was more financially constrained, 

increasing the likelihood of abrogation of property rights. Conversely, trade was much more 

free among British colonies, and the political institutions were federal, with many powers 

given to colonies and their assemblies (North, Summerhill, and Weingast 2000, 44). Though 

many of these colonies obtained independence in the late 18th and early 19th century, 

economic performance diverged greatly which the authors attribute this to the differing 

structure of colonial political and economic institutions (North, Summerhill, and Weingast 

2000, 48).    

 

2.7.2: Historical Informal Institutions  

While economic history is often employed to understand institutional change or stagnation, 

historical analyses have also helped examine markets before the advent of the modern state. 

In a stylized examination of medieval trade fair such as the Champagne Fairs, Milgrom et al. 

investigate the institutions that facilitated trade. The first was an information transmission 

mechanism – attendance at the fair. Because entry and exit to the fair were controlled, it 

communicated to other traders that all attendees were merchants in good standing. This 

information mechanism for large trading communities was similar in purpose to the use of 

reputation in small trading circles (Milgrom, North, and Weingast 1990, 20). They also had 

‘Law Merchants’ who would resolve disputes, enforce contracts, and collect and distribute 

information. These market-facilitating institutions together helped keep trade fairs as a centre 

of commerce in medieval Europe. Maghribi traders coalitions, which facilitated wide-ranging 

trade in the medieval period, are another example of informal market facilitating institutions 

(Greif 1993). Traders in one locale sent goods to be traded in another by an agent, however 

this presented principal-agent problems. Coalitions arose in response to “problems of contract 

enforceability and coordination that arose in a complex trade characterized by asymmetric 
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information, slow communication technology, inability to specify comprehensive contracts, 

and limited legal contract enforceability” (Greif 1993, 544). If a merchant cheated, he was 

ostracized from the coalition, a collective punishment more costly than the benefits of 

cheating. If individual merchants did not participate in the collective punishment, they too 

could be ostracized. In short, membership in the collective was valuable (Greif 1993). 

Notably, however, the Maghribi collective institutions fit a pattern of stagnation in traditional 

institutions, which often failed to evolve into more modern institutions which facilitate 

impersonal, rule based exchange (Bardhan 2000, 219). 

2.8: NIE and the Investment Climate 

While NIE focuses on the role of institutions as a key determinant of economic performance, 

the recent literature on the investment climate, which includes institutions as a key element, 

proposes that a broader range of metrics including infrastructure, financial systems, and 

macroeconomics and macro politics are together integral for economic growth. The overlap 

between NIE and the investment climate (often referred to as the business environment) 

literature is significant. NIE argues that institutions affect transaction and transformation 

costs, which together equal production costs. The investment climate literature says 

development depends on keeping production costs low in an efficient and predictable 

environment. All other aspects of the investment climate are influenced by government 

institutions – for example financial systems are heavily influenced by the formal rules and 

regulations of government. Given the close links between the two, and the advances made on 

firm-level analysis in the investment climate literature, it is important to briefly examine this 

body of literature as well.    

 

Literature on the business environment, like NIE, began to grow significantly in the 1990s, 

due in part to the aforementioned failures of current development theory to explain growth. 

Hindson and Meyer-Stamer argue that the focus on the business environment was in response 

to “disappointing experiences with direct support measures to firms, including finance and 

business development services,” which were often “undermined if the wider environment is 

characterised by burdensome regulations, poor service delivery, corruption and a weak 

entrepreneurial culture” (Hindson and Meyer-Stamer 2007, 1). This focused governments and 

donors on improving government policy and behaviour, because that “drives growth and 

reduces poverty”(World Bank 2004, 6). Improving the business environment improves total 
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factor productivity, while failure to do so result in less value added by labour and capital, 

thereby lowering wages and returns to capital (Dollar, Hallward-Driemeier, and Mengistae 

2005). Differences in rates of return to capital accumulation lead to slower growth in 

locations with poor institutions and policies (Dollar, Hallward-Driemeier, and Mengistae 

2005, 4). 

 

2.8.1: Definitions 

The business environment is the sum of the external conditions that affect the returns to doing 

business. Stern defines the business environment as the “policy, institutional and behavioural 

environment, both present and expected, that influences the returns, and risks, associated with 

investment” (Stern 2002). Xu defines it as the “external environment that affects the returns 

and risks faced by investors” (Xu 2011). Eifert et al. refer to the business environment as the 

“nexus of policies, institutions, physical infrastructure, human resources, and geographic 

features that influence the efficiency with which different firms and industries operate” 

(Eifert, Gelb, and Ramachandran 2005, 7). All of the factors external to businesses that 

inhibit or incentivize their development could be included in analysis of the business 

environment. As noted earlier, the business environment is largely analogous to the 

investment climate, which is defined in the World Development Report as “the set of 

location-specific factors shaping the opportunities and incentives for firms to invest 

productively, create jobs and expand” (World Bank 2004). The Donor Committee for 

Enterprise Development notes that there is a distinction between the business environment 

and investment climate. It defines the former as “a complex of policy, legal, institutional, and 

regulatory conditions that govern business activities,” which is a subset of the investment 

climate, which “includes the administration and enforcement mechanisms established to 

implement government policy, as well as the institutional arrangements that influence the 

way key actors operate (e.g., government agencies, regulatory authorities, and business 

membership organisations including businesswomen associations, civil society organisations, 

trade unions, etc.)” (IFC 2008, 14). However, they are largely used interchangeably in the 

literature and will be used as such here.  

 

2.8.2: Infrastructure 

Infrastructure is a key aspect of the business environment, and generally includes transport 

(road, rail, water and air), electricity, power for heating and cooking, telecommunication 

(telephone and internet), and water and sanitation (Straub and Terada-Hagiwara 2011). Other 
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studies have included toxic waste disposal and financial infrastructure. The focus on 

infrastructure came about for two reasons: (1) the retrenchment since the 1980s of the public 

sector as the key infrastructure provider in most developed countries and the consequent 

increase of the private sector infrastructure provisions (Calderón 2004, 1); and (2) link 

between infrastructure and poverty reduction, because infrastructure measures are often 

directly linked to measures of poverty (Straub and Terada-Hagiwara 2011).  Greater access to 

infrastructure reduces poverty and links with key international poverty reduction goals such 

as the UN’s Millennium Development Goals.  

 

There is a large body of literature examining the links between infrastructure and economic 

performance, including output, growth and productivity. Straub notes that about two-thirds 

find a positive, significant link across macroeconomic, microeconomic and economic 

geography studies (Straub 2008b). The seminal work, by Aschauer, uses US government data 

from 1949 to 1985 to examine the productivity of public capital. He finds that the stock of 

non-military public capital is “dramatically more important in determining productivity than 

is either the flow of non-military or military spending,” and that military capital has little 

relation to productivity (Aschauer 1989, 177). He finds that core infrastructure of “streets, 

highways, airports, mass transit, sewers, water systems, etc. has most explanatory power for 

productivity” (Aschauer 1989, 177). Esfahani and Ramirez find that infrastructure services 

contributed substantially to GDP (Esfahani and Ramıŕez 2003, 445). Easterly and Rebelo, 

using cross-sectional and panel data from up to 100 countries, find that “the share of public 

investment in transport and telecommunications is robustly correlated with growth” (Easterly 

and Rebelo 1993, 2). Limao and Venables (2001) find correlation between poor infrastructure 

and low levels of trade, while Canning and Bennathan (2000) and Bougheas, Demetriades 

and Mamuneas (2000) find links between infrastructure and productivity.  

 

Some measures of infrastructure are not always linked to growth, according to some authors 

including Levine and Renelt and Sala-i-Martin, who argue that there is no robust effect of 

public expenditure on growth (Levine and Renelt 1992, Sala-I-Martin 1997). Pritchett argues 

that the link is conditional, because investment can be inefficient (white elephant projects) 

and therefore the “cost of public investment is not the value of public capital” (Pritchett 2000, 

1). The 1994 World Development Report voiced similar concerns about infrastructure that 

was deficient, unresponsive to user needs, and generally ignored as a means of alleviating 

poverty (World Bank 1994).   
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Infrastructure can drive growth in many ways, including as a factor of production 

complementary to private capital. Its increase impacts productivity as in the following 

aggregate production function:  

Y = A * f (K,G,N, L) 

where Y is aggregate output, K is private capital, G is public capital, N is natural resources, L 

is labor and A is technology/total factor productivity (Anderson 2006, 5). An increase in G 

increase Y, though the magnitude of benefits is context-specific (Anderson 2006, 6). Public 

infrastructure can also affect private investment decisions. Poor infrastructure can deter 

private investment or push investors towards public infrastructure substitutes like generators. 

If public and private investment are complementary, public infrastructure investment raises 

the returns to private investment, which increases the rate of private savings and the level of 

growth (Anderson 2006, 7). However not all studies find a significant relationship. Barro 

finds that there is “little relation of growth to the quantity of public investment” (though he 

does not specify infrastructure investment specifically, infrastructure is normally a large part 

of the public investment) (Barro 1991, 437). 

 

Infrastructure investment can affect growth through increasing fiscal spending, which then 

increases government revenues through taxes on wages, goods and services created by the 

multiplier effect stemming from increased fiscal spending (Anderson 2006, 9). Infrastructure 

can spur labour productivity gains, improvements in health and education, improved 

information technologies and improved economies of scale and scope (Straub and Terada-

Hagiwara 2011). It can induce firm growth by altering the relative prices of goods and 

services (Anderson 2006, 17). However, the macro-literature on the growth-infrastructure 

link has little applicability. Cross-country and aggregate indicators cannot help improve 

policymaking, which would require “both more theory and better data sets, that go beyond 

the macroeconomic level, to combine the existing insights with those from sector- and 

project-level microeconomic studies and allow policy makers to better assess the potential 

linkages between specific infrastructure investments and growth, and chose the right 

composition and sequencing of these  investments” (Straub 2008a). 

 

2.8.3: Finance 

Efficient financial systems are essential for economic growth. Levine argues that there is a 

“positive, first-order relationship between financial development and economic growth” and 
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that “the development of financial markets and institutions is a critical and inextricable part 

of the growth process” (Levine 1997, 688-689). The five aspects of financial systems that 

matter for growth are: “(1) facilitate the trading, hedging, diversifying, and pooling of risk; 

(2) allocate resources; (3) monitor managers and exert corporate control; (4) mobilize 

savings; and (5) facilitate the exchange of goods and services” (Levine 1997, 688). These 

functions allow organizations to undertake investments or other activities that they otherwise 

could, with benefits for the economy. 

2.9: NIE, the Business Environment and Firm-Level Data  

The macro-literature on the business environment suffers from similar problems to the NIE 

macro-literature: limited sample size and robustness due to the limited number of countries; 

imprecise indicators and use of proxies; and heterogeneity across economies (Dethier, Hirn, 

and Straub 2008). However, in the 1990s the World Bank and others began to collect firm-

level data, which allows economists to investigate the links between institutions and 

outcomes at the firm level. In the 2000s, many firm-level surveys were standardized 

internationally and included in a database of 100,000 firms across 123 countries. This data set 

opened up significant room for new analysis, which the World Bank says has contributed to 

248 academic papers by 2010 (World Bank 2013b). These studies allow researchers to 

examine business environment variation based on geography, firm size, firm characteristics 

and other metrics, and together reveal “substantial heterogeneity in choice and outcomes 

across firms” (Bigsten and Söderbom 2006). The World Bank also conducts an annual 

“Doing Business” report, which asks local experts (such as lawyers, accountants, etc.) about 

their opinions of the business environment (World Bank 2004). 

 

Firm-level studies generally employ regression analysis, with a performance measure used as 

the dependent variable and independent and control variables (and an error term) on the right 

hand side of the equation. Performance measures include total sales, change in sales, profits, 

number of employees, change in employment, and productivity. Studies cover topics 

including stability and security, regulation and taxation, finance and infrastructure, and 

workers and labour markets (World Bank 2004).3 The literature largely neglects 

macroeconomic and macropolitical investigations (for example on inflation, exchange rate, 

                                                      
3 Dethier break down the topics somewhat differently, grouping them as infrastructure, competition & 
regulation, financial constraints, and corruption and crime (Dethier, Hirn, and Straub 2008). 
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and political instability), as most authors assume these variables are constant across an 

economy. Some firm level studies aim to show that business environment costs, or indirect 

costs, are sizable. In a study of 7,000 manufacturing firms from 17 countries, Eifert et al. 

confirm that 20 to 30 percent of firm expenditure is indirect costs (outside of labour, capital 

and raw materials), with the biggest three being energy, transportation and land costs (Eifert, 

Gelb, and Ramachandran 2008, 21). 

 

Most studies investigate the effect of a particular aspect of the business environment, such as 

the institutions of property rights, on firm performance. The micro-literature shows a 

correlation between property rights and one metric of performance: investment.  In a survey 

of 1,400 firms in five Eastern European countries (Poland, Romania, Slovakia, Ukraine, and 

Russia), Johnson et al. find that weak property rights discourage firms in these transition 

countries from reinvesting profits, even when bank loans are available (Johnson, McMillan, 

and Woodruff 2002, 1). They conclude that insecure property rights are a more important 

constraint than the availability of finance. Cull and Xu conduct a similar investigation with 

Chinese companies, though they find both property rights and external finance to be 

statistically significant. They argue that insecurity of property rights was never as severe 

because China did not experience rapid liberalization, and the competitive, low-margin 

market increased the importance of external finance (Cull and Xu 2005). Xu argues that the 

importance of property rights in transition countries “likely depends on the stage of 

transition” (Xu 2011). Cull and Xu also investigated the importance of property rights and 

contracting institutions, and employ a firm-level dataset from China to find that both are 

significant predictors of firm reinvestment rates (Cull and Xu 2005). Beck et al. use data from 

54 countries to investigate the same two institutions, and find that “while proxies of property 

rights institutions (for example general bribes, bribes to bank officials, and managerial 

burdens in dealing with regulators) are negatively associated with firm growth, the speed of 

the court (that is, a proxy of contracting institutions) in resolving disputes is not significantly 

so” (Beck, Demirgüç-Kunt, and Maksimovic 2005).  

 

Other studies have examined the links between firm performance and regulation. Escribano 

and Guasch conducted a study of three Central American countries and found that the 

category of ‘corruption, red tape and crime’ was the most significant obstacle for firm 

performance (2005). They found that a one-day increase in ‘time spent with regulators,’ their 

proxy for regulation, decreased firm level productivity between 5.8% and 10.7% (Escribano 
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and Guasch 2005). However, Beck et al. find the opposite, that regulation does not negatively 

affect performance, and can be positively correlated when enforcement is consistent (Beck, 

Demirgüç-Kunt, and Maksimovic 2005). However, analysis of regulation (and other aspects 

of the business environment) is limited because of the lack of panel datasets showing change 

in regulation over time (Dethier, Hirn, and Straub 2008, 273). Competition has also been 

examined regularly, with much of the literature finding a positive effect on firm performance 

primarily driven by productivity improvements, which encourage firms to reduce costs, 

improve processes and introduce new products (Dethier, Hirn, and Straub 2008, 273). 

Competition has also been examined by Bastos and Nasir (2004), Escribano and Guasch 

(2005), Beck, Demirgüç-Kunt, and Maksimovic (2005), Hallward-Driemeier, Wallsten, and 

Xu (2006) and Commander and Svenjar (2007). 

 

Studies have also investigated the link between firm performance and perceptions of the 

business environment. One study by Brunetti, Kisunko, and Weder employs a perceptions-

based survey of over 3,600 entrepreneurs in 69 countries, with 25 questions about the 

institutional and regulatory environment. They find that policy uncertainty and unexpected 

rule changes were major fears for investors. In developing countries they found that 

unreliable judiciaries were a major concern, whereas in developed countries the greatest 

concern was “tax regulation and high taxes.” In South and Southeast Asia, they note that the 

top obstacles were “high taxes and tax regulations, inadequate infrastructure, inflation, labor 

regulations, and regulations for starting new business operations” though the results are 

significantly dated (Brunetti, Kisunko, and Weder 1997). In a similar study, Svenssen finds 

that top obstacles are lax crime enforcement, weak court systems, excessive regulation, and 

poor patent protection (Svensson 1998, 3). 

 

There are many studies using firm-level data to explore the link between performance and 

corruption, with the later used as a proxy for weak institutions. Corruption can take many 

forms, including bribery, state capture, and nepotism/cronyism, with each having different 

economic effects (De Rosa, Gooroochurn, and Gorg 2010, 2-3). Using data from 243 

Ugandan firms across 5 cities and 14 industries, Fisman and Svensson find a “strong, robust, 

and negative relationship between bribery rates and the short-run growth rates of Ugandan 

firms” (Fisman and Svensson 2007, 73). Aseidu and Freeman used data from over 10,000 

firms from 81 countries and found that the effects of corruption (employing 6 different 

corruption measures) varied by region. They found that “corruption has an adverse effect on 
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investment growth for Transition countries, but has no significant effect for Latin America 

and the Caribbean and Sub-Saharan Africa” (Asiedu and Freeman 2009). Corruption was the 

most important determinant of investment growth in transition countries, greater than firm 

size, firm ownership, trade orientation, industry, GDP growth, inflation and openness to trade 

(Asiedu and Freeman 2009).  

 

Studies often look at a specific aspect of the corruption question. Clarke and Xu use firm-

level data from 21 countries to examine characteristics of businesses in the infrastructure 

sector that more regularly pay bribes. They find that firms are more likely to pay bribes if 

they are more profitable or have overdue utilities payments (Clarke and Xu 2004, 2068-

2069). Bribe payments were found to be lower in countries with more-developed 

infrastructure, more competitive telecommunications sectors, and privately owned utilities. 

Another study uses transaction-level records to show that, while pervasive in both the public 

and private sector, “public organizations tend to be more corrupt than private ones” (Cole and 

Tran 2011, 15). It also showed that government contracts were regularly inflated to hide 

bribes and evade income tax (Cole and Tran 2011, 16). DeRosa et al. use data from over 

11,000 firms in 28 post-Communist countries to find that bribery is negatively correlated with 

firm-level productivity, while time spent with government officials is indeterminate (De 

Rosa, Gooroochurn, and Gorg 2010, 2). They also find that bribery is not an effective way to 

circumvent regulatory hurdles and improve productivity (De Rosa, Gooroochurn, and Gorg 

2010, 2). 

 

2.9.1: Infrastructure and Financial Systems 

Firm-level analyses have also extended to other aspects of the business environment, 

including infrastructure and financial systems. In firm-level surveys, entrepreneurs often cite 

deficient infrastructure as “important barrier to their operation and growth” (Straub 2008a). 

This became increasingly important as IFIs recognized that infrastructure services were 

“important intermediate inputs for productive activities of manufacturing and commercial 

enterprise” (Lee, Anas, and Oh 1996). Improvements in infrastructure help firms “lower 

transport and communication costs and therefore lower total costs to compete with their rivals 

and to export” (Xu 2011, 315). One of the first studies examining these links was from 

Nigeria in the late 1980s, and it documented the large costs of private substitution for 

deficient public infrastructure, especially in electricity (Lee and Anas 1989). Later work 

included Thailand and Indonesia, allowing cross-country comparisons, but similarly found 
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that “the private costs of infrastructure deficiencies are substantial” (Lee, Anas, and Oh 

1996). The study found that private substitution for deficient public infrastructure was 

common. A study of 243 businesses in Uganda showed that poor public provision of 

electricity reduced productive investment by firms (Reinikka and Svensson 2002). According 

to the authors, “the firm-level data… reveal how firms cope with deficient public capital: 

when public services are poor they can invest privately in complementary capital. The cost, 

however, is the installation of less productive capital” (Reinikka and Svensson 2002).  

 

Various studies have found that deficient infrastructure has negative consequences on growth 

and productivity, while infrastructure improvements have positive impacts. Collier and 

Gunning use both firm and household level data to find that “poor infrastructure is a serious 

constraint to growth” in Africa (Collier and Gunning 1999). A study of firms in Guatemala, 

Honduras and Nicaragua, found that infrastructure deficiencies have a major negative impact 

on productivity (Escribano and Guasch 2005). Mobile telephone access for South Indian 

fisheries markets enhanced “market efficiency and the welfare of participants” (Straub 

2008b). Datta used improvements in India’s highway network, which were exogenous to the 

firm and only reached part of the country, to find that firms near newly constructed highways 

performed better with the new infrastructure. They held 6-12 days less inventory, were more 

likely to switch suppliers of a primary input, and reported a decrease in transportation 

obstacles (Datta 2012). Alby et al. found that poor electricity supplies damaged sectors that 

relied on energy-hungry technology. Electricity problems pushed firms to either purchase 

expensive generators or select sub-optimal technologies that reduces efficiency and their 

ability to compete (Alby, Dethier, and Straub 2013). The literature does not provide 

consensus on what types of infrastructure deficiencies are the biggest constraint on growth. A 

firm-level study of enterprises in China, Bangladesh, Pakistan and Ethiopia found that, in 

four of six specifications, the delay in getting a phone line was the most significant bottleneck 

to growth (Dollar, Hallward-Driemeier, and Mengistae 2005). Customs delays and electricity 

were also important, suggesting that “the government’s role in providing a good regulatory 

framework for infrastructure and access to the international market is particularly important,” 

(Dollar, Hallward-Driemeier, and Mengistae 2005). However, this is reasonable as 

infrastructure deficiencies are context specific.  

 

Accessing finance is regularly cited as a major challenge faced by businesses. 31% of firms 

who completed World Bank enterprise surveys from 2006 to 2009 reported “access to 
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finance” as a major operating constraint (Chavis, Klapper, and Love 2010, 1). The literature 

widely supports the argument that underdeveloped financial systems are a significant 

impediment to firm growth, whereas functioning financial systems are integral in starting and 

expanding businesses. Love and Gatti call this proposition a ‘stylized fact’ (Love and Gatti 

2006). Well-developed financial infrastructure can lower the cost of financial transactions 

and help firms smooth income and manage cash flow (Koivu 2002, Coricelli and Masten 

2004). Levine suggests that finance can encourage growth through its impact on savings 

rates, investment decisions and technological innovation (2005). Firm-level studies support 

the link between finance and growth. Using data from 80 countries, Ayyagari et al. compare 

the relative importance of business environment obstacles and find that finance (specifically 

the cost of borrowing) gives the most robust results, which are binding regardless of the 

countries and firms included in the sample (Ayyagari, Demirgüç-Kunt, and Maksimovic 

2008, 4). Other studies have found a strong positive link between credit and total factor 

productivity (Love and Gatti 2006, 1) and credit and higher labour productivity (Kuntchev et 

al. 2013, 4). Some studies confront the conventional wisdom, however. Hallward-Driemeier, 

Wallsten, and  Xu find no significant link between bank access in China (proxy for financial 

system development) and a number of firm performance indicators. However, the single 

country study may reflect unique aspects of the Chinese banking sector, which tends to be 

inefficient and subsidize politically connected entrepreneurs (Hallward-Driemeier, Wallsten, 

and Xu 2006). Dollar, Hallward-Driemeier and Mengistae find no link between “access to 

overdraft facility” and firm productivity but did find a link with the “annual sales growth” 

variable (Dollar, Hallward-Driemeier, and Mengistae 2005). McMillan and Woodruff find 

that the importance of financial systems (and other market-supporting institutions) increases 

with a country’s level of development because trust-based institutions become increasingly 

ill-suited for business (McMillan and Woodruff 2002).  

 

2.9.2: Comparative and Single Country Assessments 

Studies have also sought to compare the relative importance of different obstacles for firms to 

identify bottlenecks to growth in small groups of countries. In a study of China, Bangladesh, 

Pakistan and Ethiopia, the delay in getting a phone line was found to be the most significant 

bottleneck to firm growth, followed by customs delays, power outages, burden of government 

inspections of facilities and availability of overdraft services (proxy for financial services) 

(Dollar, Hallward-Driemeier, and Mengistae 2005, 28). Escribano and Guasch assess the  

productivity of firms in Guatemala, Nicaragua, and Honduras, and find four important 



49 
 

categories of obstacle: “ (a) read tape, corruption and crime, (b) infrastructure, (c) quality, 

innovation and labor skills, and (d) finance and corporate governance” (Escribano and 

Guasch 2005, 73). Together, these explain over 30% of productivity. The top categories are 

‘red tape, corruption and crime,’ and ‘infrastructure,’ which account for 12 and 9 percent of 

productivity respectively (Escribano and Guasch 2005, 73). Beck et al. finds that three groups 

of business environment obstacles - financial, legal, and corruption – all have a negative 

impact on firm growth. Administrative difficulties with banks, collateral requirements, access 

to finance, high interest rates and lack of liquidity in the banking system all reduce firm 

growth rates. However, access to long term loans does not, despite its high ranking by firms 

(Beck, Demirgüç-Kunt, and Maksimovic 2005, 29). The amount of bribes paid, time spent 

with regulators and corruption of bank officials constrain growth, but court efficiency and 

side payments do not (Beck, Demirgüç-Kunt, and Maksimovic 2005, 29). In a study of firms 

from 80 countries, Ayyagari et al. find that only finance, crime and political instability have a 

direct impact on firm growth (Ayyagari, Demirgüç-Kunt, and Maksimovic 2008, 3).  

 

Single country studies have also been conducted, spurred by a growing consensus in the 

development community that “there is no unique universal set of rules” about how 

development works (World Bank 2005). The emphasis is on specific constraints within a 

country, producing the most policy relevant though least generalizable results. A study of  

manufacturing firms in Uganda found that poor public capital significantly reduces 

productive investment, as firms divert capital to invest in complementary private capital 

(Reinikka and Svensson 2002, 67). A study of 1,500 manufacturing and services firms in 

China found “firm performance is positively correlated with foreign and domestic private 

ownership, light regulatory burdens, limited corruption, technological infrastructure and 

labour market flexibility” (Hallward-Driemeier, Wallsten, and Xu 2006, 629). However, they 

find that improvements in banking access and physical infrastructure have a limited influence 

on firm performance, a statistically significant finding in China that stands in contrast with 

the broad literature. Firm-level country studies such as Hallward-Driemeier, Wallsten, and 

Xu (2006) or those of India by Honorati and Mengistae (2007) and Amin (2007) are 

promising future research endeavours because they produce allow econometric results to be 

directly connected with on-the-ground realities (Dethier, Hirn, and Straub 2008, 283).  
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2.9.3: Institutions and Firm Heterogeneity 

NIE argues that economic institutions in developing countries often derive from elite power 

relations, and their application across organizations varies. Firm-level data allows economists 

to test this by using proxies for institutions on firms with different characteristics. The most 

commonly investigated firm attribute is size, with small and informal firms the most affected 

by a weak business environment, regardless of the country (World Bank 2004, 24). This is 

because smaller firms rely more on public goods and services, while larger firms can exploit 

their economies of scale to more easily provide substitutes (Lee, Anas, and Oh 1996, 7). 

Small firms struggle with the additional costs of an inefficient business environment, for 

example generators to provide electricity when public supplies fail. One study found that 

“micro and small enterprises have less access to formal finance, face greater interruptions 

using infrastructure, and pay a higher percentage of their sales in bribes” (Aterido, Hallward-

Driemeier, and Pages 2007). The result was that fixed costs for micro and small firms 

comprised a larger percentage of their sales, putting them at a competitive disadvantage with 

larger firms.  

 

The literature consistently finds that small firms are disproportionately constrained by poor 

financial systems. Beck, Demirguc-Kunt, and Maksimovic (2005) find that “the extent to 

which financial and legal underdevelopment and corruption constrain a firm’s growth 

depends very much on a firm’s size,” and that the smallest firms are consistently the most 

constrained (Beck, Demirgüç-Kunt, and Maksimovic 2005, 28). In a similar study, Kuntchev 

et al. find that credit constraints decrease with firm size, with SME’s “more likely to be credit 

constrained than large firms” (Kuntchev et al. 2013, 3). SMEs tend to rely more on different 

types of finance, namely trade credit and informal loans, than large firms, which more 

commonly use equity and formal debt (Kuntchev et al. 2013, 4). Bigsten and Soderbom 

found that about 65% of African microfirms are credit constrained but only 10% of large 

firms. They also found that the success rates for loan applications varied directly with firm 

size, other factors being equal (Bigsten and Söderbom 2006). Another study found that 

smaller firms finance investment differently, sourcing a lower proportion externally (Beck, 

Demirgüç-Kunt, and Maksimovic 2008, 4). The same study found that small firms gain 

disproportionately from improvements in property rights protections, and increase their use of 

formal finance such as banks and equity markets. These results, say the authors, “underline 

the importance of improving the institutional environment for increasing the access of small 

firms to external finance” (Beck, Demirgüç-Kunt, and Maksimovic 2008, 4).  
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Some studies suggest that the business environment influences the size and distribution of 

firms. Aterido and Hallward-Driemeier show that a weak business environment shifts the size 

distribution of firms downward  (Aterido, Hallward-Driemeier, and Pages 2007). Another 

study found that countries with efficient judicial systems on average had larger firms, while 

“the average size of firms in industries dependent on external finance is larger in countries 

with better financial markets, suggesting that financial constraints limit average firm size” 

(Kumar, Rajan, and Zingales 1999, ii). 

 

Firm-level assessments are not without their shortcomings, as the data can be very difficult to 

appropriately analyse and interpret. In his 2011 review of firm-level business environment 

studies, Xu states that “most research using the investment climate data cannot establish 

causality convincingly,” due to common problems including reverse causality, omitted 

variable bias, and other issues (Xu 2011). Despite this, he argues, the “body of correlations 

gathered from the studies does point to a plausible story: the effects of the business 

environment vary across industry, complementary institutions, and initial conditions” (Xu 

2011). The literature is valuable as it often confirms insights gained from the macro-level 

literature and contributes additional insights about how those obstacles affect firms with 

different characteristics.  
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Chapter 3: Methodology 

 

3.1: Introduction  

The failure of the Washington consensus, which was integral to the rising prominence of 

NIE, caused widespread methodological reconsiderations among development economists. At 

the core of the Washington consensus were a set of ‘positive’ economic policies that were 

universally applicable (Gay 2007, 84). Yet despite neoliberal praises, the track record of these 

policies was poor. Their failure is evident in the track record of adoptees, which routinely 

experienced lower growth rates, increasing income inequality and regular financial crises 

(Rodrik 2002, 1). At the same time that the Washington Consensus was failing, numerous 

countries in Asia were experiencing long periods of sustained, comparatively broad-based 

economic growth. Yet these countries had “marched to their own drummers”  and were 

“hardly poster children for neoliberalism” (Rodrik 2002, 1). Rodrik cites three cases, China, 

India and Vietnam, and says that they have “violated virtually all the rules in the neoliberal 

guidebook even while moving in a more market-oriented direction” (Rodrik 2002, 1). These 

contrasting outcomes – the failure of Western policy prescriptions and the success of the 

heterogeneous policies of Asia’s developing countries – led to a newfound appreciation of the 

need for contextual economic policies (Rodrik 2008, 1-2). The increasing focus on context 

was not only on a country’s economic structure, but also its institutional framework and 

cultural values (Dow 2007a). Questions on context and institutions became integrated across 

the discipline. The macro-level quantitative literature, which regularly employs cross-section 

and panel data, began to incorporate institutional variables (using a wide range of 

aforementioned proxies) into regression analyses. The micro-level quantitative literature, 

which has increasingly moved towards randomized trials, began incorporating institutional 

questions into experimental studies. The qualitative literature incorporated institutional 

analysis into interviews and other data collection. The wide variation in findings has given 

further impetus to the need for relevant, contextualized research. 

 

Institutional questions have been integrated into qualitative and quantitative studies, each of 

which offers important advantages in the investigation of institutions. As Rodrik notes: 

“Cross-section and panel regressions have the advantage that they can have broad 

coverage and they can control for at least some of the background conditions 
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explicitly. Interviews and other qualitative approaches have the advantage that they 

can be carried out in a more open-ended manner, allowing unanticipated new 

information to play a role. Randomized evaluations have the advantage that they can 

nail down identification within the confines of the experiment” (Rodrik 2008, 16). 

 

Each of these methodologies also has weaknesses. The regression literature, especially cross-

country regressions, has few insights on local context and greater internal validity challenges 

than the randomized controlled trial (RCT) literature (Rodrik 2008, 16). RCTs are strong with 

internal validity but very weak on external validity. Both historical investigations and 

qualitative research have problems with both internal and external validity, but are essential 

in generating new ideas and understanding institutional development. This thesis employs 

three different methodologies – historical, qualitative, and quantitative – because each adds 

unique value. One helps understand the context, one explains its origins, and the last tests its 

importance. While in isolation each can produce some insights about economic institutions, 

together they allow for cross-checking ideas and results that are more relevant, rigorous and 

applicable. They also fit well with the NIE literature, which is receptive towards “less formal 

approaches and inductive reasoning” (Ménard and Shirley 2014, 2). 

3.2: The Lack of Data in Myanmar 

The methodology employed for this thesis has distinct advantages and yields strong 

complementarities, but was also selected out of necessity given the context of this study. The 

thesis looks exclusively at one country, Myanmar, where many types of quantitative data are 

inaccurate, incomplete, or unavailable. For example, until March of 2014, Myanmar had not 

conducted a census since 1983. Similarly, no comprehensive private sector survey was 

conducted for decades, though numerous smaller studies were undertaken. The IMF noted the 

following about data shortcomings in Myanmar: “Data remain grossly inadequate for 

surveillance due to capacity constraints and inadequate resources” (IMF 2012a, 12). Among 

the data challenges listed by the IMF were:  

 National accounts are available only once per year and are significantly delayed (IMF 

2012b, 11); 

 Private sector coverage is lacking because there is no proper business directory (IMF 

2012b, 11); 
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 Price data represented only urban households even though rural data was collected. 

There was also some improper categorization, including the use of some construction 

costs, the exclusion of rentals of owner-occupied housing, the failure to impute 

missing price data, and the use of an outdated classification system (IMF 2012b, 11); 

 Fiscal data is only compiled annually and released with up to 12 months delay (IMF 

2012b, 11). 

As the IMF noted, capacity and resource constraints are central to the shortcomings of data in 

Myanmar. Collection is generally handled by a civil service that lacks experience, funding, 

and instruction in appropriate data collection and analysis methods. Inappropriate laws and 

policies also skew some information, with the most important example being the multi-tiered 

exchange rate used in official data until March 2012. The official exchange rate was fixed at 

approximately 8.5 kyat per Standard Drawing Right (SDR), instead of market rates that 

reached 150 times that (IMF 2012a, 4). This resulted in massive inaccuracies in import and 

export data, government budget figures, etc. Myanmar also did not receive cooperation in 

data collection from the World Bank and many other organizations because of U.S. 

sanctions.4  

 

There has been speculation that political considerations influenced key economic figures in 

Myanmar, notably GDP. Official government data put GDP growth at over 10% per annum 

for much of the 2000s, around twice the IMF’s estimates (IMF 2012a, 17). Disaggregated 

data was sometimes kept confidential by the government and the organizations with which it 

was cooperating. In 2009, the United Nations Development Program (UNDP) and the 

Government of Myanmar partnered to conduct the Integrated Households Living Conditions 

Assessment (IHLCA), a survey of over 18,000 households. However, disaggregated data was 

not available publicly, upon request, or even to the author of three reports for UNDP based on 

the data, despite two requests (Shaffer 2013, 2). The challenges with obtaining data of 

sufficient quality and quantity in Myanmar are closely tied to the fifty years of socialist and 

military rule. During the socialist and military eras, there was significant variation in 

economic policies and the country was largely closed to foreigners including international 

organizations that assist or provide technical advice on data collection and analysis. As such, 

no data from either pre-existing household or firm-level surveys were available for this thesis. 

                                                      
4 It is interesting to note that during and even after the British era into the 1950s, Burma had a ‘very 
sophisticated and robust’ statistical under the leadership of U Thet Tun, the long-time head of the country’s 
central statistical agency. 
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Little qualitative research from international financial institutions (IFIs), non-government 

organizations (NGOs) and other organizations had been done on Myanmar’s private sector. 

Up-to-date information, either qualitative or quantitative, was rare at the time that planning 

and fieldwork for this thesis commenced. As such, the collection of qualitative and 

quantitative data was one of the major aims of this research and represents one of the major 

contributions of this thesis.  

3.3: The Advantage of Mixed Methods  

Though economics has its academic roots in political economy, the discipline has become 

increasingly quantitative and abstract in recent decades. As such, qualitative and historical 

insights have often been relegated to a second tier status because they lack the ‘mathematical 

rigor’ of the quantitative work. Before going into the methodology employed in this thesis, it 

is worth highlighting the value of qualitative and historical research to complement and 

contextualize the quantitative. One major distinction between qualitative and quantitative 

research is that qualitative work is characterized by open-ended data collection. Martha Starr 

states “although economists often think of qualitative research as involving words and 

quantitative research as involving numbers, a more valuable way of thinking of the 

distinction is in terms of open- vs. closed-end approaches to gathering data” (Starr 2012, 2).  

 

Open-ended investigations are especially useful when little is known about the context, and 

little broad exploratory research has been conducted (Starr 2012, 3). This is the case in 

Myanmar, which for reasons stated above has been the subject of little academic research 

over the last half-century. Little has been written on either the formal institutional framework 

or the informal norms and institutions that govern private exchange. Freeman et al. note the 

relative advantages of quantitative and qualitative research, stating that “formal surveys are 

most effective for collecting representative data on the economic activities of households 

(assets, activities, incomes expenditures and outcomes) while qualitative methods are 

essential for capturing the social and institutional context” (Allison 2005). Qualitative 

research provides a “rich picture of social phenomena in their specific contexts,” an integral 

aspect of institutional analysis (Hulme 2007, 14). A more developed understanding of the 

context of information also results in greater applicability of quantitative research. Dow notes 

simply that “while mathematical argument is internally precise, giving meaning to 

mathematics is not” (Dow 2007b, 458). Theorizing and modelling does require autonomy and 
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assumptions, but “it cannot be completely autonomous, for then it would have lost all contact 

with what it was originally about” (Coddington 1975, 557). This thesis uses qualitative and 

historical research to give meaning and context to the data collected, and to generate insights 

which are complementary to those of the quantitative analysis.  

 

One of the biggest challenges when conducting research of any kind, but especially work on 

institutions in under-studied contexts, is to ask the right questions. Quantitative research is 

often rigidly structured, and respondents are limited to answering the pre-determined 

questions in a given format. This assumes that the researcher “knows the specific 

informational items that played a central role in the subjects’ behaviour, perceptions and/or 

decisions, and can compellingly hypothesize how these items interrelate” (Dow 2007a, 3). 

Conversely, open-ended qualitative research is useful in revealing new or unanticipated 

phenomena (Hulme 2007, 14). As Piore notes, “one of the advantages of open-ended 

interviews is that the respondents often answer questions you would not have thought to ask” 

(Piore 2006, 5). The generation of new ideas and the ability to refine the subjects under 

investigation is essential for understanding context. Similarly, case studies and qualitative 

methodologies can also be useful because they can “identify the assumptions of conventional 

theory that seemed to be wrong and the alternative assumptions to put in their place” (Piore 

2006, 12). Enforcement characteristics, which are one of the integral aspects of the 

institutional framework, are often best understood through qualitative interviews because 

they can reveal complexity and practicalities that quantitative research cannot capture.   

 

Collecting primary data through surveys and interviews is integral in providing context to 

data and analysis. However, with the exception of development economists this is relatively 

rare in the economics discipline, though it is more common in other fields such as 

anthropology (Alston, 103). Collecting data gives the researcher strong familiarity with the 

information and unique insights into its strengths and weaknesses (Hulme 2007, 14). This is 

especially important given the assumption of NIE that actors are not rational economic 

individuals but instead boundedly rational actors. If both interviewer and interviewee are 

fully aware of all information and options available to the actor, there is no need conduct an 

interview. However, both have incomplete information and insufficient mental cognition to 

process complex decisions. Therefore, one cannot assume knowledge of decisions, motives 

and constraints, necessitating interviews to understand the mental models of the agent 

(Bewley 2002, 350). Interviews can investigate the limitedly rational behaviour of actors and 
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help elucidate the theories and frameworks that inform their decision making (Bewley 2002, 

350). This is especially relevant in contexts where many decision makers lack formal 

education or training in business management and related disciplines.   

 

Many of the shortcomings in quantitative firm-level surveying can be complemented by 

qualitative interviews. Among the areas where standard enterprise surveys are insufficient to 

address aspects of the institutional framework are:  

 Frequency of interactions; 

 Variability of interactions and their distribution between actors; 

 Costs imposed by variability and frequency of interactions; 

 The limitations of the entrepreneur in their comprehension of the survey and 

terminology; 

 Sensitive areas of questioning and potential for resulting bias; 

 Changes in processes; 

 Informal institutional arrangements; 

 Differentiating between the effects of formal and informal institutions on the 

performance of the firm. 

 

While qualitative research has strengths, it also faces limitations. The most obvious is that 

qualitative interviews cannot be used to provide data or generate statistics, which is not done 

in this thesis. They are used to help provide insights, understand processes and elucidate 

context. Further, they are also limited because of language barriers. Many qualitative 

interviews were conducted through interpreters, which has the potential to add “layers of 

meanings, biases, and interpretations, which may lead to disastrous misunderstandings” 

(Fontana and Frey 2000, 655). Often things are lost or gained in translation, necessitating 

regular checking and the use of highly-skilled translators.   

 

To complement the qualitative research, this thesis also relies heavily on a business survey 

conducted to gather quantitative data. Business surveys are one of the most common tools 

used to gather data on the private sector. There are many reasons to conduct a business 

survey, however the research undertaken for this thesis aimed to identify constraints in the 

business environment and their institutional links. It resembles surveys done by other 

academics and international organizations such as the International Finance Corporation 
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(IFC). The IFC has conducted enterprise surveys in 121 countries, including over 73,000 

interviews (IFC 2014).  The goal of these is to help governments “identify, prioritize and 

implement reforms of policies and institutions that support efficient private economic 

activity,” and focus on topics such as business performance, employment, gender, informality 

and trade (IFC 2014). They are also useful because they help explore the structural 

dimensions of a country’s business environment.  

3.4: Methodology & Data Analysis 

Given the aforementioned limitations, the data and interviews in this thesis are drawn from 

nearly two years of field research and related work in Myanmar. The first round of fieldwork 

was conducted from January 2012 to August 2012, with subsequent visits in September 2012 

and December 2012. Follow-on research and related work was conducted from January 2013 

to March 2014. During this time both quantitative and qualitative interviews were conducted 

and historical research was done at a limited number of public and private libraries in 

Yangon, Myanmar. The historical research accessed a number of rare historical documents 

about the country’s private sector and institutional evolution. Fieldwork consisted of 

quantitative surveys, interviews and business visits. In total, there were 153 quantitative 

surveys, 65 interviews and 10 field visits. The types and locations of the visits are noted in 

Table 3.1: 

 

Table 3.1: Field Research Overview 

 Surveys Interviews Visits 

Location Quantitative 

Surveys 

Entrepreneurs Government Business 

Association 

Factory  Trading 

Floor 

Yangon 146 21 - 6 2 - 

Mandalay 7 8 - 4 5 2 

Mawlamyine - 10 6 2 - - 

Monywa - 1 5 2 - 1 

Total 153 40 11 14 7 3 

3.5: The Quantitative Methodology 

During the first stage of fieldwork, from January to August 2012, a small quantitative 

business environment study of 153 firms was conducted in Yangon and Mandalay. The 

choice to collect data, rather than employ another set of publicly available data, was one of 

necessity as noted above. The survey tool consisted of 100 close-ended questions, which took 
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firms an average of 55 minutes to complete. The survey interviewed business owners, 

managers, and top executives about their experiences in and perceptions of doing business in 

Myanmar. Surveying started in April 2012, after Myanmar’s New Year Festival (Water 

Festival, or Thingyan) and was completed in July. The survey was conducted in conjunction 

with Myanmar Egress, a prominent civil society organization based in Yangon. The survey 

team consisted of a team leader, a local coordinator, and five surveyors.   

 

The survey included businesses in all sectors of industry, services and trade, and was 

administered to firms of all different sizes. While the sample size is large enough to allow for 

some stratification, this generally erodes the statistical significance of the results. The survey 

was conducted in Myanmar language, version of which is attached in Appendix 1. The 

English language version is attached as Appendix 2. The survey was divided into six sections, 

including: 

 General information: The section investigates business operating registrations, 

ownership structures, management experience and other characteristics, business 

location and activities, and other characteristics of the business.  

 Perceptions of the business environment: This section asks businesses to assess 23 

different metrics of the business environment on a scale of 0 to 4, in the areas of 

infrastructure, macroeconomic, regulatory and financial sector. Businesses were also 

asked to rank the top 3 obstacles, and estimate the cost of their most severe obstacle. 

 Labour and employment: This section examines labour and employment patterns 

broken down into full time workers and daily/part-time workers. It also estimates total 

employment and future hiring outlook. 

 Capital and investment. This section examines a firm’s rented and owned capital, 

utilization rates, and recent capital investments. 

 Finance, banking and credit. This section asks business record keeping and banking 

habits, as well as recent loans from banks, other institutions and informal sources. It 

also asks about future borrowing intentions. 

 Firm performance. This section asks about a firm’s annual expenses and sales, the 

types of transactions and clients the firm does business with, as well as the financial 

and time costs of doing business. It also investigates prior and projected sales and 

expenses.  
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Each question solicited a closed-ended, quantifiable answer. Some were yes or no questions, 

for example whether the manager had a university education. Others asked for perceptions-

based ratings about business environment obstacles, assessed on a scale from 0 for “no 

obstacle” to a 4 for “very severe obstacle.” Firms were also asked for raw figures on number 

of employees, amount of capital, sales and expenses. No open-ended questions were included 

on the quantitative questionnaire. However, the survey produced data in a standardized, 

quantitatively useful format that includes a number of relevant institutional variables.   

 

3.5.1: Selection of the Sample Frame 

The sample frame for the survey was the active membership list of Myanmar’s peak 

commercial body, the Union of Myanmar Federation of Chambers of Commerce and Industry 

(UMFCCI).5 UMFCCI is the largest association of businesses in Myanmar and the umbrella 

organization over the country’s network of regional and sectoral business associations. It is 

headquartered in Yangon and at the time of surveying had an active membership of 4,307 

businesses. Sampling from a chamber of commerce business list is a commonly employed 

strategy in business surveys in other countries, with the business list often being used as a 

proxy for an economy’s ‘formal’ sector. Sampling from this list lends credibility to studies, 

which can help increase participation rates among businesses. However, this survey was not 

conducted in direct cooperation or official partnership with UMFCCI, only with the 

permission of the organization’s leadership and the use of their membership list as a sample 

frame. However, this approval was signaled in the surveying process and provided additional 

legitimacy to the survey.  

 

The use of the UMFCCI membership list as the sampling frame had a number of 

shortcomings. First, the list used for the survey was not a complete registry of businesses in 

Myanmar, and was not representative of the country’s population of businesses. In previous 

years, trading businesses were required to become UMFCCI members to obtain some import 

and export licenses. Membership requirements have changed and are no longer compulsory, 

however the previous membership requirements are likely to have contributed to a 

distribution of businesses within UMFCCI that does not mirror the total population. UMFCCI 

members are heavily concentrated in major cities, with 89% in Yangon alone and nearly 94% 

                                                      
5 The organization has since changed its official name to the Republic of the Union of Myanmar Federation of 
Chambers of Commerce and Industry (RUMFCCI) to reflect the country’s official name change, though it is 
still widely referred to by its former abbreviation, UMFCCI. 
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in either Yangon or Mandalay. The UMFCCI list does not distinguish between different types 

of businesses, such as firms or establishments. The list excludes any members who have not 

paid annual dues, which could skew the sample frame by excluding firms that are performing 

poorly and have not renewed UMFCCI membership to cut costs. It may also skew firm 

distribution geographically (businesses that are further from UMFCCI’s Yangon headquarters 

face greater transaction costs for their payments and greater challenges accessing benefits of 

membership). Businesses whose UMFCCI membership dues were not up-to-date were 

excluded from the list of businesses provided to the research team. The cumulative number of 

businesses that were a UMFCCI member at any point since its’ founding is approximately 

20,000.  

 

Other sample frames were also considered, including government lists of businesses with 

operating licenses. Myanmar’s Ministry of Industry has the largest such list, with 125,689 

registered businesses as of September 2011. However, the list includes all firms that received 

operating licenses in the last 23 years, containing many inactive businesses. Utilizing this list 

would have necessitated government cooperation, a significant challenge at the time the 

research was planned. This could have complicated the approach to potential respondents by 

potentially giving the impression that the survey team was collecting data on behalf of the 

government. This could decrease respondents’ willingness to complete a survey or create 

unintended feelings of coercion. As such, this option was deemed impractical. Another 

sampling frame that was considered was the Yellow Pages phone directory, published by a 

leading market research firm in Yangon. Though this is a more comprehensive list than the 

one from UMFCCI, it is also produced in cooperation with a State-owned Enterprise (SOE), 

Myanmar Post and Telegraph. The Yellow Pages lists companies by category, thereby 

duplicating listings for businesses that operate in multiple sectors and creating problems with 

sampling. These two drawbacks made the use of this sampling option unviable. Other 

potential methods of sampling, including block enumeration, were ruled out due to associated 

financial constraints and logistical challenges. Sub-association lists from sector-based 

organizations (which fall under the umbrella of UMFCCI) were also considered. This could 

have increased the response rate and provided stratification by sector. However, obtaining the 

approval of 34 different sub-associations was logistically challenging, and including only 

self-selected associations could result in a biased sampling frame. Further, many businesses 

are members of multiple associations, creating problems with duplication in the sample 

frame.    
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3.5.2: Survey Stratification 

While stratification would be ideal to allow deeper insights into how institutions affect 

different businesses, resource and sampling frame limitations meant that stratification was not 

possible to the degree seen in much of the literature. Business surveys often cover multiple 

cities to ensure more representative data, which can allow geographical stratification. 

However, only 171 of the 4,307 total businesses from the sampling frame were from 

Mandalay, Myanmar’s second-largest city, far too small to allow for any statistical 

significance of a ‘Mandalay strata.’ After Mandalay, the third-highest concentration of 

UMFCCI registered businesses (35) was in Muse, a major border crossing with China. The 

cities with the fourth, fifth and sixth largest numbers of registrations are Tacheliek, Myitkina, 

and Lashio with 18, 17, and 15 UMFCCI members respectively. All of these cities are in 

ethnic minority areas where travel is prohibited by Macquarie University restrictions that 

derive from Australian government travel warnings. These restrictions, as well as budget 

constraints, restricted surveying to Yangon and Mandalay. 

 

Another common stratification is by firm size. While this survey collected data on a range of 

business size metrics, including the number of full-time permanent employees, it was not 

possible to stratify by size because the sampling frame did not contain any data on employee 

numbers. Another challenge for stratifying by business size is in the definition. World Bank 

enterprise surveys generally categorize firms as noted in Table 3.2. 

 

Table 3.2: World Bank Business Size Definition 

Business Classification Number of Employees 

Micro and Small 1-19 

Medium 20-99 

Large 100+ 
Source: World Bank. 2014. Survey Methodology. World Bank 2014 [cited 

June 3 2014]. Available from http://www.enterprisesurveys.org/methodology. 

 

In Myanmar, business size is defined only in the 1990 Private Industrial Enterprise Law, as 

noted in Table 3.3. There are four different metrics to distinguish between small, medium and 

large enterprises: power used (in horsepower), the number of workers, the enterprise’s capital 

outlay, and the enterprises annual production value. Firms which fall below the established 

minimums are classified as ‘cottage industries.’ However, this definition suffers from 
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numerous shortcomings. It is only applicable to industrial businesses, not to service or trading 

businesses. It incorporates an out dated and oft-ignored measurement of power consumption. 

It gives no guidance on the classification of firms that meet criteria for multiple categories. 

Despite the lack of stratification, the survey does incorporate business size into analysis 

elsewhere. 

 

Table 3.3: Classifications for Small, Medium and Large Enterprises in 

Myanmar 

Category Small Medium Large 

Power used (in horsepower)  3 - 25 25 - 50 50 + 

Number of workers  10 - 50 51 - 100 100 + 

Capital outlay (million kyat)  0 - 1 1 - 5 5 + 

Production value per year (million kyat)  0 - 2.5 2.5 - 10 10 + 
Source: Government of the Union of Myanmar. 1990b. The Private Industrial Enterprise 

Law. State Law and Order Restoration Council Law No. 22/90. Yangon, Myanmar. 

 

The third common level of stratification is by sector. In the World Bank Enterprise Survey 

and some other business surveys, responses are split equally between the manufacturing, 

retail and other sectors of the non-agricultural economy. However, the sector of activity was 

not given in the sampling frame, making it impossible to pre-sort respondents by sector to 

ensure an equal spread. However, the final distribution of respondents did allow post-survey 

grouping into three similarly sized sectors: industry, trade, and services.  

 

3.5.3: Preparation and Surveyor Training 

The survey was implemented by the lead researcher, local coordinator and a team of five 

local surveyors, selected and trained in conjunction with Myanmar Egress. These surveyors 

conducted interviews in person with respondents. The team was overseen by a coordinator, 

who was a staff member from Myanmar Egress. The surveyors were regularly accompanied 

to interviews by the team leader or team coordinator. All of the enumerators had surveying 

experience, though none have experience conducting business surveys. Consequently, a two 

day training session was held that covered all aspects of the survey, including goals, design, 

methodology, and interview techniques, as well as the intended analysis of the data. The 

survey was originally prepared in English, drawing on other enterprise and labor market 

surveys. The survey was initially translated from English to Myanmar language, and then 

translated back to English by a separate translator to check for errors. Other survey 
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instruments, including the initial phone screening questionnaire and the UN’s International 

Standard Industrial Classification (ISIC, which provides codes for different types of 

economic activity) were translated and checked for errors.  

 

3.5.4: Pilot Survey 

A pilot survey was conducted after enumerator training, with each surveyor conducting 

between one and three surveys under the supervision of either the researcher or the research 

team director. The pilot survey took place in late March and early April 2012. Two separate 

methods of administering the survey were trialed. In the first, surveyors were given a two-

part survey. The first part, with general firm characteristics, was completed in an interview 

while the second section, which included the remaining five question groups noted above, 

was left with the respondent (along with a detailed set of instructions). The surveyor then 

returned in one week to pick up the survey. In the second method, the surveyor completed the 

entire six section survey in a face to face interview. Upon reviewing the pilot survey, almost 

all of the surveys that were left with respondents were returned partially completed and often 

with answers that did not fit the format of the question. The quality of surveys conducted 

through face to face interviews was far better, and was therefore selected as the procedure for 

the main survey.  

 

The pilot revealed a number of problems with the survey process. Respondents who 

completed the survey in interview format were not able to progress through the survey as 

quickly as anticipated. Some surveys took up to two hours to complete. This led to the 

removal of 30 questions from the final survey. The sample frame was also found to contain a 

large number of incorrect phone numbers. Each surveyor was allotted 32 phone numbers for 

the pilot survey, a total of 160 amongst the five surveyors. Of these over 60% were incorrect. 

This exacerbated a previously identified challenge: obtaining the needed response rate. There 

are a number of reasons that likely attribute to the low response rate: (1) few if any 

businesses had completed a firm level survey so most are not familiar with the process; (2) 

firms are used to operating in a secretive business environment; and (3) firms are afraid that 

the survey may reveal information about illegal activities. Through feedback from 

interviewees and enumerators, the pilot survey also demonstrated that a number of questions 

were sensitive for respondents. Some of these were altered, some dropped, and one important 

question on total sales was prefaced by a similar question asking firms to identify a range into 

which their sales fell. Randomized response technique were considered but not used because 
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of the additional time and complexity. After the pilot survey, additional training was also 

conducted with surveyors.  

 

3.5.5: Main Survey 

The main survey was conducted between April 24 (immediately after the Water Festival) and 

July 25, 2012. This survey period was chosen because it fell in a relative lull in the annual 

business cycle for Myanmar businesses, and came shortly after the end of the Myanmar fiscal 

year, which runs from April to March. The survey covered 153 businesses, of which 146 

were from Yangon. Firms in Mandalay were surveyed from June 6 to 8, 2012. Most surveys 

were conducted by enumerators, though the researcher and team coordinator also went on 

18% of the surveys. Businesses were first approached through a cold call to screen them for 

eligibility and interest. In this call, potential participants were told about the survey and asked 

if they would be willing to participate. Participation in the survey was subject to numerous 

terms and conditions, including some resulting from the Macquarie University’s ‘Human 

Research Ethics Committee’ approval of the research.6 In order to be included in the survey, 

a firm must:  

 Be listed on the active membership rolls of the UMFCCI  as of Mar. 1, 2012; 

 Be identifiable from the membership rolls of UMFCCI as being primarily located in 

one of the townships of Yangon City or Mandalay City; 

 Not have any close existing personal or business relationship with Myanmar Egress 

that would compromise their participation in the survey; 

 Be owned or managed by an individual above the age of 18 (the survey can be 

completed by another individual, but they must also be above the age of 18). 

The initial phone conversation with the business owner was based on a scripted 

questionnaire, attached in Appendix 3. The questionnaire asked basic information about the 

business, verified that it met the criteria for participation in the survey, asked the interviewee 

if they were interested in participation, and scheduled a time and date for the interview. All 

answers from the business were recorded on the screening questionnaire. No third party 

introductions were used and firms were not asked by UMFCCI to participate. These methods 

could have increased the response rate, but also skewed the sample and introduced a degree 

of coercion into the surveying process. The survey team also offered each respondent a 

                                                      
6 More details about the Macquarie University ethics approval process is available online at: 
http://www.research.mq.edu.au/for/researchers/how_to_obtain_ethics_approval/human_research_ethics 
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customized report, showing how their firm compared to the aggregate measures collected for 

most questions on the survey. These reports were created through a large mail merge using a 

modified version of the survey form as a template, and the excel database as the data set from 

which to draw. All survey respondents who answered at least 80% of the questions received 

this report as an incentive for participation. 

 

For each company interviewed, the enumerator completed a hard copy of both the telephone 

survey form and the questionnaire form. These forms were delivered to the team leader in 

weekly meetings, quality checked, and returned to the surveyor if any follow-up was needed. 

Completed surveys were kept by the researcher for data entry. Data was entered into the 

database by the researcher, who conducted further quality control during data entry. During 

this phase, 20% of the surveys were selected randomly for follow up in order to ensure 

accuracy. The quality control process consisted of phone calls in which the business owner 

was greeted, thanked for their participation and asked to verify their responses on 4-6 

randomly selected questions from the survey. The participants were also asked if they had 

any feedback on the survey experience or their interactions with survey and surveyor. Checks 

were also set up in the data entry sheet in order to ensure that basic mathematical tests were 

met and that the form was accurately completed and entered. After data entry, completed hard 

copy surveys were then stored in a locked cabinet.  

 

Confidentiality was stressed during the survey training and throughout the survey process. 

Both enumerators and respondents were informed that the survey was confidential and that 

no disaggregated data would be released publicly. The only point of contact for respondents 

was the survey team. Myanmar Egress management and UMFCCI were not aware of the 

specific businesses who participate in the survey. The survey collected only basic 

demographic information for statistical purposes. Survey forms did not have any fields for 

unique identifying information, and no disaggregated survey data or business names were 

published. Each firm was assigned an ID code which was recorded by the enumerator on the 

survey. The list that matched codes and business names was kept in a separate, secure storage 

space. Before each survey commenced, firm representatives were read a statement approved 

by the ethics panel and gave verbally consent to verify their acknowledgement of the ethics 

protocol and signal their voluntary participation. Participants were also told that they were 

free to stop the survey at any time. Any respondent who did not give voluntary verbal consent 
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was not eligible to continue the survey. Surveyors would then sign to acknowledge their 

witnessing of the interviewee’s verbal consent.  

3.6: The Qualitative Methodology 

Qualitative interviews were conducted to provide insights into context, highlight new areas 

for inquiry, understand institutional enforcement characteristics, and illuminate the processes 

and procedures that result from the current institutional framework. Qualitative interviews 

were not conducted with the same sampling methodology as the quantitative research. Often, 

interviews were conducted with knowledgeable informants about areas in which they had 

experience in Myanmar. Interviews were conducted as part of a number of different projects, 

and interview content evolved over the course of the fieldwork as the researcher learned more 

about the local context and the institutional framework that businesses faced. Some were 

unstructured conversations, some semi-structured interviews, and some formal interviews. 

Many interactions with businesses and government came about spontaneously during the 

course of the research, including some conversations that evolved after completion of 

quantitative data collection.  

 

Qualitative interviews were conducted in 2013 and 2014, both in conjunction with other 

projects and as a stand-alone part of the PhD research. One of the larger rounds of qualitative 

interviews was conducted in November 2013 as part of project on subnational governments 

and business led by this author. In this project, interviews were conducted with 14 businesses, 

4 business associations or business association representatives, and 12 government officials 

to discuss the business environment, specifically the relationship between businesses and 

government institutions and regulations. The focus of the research was the formal 

institutional environment at the subnational level, though some questions were asked about 

other aspects of the business environment such as infrastructure. Two questionnaires were 

developed for this project and both are included in the appendix. The questionnaire used for 

interviews with businesses and business associations is attached as Appendix 4 and the 

questionnaire used to interviews with government is attached as Appendix 5.   

 

Another series of interviews was conducted in January and February 2014 with businesses 

and business consultants in Yangon. To conduct these 10 interviews, an open-ended 

questionnaire was developed, with inquiries focused on the institutional framework. 
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However, these interviews were semi-structured and the questionnaires were used as a guide 

to pursue particular areas of inquiry. These interviews focused on experiences interacting 

with government, and on how particular attributes of governance, such as strict controls or 

arbitrary policy changes, affect business performance and decision making. These interviews 

also discussed firm’s infrastructure challenges in significant detail. They provide little 

information on the financial sector, however, as many interviewees raised capital overseas. 

This questionnaire is attached as Appendix 6. A limited number of interviews were conducted 

as part of a project with the Overseas Development Institute, in which businesses that were 

members of local partner business associations were asked about their experiences with 

workforce skills. Nineteen of these interviews were completed and are used on occasion but 

do not constitute a major contribution to the core analysis of the thesis.  

 

Outside of these groups of interviews, a wide range of unplanned opportunities to engage 

with entrepreneurs arose during the course of the fieldwork. Through various projects and 

engagements, the researcher has visited and toured Industrial Zones in Monywa, Mandalay, 

and Mawlamyine as well as visited numerous Industrial Zones around Yangon. Similarly, 

numerous visits have been made to business associations and trading centres in Mandalay, 

Monywa, Yangon and Mawlamyine. The research has also benefitted from the many informal 

conversations with associates and contacts working for private businesses, consulting firms, 

international organizations, governments, NGOs and others in Yangon and around Myanmar. 

Interviews were generally obtained through networks or through purposive selection, in 

which individuals were sought out based on their knowledge of particular issues. All 

qualitative interviews were conducted by the researcher, with some in Myanmar language 

with the help of a translator, and others in English. Recordings were not made for 

confidentiality reasons. Instead detailed notes were taken during the meeting, and additional 

notes made after the meeting finished. These notes were then revised and edited to improve 

grammar. Before each interview began, the interviewee was informed about the survey 

purpose and confidentiality arrangements, and asked if they were willing to participate. This 

statement is included in the questionnaire in Appendix 6. A slightly revised version, which 

reflected the participation of the Myanmar Development Resource Institute and The Asia 

Foundation, preceded interviews from Appendix 4 and 5.  
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3.7: Historical Research 

The historical data gathered for this thesis come from both primary and secondary sources. In 

Myanmar, research visits were made to the libraries of the British Council and the American 

Center, as well as the libraries of select private individuals in Yangon. Some historical 

information came from interviews, though this tends to date only to the SLORC/SPDC era 

given the average age of respondents. Notably, few businesspeople were engaged in the same 

type of work during the socialist era, as most private businesses did not exist then. Research 

was also conducted at the National Library of Australia, which contains a range of historical 

documents on Myanmar, as well as through Macquarie University’s library.  

3.8: Caveats and Sources of Bias 

Despite best attempts to ensure that both qualitative and quantitative data are accurate, it is 

important to note a number of caveats to this research. As noted earlier, limitations on data 

were severe and heavily influenced the design of the study. Often data employed even for 

illustrative purposes (GDP, population, etc.) is not accurate. Any reference to government 

data, unless otherwise specified, should be considered as only indicative. There are also a 

range of caveats necessary for the quantitative survey. First, the survey covered only urban 

businesses. This undoubtedly leads to an understatement of certain business environment 

factors that are more acute in rural areas, for example infrastructure challenges, as road 

transportation for rural businesses may both more important and of lower quality than that 

used by urban businesses. Second, scholars have shown in other contexts that there is a 

correlation between business association membership and firm level productivity. Guedhuys 

et al. found this positive correlation in a survey of Tanzanian firms, again evidencing the 

problematic use of the UMFCCI membership list as representative of the country’s 

population of businesses (Goedhuys, Janz, and Mohnen 2008). The sample frame used for the 

survey introduces a self-selection bias because businesses must have previously registered 

with UMFCCI to be included in the sample frame. This was accompanied by another level of 

self-selection bias because firms had to agree to participate in the survey. Both of these 

selection biases influence the results of the survey. For example, firms in manufacturing may 

be underrepresented in the sample frame due to lower than average UMFCCI membership, 

while corrupt businesses may disproportionately opt not to take the survey when approached. 

It is also important to note that UMFCCI is not an apolitical institution, but was instead 
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founded in cooperation with the military government. Many businesses may choose not to be 

UMFCCI members because of historical or political reasons.  

 

Survey results were likely influenced by unpredictable events which occurred during 

implementation. For example, power shortages are most common in the hot season from 

April to June, but were particularly bad during the survey period in 2012. Because Myanmar 

is heavily dependent on hydropower, there were widespread electricity shortages and visible 

protests during survey implementation. This could have led respondents to overemphasize the 

cost of these shortages and worsen their perceptions of electricity infrastructure. This does 

not suggest that electricity is not a leading concern among private enterprises in Myanmar, 

only that it may have been subject to some bias. Subsequent but similar research has 

suggested electricity was an important concern among private sector businesses (Schwab 

2013, 288).  

 

Survey responses were also limited by the interviewees’ knowledge and honesty about their 

experiences. Often firms did not keep precise records of all business transactions and could 

not give precise measures on sales and expenses, and their change over time. Businesses 

sometimes did not collect information that is considered routine in developed countries. One 

interviewee, when asked about the number of days per week that staff work, noted that 

workers were supposed to work six days per week but they did not keep records of absences 

and could not provide such data. Surveys can only reflect the knowledge of the business 

owner or manager, and it was often found that precise information for qualitative and 

quantitative questions was not available. Lack of honest responses is another limitation of the 

survey, and it is likely that some portion of responses given to questionnaires were 

deliberatively inaccurate. Due to a history of arbitrary governance and hostility towards 

business, there is a general reluctance among businesses to share sensitive information, 

regardless of confidentiality agreements or measures taken to provide data security.  
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Chapter 4: Economic Institutions and the Private Sector through the 

Independence Era 

 

4.1: Introduction 

Since its gradual annexation by the British Empire in the 1800s, the institution framework 

that governs economic exchange in Burma has changed frequently and dramatically. 

Governing regimes have changed regularly, with successive leaderships often having far 

different political and economic ideologies than their predecessors. Conflicts, both internal 

and external, have altered the country’s economic landscape. Businesses have responded to 

these changes by adapting business models, developing coping mechanisms, thinking short-

term and often struggling to survive. New entrepreneurs have often started businesses based 

on an incentive structure which fails to provide economic returns for productive activity, 

instead rewarding privilege, power, and connections, especially those with government. 

 

This chapter traces the evolution of Burma’s economic institutions in the context of the wider 

political and economic changes. It spans from the time of the Burmese kings through the 

colonial era, World War II, the brief post-war re-incarnation of British rule and the 

Parliamentary era. Of particular interest are the responses of the private sector to evolving 

incentives and constraints that result from the changing institutional framework. This chapter 

argues that the British created the key ingredients for the success of the private sector in 

Myanmar: the formal institutions and rule of law, the regulations, the civil service, the 

infrastructure and the financial system, all of which were conducive to private enterprise. Yet 

these formal institutions penetrated the lives of the majority of Burmese only to a limited 

degree, and often mixed with traditional, informal economic institutions. The formal British 

institutions were designed to promote colonial interests and were therefore rarely accessed by 

many Burmese. This exclusion fostered nationalism and anti-capitalist sentiment which fed 

the backlash against the economic system that the British had built. The result was the post-

colonial destruction of much of the institutional framework built during the time of British 

rule. Many economic policies in Burma’s history were guided by overtly political agenda, 

including what was the most notable example, the ‘Burmese Way to Socialism.’ The politics 

behind these policies, about which many good volumes have already been written, are 

undoubtedly important but not the aim of this thesis, which instead aims to highlight the 
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evolution of the economic institutions, their effects on the business environment, and the 

response of the private sector.  

4.2: The Burmese Kings and Early Colonialism 

Until nearly the end of the 19th century, Burmese kings of the Konbaung Dynasty ruled large 

parts of Burma with their power centred around present-day Mandalay. Though the 

Konbaung Dynasty had regular dealings with the British, their economic policies were 

notably different. Unlike the British system, based on rule of law and property rights, 

Burmese customary law was traditional and “gave the king absolute power over everything 

and everybody in his territory” (Cheng Siok Hwa 1965, 68). Merchants, producers and 

anyone else doing business was subject to the unbound dictates of the throne. Under the 

Konbaung kings, there was no fixed land tenure (Aung Tun Thet 1989, 129). The throne 

maintained tight controls on external economic dealings, including various royal monopolies 

in external trade and restrictions on the export of rice, rubies, and other precious metals 

(Aung Tun Thet 1989, 128, Findlay 2013, 21). Under the Burmese kings, revenue was raised 

largely through the “extraction of surpluses from agricultural producers” (Van Schendel 

1987, 457). Often this was collected in rice, which was kept in stores used to regulate and 

depress local prices (Van Schendel 1987, 459). Taxation and other administration matters 

were handled through district governors, though these were often loosely controlled. Local 

power was vested in a township headman (Aung Tun Thet 1989, 129).  Modern economic 

institutions were largely absent and even basic ones underdeveloped; for example, in many 

parts of deltaic Burma standard coinage did not exist and exchange was conducted through 

barter (Van Schendel 1987, 458).  

 

The Konbaung Dynasty had some suspicions about Western business, which was evident in 

their interactions with the British. The profit motive that was central to British economic 

interests was not a fundamental principle in Burmese understandings of economic activity. 

Private business activities, especially those of the British, were “considered a challenge to the 

omnipotent royal authority” (Allen 1965, 7). Richard Allen noted that:  

Half of Britain's quarrels with the kings of Burma were caused by our attempts to 

secure what we considered fair treatment for our firms. The kings simply did not 

understand a system under which Western business operated for normal profit. It 

seemed to them unwarrantable greed and presumption on the part of the foreigner, 
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and Western business, which is alleged to have exploited Burma under British rule 

(Allen 1965, 7). 

Trade between the British and the Burmese kings did exist, though it was subject to the 

‘machinations’ of Burmese officials who regularly impeded the importation of these goods 

(Adas 2011, 68). Ship captains often complained of the burdens of tiresome regulations and 

the ever-present threat that “should anything be amiss goods were liable to confiscation, 

crews were sometimes enslaved and even whole ships seized” (Cheng Siok Hwa 1965, 68). 

Trade was also impeded by geography, as Mandalay was far from major trading routes. The 

“policy of seclusion” which banned the Burmese from private foreign trade constrained the 

development of import and export infrastructure such as shipping fleets (Furnivall 1957, i).  

There was some effort towards modernization under King Mindon, including the introduction 

of coinage, reduced taxation, and a range of infrastructure and industrial projects (Findlay 

2013, 21). By the 1880’s there were some nascent industries around Mandalay (one report 

indicated nearly 50 factories) (Tin Maung Maung Than 2007, 11). However, these reforms 

and developments were largely for naught, as the Burmese kingdom fell to the British in 1885 

(Tin Maung Maung Than 2007, 11). There was little in the way of a functioning financial 

system, and only a “small demand for money, credit and banking facilities” during the reign 

of the Burmese kings (Tun Wai 1962, 1). Credit was provided through friends and relatives, 

normally at nominal rates of interest (Tun Wai 1962, 1). Konbaung-era Burma, a traditional 

monarchy with economic institutions ill-suited for promoting growth, was on a collision 

course with British colonizers whose drastically different institutional framework would alter 

the economic structure that governed exchange in Burma.  

4.3: The Colonial Era 

The British colonized present-day Myanmar in stages, starting with the 1822 annexation of 

Arakan and Tenassarim and concluding with the 1885 conquest of the Konbaung Dynasty in 

Mandalay and annexation of Upper Burma. The administrative capital and economic hub of 

colonial Burma was Rangoon, far south from the heart of Burmese civilization and more 

strategically located to engage in commerce with India (Steinberg 1987, 283). Between 1822 

and 1885, British colonial government was rolled out gradually and in an ad hoc manner. 

Unlike many other colonies, Burma was not administered from London for the majority of 

the colonial era, but from Calcutta. Burma was an “appendage to the colonial regime in 

India,” and consequently the governing structures were not built for purpose but instead 



74 
 

“transported” from India (Callahan 2002, 515). British Burma was functionally much 

different than other colonies, and this would have a distinct influence on its colonial 

experience.  

 

Colonial institutions in Burma were designed primarily to provide law and order, thereby 

promoting commerce. J.S. Furnivall, a colonial administrator, argued that colonial institutions 

were designed “in the interest of economic progress” (Furnivall 1957, s). Robert Taylor 

argued that “the colonial state was an instrument intended to create and free wealth as 

efficiently as possible, in the context of a larger set of external imperial, economic, political 

and strategic interests” (Taylor 2009, 69). To facilitate this economic agenda, the British 

brought an entirely new set of economic institutions to govern the economy. The colonial 

government was organized along “rational utilitarian lines” and introduced concepts such as 

the rule of law, a law-making legislature, and an independent, law interpreting judiciary that 

had little roots in the traditional economic thinking of Burmese (Furnivall 1957, s). In the 

early years of colonialism, the British built a minimalist state, with the aim of promoting 

commerce and collecting revenue through taxation (Callahan 2002, 514). It was relatively 

laissez faire and “sought to encourage individualism and to create the conditions which 

would allow for economic expansion” (Tin Maung Maung Than 2007, 7). As decades passed, 

the colonial government grew and began to interact with the average citizen more regularly. 

It was a transition that started around the turn of the century, from an economic doctrine of 

laissez-faire to a doctrine of efficiency (Furnivall 1957, 73). Furnivall noted that “even up to 

1900 the people saw little of any Government officials, and very few ever caught more than a 

passing glimpse of a European official. By 1923 the Government was no longer remote from 

the people but, through various departmental subordinates, touched on almost every aspect of 

private life” (Furnivall 1957, 40). 

 

The growth of British economic institutions was accompanied by the government’s official 

rejection of the traditional Burmese institutions. The British introduced new means of 

township level governance, as well as land laws meant to promote increased production and 

land use by peasant cultivators. Burma’s traditional ‘circle system’ of local community 

governance was replaced by a ‘village system’ (Furnivall 1956, 75). Officials were assigned 

to oversee village groups with which they had little connection, and generally administered 

them in a bureaucratic fashion with little of the social standing of former headmen (Aung-

Thwin and Aung-Thwin 2012, 186). Concurrently, the role of traditional headmen was 
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greatly diminished, including their authority to mediate disputes, subsumed by the 

economically-driven bureaucracy of the British (Aung-Thwin and Aung-Thwin 2012, 187). 

The social consequences of the institutional transformation were great. By the end of the 

British colonial era, social order had digressed significantly and Burma was “the most 

dangerous place in the empire, with Rangoon boasting the highest murder rates for any 

colonial city” (Harvey 1946, 40). Yet the economic outcomes of the institutional 

transformation were impressive, at least in terms of growth in output, at least until the outset 

of the Great Depression.  

 

4.3.1: The ‘Rice Bowl’ of Asia 

Nowhere did the new British economic institutions transform Burma more so than in the rice 

economy. Under the Konbaung kings, rice had largely been grown for personal consumption, 

and any after-tax surplus was generally sold and exported to India or East Asia (Furnivall 

1956, 95). Yet under the British, it became the country’s major export industry. This shift 

was accompanied by widespread migration from upper to lower Burma, a rapid rise (at least 

from the 1860s to 1910s) in land under cultivation, and the development of markets and 

industries that facilitated the commercialization of rice production and its export (Tin Maung 

Maung Than 2007, 8). Hundreds of thousands of Burmese migrated south to move into paddy 

cultivation. This was, more than any other factor, responsible for the boom in the Burmese 

rice economy (Adas 2011, 41). From 1872 to 1881 alone, the percentage of the population 

engaged in agriculture rose from 50% to 60% (Tun Wai 1962, 51). By 1931, it had reached 

69.6% (Walinsky 1962). Land under cultivation rose nearly fifteen fold, from 600,000 acres 

in 1852-53 to 8.9 million acres in 1922-23 (Furnivall 1957, 48).  

 

Rice cultivation held many challenges for peasants, including disease and land speculation, 

yet was pursued by hundreds of thousands of Burmese. Given the uncertainty of returns and 

the certainty of difficult labour, scholars including Ian Brown have asked why hundreds of 

thousands of Burmese agriculturalists embarked on this “epic of bravery and endurance” 

(Furnivall 1956, 116). The evidence suggests that the incentives made it the most profitable 

alternative among the given set of potential livelihoods. The British colonial government 

changed a number of formal rules over the sector, allowing cultivators in the early years of 

the rice boom “guaranteed freedom of passage…and a five-year exemption from payment of 

capitation tax” (Aung Tun Thet 1989, 130). Land was plentiful and could be acquired easily 

from the government after some years of tenancy. While there is disagreement over the 
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degree of improvements in cultivator income, many authors argued that there was steady 

growth (Aung Tun Thet 1989, 131). The most important evidence of the incentives was the 

continued migration from upper to lower Burma under the new British system (Adas 2011, 

41).  

 

As the rice economy matured, the economic incentives and risks of cultivation changed. In 

the early years of the rice rush, labour was scarce and land plentiful. Yet in the later years, 

land became the scarce commodity, increasing rents and the bargaining power of landlords. 

Increasing costs of cultivation and price fixing among paddy-brokers, speculators, millers, 

and exporters contributed to widespread debt – a “mere 14 percent of cultivators were clear 

of debt” in 1929-30 (Brown 2013, 51). In late 1930, rice prices collapsed due to the Great 

Depression, resulting in widespread dispossession of land from Burmese growers by Indian 

Chettiar moneylenders who financed much of the cultivation in the delta. By 1937, non-

agriculturalists owned more than half of Burma’s occupied paddy land (Furnivall 1956, 111). 

Burmese cultivators, whose labour had largely built the rice bowl of Asia, were at that point 

mostly tenants on agricultural lands. Because of debt and desperation, the average cultivator 

was “so completely in the hands of his landlord that he is unable to assert himself in any 

effective way” (Report of the Land and Agriculture Committee, Rangoon, 1938 in Furnivall 

1956, 94). The rice economy was, more than anything else, the area in which the economic 

life of the average Burmese had been changed by colonial institutions, but by the 1930s much 

of the gains by Burmese cultivators had been reversed.  

 

4.3.2: The Failures of Industrial Development 

While the colonial government adopted many incentives to grow the rice economy, they had 

little interest or motivation to encourage domestic manufacturing and industry.  As part of the 

colonial empire, Burma represented a potential export market for British industry, which 

could produce manufactures of lower cost and higher quality than Burma’s nascent 

industrialists. These vested interests were complemented by a strong colonial commitment to 

free trade and, in the early years of colonial rule, laissez faire economic policies. This led the 

colonial government to do “very little to promote indigenous industries” in Burma (Tin 

Maung Maung Than 2007, 13). Instead, they adopted a relatively restrictive regulatory 

framework. Colonial Burma became a significant importer of manufactured products, notably 

clothing and other textiles, which made up about a third of the colony’s total imports at the 

onset of WWII. Other key imports were metallic manufactures (iron, steel, tools and cutlery), 
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and machinery and vehicles, which both accounted for about 10% of total imports (Ministry 

of Finance 1943, 167). Burma’s dependence on imports became so great that “almost every 

modern article in daily use had to be imported” (Harvey 1946, 59).  

 

The increasing dependence on imported manufactures and the inability of Burmese 

industrialists – of which there were very few anyways – to compete with these imports led to 

a period of what Khin Maung Kyi et al. describe as ‘de-industrialization’ (2000, 62). A 

number of traditional industries experienced a decline during the colonial period, including 

shipbuilding (largely undone by the move to iron ships) and salt production (competition with 

cheaper English salt) (Tun Wai 1962, 37). By the end of the colonial era, “Burmese 

manufacturing industry…was of a rather rudimentary nature. It consisted of agricultural 

processing plants such as rice mills, oil mills, consumer product plants such as match 

factories, soap factories, bottling plants and a few technologically more advanced industries 

such as oil refineries, some large foundries and machine tool factories for outfitting Burma 

Railways, the Irrawaddy Flotilla and the port installations” (Khin Maung Kyi et al. 2000, 62).  

 

The few industries that survived and thrived in colonial Burma were linked to the processing 

of rice or other natural resources. The economy was “largely extractive in nature,” depending 

first and foremost on agriculture but also oil, mining, and timber (Walinsky 1962, 31). At the 

eve of World War II, almost half of the colony’s industrial establishments (49%, or 674 of 

1,373 total establishments) were rice mills. Mines and quarries accounted for 24% (333) of 

the country’s businesses while saw mills comprised 7.5% (103) of total establishments 

(Ministry of Finance 1943, 159). These same industries and the raw materials that were their 

major inputs dominated exports. In 1940, over 53% of the country’s exports were food and 

beverage products, most of which was rice (Ministry of Finance 1943, 166). Kerosene, 

petroleum and other oil products accounted for 25% of exports, mining products 10%, and 

wood products 6%. Together these primary products industries made up 94% of Burma’s 

exports (Ministry of Finance 1943, 166). Many of these industries provided only some value 

added to commodities and had few workers. According to the 1931 census, just 0.36% 

(53,144) were employed as skilled industrial workers out of a total population of 14.67 

million (Ministry of Finance 1943, 161). Unskilled industrial workers comprised about 1% of 

the population (Ministry of Finance 1943, 161). Under the colonial government, “the material 

resources of Burma were developed, but not the human resources” (Furnivall 1957, j). 
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Burma’s unique colonial arrangement as part of India shaped the country’s institutional 

framework and economic development significantly. The colonial government had a policy 

of free trade, which led to specialization in areas in which Burma could compete, notably 

agriculture. The focus on this specialization was exacerbated by Burma’s place not just as 

part of the colonial empire, but as part of the colony of India (Hill 1984, 136). Burma not 

only had “free trade with its colonial ruler, England, as was the case with most colonies, but 

any natural protection the distance between the two countries may have conferred was 

irrelevant because there was also virtual free trade between Burma and neighbouring, more 

industrialized India” (Hill 1984, 136). India, not Britain, was the largest trading partner for 

Burma in the later years of colonial rule. For example, for most years through the 1930’s 

India bought over 50% of Burma’s total exports and 60-70% of Burma’s exports to the 

British empire (Ministry of Finance 1943, 174-75). In 1934, Burma’s exports to India reached 

65.7% of total exports (Ministry of Finance 1943, 174-75). India was also the biggest source 

of imports for Burma, accounting for about 40% of imports in the decade before WWII and 

peaking at 63% in 1940 (Ministry of Finance 1943, 176-77). This situation was driven not 

only by geography, but also government rules and regulations, such as tariff policy. One 

former colonial official described Burma’s colonial era tariff policy as having evolved 

“without reference to the needs of the country at all” (Oxbury 1943, 7). It was highly 

protective and designed to “suit the needs of rising industrial concerns in India or of those 

which had sufficient political influence to obtain a measure of protection in excess of their 

value to the country” (Oxbury 1943, 7). The resulting tariff policy, at the time of separation 

from India in 1937, consisted of a distorted, tri-layer policy:  

a. “Imports from India were admitted free of duty; 

b. Imports from the United Kingdom and the Empire in most cases were admitted at a 

preferential rate which was still very high…e.g. cotton textiles from the United 

Kingdom at 25%.  

c. Imports from foreign countries were subject to the very high rates of duty imposed for 

the benefit of Indian industry…” (Oxbury 1943, 7). 

The colonial government on occasion passed laws that actively disadvantaged local industry. 

For example, Furnivall noted that “the introduction of foreign salt and the tax on local 

manufacture ruined the salt-boilers and the salt-fish industry” (Furnivall 1956, 90).  The net 

effect of the decline of domestic industry and growth of imports was that the “economic 

activities of Burmans instead of expanding were restricted” (Furnivall 1957, j). Technological 

change had also shaped Burma’s economic development. New technologies such as the steam 
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engine changed labour needs in the economy. Technology-driven structural change, such as 

the opening of the Suez Canal in 1870 (which opened up European rice markets) altered the 

incentives for different types of economic activity. However, they did not significantly affect 

the economic relationship with India. That relationship forced Burma “into a position of 

dependence,” an arrangement detrimental to the country’s long-term development 

(Stephenson 1938, 400).  

 

4.3.3: A Level Playing Field? 

The tariff policy that favoured Indian interests is just one example of the colonial 

administration’s failure to promote (or even recognize the need for) competition and 

indigenous participation in the economy. Burma’s economy during the colonial era was 

transformed to advance the interests of British commerce (Tin Maung Maung Than 2007, 9). 

Robert Taylor argues that this transformation led to the “full flowering of a capitalist 

economy” but one in which indigenous Burmese were not the main beneficiaries (Taylor 

2009, 70). Colonial institutions were not intended to create a level playing field between local 

and foreign companies, nor foster the development of local enterprise. Instead, they were 

designed to facilitate the interests of the British and to a lesser degree the Indian business 

communities, who formed much of the mercantile class in colonial Burma given their long 

experience dealing with the British colonial government in India. Private foreign economic 

interests had powerful lobbying abilities and the ear of the colonial government (Aung Tun 

Thet 1989, 56). Burmese scholar Aung Tun Thet describes the relationship between the 

colonial administration and the foreign economic interests as “intimate and close” (Aung Tun 

Thet 1989, 61). Foreign firms in Burma “had a powerful voice in defining the direction and 

character of the colonial administration” (Brown 2009, 19). The influence of private British 

firms was also “exerted through formal mechanisms, notably the allocation of a seat (later 

seats) on the Legislative Council to the Rangoon Chamber of Commerce, to represent 

European business interests” (Furnivall 1956, 18). Both formally and informally, British and 

foreign business had influence over the colonial administration and used it to further their 

economic interests.  

 

The result was the dominance of British interests in businesses that required government 

interactions, contracts and concessions. The economy came to be dominated by a “handful of 

monopolistic and oligopolistic firms,” which were all foreign owned (Tin Maung Maung 

Than 2007, 10). Tun Wai noted that the colonial economy was characterized by “industrial 
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concentration” in the hands of a few British firms (Tun Wai 1962, 129).7 For example, 

oilfield concessions were “held only by British concerns,” some of whom would not even 

allow Burmese to have shareholder voting powers (Furnivall 1956, 190). In the early 1900’s, 

three foreign-owned companies controlled wholly 98% of oil production (Tin Maung Maung 

Than 2007, 12). The largest mining and teak companies were foreign (Tin Maung Maung 

Than 2007, 12). They were granted longer timber leases in more economically viable locales, 

and they received preferential treatment in the payment of royalties (Aung Tun Thet 1989, 

62). Foreign companies could extract timber without paying a bond, while Burmese traders 

were prohibited from timber extraction with such a prepayment (Aung Tun Thet 1989, 62). In 

professional services, Burmese businesses were absent from a wide range of fields, leading 

one author to state: “there was not in Rangoon a single banking, insurance, shipping, 

manufacturing, or import firm of any size that is owned or managed by Burmese” (Christian 

1942, 128). Burmese owned firms were more common in other areas of the economy such as 

small, upcountry rice mills and small-scale businesses (Khin Maung Kyi et al. 2000, 132).  

 

Because of the close relations between colonial government and British business, some 

administrators speculated that the government failed in its duties as regulator and 

implementer of a level economic playing field. One colonial official noted that, in 20th 

century colonial Burma, business was often “self-regulated” in the form of “monopolies, 

trade associations, and price agreements” which generally restricted competition (Oxbury 

1943, 4). By reducing the likelihood of discovery and punishment, lax regulation incentivized 

monopolization, collusion and illicit business practices. For example in 1912-13, millers 

imported paddy from Bengal which they remarked as Burmese, and while shippers 

complained about this practice, the political influence of the millers overruled these 

complaints (Furnivall 1956, 98). In this instance the law was seemingly relegated a secondary 

concern when it conflicted with the interests of powerful business concerns. British colonial 

governance of the economy was characterized by rule of law, except when it was not. 

 

Regulatory shortcomings were sometimes cited as the reason for accusations of foreign 

exploitation. Owners and shareholders of Burma’s colonial industries (who were almost 

                                                      
7 If one flashes forward, this characteristic is not dissimilar from the concentration of industry in modern 
Myanmar in the hands of a few Myanmar firms, who similarly had close connections in government which were 
used to obtain concessions and other benefits. One could argue that the crony capitalism that is now endemic in 
Myanmar had strong roots in the colonial era. 
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exclusively foreign) were generally paid out “a large part of their earnings in the form of 

dividends” – payments of 20% to 40% per annum were common. They did not tend to re-

invest in plant expansion and modernization (Walinsky 1962, 54). This bred resentment 

among the increasingly distressed Burmese agrarian population. One colonial official 

explicitly argued that the accusations of exploitation, if true, should be attributed to “defects 

in the actual agreements made by Government with the firms” as opposed to “any policy of 

non-interference” (Oxbury 1943, 36). The narrative of exploitation, which would later be 

central to Burmese calls for independence, was directly linked to the sometimes collusive and 

sometimes naive relationship between the colonial administrators and foreign business. 

Though the colonial administration saw its role “as being to create and then maintain ‘a fair 

field and no favour,’” they failed to understand that a “contest between the advantaged and 

the disadvantaged was not a fair contest” (Brown 2013, 19). This would have dramatic 

consequences for the country’s development in the long run. 

 

4.3.4: The Plural Society and the Human Capital Problem 

During Burma’s colonial era, immigration from Britain, India and elsewhere was common, 

creating what Furnivall referred to as a ‘plural society’ (Furnivall 1957, k). Because of its 

place within both the British Empire and colony of India, immigration was not only common 

but often encouraged by the British. For a short time in the late 1870s immigration from India 

was even subsidized (Furnivall 1956, 90). The bulk of immigrants came from India, and 

according to one estimate totalled nearly 2.6 million between 1852 and 1937 (Adas 2011, 

101). However, most of them stayed only for a few years before returning. The Indian 

population of the delta region did grow significantly, from 297,000 in 1901 to 583,000 in 

1931, an increase from 7% to 10% of the total population of Lower Burma (Adas 2011, 162). 

Indian migrants were drawn by expanding opportunities in Burma but also pushed by the 

“continuing distress in India” including bad agricultural harvests (Adas 2011, 162). 

 

The ‘plural society,’ much like the business community, was heavily hierarchical with 

different ethnic groups dominating different segments of commerce and society. The British 

were at the top levels, predominant in the management of government and enterprises 

(Furnivall 1957, aa). The working and trading classes as well as both skilled and unskilled 

labour was mostly Indian (Furnivall 1957, aa). One estimate put the number of Indian 

workers in Burma’s industries at fully 67.5% of the workforce (Tun Wai 1962, 129). At the 

bottom end of the workforce were the ‘coolies,’ who came to Burma in large numbers to 
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work unskilled industrial and manual labour jobs at low pay. This group did not aim to stay in 

Burma, but to “earn enough money to send remittances to their families left behind in India 

and, eventually, to return and live at ease there” (Cheng Siok Hwa 1965, 71). The influx of 

Indian immigrants did hinder the movement of Burmese into industrial jobs, to the detriment 

of the local population. According to Furnivall: 

No single factor contributed so greatly to limiting the range of Burmese life as the 

influx of Indians who, with a lower standard of living and other advantages, came, by 

the normal working of the unregulated economic process, to displace the Burman 

from labour in general and also to function at intermediaries between Europeans and 

Burmans in all walks of life. Once these had entrenched themselves the ordinary 

Burman had no occupation open to him except cultivation and dacoity (Furnivall 

1957, xiv).  

The result of this segmentation in the labour market was the concentration of human capital 

and skills among the foreign owners, managers and employees of these businesses. 

According to Furnivall “the direction and management, the technical staff and practically all 

the skilled and unskilled labor had been foreign” (Furnivall 1957, aa). Because Burmese were 

rarely employed in the industrial and manufacturing sectors, they had no chance to acquire 

skills in these industries. While Burma’s long history of monastic schooling endowed the 

population – especially males – with relatively high rates of literacy, the country was weak in 

the technical and  managerial skills necessary in industry (Tin Maung Maung Than 2007, 17). 

This shortcoming was a key driver of skilled Indian immigration to Burma. Given the easy 

access to skilled Indian labour during the colonial era, the British invested little in technical 

and vocational education in Burma (Tin Maung Maung Than 2007, 17). This would not have 

been such a problem had Burma continued along its path as part of colonial India, but it 

would prove very meaningful in the wake of Burma’s independence and the significant out-

migration that accompanied it.  

 

4.3.5: The Foreign Colonial Administration 

The British colonial administration was, at least until the separation of Burma in 1937, 

administered as part of the Indian civil service. For almost the entire colonial experience of 

Burma, many key government functions were administered from India, preventing the 

accumulation of local experience and capacity. Many of these bureaucratic ‘nerve centres’ 

such as “Currency, Post and Telegraphs, Customs, Income Tax, Defence, and many smaller 

branches such as Meteorology, Aviation, Geological Survey, and so forth, were all run by 
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central services [in India]” (Stephenson 1938, 401). Even legislation was developed and 

administered from India until 1897 (Brown 2013, 27). Within Burma, civil service staffing 

was dominated by Indians. Over 90% of the Accounts Service, “the final guardian of 

efficiency,” were of Indian origin (Furnivall 1957, ag). The hospitals were dominated by 

Indian employees, from the doctors to the menial staff, and were even dubbed an ‘Indian 

institution’ (Furnivall 1956, 120). Military forces in Burma also originated mostly from India, 

and to a smaller degree Britain and domestic ethnic minorities. Burma had an ill-educated, ill-

paid Indian police force which was the butt of constant jokes from Burmese (Callahan 2002, 

521). The continued dominance of Indians in many of these occupations was a matter of 

efficiency and cost. The colonial government found a ready supply of Indian staff produced 

by an existing training infrastructure, available at lower cost than would be required to train 

the large numbers of Burmese staff needed to do the same work (Furnivall 1957, ag).  

 

The colonial government did develop the capacity to train a small level of elite professionals 

domestically, with some notable success. The centrepiece of the elite education was Rangoon 

University, which had by 1940 become “one of the top universities in Asia. Outstanding 

scholars from Britain and Europe came to work as lecturers and professors in Rangoon, and 

professors from Rangoon in turn got eminent positions in leading universities elsewhere” 

(Khin Maung Kyi et al. 2000, 150). However, this education machinery was small and geared 

at supplying graduates for positions in government ministries including judges, magistrates, 

police and revenue officials (Khin Maung Kyi et al. 2000, 151). The education system had 

little capacity to develop government specialists or the skills needed for private enterprise 

(Furnivall 1957, o).  

 

4.3.6: Colonial vs. Traditional Institutions 

While the formal institutions of the British were widespread by the end of the colonial era, 

they had been only partially integrated into the daily social and economic lives of most 

Burmese. Human resources played an important role in this. Because of Burma’s subordinate 

place to India, a colony within a colony, the institutions always retained a foreign flavour. 

Especially at the higher levels, they were staffed by British and Indians, which hindered their 

adoption by locals. Many of the colonial economic institutions, and British institutions 

generally, were based on concepts that were foreign for Burmese and differed fundamentally 

from traditional economic institutions, as the case of land rights (discussed later) evidences. 

The formal economic institutions of colonialism, such as the courts or the financial system, 
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were rarely used by average Burmese. They were more regularly patronized by the British 

elite and Indian mercantile class. Lastly, compared with India and many other colonies, 

Burma’s experience with colonialism was comparatively short. From the conquest of the old 

Konbaung Dynasty to the Japanese occupation of Burma was just 57 years, a short time for 

such drastically different economic institutions to gain complete legitimacy. Even in Arakan 

and Tenassarim, British rule stretched back only just over a century. The result was that, as 

Allen argues, institutions such as the “parliamentary system, the rule of law and legal equality 

for all… a free press, impartial and clean administration—did not take firm root in Burma as 

they did in India”  (Allen 1965, 8).  

 

The key failing of British institutions in Burma, according to Furnivall, was that they were 

based on the ‘absurd’ assumption that people would pay for public goods and services they 

did not want. These formal institutions did not reinforce the existing informal social and 

economic institutions, but instead often contradicted them, resulting in corruption and 

inefficiency (Furnivall 1957, o). Dispute resolution was an example of this. In British courts, 

the judges “applied western principles of law, and preferred what was legal, or what the judge 

regarded as legal, over what Burmans regarded as reasonable” (Furnivall 1956, 132). For 

Burmese, traditional dispute resolution had sought to find a compromise that was acceptable 

to both parties, a difference between mediating and adjudicating disputes. This caused 

significant problems because often Burmese did not and could not pursue property rights 

claims through formal channels. For example, housing settlements in villages were often 

located on small stream-side tracts that, either because of carelessness or bribery, were not 

properly separated from adjacent land and then recorded in the land records as a separate plot. 

The formal owner of the improperly recorded deed would “quite frequently” evict the dweller 

after some years, though the latter rarely went to court “because the hope of successful 

resistance is so weak,” especially with the official maps supporting the formal owner and not 

the dweller  (Furnivall 1956, 94). The colonial administration also disrupted traditional 

informal governance through headmen, replacing them with village committees. These 

appointed bodies held little sway beyond the “trial of petty civil and criminal cases, and to act 

as an advisory body to the village headman in the performance of his duties concerning the 

general welfare of the tract” (Furnivall 1956, 195). They were largely seen as artificial 

administrative replacements of former socially legitimate institutions. 
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4.3.7: Other Colonial Developments: Infrastructure and Finance 

While colonial efforts to build lasting institutions and local human capacity were wanting, the 

development of infrastructure and parts of the formal financial system were more successful. 

Infrastructure improved markedly over the colonial era and was a key driver of economic 

growth. However it was designed not for promoting internal commerce but to open up Burma 

to international trade. The colonial government maintained over 3,000 miles of navigable 

channels and constructed two significant canals, the Pegu-Sittang and Twante (Tin Maung 

Maung Than 2007, 17, Andrus 1947, 208). The biggest inland shipping company, the 

Irrawaddy Flotilla company, had 263 powered and 383 unpowered craft by 1940 (Andrus 

1947, 209). In that same year, there were 6,811 miles of improved roads, of which 2,785 

miles were paved (Ministry of Finance 1943, 247). The railroad network, the most notable 

colonial infrastructure project, was first opened between Rangoon and Prome in 1877 and 

over the next six decades swelled to 2,060 miles (Ministry of Finance 1943, 234). The 

network was consistently profitable and a vital means of cargo transportation around the 

country (Andrus 1947, 206). It was also efficient, covering the 386 miles from Rangoon to 

Mandalay in 13 hours and 30 minutes, boasted to be the fastest in the world (Ministry of 

Finance 1943, 234).8 There were 106 power plants in Burma by 1940, and irrigation works 

that covered 1.56 million acres. The Public Works Department also built flood defences in 

the Irrawaddy Delta (Andrus 1947, 16). The communications systems, consisting of post and 

telegraph, were “fairly complete and modern,” while telephones, radios and wireless were 

also being adopted (Andrus 1947, 255). The country had 656 telegraph offices by 1939, 

covering the entire country, and a post network including 372 officers that spanned all but the 

remote hill tracts (Andrus 1947, 261). Modern conveniences such as air mail to foreign 

countries were even available in the 1930s.  

 

Burma’s financial system also developed over the colonial era, though it was heavily 

segmented and faced significant challenges during the 1930s. Lending to cultivators was 

dominated by largely unregulated informal moneylenders from India called the Chettiars. 

Their loans had comparatively higher interest rates than formal banks (unsurprising given the 

size of loans), though were somewhat less than traditional Burmese finance (Turnell 2009, 

                                                      
8 An interesting note here, that the same train line continues to operate in 2013, yet is poorly maintained and out 
of date. The same route now takes approximately 17 hours to cover, at nothing near a world speed record. 
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13-14).  Though a valuable source of credit, the Chettiars became controversial because of 

their large-scale land accumulations during the 1930s due to loan defaults by Burmese 

cultivators who had used land to collateralize their loans (Turnell 2009, 13). Lending to 

businesses was the domain of the Rangoon-based foreign banks, who mostly offered short-

term loans to facilitate trade. They also extended some credit to moneylenders who then lent 

to agriculturalists. Demand for industrial credit was rare, due in large part to the lack of 

industrial development outside agricultural and resource industries (Tun Wai 1962, 6). 

Foreign businesses borrowed mainly from overseas, where capital was more plentiful and 

rates lower. Mostly all of the commercial banks did not expand past Rangoon and did not 

lend to agriculturalists. They justified these geographical limits by arguing that there were no 

businesses in other parts of Myanmar which could be potential clients, and no tradition 

among Burmese people of using banking facilities (Tun Wai 1962, 140). These banks did not 

develop as deposit-taking institutions for Burmese peasants. They also did not lend to 

Burmese as regularly as foreign businesses, with the Report of the Burma Provincial Banking 

Enquiry Committee 1929-30 stating frankly that “foreign banks practiced discrimination 

against Burmese entrepreneurs” (41, quoted in Aung Tun Thet 1989, 51). Other production 

businesses, including cottage and small industries, had low demand for credit. These 

businesses were dominated by Burmese, who would borrow “mostly from family and 

friends,” inhibiting the development of an indigenous capital market (Tun Wai 1962, 107-

140). For most of Burma, mediation from savings to investment remained the domain of 

traditional private loans between individuals, as well as moneylenders. 

 

4.3.8: The End of the British Colonial Era 

The Great Depression took a major toll on Burma’s economy, but also on popular perceptions 

of colonial rule. In 1937, Burma was separated from India and many of the key nerves of 

bureaucracy were cut. India became, as far as Burma was concerned, a completely foreign 

country. The new colony, still recovering from the Depression, had to reconstruct the colonial 

administrative apparatus, rebuild the central services on a Burmese basis, and provide for the 

continuity without a break of the economic and administrative life of the country (Stephenson 

1938, 401). Burma would have little time to do this with the outbreak of WWII just a few 

years away, though much of the civil service was “Burmanized” by the war’s onset (Pearn 

1945, 61). The colonial experience had many impressive accomplishments. Whatever albeit 

justified critiques were later written about the distribution of economic gains in colonial 

Burma, the institutions of the British created a set of incentives that increased output on a 
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scale not seen in the country before or since. Yet over the next two decades, war, 

independence, self-governance, and revolution would undo many of the blessings and some 

of the curses of colonialism. Successive Burmese-led governments, imbued with a nationalist 

and socialist ideology derived in large part from their colonial experience, jettisoned many of 

the market economic institutions in the name of socialism and indigenization. 

4.4: Japanese Occupation  

In early 1942, Japanese forces were threatening to take Rangoon. As the British defeat in 

Burma became imminent, the colonial administration and most foreign firms departed, soon 

to be replaced by the Japanese military administration and Japanese companies. Not wanting 

to leave behind infrastructure that the invaders could then use to aid their war effort, the 

British conducted a scorched earth campaign. Using expert demolitionists, the British razed 

communications and port facilities in 1942 (Hughes 1947, 34). Power plants received special 

attention, and by the spring of 1942 all were at least temporarily unusable (Andrus 1947, 

151). The advancing Japanese forces also destroyed much infrastructure. The efforts of both 

countries combined led to economic devastation that, “whilst not total…was paralysing” 

(Hughes 1947, 34). “Hardly a major bridge had survived. Looting of factories and houses had 

completed the destruction. The economic life of the city was at a standstill” (Hughes 1947, 

34). Andrus noted that “by 1943, ocean shipping had been reduced to little more than small 

wooden craft” (Andrus 1947, 342). “Railway traffic,” he continued, “was brought practically 

to a standstill as a result of the rising tempo of Allied bombing of bridges, locomotives, and 

rolling stock” (Andrus 1947, 342). The destruction also affected strategic economic sectors 

such as petroleum industries, dockyards, and mines (Tin Maung Maung Than 2007, 14). Khin 

Maung Kyi et al. noted that a “large part of whatever little industry Burma had was destroyed 

during the Second World War” (2000, 62). The destruction was massive: Burma was as “hard 

hit by the war as any Asiatic country, with the possible exception of Japan itself” (Andrus 

1947, 344), with destruction on “a scale not met with in any other Eastern theatre of war” 

(Hughes 1947, 33).  

 

The war also had a detrimental effect on Burma’s economy. Pearn notes that this happened 

because previously:  

Burma's prosperity was bound up with the rice trade, but Burma has lost her normal 

markets, which were principally in India, and cannot find new ones, nor could the 
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Japanese provide the shipping to export the rice even if markets could be found. 

Equally, consumer goods cannot be imported. Prices have rocketed, and attempts to 

control them have failed. The transport systems, wrecked by [Britain’s] own 

scorched-earth policy in 1942, have not been restored, and rice, the staple food of the 

country, cannot be taken to those districts in Upper Burma which are deficient in that 

commodity. What with the loss of both internal and external markets, large areas of 

rice-land in Lower Burma have gone out of cultivation (Pearn 1945, 60). 

War had brought a double blow: lower prices for Burma’s exports (resulting in a drop in 

output) and higher prices for imports, to the point that some textiles were unobtainable 

(Walinsky 1962, 57). Burmese civil servants, most of whom retained their posts from the 

British era, also received much reduced rates of pay (Pearn 1945, 61). This was complicated 

by a Japanese administration that drained resources from the economy to support the war 

effort. Vegetable oil was confiscated for lubricant, draft cattle (used in the cultivation of rice) 

were killed for meat and leather, and forced labour was required of Burmese citizens 

(Walinsky 1962, 57). By the end of the war much of the country’s population was 

impoverished.  

 

The Japanese administration structured economic exchange under far different lines than the 

British. Instead of a specialized, primary product producing colony that traded mostly with 

the colonial empire, Japanese-occupied Burma would be a heavily managed economy 

designed primarily to support the war effort. This required greater self-sufficiency in many 

areas. The Japanese military administration tightly controlled much of the country’s industry. 

An April 1942 order from the Military Administration Department stated that Japan would 

“confiscate and operate or supervise all important manufacturing factories and workshops in 

Burma” (Trager 1971, 65). This included the confiscation of all British owned sawmills and 

rice mills, as well as many match, textile, sugar refining and other industries (Trager 1971, 

66-69). Indian property was seized in 1942 (Bayly and Harper 2005, 309). Many important 

resources were monopolized, including forestry and mining products, and British firms  

engaged in the teak, mining, and petroleum businesses were confiscated (Trager 1971, 67). 

The Japanese administration discouraged heavy industries such as iron and rubber 

production, indicating an understanding that the country needed at least some specialization. 

They also retained the right to order Japanese enterprises already existing in Burma to 

“operate any type of business” that the military administration deemed necessary (Trager 
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1971, 72). War had brought institutional upheaval that had effects on the private sector that 

were unparalleled since the beginning of the colonial administration.  

 

The Japanese occupation also led to changes in the social and economic order, and a 

wholesale redefinition of the costs and benefits of various economic activities. Massive 

disruptions in previous patterns of economic activity helped some get rich overnight by 

“trading in vital commodities such as cooking oil and cloth” while others, especially the 

professional class “were reduced to poverty since they had no capital with which to buy 

commodities” (Bayly and Harper 2005, 235). Bayly and Harper argue that:  

“People who controlled goods and services, rather than those who had Japanese 

paper money or even rupees, were the ones who survived and prospered. If you could 

build up a sufficient credit with the Japanese military and commercial firms by 

supplying railway cars, women and liquor, you could make a fortune” (Bayly and 

Harper 2005, 312). 

Japanese paper money replaced the former rupees, but both were virtually worthless during 

the war (Bayly and Harper 2005, 235).9 This was in large part due to the Japanese 

administration that would ‘pay’ for forced labour in notes which where “printed on the spot, 

(and) which have no backing” (Pearn 1945, 60).  

 

The British returned to an impoverished, war-torn Burma in 1945, facing huge costs for 

reconstruction and a much-changed political environment. The Burmese War Damage Claims 

Commission estimated war damages of 2.4 billion kyat (US $4.74 billion in 2012 dollars), 

from private individuals and 624 million kyat (US $1.2 billion) of agricultural losses. Public 

sector rehabilitation costs were estimated by one source at between 9.5 to 11 billion kyat (US 

$18.8 to $21.7 billion), while the Ministry of Finance put the cost at 12.7 billion kyat (US 

$25.1 billion in 2012 dollars) (Walinsky 1962, 57). During the war “one half of the country’s 

man made wealth was destroyed” (Walinsky 1962, 57). For all that the war had taken from 

Burma, it had given the country its first taste of independence, albeit in name only. In 1943, 

the Japanese formally recognized Burma as an independent country, a move which would 

make the post-war re-colonization by the British that much more unpalatable. Burma’s new 

leaders had the confidence, the public support, and even the weapons (given by the British 

during the war) with which they would press their case for independence.  

                                                      
9 Notably, the pre-war rupees were eventually paid out upon the return of the British administration.  
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4.5: Post-War British Administration 

Upon its return, the post-war British administration focused on “economic reconstruction and 

the restoration of stability,” placing political concerns about Burmese self-governance to the 

side (Brown 2009, 20). The British colonial government took the lead in overseeing the 

reconstruction of the economy, assisted by the major British companies that were engaged in 

Burma before the war. Post-war reconstruction was to be carried out under a British-

appointed governor (Brown 2013, 89).  

 

Government administration, infrastructure, and the private sector were all significantly 

disadvantaged compared to their positions before the war. Numerous core government 

functions, for example tax collection, were in ruins due to the flight of human capital, decline 

of economic activity, and destruction of infrastructure (Brown 2009, 17). Private businesses, 

especially foreign ones, were wary of reinvesting. British companies, including some of the 

most prominent ones from before the war such as Steel Brothers, the Bombay Burmah 

Trading Corporation, and Burmah Oil, were concerned about the risk of nationalization or 

expropriation of assets under an independent Burmese government (Brown 2009, 21). Much 

of the Indian business class had left, many not to return. Lower domestic output meant less 

foreign exchange, so the government erected trade barriers, including permits for imports 

from non-sterling areas. There was what Andrus described as a “general feeling in business 

circles that there are far too many restrictions on trade” (Andrus 1947, 180). 

 

State involvement in the post-war economy was significantly greater, if for no other reason 

than the necessity of providing certain services to increase production in the economy. In 

September 1946, the government announced that it would nationalize electricity supply 

(Andrus 1947, 161). It also created an Agricultural Project Board, which filled the void of 

other public and private sector organizations by providing loans, purchasing, milling and 

exporting rice (Furnivall 1960, 20). It was, as Furnivall noted, “a vast State enterprise,” 

foreshadowing the many state enterprises soon to follow (Furnivall 1960, 20). Initial British 

moves towards greater state control of the economy were only taken further by the Burmese, 

who pressed for and received independence in January 1948, bringing an end to British rule 

in Burma.  
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4.6: The Parliamentary Era 

Burma’s first independent government was a parliamentary democracy, not dissimilar from 

the British in form but distinct in its economic agenda. The new government, heavily shaped 

by Burma’s colonial experience, aimed to restructure the economy from the ‘free markets’ 

and ‘free trade’ that characterized the colonial system to a more state-led, planned system. 

The new government’s economic agenda was characterized by nationalization, 

Burmanization and industrialization (Walinsky 1962, 491). Yet before the government could 

turn its attention to the economic restructuring, it faced a host of insurgencies from 

communists and ethnic minority groups. The causes of these conflicts are beyond the scope 

of this summary, but the economic consequences were great. In nominal terms, the conflicts 

destroyed public property worth 425 million kyat (US $89.25 million, in 1950 dollars), and 

public property worth 1 billion kyat (US $210 million), with defence spending of another 400 

million kyat (US$84 million) (Walinsky 1962, 69).10 By the time major conflicts had largely 

ended in 1952, Burma's economy had been “driven back to virtually the early post-war level 

of output” (Walinsky 1962, 69). The conflicts also distracted the country’s leadership from 

turning their full attention to the new economic agenda. 

 

4.6.1: Nationalization 

The new government had an ambiguous position towards private enterprise. On the one hand, 

the 1948 Constitution guaranteed “the rights of private property and of private initiative in the 

economic sphere” (Government of the Union of Burma 1948a, Ch. 2: 23(1)). Before WWII, 

much of Burma’s economy was private, profit-seeking business, with the exception of 

railways, postal services and telecommunications (Andrus 1947, 161).  Agricultural land was 

also in private hands, including the 25% that fell under Chettiar control in the 1930s. Industry 

was almost exclusively private. According to Tin Maung Maung Than, 97% of industrial 

enterprises were privately owned in 1940 (2007, 12). However, the new government 

envisioned playing a much greater role in the economy than had the colonial government. 

The constitution allowed for limits and expropriation of private property “if the public 

interest so requires” albeit with provisions for compensation (Government of the Union of 

Burma 1948a, Ch. 2: 23(4)). The impetus for a state-led economy was directly connected the 

experience of colonialism. Free trade and capitalism were rejected as a model of economic 

                                                      
10 Exchange rate conversion from Walinsky 1962, 36. Walinsky notes that both rupees and kyat were 13.3 to the 
pound sterling. The pound was equal to US$2.80, resulting in an exchange rate of 1K = US$0.21. 
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organization because in Burma it had become “synonymous with imperialism and 

exploitation” (Fenichel and Huff 1975, 329). Capitalists and profit seekers were viewed as 

“exploitative, mercenary and evil” (Walinsky 1962, 502).  

 

The new government set out to revise the role of the state in the economy. The constitution 

reserved a host of economic activities for the government, including the “exploitation of 

timber and mineral lands, forests, water, fisheries, minerals, coal, petroleum, power potential 

and other natural resources” (IBRD 1953, 22). Exemptions could only be granted  by 

Parliament and then only to ventures where at least 60% of the capital was owned by a 

Burmese national (IBRD 1953, 22). The Land Nationalization Act of 1948 was another major 

revision, nationalizing all agricultural lands with the exception of those privately held by 

cultivators generally up to a maximum of 50 acres (Government of the Union of Burma 

1948b, 3, Schedule 1).11 This rid Burma of Indian landowners (notably the Chettiars) who 

accumulated vast agricultural holdings in the 1930s (Mya Maung 1991, 122). Burma 

redistributed nearly 3.5 million acres to farmers, and nearly “eliminated” landless labourers 

by the end of the parliamentary era (U Aung Than Tun, Four Eras of Burmese Laws (In 

Burmese), quoted in Mya Maung 1991). In Burma's seminal Eight Year Plan (Pyidawtha 

Plan), launched in 1952, the private sector was “not incorporated” into the import 

substitution-framed master plan, though “private and co-operative investment in cottage 

industries and consumer goods producing light industries were to be encouraged and 

supported” (Tin Maung Maung Than 2007, 71). While the Plan did not embrace the private 

sector, a “tolerance of the private sector and recognition of its importance were evident under 

the Pyidawtha Plan” (Mya Maung 1970, 535). 

 

Nationalizations and the resulting uncertainty for investors inhibited private sector growth, 

especially in the early years of the Parliamentary era. The official policy of the government 

was to tolerate the private sector until it was capable of managing the economy more broadly. 

However the “duration of the official ‘interim period’ during which private enterprise would 

be tolerated was as uncertain as were most other factors pertinent to investment decisions” 

(Walinsky 1962, 503). This was a significant disincentive for private investment. Walinsky 

notes that the threat of a future nationalization “effectively deterred the nation’s private rice 

millers from maintaining and modernizing their plants, with great loss to the economy. The 

                                                      
11 In 1953, a more rigid version of the law was passed and the 1948 version repealed. 



93 
 

same threat deterred other new investment, whether by the remaining foreign ‘captive’ firms 

or by new domestic and foreign investors” (Walinsky 1962, 492). This was complicated by 

the unsatisfactory and unclear implementation of a compensation policy for enterprises that 

had already been nationalized, further deterring investment (Walinsky 1962, 493).  

 

The rise of public enterprises brought competition to private businesses for both human and 

financial resources. According to the 1953-54 Industrial Census, the most pressing problem 

confronted by small manufacturers was finance (Khin Than Kywe 1960, 107). At the 

beginning of the parliamentary era, small enterprises often lacked capital to finance operating 

costs, not to mention funds for expansion and investment in new capital equipment (KTA 

Report 1953, 812). The commercial financial system helped address this, however the state’s 

demand for resources also increased. During the 1950s, bank loans to the government 

increased by 1,900%, crowding out many private enterprises (Turnell 2009, 215). More than 

two thirds of private enterprises (68%) used personal finances or those of friends and family, 

with smaller enterprises more dependent on personal financing than larger businesses (Khin 

Than Kywe 1960, 121). However, financial institutions generally still preferred trade 

financing and did not commonly lend for long term investments (Khin Than Kywe 1960, 

141).  

 

The disappointing performance of many state enterprises in the 1950s caused the government 

to rethink their aversion towards private business. Compared to public enterprises, the private 

sector thrived in the 1950s and the government came increasingly to see a role for and need 

of a healthy private sector in the country's development strategy. By June of 1957, Premier U 

Nu admitted that there were significant shortcomings in the state-driven model. He stressed 

the need for private investment and stated that “[f]rom practical experience, I no longer like 

to see [the] Government’s finger in all sort of economic pies” ("Premier on Burma's 4-Year 

Plan," BWB, 13 June 1957, quoted in Tin Maung Maung Than 2007, 57). Growing support 

for the private sector was also evidenced in the 1961 Second Four Year Plan, which stated 

that the “private sector has not achieved the possible rate of investment in the past years” due 

to an overemphasis on public sector development (Ministry of National Planning 1961, 23). 

“In order therefore to make full utilization of private initiative and energy in the development 

of the economy, particularly in the field of industry,” it continued, “it is necessary to take 

measures to strengthen the private sector of the economy” (Ministry of National Planning 

1961, 23). It went on to state that strengthening the private sector would be one of the “most 
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important objectives” of the Second Four Year Plan (Ministry of National Planning 1961, 

23).  

 

The positive evolution of government attitudes towards private businesses during the 

Parliamentary era did not help solve other challenges these enterprises faced. “Security 

remained a problem. Taxes continued to be burdensome. Labor policies and legislation were 

unrealistic. Import licenses for raw materials, spare parts, and operating supplies remained 

uncertain. Too many necessary production and distribution controls were still in effect. 

Essential services (water, transport, communications and so on) were no more reliable than 

before. Too many government employees and party adherents still needed to be paid off” 

(Walinsky 1962, 502-503). Tin Maung Maung Than echoes these challenges, arguing that 

private sector enterprises in the parliamentary era faced “numerous obstacles such as 

inadequate financial resources, restrictions on foreign exchange, state control on imports of 

capital and intermediate goods, technical backwardness and lack of managerial expertise” 

(Tin Maung Maung Than 2007, 89). The rising number of government employees, which was 

necessitated by nationalizations, was directly linked to increasing corruption in the 

Parliamentary era. Part of this was simply numbers – more civil servants were needed to 

oversee nationalized enterprises, so there were more people who could use their public 

offices for private gain. However, the growing bureaucracy also changed civil servant 

incentives. U Nu’s administration was not able to effectively monitor the enlarged 

bureaucracy, thereby reducing the costs for shirking. Nationalizations accounted for the 

substantial increase in corruption (Walinsky 1962, 492). 

 

4.6.2: Burmanization of Government and Enterprise 

The new government had a strong inclination to ‘Burmanize’ both the civil service and 

business community. This was partially the result of the government’s socialist-leaning 

ideology but also closely connected to the colonial experience. At the beginning of the 

Parliamentary era, there was a massive outflow of experienced civil servants. Furnivall noted 

that:  

The extent of the depletion of the superior services can be illustrated by a comparison 

of the Quarterly Civil Lists for October, 1947, and April 1948. In the October list 

there were 99 members of the superior administrative Civil Service, the "steel frame” 

of British rule. By April 1948, 71 had retired or were oil leave preparatory to 

retirement; out of the top 50, two-thirds had gone, and of the top 25 only 4 remained. 
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In the Police Service, so essential for the maintenance of order and the prevention of 

crime, only 6 officers were left out of 37 holding the rank of District Superintendent 

or higher. In the Frontier Service, responsible for administration in the tribal hills, 

there was almost a clean sweep; out of 62 officials only 9 were left (1957, ae). 

Unlike India, which kept on foreign civil servants after the colonial era until suitable local 

replacements could be found, Burma did not retain any foreign civil servants. It often placed 

underqualified local staff in their place. This, combined with the deference of junior officials, 

resulted in “a relatively small number of experienced senior officials [who] must carry a 

disproportionate burden of work and responsibility and are excessively preoccupied with 

detail and day to day operations. Their administrative talents have been spread even more 

thinly as government has had to assume the vast additional responsibility of restoring, 

expanding, and diversifying Burma’s economy” (IBRD 1953, 42). The other challenge for 

the new government was that, by nationalizing much of the economy, the civil service now 

had far more responsibility. From the beginning, the government struggled with the increased 

state role in the economy. Such was the shortage of internal capacity that the main economic 

development strategy, Economic and Engineering Development of Burma, was outsourced 

and completed by two U.S. firms, Knappen Tippetts Abbett McCarthy Engineers and Robert 

R. Nathan Associates (KTA Report 1953). 

 

The government also sought to promote Burmanization of business, both in public enterprises 

and the private sector. The later were the beneficiaries of preferential treatment by the new 

government, though these advantages often failed to achieve their desired result. For 

example, the new government stipulated that a minimum of 60% of import licenses went to 

Burmese nationals. Yet local entrepreneurs often resold the licenses to foreigners for a profit, 

extracting a rent simply for being Burmese (Pfanner 1969, 245-246). Also, through the 

Industrial Acts of 1948, the new government required the majority of shares in private 

enterprises, as well as the majority of managers and workers, be drawn from the Union of 

Burma (Bandyopadhyaya 1987, 37). Yet Burma lacked the industrial and manufacturing 

expertise to develop either public or private industrial enterprises. As Furnivall noted, “the 

fundamental obstacle to industrial expansion was not the lack of capital but the lack of human 

resources – of manpower” (Furnivall 1957, aa). Nationalization of foreign enterprises was 

seen as an integral part of Burma’s industrialization, but local Burmese did not have the 

capacity to manage or operate these industries (Furnivall, 1957, z). Those few entrepreneurs 
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in the private sector that did have the technical knowledge often lacked the capital needed to 

set up new industries.  

 

Human capital shortcomings were partly due to Burma’s colonial education system, which 

provided only a small number of places compared to the country’s population. Places 

increased after independence, because the new government put an emphasis on their 

expansion (Khin Maung Kyi et al. 2000, 151). However, the education system remained 

abstract and ‘academic’ and incapable of producing sufficient numbers of technically skilled 

workers. Facilities for vocational, technical and professional education were insignificant and 

British tertiary educational institutions were seen as irrelevant to the new state-led industrial 

economy (Walinsky 1962, 8-9). 

  

4.6.3: Industrialization 

The new government placed a strong emphasis on industrialization outside of the resource-

based industries that developed during the colonial era, an attempt to diversify away from an 

over-dependence on agriculture and natural resources. The cornerstone of this strategy was 

the development of 65 state-owned manufacturing industries, approved in 1954 (Walinsky 

1962, 300). These industries generally sought to increase Burma’s self-sufficiency by 

developing domestic capacity in industries where imports dominated. This included a 

pharmaceutical factory, a steel mill, two sugar mills, a brick and tile factory, and a garment 

factory (Walinsky 1962, 301). While some of these facilities had greater economic potential 

than others, most ran into significant operating obstacles. Problems included the following: 

“arrangements for timely and economic procurement of raw materials and other supplies had 

not been made; skilled staff and technicians from abroad had not been hired; accounts had not 

been properly kept, which meant that costs could not be determined intelligently; and, most 

important of all, appropriate management arrangements… had not yet been made” (Walinsky 

1962, 314). Public enterprises were plagued by a lack of autonomy from their respective 

government ministries, inexperienced managers and workers, a lack of initiative, poor 

coordination with other government agencies and public enterprises, a lack of clear and 

appropriate policy framework, poor accounting, and poor supervision (Walinsky 1962, 451-

464). By June 1957, the poor performance of these industries and a lack of foreign exchange 

led the government to halt further state industrial enterprises. The state’s share of industrial 

output was never high, but by FY1960/61 had dropped to 5.4% despite the massive 

investments in the early 1950s (Tin Maung Maung Than 2007, 60). 
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While public industrial enterprises struggled, the mid to late 1950s saw a “notable industrial 

advance” in the private sector (Ministry of National Planning 1961, 38). From FY1953/54 to 

FY1957/58, the value of goods and receipts from services of industrial establishments and 

cottage industries rose 150%, industrial employment rose 40% and the number of industrial 

establishments rose 50% (Ministry of National Planning 1961, 38). The total value of output 

from cottage industries increased fourfold over the same period.  The World Bank noted after 

a 1958 visit that it was “surprised to find that the manufacturing sector was larger, and 

considerably more diversified than it had expected” (IBRD 1958, 25). “There had been a 

growing movement of people and capital into manufacturing” (IBRD 1958, 25). By 1959, 

some of Burma’s private sector manufacturing industries, notably in labour intensive sectors 

such as textiles and timber processing, had grown to the point that they were “able to export 

their goods competitively in the international market” (Khin Maung Kyi et al. 2000, 63). 

There was also significant growth in military business ventures. The most prominent of these 

new businesses, the Defense Services Institute (DSI) was set up by the Ministry of Defense in 

1950-51 to run a number of new business (Mya Maung 1991, 92). The DSI and another 

military venture, the Burma Economic Development Corporation, became increasingly 

important during the years of military caretaker governance from 1958-60 (Mya Maung 

1970, 537). While these particular institutions would be dissolved in the 1960s, they were the 

first in a dominant trend of military business ventures in Burma.  

 

The new government’s drive to nationalize, Burmanize, and industrialize the economy led to 

rapid changes in many of the formal institutions of governance. For example, property 

ownership was thrown into chaos with the widespread nationalization of agricultural lands. 

Many sectors of the economy were reserved for only the government to exploit. Many of the 

people who had overseen the economic institutions of the colonial era – the civil servants of 

largely British and Indian descent – had departed the country. Many of the businesses that used 

these institutions, such as the large foreign companies and many of the Indian merchants, 

similarly had left the country. At the grassroots level, informal institutions continued to play 

an important role in the governance of economic exchange. Economic organization continued 

to be structured around the family unit, an indication that the economy was still very traditional 

(Pfanner and Ingersoll 1962, 346). The ethics and logic of economic exchange among Burmese 

peasants were “derived largely from Buddhism” (Pfanner and Ingersoll 1962, 342). The 

colonial institutions that sought to restructure the economic life of peasants had only taken hold 
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to a limited degree and co-existed with traditional informal institutions. While the structure and 

appearance of the colonial economic institutions remained, the implementers and patrons of 

these institutions, whose shared conceptions about economic exchange legitimized those 

institutions, had largely left the country. The steel framework of the colonial institutions was 

but a shadow of its former self. 
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Chapter 5: Economic Institutions from Socialism through the SLORC and 

SPDC Eras 

 

5.1: Introduction 

The Revolutionary Council (RC) government that came to power in early 1962 dramatically 

altered the formal institutions of Burma’s economy. Among the most significant changes 

were the abandoning of markets, the intensification of planned economic activity, and 

criminalization of most private enterprise. The new socialist economy was to be controlled 

and administered by the military government, though ineptitude and corruption doomed this 

agenda in only a few years. It was, however, a period of relatively strict socialism that lasted 

until around 1973. The RC officially dissolved itself in 1974 and transferred power to the 

‘elected’ Burma Socialist Programme Party (BSPP) government. The new BSPP government 

abandoned the RC’s focus on industrialization and doctrinaire socialism (Steinberg 1981b, 

47). It allowed greater space for private enterprise and re-engaged with the international 

economy, although on a limited scale. Yet planning remained the central organizing principle 

for economic exchange, and much private economic activity remained illegal. It was an era 

described as “pragmatic authoritarian socialism” though mostly anything would appear 

pragmatic after the RC’s economic governance (Hill and Jayasuriya 1986, 8). Following the 

1988 uprisings, the military again took control of the government and formed the State Law 

and Order Restoration Council (SLORC). The SLORC officially ended the socialist economy 

and legalized private business in some sectors. However, it retained much of the socialist-era 

administration and preserved state (or in many cases military) control of the ‘commanding 

heights’ of the economy. During both the socialist and military eras, transactions involving 

the public sector were governed by official dictate, not through markets.12 The SLORC, 

which later went by the moniker of State Peace and Development Council (SPDC), oversaw 

the economy for more than two decades in which constant policy changes, arbitrary 

governance, and crony capitalism were rife. Little serious effort was made to grow market-

supporting institutions necessary for broad-based economic development.  

 

                                                      
12 Henceforth, the term ‘socialist era’ will refer to the time from 1962 to 1988 when Burma was under the RC 
and then BSPP governments. The term ‘military era’ refers to the time from 1988 until 2011, when Burma and 
later Myanmar was under the SLORC/SPDC government. 
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This chapter examines the development of economic institutions in Burma/Myanmar from 

the RC government to the end of the SPDC’s rule.13 It argues that the RC instigated radical 

changes in economic organization and redefined many of the fundamental incentives and 

constraints on economic activity. The rise of socialist economic organization made market-

supporting institutions unnecessary, so many ceased functioning or retained only ceremonial 

roles. Few have regained their former ability to facilitate economic exchange.  

5.2: The Revolutionary Council: From 1962 to 1973 

The RC took power in a coup on March 2, 1962, and within the first few years of its tenure 

dramatically restructured the incentives for businesses in Burma. In the first year of RC rule, 

changes were comparatively few as uncertainty about the direction and depth of economic 

reforms pervaded. There were significant internal disagreements within the RC about 

economic governance, but by 1963 the more socialist elements had prevailed. Economic 

restructuring gained pace in 1963, guided by a strong socialist ideology espoused in RC 

documents including the ‘Burmese Way to Socialism.’ The new economic system entailed 

the abandonment of market mechanisms and private enterprise. The RC opposed any 

semblance of a “pernicious economic system, capitalistic or mixed, which tolerates the 

existence and operation of private enterprises with self-interest and self-seeking profit 

motivation” (Mya Maung 1964, 1189). This was  heavily influenced by Burma’s colonial 

experience, which had created a strong “aversion to capitalism” (Mya Maung 1970, 534).  

The new Burma would be an autarkic socialist state, controlled and administered by the 

military, with a focus on equity and a disdain for economic incentives (Tin Maung Maung 

Than 2007, 111). The government would control the commanding heights of the economy 

through nationalization and regulation (Tin Maung Maung Than 2007, 114).  

 

Starting in 1962, the RC began revising many of the laws, rules and regulations that governed 

the economy. Changing the formal institutional framework was central to the Burmese Way 

to Socialism, which deemed it “necessary to dismantle the old laws which protect the private 

enterprise system and to replace them with new laws pertaining to the socialist economy” 

(Burma Socialist Programme Party Central Organising Committee 1966, 98). The existing 

bureaucratic administration was a stumbling block which needed to be removed in order to 

                                                      
13 This dissertation will use the name Burma in discussing events until the official 1989 name change to 
Myanmar, at which point the later will be used.  
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build a proper socialist economy (Revolutionary Council 1962, 2). During the first dozen 

years of the RC’s rule, over 50 economic laws were passed (Mya Maung 1974, 13). Key laws 

and proclamations included:  

 The Enterprise Nationalization Law (1963), which stated that major industries would 

be nationalized by June 1, 1963 (Steinberg 1981a, 31). This law was cited as 

justification for nationalizing a wide range of other businesses.   

 The People’s Corporation Law (1963), which gave monopoly control of agriculture, 

commerce, industry, and distribution of goods and services to the RC (Mya Maung 

1974, 13).  

 The Tenancy Law (1963), which fixed rental rates for land. The 1965 Law to Amend 

the Tenancy Act eliminated rents for agricultural land, though this was often 

immaterial because many landlords were no longer able to collect rents (Donnison 

1970, 192). 

 Announcement by General Ne Win, at the Garrison Theatre on February 15, 1963, 

that the RC did “not intend to permit private industry to set up new establishments 

beyond those already in existence” (Burma Socialist Programme Party Central 

Organising Committee 1966, 66). This move was made because of the “inability of 

the indigenous capitalists to restrain their greed” (Burma Socialist Programme Party 

Central Organising Committee 1966, 66). 

 A prohibition on banks extending credit to the private sector and ban on renewal of 

existing loans, announced by the RC in 1966 (Emery 1970, 30). 

 The Nationalisation of Banking Business Ordinance No. 1 of 1963, issued on 

February 23, 1963, which nationalized Burma’s 24 private banks and renamed them 

People’s Banks No. 1 to 24 (Turnell 2009, 238-239). 

 The Demonetisation Act, Revolutionary Council Law No. 7, published in May 1964, 

which declared that all 50K and 100K notes would no longer be legal tender and 

could be exchanged for smaller denominations up to a maximum of 500K without 

delay or up to 4,200K, disbursed through bank branches with some delay (Turnell 

2009, 238-239). The government gave note holders only 10 days to exchange the 

notes (Mya Maung 1991, 136). The expressed purpose of this demonetization was the 

hurt ‘capitalists.’ 

 The Law to Invest Powers to Construct the Socialist Economy (1965), which gave the 

government wide-ranging powers over private enterprise, including: 
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o The right to “determine and fix the sale price, production cost, storage cost, 

transportation cost, inspection cost, hire cost and other utilisation costs in 

respect to any commodity” (Burma Socialist Programme Party Central 

Organising Committee 1966). 

o The right to take actions against persons who violate the law. Minor and 

moderate offenders could receive a warning, confiscation of commodities, up 

to three years imprisonment and a fine of K5,000. Major offenders could face 

up to ten years imprisonment or the penalty of death (Burma Socialist 

Programme Party Central Organising Committee 1966). 

 

The nationalization of private businesses was a central aspect of the economic reforms. By 

1964, the RC had passed 14 new laws to facilitate the expropriation of businesses and assets 

(Union Bank of Burma, 2 quoted in Turnell 2009, 230). The RC nationalized businesses in 

agricultural production, banking, industry, distribution, transportation, communications, trade 

and services (Tin Maung Maung Than 2007, 113). The first nationalization was Imperial 

Chemical Industries in August 1962 (Steinberg 1981a, 31) The Burma Oil Company, a 

colonial company reconstituted as a joint venture between the government and British 

interests, was nationalized January 1, 1963, with Steel Brothers and Anglo-Burma Tin to 

follow later that year (Trager 1966, 205).  In total more than 15,000 firms were nationalized 

(Steinberg 1981b, 35). The RC focused on medium and large businesses in heavy industry, 

manufacturing and services, which were either nationalized or tightly overseen (IMF 1995b). 

The government’s 1964 Economic Survey of Burma gives further evidences of the extent of 

nationalizations:   

The Revolutionary Government nationalized all cigarette companies in the Union on 

20 October, 1963, with immediate effect, the Pearl Fishing and Culture Syndicate 

with retrospective effect from 16 August, 1963, the Burma Economic Development 

Corporation and its 42 subsidiary firms from 17 September, 1963 and the Defence 

Services Institute and its 5 scheduled firms from 28 September, 1963. This was 

followed by the nationalization of all private wholesale shops, broking houses, 

department stores, general stores and co-operative shops dealing in foodstuffs, 

textiles and 14 categories of general merchandise, first in Rangoon on 19 March, 

1964 and later in the rest of the Union by the Order of 9 April, 1964… Effective 11 

April, 1964, the Government took over the entire export trade of the country (Ministry 

of National Planning 1964).  
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The result of these nationalizations was to enshrine the state as the predominant economic 

force in many sectors. For example, in the mining sector, the share of production by state-

held mining businesses increased from 1.5 percent to 85.6 percent from FY1961/62 to 

FY1973/74 (Tin Maung Maung Than 2007, 130). However, in agriculture, the state was 

never a significant owner. In FY1973/74, 99.8% of agricultural value added was by the 

private sector (Tin Maung Maung Than 2007, 150). However, the state had a monopoly on 

buying, milling, distributing and processing rice, extracting economic rents through these 

methods instead of direct ownership (Mya Maung 1991, 122). During the socialist era, the 

private sector was reduced to “highland farmers, and peasants not wishing to participate in 

the state and co-operative sectors; individual livestock owners; producers of forest products 

for own use, small enterprises owned by nationals; building construction for own use; 

transport using animal-powered vehicles and mechanized services where the state is still 

unable to operate, private enterprises in the service sector; and retail trade outside the 

purview of the state and co-operative agencies” (Tin Maung Maung Than 2007, 116).  

 

Nationalization had a significant impact on trading and distribution businesses. In trade, 

private entrepreneurs were banned and replaced by government trade corporations. The 

Myanma Export-Import Corporation had a monopoly on external trade (Mya Maung 1970, 

548). The retail, distribution and marketing of many basic household goods were 

monopolized by the state under the People’s Stores Corporation of the Ministry of Trade after 

the nationalization of wholesale and retail stores. This move was detrimental for the 

population, as it replaced an estimated 2 million private entrepreneurs with only 60,000 

government employees (Silverstein 1967). It was also done in haste, giving private traders 

only ten days to cease their operations.  

 

In the industrial sector, the government built up a “giant superstructure of more than fifty 

State Economic Enterprises and thousands of state-owned-and-operated factories” (Mya 

Maung 1991, 206). These enterprises comprised the core of Burma’s industrial capacity, and 

were the centre of the military administration’s economic planning. They were also highly 

inefficient, and the country began to suffer from shortages of key goods almost immediately 

due to improper incentives, poor planning, lack of human capacity, and foreign exchange 

shortages. The key problems for SOEs were that they:   
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 Had no incentive to make operations efficient. All outputs were sold to state-owned 

trading companies at cost, which was determined by adding mostly-bureaucratically 

prescribed costs of raw materials, processing costs, overheads, transportation, 

depreciation and a small contingency (Kyaw Myint 1978, 188). Costs were simply a 

matter of computation, and any reduction (for which there was clearly no incentive) 

only meant a reduction in budgetary allocation (Tin Maung Maung Than 2007, 124). 

The whole system of trade corporations and co-operatives was encumbered by 

bureaucratization (Arumugam 1975, 46). 

 Had no ability to react to market conditions. Production decisions were “determined 

by capacity rather than consumer demand or taste” (Kyaw Myint 1978, 188). This 

resulted in stock-piling of some goods and shortages of others, and large variations in 

production from year to year (Kyaw Myint 1978, 188). 

 Had no financial autonomy. Both working capital and fixed capital were provided 

through budget allocation, with the later having “no interest or repayment obligations 

except when foreign loans are involved” (Kyaw Myint 1978, 187). SOEs also had no 

ability to retain profits from their operations.  

 Had little managerial autonomy. SOE’s had no ability to make personnel decisions or 

set wage rates, which left little scope for encouraging labour-driven efficiency 

improvements (Kyaw Myint 1978, 188). 

 Had incentives to engage in illicit activities to subsidize low staff compensation.  

 

Investment decisions were made by central administrators, often leading to inefficient and 

arbitrary outcomes. There was an over-emphasis on new industrial investment and neglect of 

maintenance for existing facilities, leading to a ‘decapitalization’ of many existing industries 

which by then used “highly obsolete, written off equipment incurring high production costs, 

capacity under-utilization and frequent breakages in production” (Kyaw Myint 1978, 190). 

There was also a steep decline in infrastructure construction which “slowed almost to a dead 

stop” during the first decade of socialism (Khin Maung Kyi et al. 2000, 173). For example, 

from FY1964/65 to FY1986/87, Myanmar did not add a single mile of new primary highways 

(Ministry of Planning and Finance 1972, 1978, 1987a). Electricity production was also slow 

to develop and continually fell short of government plans, and the existing electricity 

infrastructure was of poor quality.  
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Private businesses that were not nationalized faced a system of tight controls, poor incentives, 

and increased oversight. Small businesses were “subject to increasingly tight government 

restrictions on production, marketing, pricing, employment, and wages” (Hill 1984, 139). 

Cultivators, whose land rights were protected under the Tenancy Act, faced new controls on 

the sale of many types of produce. The government introduced a forced procurement program 

for rice with an administratively fixed price that was not adjusted for changes to international 

market prices or the rising costs of inputs. The result was that after just a couple of years of 

RC rule, “the price paid to the cultivator covers his costs of cultivation barely, if at all, and 

does not cover the cost of fertilizers and other adjuncts to improved cultivation” and therefore 

“offer[s] no incentive to the cultivator” (Donnison 1970, 188). The negative effects of the 

government’s mandatory crop procurement were especially acute for smaller farmers, 

because it required them to sell mandated volumes of rice below-cost. For smaller farmers, 

these set volumes made up a larger share of their total production, reducing their average sale 

price more than for larger farmers. Poor incentives such as these were not only common 

under the new system, but were part of the fundamental ideology of the Burmese Way to 

Socialism wherein economic activity was to be motivated by morality. The socialist ideology 

was fundamentally opposed to any  system in which “self-interest and self-seeking are the 

motivating forces” (Revolutionary Council 1962, 2). 

 

The private sector reacted to the changing economic landscape by dramatically decreasing 

investment and production after the RC came to power. Responses included “divestment, 

producing lower quality goods, dismissing workers, reducing capacity utilization, diverting 

raw materials and intermediate inputs, and closure of factories” (Tin Maung Maung Than 

2007, 124).  These were perceived by some in the RC as sabotage, yet were reasonable for 

entrepreneurs given the risks associated with short-term production and long-term 

investments. Statistics on the production output of private enterprises show a significant drop 

in the year immediately after the coup, as noted in Table 5.1. The RC’s new policies 

constituted a wholesale emasculation of the private sector, which suffered from new 

regulations on property rights, government interference in prices, increased barriers to entry 

for many economic activities, and competition with state enterprises for finance (Tin Maung 

Maung Than 2007, 144). Among the foreign business community, the RC’s new policies 

made it largely impossible to do business, pushing many to leave the country. Western 

business people as well as Indians and Pakistanis, who dominated much of colonial Burma’s 

business class, were “squeezed out” and leaving at a rate of 2,000 per week by 1964 (Allen 
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1965, 6). The only part of the industrial and manufacturing sectors to see some success were 

the “tinkerers or cottage industrialists” who started producing goods on a very small scale to 

“satisfy the consumer needs which could not be met by the state sector” (Khin Maung Kyi et 

al. 2000, 63). They included small businesses such as plastic moulders, workshops, utensil 

makers, food processors, and others (Khin Maung Kyi et al. 2000, 63). 

 

Table 5.1: Production of Private Sector Processing and Manufacturing Enterprises 

Year Production (in million kyat) % change 

1961 3,181 - 

1962 3,499 10.0% 

1963 2,553 -27.0% 

1964 3,026 18.5% 

1965 2,947 -2.61% 
Source: Ministry of Planning and Finance, “Report to the Pyithu Hluttaw on the Financial, Economic, and 

Social Conditions of The Socialist Republic of the Union of Burma for 1976-77,” Rangoon, Burma: 1977. 

 

Market-supporting institutions such as courts and contracts became ‘unnecessary’ in the new 

system. The widespread nationalization of private enterprises seriously eroded the former 

system of private property rights and disbanded any notion of the sanctity of contracts 

between government and business.14 For example, the RC thought that government contracts 

awarded to construction companies were used to exploit contract labourers, so they 

terminated the system of awarding construction contracts on October 1, 1964 and undertook 

construction and labour contracting directly (Burma Socialist Programme Party Central 

Organising Committee 1966, 91). The need for contracts to specify prices, product 

characteristics, timings, etc. was unnecessary because these details would all be 

administratively dictated. As noted earlier, prices were also administratively determined 

under the new system and ceased to function as a signalling mechanism between suppliers 

and consumers. For private sector businesses that operated in prohibited sectors, which was 

most of the economy outside of agriculture, courts were not an option for dispute resolution 

because they could not adjudicate a dispute involving a party whose operations were not 

legal. Private businesses often relied on informal and social institutions to facilitate business 

transactions because they either could not or would not utilize government institutions.  

                                                      
14 The nationalizations of the Burmah Oil Company, Steel Brothers and Anglo-Burma Tin, all of which had 
been reconstituted during the Parliamentary era as joint ventures between the state and foreign business 
interests, also provide vivid examples of the RC’s violation of contract rights. 
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5.2.1: The Unplanned Economy 

The socialist economic system encountered problems almost immediately and quickly 

evidenced the major shortcomings in the RC’s economic agenda. One of the main problems 

was that the system was “instituted in haste, without trained personnel and adequate 

planning” (Silverstein 1967, 121). Burma scholar Josef Silverstein argued that the eventual 

failure of the system should have been “self-evident at the outset” (Silverstein 1967, 121). 

Tun Wai, a leading Burmese economist of the era, argued that the RC was effectively 

implementing an “unplanned socialized economy” (Tun Wai 1970, 4). During the first decade 

of RC rule, evidence of rigid economic planning was sparse and no formal planning 

documents were published, though a Four Year Plan (FY1966/67 – FY1969/70) and a Seven-

Year Plan (FY1964/65 – FY1970/71) were both rumoured (Steinberg 1981a, 36-171). The 

failures of planning were sometimes so great that even the government could not deny them. 

For example, the nationalization of the trading sector, which replaced nearly two million 

private traders with only 60,000 civil servants, led to such chaos that the government 

admitted its failure and restored some private trading within only eight months (Silverstein 

1967, 118).15  

 

The shortage and misallocation of human capital was a key reason for many of the problems 

encountered by the RC’s socialist system. Skilled entrepreneurs were already rare in Burma 

during the Parliamentary era, yet instead of appointing these individuals to run state-owned 

enterprises, the RC appointed military officials. These “self-admitted unskilled military 

managers” were unfamiliar with and incapable of overseeing either the SOEs or the greater 

socialist system (Mya Maung 1991, 118). The RC forced around 2,000 civil servants to retire 

in the first years of their rule, including many of the older and more educated core members 

of the Parliamentary era bureaucracy whose abilities could have helped compensate for the 

inexperience of the military managers (Steinberg 1981b, 164). These ill-advised personnel 

decisions were the result of a prevailing mantra within the military that “loyalty was more 

important than competence” (Khin Maung Kyi et al. 2000, 152). However, these changes to 

the accepted order of succession within the service eroded the  traditional respect for 

education and “adversely affecting the motivation of the younger generation to pursue 

                                                      
15 The RC initially monopolized trading in a wide range of commodities and though it denationalized 34 of these 
in 1966, 356 others remained the domain of the state, evidencing the continuing control of the RC over wide 
swathes of economic activity.  
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learning or to rise in the workplace through competency and hardwork (sic).” (Khin Maung 

Kyi et al. 2000, 152). The military’s new reward system dis-incentivized education, with 

detrimental long-term implications for the country.  

5.3: Reconsidering the Socialist System 

The shortcomings of the socialist system grew more palpable as the 1960s progressed. As 

early as 1965, the top leadership was already recognizing that the transformation to a socialist 

economy was not going as hoped. General Ne Win even publicly stated to the Lanzin 

(Socialist) Party Conference in December 1965 that the economy was “a mess” (Silverstein 

1967, 117). In 1967, there were shortages of basic commodities, including rice. In 

FY1968/69, rice exports had fallen to 364,000 tons, down from colonial-era highs in the 

1930s of over three million tons (Ministry of Planning and Finance 1975). This was a 

significant concern for a country that had, just 25 years earlier, been the world’s largest rice 

exporter. It also meant that the country was short on foreign exchange. The RC’s state-led 

industrialization program was also struggling. In 1971, a government report entitled “Long-

Term and Short-Term Economic Policies of Burma Socialist Programme Party,” which was 

presented at the First BSPP Congress, plainly stated the deficiencies. It identified major 

problems in the current system including a lack of planning, poor coordination between 

government organizations, the lack of commercial incentives for SOE managers, poor 

financial supervision of SOEs, poor price mechanisms, and poor investment and employment 

performance of the private sector (Steinberg 1981a, 41). The report also noted the presence of 

serious “structural, administrative problems,” as well as the lack of responsibility and 

delegation within government (Steinberg 1981b, 47). Despite obvious problems, the RC 

largely retained its strict socialist system and even in the early 1970’s showed no indication 

that it would ease controls or reduce state dominance in the economy (Mya Maung 1974, 16).  

 

Though the RC was not yet addressing the economic problems, the “Economic Policies” 

report showed that the government was seriously considering how to modify the socialist 

system. One of the key admissions which was both implicit and explicit in the document was 

that Burma could not rely on the altruism of individuals for economic development, and 

instead needed to introduce incentives to encourage efficiency for both individuals and 

enterprises (Steinberg 1981b, 47). The report also revised the country’s development 

priorities, calling for an end to the emphasis on industrialization and a reorientation towards 
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the agriculture and resource industries in which Burma had a natural advantage (Steinberg 

1981a, 41). However, the policy focus on self-sufficiency was still prevalent, with the report 

calling for the expansion of import-substituting consumer goods industries (Steinberg 1981b, 

45). The “Economic Policies” document also signalled a shift in the government’s stance 

towards the private sector, which the RC recognized had an “important function in the 

society” (Steinberg 1981b, 47). Poor governance of private enterprises had led to stagnation 

of formal employment and increased participation in black markets.  

 

Beginning around 1973, the government started to introduce some economic reforms along 

the lines of those in the “Economic Policies” document. The government formalized its 

revised stance on the private sector through Notification No. 1/73 on August 8, 1973, which 

permitted private investment, ownership and operation of manufacturing industries (Kyaw 

Myint 1978, 218). The notification categorized industries into four groups, each with 

accompanying levels of restrictions. At one end were industries which used domestic raw 

materials bought from local private entrepreneurs, in which investment and operation was 

freely allowed. At the other end were industries which used mainly foreign raw materials 

distributed by government agencies, in which investment and operation were allowed “only 

after scrutiny and registration at the Office of the Divisional People’s Council” (Kyaw Myint 

1978, 219). The notification outlined eighty types of industries and allowed investment in all 

but fifteen of them (Kyaw Myint 1978, 219). In an attempt to elicit greater private sector 

participation in the economy, the government passed the Rights of Private Enterprise Law in 

1977. This allowed private entrepreneurs to “take up ventures in fields not yet occupied by 

either State or Co-operative economic enterprises” (Burma Socialist Programme Party 

Central Committee 1981, 96). The law also provided a guarantee against nationalization until 

1994 (Bandyopadhyaya 1987, 53). The government also introduced incentives to improve the 

performance of public enterprises. For example, in 1975 the BSPP instituted a system of 

performance based payments at the corporation level (Burma Socialist Programme Party 

Central Committee 1981, 97). That same year, the government relaxed controls over SOEs by 

allowing them to operate on a commercial basis, which included the right to retain profits and 

grant bonuses to encourage improved efficiency (Kyaw Myint 1978, 220). 

 

Despite legal changes that allowed private enterprises to engage in a wider range of sectors, 

the government “failed to create an atmosphere of confidence necessary to attract more 

private investment” (Bandyopadhyaya 1987, 53). There remained a widespread fear among 
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the private sector that the newfound liberal attitude towards the private sector may well be 

short lived (Bandyopadhyaya 1987, 53). Consequently, private sector investment did not 

meet the expectations of the BSPP. An official 1981 report noted that while  private 

investment was needed, “the investments have not come up to expectation despite legislation 

to promote systemic utilization of private capital and to increase commodity production” 

(Burma Socialist Programme Party Central Committee 1981, 96). The report did not suggest 

reasons for the lack of private investment, and recommended an appraisal to determine why 

private investment did not meet the predictions of the 3rd Four Year Plan. However, 

commentators noted that at the time, there was a “lack of inclination among the Burman 

population to make long-term investments” (Steinberg 1981b, 144). This lack of private 

sector investment contributed directly to the general stagnation of private sector production, 

as the figures in Table 5.2 evidence.  

 

Table 5.2: Production of the Processing and Manufacturing Sector, 

from FY1961 to FY1985 (in million kyat) 

Year State Co-operative Private Total 

1961 1,274 3,181 4,455 

1962 1,612 3,499 5,111 

1963 1,934 2,553 4,487 

1964 2,077 3,026 5,103 

1965 1,949 2,947 4,896 

1966 1,598 3,033 4,631 

1967 1,702 3,456 5,158 

1968 2,065 3,189 5,254 

1969 2,195 3,214 5,409 

1970 2,329 3,189 5,518 

1971 2,373 158 2,928 5,459 

1972 1,744 353 2,929 5,026 

1973 1,623 163 3,182 4,968 

1974 1,838 104 3,175 5,117 

1975 2,234 195 3,155 5,584 

1976 2,566 201 3,236 6,003 

1977 2,783 276 3,380 6,439 
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1978 2,791 273 3,543 6,607 

1979 3,035 244 3,561 6,840 

1980 3,313 260 3,758 7,331 

1981 3,558 299 4,015 7,872 

1982 3,658 307 4,256 8,221 

1983 3,618 289 4,624 8,531 

1984 3,680 314 5,086 9,080 

1985 3,864 379 5,539 9,782 

Source: Ministry of Planning and Finance, “Report to the Pyithu Hluttaw on the Financial, Economic, and 
Social Conditions of The Socialist Republic of the Union of Burma for 1976-77”, Rangoon, Myanmar: 1977; 

Ministry of Planning and Finance, “Report to the Pyithu Hluttaw on the Financial, Economic, and Social 
Conditions of The Socialist Republic of the Union of Burma for 1981/82”, Rangoon, Myanmar: 1982; and 
Ministry of Planning and Finance, “Report to the Pyithu Hluttaw on the Financial, Economic, and Social 

Conditions of The Socialist Republic of the Union of Burma for 1986/87”, Rangoon, Myanmar: 1987.  
 

The growth rate of private production (which was grouped in government statistics with the 

much less significant co-operative industries) was anaemic during the socialist era, at only 

2.51% per annum through 1985. When viewed in per capita terms, however, performance 

was abysmal. Over the same time period, the per capita compound annual growth rate 

(CAGR) of private and cooperative productive enterprises was 0.52%. The per capita CAGR 

of public productive enterprises was 1.18%. The production of private enterprises declined in 

the early years of RC government, and took 15 years (until 1977) to return to the same level 

of output as in 1962. Per capita levels of output did not recover until 1985, fully 23 years 

after the RC coup. Despite large government investments in industrialization, the “processing 

and manufacturing sector” remained exactly as important in FY85/86 as it was in FY61/62, 

comprising 10.5% of total output (Ministry of Planning and Finance 1987a, 42). While 

private production was growing, albeit slowly, the number of medium and large private 

enterprises declined precipitously. From 1970 to 1988, the number of medium-sized private 

enterprises decreased by 95%, while large private enterprises decreased by 88%. By 

FY1987/88, there were only 13 private enterprises in Myanmar with more than 50 workers.16 

Despite the regression among larger private businesses, the total number of private 

enterprises grew over the socialist era. This was driven by significant growth in businesses 

with less than 10 workers, including a tripling of private micro-enterprises from 1970 to 

1988. Over the same time, the number of public enterprises doubled to nearly 2,000. By the 

end of the socialist era, 94% of all medium enterprises and 99% of all large enterprises were 

                                                      
16 This, of course, had significant consequences for the efficiency of private sector industries. 
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state-owned.17 The dominance of inefficient SOEs during the socialist era and the regression 

of private business resulting in a lost quarter-century for private sector development in 

Burma. 

 

The RC made a few other economic changes of some importance. They drafted a new 

constitution which came into effect in 1974 though the Pyithu Hluttaw (parliament) and 

executive, legislative and judicial branches of government that the new constitution 

prescribed were all under the control of the same Lanzin Party. While the new constitution 

changed some of the formal institutions of government, “it has not resulted in any real change 

in the political power structure within Burma” (Silverstein, Josef, "From Soldiers to Civilians 

- The New Constitution of Burma in Action" quoted in Moscotti 1977, 184). Likewise, the 

economic changes that resulted directly from the new constitution and government were not 

significant. The new BSPP government did open up the country to greater foreign 

consultation and aid, which played an important role in underwriting investment and filling 

Burma’s foreign exchange deficit throughout the 1970s and early 1980s. 

 

5.3.1: Illicit Responses to Socialism: Corruption and Smuggling 

The socialist economic framework created many contradictions between formal rules and 

economic incentives, resulting in widespread illicit activities by private businesses and public 

officials. Because the production and sale of many necessities and other highly desirable 

goods was the sole purview of the state, which proved itself incapable of fulfilling these 

demands, black markets flourished and came to dominate Myanmar for decades (Mya Maung 

1991, 118). Often entrepreneurs were forced into illicit activities because there were no other 

economic opportunities. Silverstein notes that “despite the promises of the military leaders 

and the moral sermons they issue[d] against blackmarketing and other social evils, the plain 

fact of the matter is that the people are forced to such actions in order to survive” (Silverstein 

1967, 121). The incentives under the new socialist system rewarded corruption, smuggling, 

and connections that helped businesses access both resources and information. Private 

investment and productive activity was punished, through nationalization, imprisonment and 

                                                      
17 Authors calculations based on Revolutionary Council of the Union of Burma, “Report to the People by the 
Government of the Union of Burma on the Financial, Economic and Social Conditions for 1971-72,” Rangoon 
1972; Ministry of Planning and Finance, “Report to the Pyithu Hluttaw on The Financial, Economic and Social 
Conditions of the Socialist Republic of the Union of Burma for 1978-79, Rangoon, 1978; and Ministry of 
Planning and Finance, “Report to the Pyithu Hluttaw on The Financial, Economic and Social Conditions of the 
Socialist Republic of the Union of Burma for 1987/88, Rangoon, 1987. 
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potentially death. The result was that entrepreneurs gravitated towards the most rewarding 

economic activity under the existing constraints: in socialist Myanmar, that activity was the 

illegal (hmaung-kho) trade (Kyaw Yin Hlaing 2002, 87). These often unregistered and illegal 

private businesses accounted for a significant share of the country’s GDP and employment 

throughout the socialist era (IMF 1995b). 

 

Because administrative dictate allocated resources and bore little resemblance to black 

market prices, good relations with government were integral for the success of many private 

businesses. For example, small factory owners without connections had to rely on smuggled 

raw materials sold at market prices while “well-connected factory owners could buy an 

excess of raw materials at government corporations” for administratively-set (e.g. lower) 

prices (Kyaw Yin Hlaing 2002, 89). Given the risks of smuggling goods, traders charged 

significant premiums for their imports and could accrue significant wealth in this line of 

work. However, the risks of getting caught were ever-present, which made having a patron in 

government invaluable. Wealthy private businesses could afford to give money to 

government patrons who fed them resources and information, while smaller businesses with 

less money to spend on patrons faced limited access (Kyaw Yin Hlaing 2002, 91). Among the 

most valuable pieces of information was about pending crackdowns on illegal traders. The 

most well connected illegal businessmen came to see these crackdowns not as a problem for 

their business but instead as “an opportunity to establish monopolies” (Kyaw Yin Hlaing 

2002, 90). The small illegal traders were often targeted during crackdowns when officials 

needed to meet their arrest quotas, while large traders with patrons generally escaped the 

same unsavoury fate. 

 

Often illicit activities were the result of poorly designed policies. The overvalued exchange 

rate is an example. This policy reduced the returns for formal exports, giving entrepreneurs a 

“powerful incentive for illegal exports,” while lowering the costs of imports and “creating a 

bias towards greater import intensity” (Hill 1984, 146). Similarly, subsidized fertilizer, which 

was meant to help lower the production costs of cultivators, was instead diverted and 

smuggled to other countries where it could be sold at market prices (Steinberg 1981b, 152). 

These examples illustrate the negative consequences of poor policies on both economic 

efficiency and overall economic welfare. Yet these activities occurred and persisted because 

they benefited those with decision-making power. Government officials also depended on 

private businesses to supply many highly-demanded goods and services, creating a symbiotic 
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relationship between officials and illegal traders. Kyaw Yin Hlaing argues that “without the 

assistance of business people, it would have been hard for most post-colonial Myanmar 

governments to keep themselves in power” (2002, 77). The socialist government’s failures in 

planning and implementation and the low salaries of public officials aligned the incentives of 

both to encourage a system of “clientelistic patronage networks” in which businesses 

partnered with “party-state officials who could protect their activities from harm by other 

government officials” (Kyaw Yin Hlaing 2002, 79).  

 

Illicit activities also flourished because the expansion of the state that was required to run the 

planned economy and the country’s many SOEs was not accompanied by a commensurate 

expansion in the state’s capacity to monitor government officials. Civil servants running 

shops and factories faced few incentives to increase efficiency and few consequences for 

corruption. Only four years into the RC government, corruption and ‘leakages’ of goods from 

government shops and factories had become rampant and uncontrollable (Kyay Hmoan 

Newspaper (Burmese), September 28, 1966 in Mya Maung 1991, 130). For example, it was 

common for officials to take goods from co-operatives and sell them through private tenders 

at the significantly higher black market price, retaining the profits (Arumugam 1975, 46). In 

order to maintain an appearance of compliance for their supervisors, these officials would 

compensate for the theft by increasing the prices of goods at the stores. This allowed officials 

to show a profit in their accounts, but came at the expense of consumers (Arumugam 1975, 

46). This type of corruption was widespread not only in co-operatives, but throughout the 

lower and middle levels of the administration (Arumugam 1975, 46).   

 

5.3.2: The End of Ne Win’s Rule 

For much of the late 1970s and early 1980s Burma’s economy grew at a modest pace, in part 

due to the increase of foreign exchange provided by higher levels of foreign aid and loans. 

Yet in the mid-1980s, a much more vulnerable economy encountered new challenges. The 

international rice price dropped significantly, reducing foreign exchange income. Burma’s 

debt service ratio nearly quadrupled to almost 60% by 1986 (United Nations Development 

Programme 1988, 326).  In 1985, the government announced a demonetization of all 100, 50 

and 20 kyat notes, and allowed note holders to exchange up to 5,000K with full 

reimbursement in smaller bills, while amounts over 5000K received only a 50% 

reimbursement (Mya Maung 1991, 218). A bad rice harvest in 1987 worsened the economic 

situation, as the country did not have enough rice to meet domestic consumption. Another 
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demonetization in 1987 further shook the economy, though this round was especially 

damaging because the government made no provision whatsoever to reimburse note holders. 

GDP growth had slowed precipitously, to 1.0% in FY1986/87 and 2.2% in FY1987/88 

(United Nations Development Programme 1988, 13). There were widespread shortages of 

consumer goods, and necessary capital and consumer imports could not be obtained for want 

of foreign exchange. Burma’s economy had stalled, which in 1988 helped spurred the 

political discontent that eventually led to the formal resignation of Ne Win, widespread social 

upheaval, and the rise of a new military junta which would once again significantly alter the 

country’s economic institutions.  

5.4: The SLORC/SPDC Era 

The SLORC took power in September 1988, and directed its immediate attention towards the 

restoration of ‘order’ to the country. However, the SLORC soon turned some attention 

towards restructuring the country’s economic system, especially given the economic roots of 

the protests. Within a year of taking power, the SLORC abandoned socialism as the model of 

economic organization, revoking the 1965 Law of Establishment of Socialist Economic 

System (Myat Thein 2004, 124). In subsequent years the government introduced a number of 

other changes in rules governing trade, investment, production and many other economic 

activities. While these changes re-introduced aspects of markets, they fell far short of 

ushering in a free market system. The economy under the SLORC was a hybrid of both 

markets and planning, control and freedom. Some types of economic exchange happened in 

largely unregulated markets, others in heavily distorted markets, and the rest organized by 

fiat of the state. In many areas, state interference in prices, ownership, regulation, and 

licensing was common. The ideologically-informed compulsion for economic control that 

characterized the socialist era remained, though in a more pragmatic interpretation that 

legalized private enterprise in many sectors. However, the legalization of the private sector 

and recognition of its necessity did not eliminate the government’s suspicion towards it. 

Legalization was also not accompanied by the redevelopment of market supporting 

institutions. The regulatory capacity of the state, the country’s financial infrastructure and the 

judiciary, though reintroduced, remained underdeveloped throughout the SLORC/SPDC era. 

Rules and regulations for market exchange were sometimes propagated, but inconsistently 

implemented by government, rarely followed by businesses, and subject to regular and 
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unpredictable revisions. Uncertainty and change in the formal institutional framework were 

endemic, and were used as a mechanism of state control over the private sector.   

 

5.4.1: Economic Reforms 

The SLORC began to reform the country’s socialist, autarkic economic framework shortly 

after taking power in September 1988.18 The government made two major economic policy 

moves that year. The first, on October 29, was granting permission to private entrepreneurs to 

import and export goods including agricultural crops. The second was the November 1988 

Foreign Investment Law (FIL), which allowed foreign investment into the country for the 

first time in two and a half decades. The FIL, though skeletal, legalized investment through 

wholly foreign-owned companies or joint ventures, and included benefits such as a three-year 

income tax exemption, tax credits for reinvestment, accelerated depreciation, income tax 

relief for exports, exemption from customs duties for machinery and spare parts during 

construction, and materials for the first three years of production (Government of the Union 

of Myanmar 1988). In March 1989, SLORC adopted the State-owned Economic Enterprise 

Law (No. 9/89), which formally outlined a range of mostly resource and service-based 

economic activities which were reserved for the state (Government of the Union of Myanmar 

1989). However, the law allowed the government to form joint ventures in any of the 

restricted sectors (and notably gave no guidelines or rules as to how these joint ventures 

should be formed), and allowed any person to carry out other economic activities not 

reserved for the state (Government of the Union of Myanmar 1989). It also officially 

abandoned socialism as the economic organizing principle and legalized private business, 

repealing the Law of Establishment of Socialist Economic System from 1965 (Myat Thein 

2004, 124). In 1990, Myanmar passed a Private Industrial Enterprise Law, formally allowing 

private businesses to operate manufacturing and other industrial businesses (Government of 

the Union of Myanmar 1990b). The government adopted a Commercial Tax and a number of 

new laws on forestry, fisheries, mining, tourism, and numerous other sectors. In 1994, the 

government adopted the Myanmar Citizens Investment Law, which largely mirrored the 1988 

FIL but extended the same rights and benefits to Myanmar citizens.  

 

                                                      
18 A rather comprehensive list of reforms from 1988 through 2003 can be found in Tin Maung Maung Than 
(2007): 356-357.  
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As part of the SLORC’s economic liberalization, the government reduced the state’s 

monopolization of the financial sector. In 1990, it passed the Financial Institutions of 

Myanmar Law which permitted private banking for the first time in nearly three decades 

(Turnell 2009, 259). This was accompanied by the passage of the Central Bank of Myanmar 

Law and the Myanmar Agricultural and Rural Development Bank Law that same year (Myat 

Thein 2004, 135). While starting from a very low base, the financial sector grew significantly 

over the 1990s. It introduced new products including deposit accounts, loans, and trade 

finance. Credit to the private sector increased nearly 31 times from 1992 to 2002, while 

deposits increased 35 times (Authors calculations based on Turnell 2009, 271). However, the 

sector remained heavily regulated and struggled to fulfil the role as mediator between 

depositors and savers.  

 

Changes to key laws governing the structure of the economy and the rights of private 

enterprise improved economic incentives and enhanced the ability of entrepreneurs to 

accumulate wealth. While they did legalize some economic activities (for example, trading) 

they did not facilitate wider access to economic opportunities. The areas with the greatest 

liberalizations were often those which government officials perceived as the least important 

and least lucrative. In areas traditionally viewed as more lucrative, the legal framework often 

served to limit access by giving government wide-ranging responsibilities and control. The 

economic system was shifting from an autarkic, socialist system characterized by shared 

depravity to a dualistic market/control system characterized by limited access to 

opportunities and the exclusivity of prosperity.  

 

5.4.2: Continuities and their Economic Consequences 

While many important rules and regulations were changed in the early years of SLORC rule, 

there were also many strong continuities with the previous regimes. Though socialism was 

officially put to rest for a ‘market-based’ economy, the state’s desire to maintain control over 

strategic economic sectors showed little change (Tin Maung Maung Than 2007, xiv). Tin 

Maung Maung Than notes that “despite attempts to introduce market-conforming policies 

and practices, the state continues to play a controlling role in the managed transition towards 

a more outward-looking market orientation” (2007, xvi).  

 

Continuity in the state’s economic oversight was exemplified by the persistence of economic 

planning and the Ministry of National Planning and Economic Development. In the first few 
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years of SLORC rule, from FY1989/90 to FY1991/92, Myanmar put out a series of one-year 

plans under the “Stabilization Programme.” These were followed by a “Short Term Four-

Year Plan” that spanned FY1992/93 until FY1995/96, which focused on the “enhancement of 

production, especially agriculture, and export promotion” (Tin Maung Maung Than 2007, 

363). After the ‘successful’ fulfilment of this program the government propagated the “Short 

Term Five-Year Plan,” which ran until FY2000/01. The ‘national economic objectives’ stated 

in these plans belied the government’s ideological views on state-economy relations, stating 

that “the initiative to shape the economy must be kept in the hands of the State and the 

national peoples” (Tin Maung Maung Than 2007, 364).  The plan, like the ones before it, 

provided an outline of how the economy should perform, predicting growth rates, output, 

trade volumes, investment, and structural change in ownership. It also established sectoral 

priorities, which were (1) agriculture, (2) livestock and fisheries, and (3) mining and oil and 

gas (Tin Maung Maung Than 2007, 364). Upon the conclusion of the Second Short-Term 

Plan which was similarly declared a ‘success’, a Third Short-Term Plan was launched in 

FY2001/02 with similar though more defined objectives (Tin Maung Maung Than 2007, 

364).  

 

The continued prominence of SOEs in state planning and rhetoric also evidenced the parallels 

between the previous and current governments. The SOE sector was relatively stable in size 

through the 1990s. In 1997, there were 58 SOEs which controlled about 1,600 factories, 

accounting for 24% of GDP in FY1995/96 (IMF 1997, 20). Yet, SOEs were only of limited 

importance to the economy as a whole. When SOE purchases from other businesses are 

excluded, the real value added of SOEs and government ministries combined was only 9.26% 

of GDP (Khin Maung Kyi et al. 2000, 63). Further, much of the output of the state 

manufacturing sector was “irrelevant to satisfying the needs of the general population,” who 

instead depended on border trade (both legal and illegal) and local private enterprise (Khin 

Maung Kyi et al. 2000, 67). Regardless of their importance to meeting the needs of 

consumers in Myanmar, SOEs and their parent ministries were central to the exercise of 

government control and power. They had access to budgetary allocations, legal authority to 

collect revenues from a range of economic activities, and most importantly, the ability to 

control access to limited resources and economic opportunities.   

 

Because many SOEs were both irrelevant for meeting the needs of consumers and loss-

making, there was an impetus from some parts of the government in the mid-1990s for a 
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limited privatization. In January 1995, the government established a Privatization 

Commission, which later that year announced a plan to privatize 59 companies (IMF 1997, 

22). However, the SOEs included in the plan were generally unprofitable and inessential 

businesses such as cinema halls. The failure to offer either a larger number or more important 

SOEs for privatization was partially attributed to shortages of capital locally and lack of 

interest internationally (IMF 1999, 18). However, there was also little support among line 

ministries for these privatizations. The IMF noted that “line ministries are more interested in 

forming new producing units and joint ventures to retain or increase their influence” (IMF 

1997, 22). Not only did SOEs give line ministries access to funds from the State Fund 

account, but they also facilitated access to a range of implicit subsidies that resulted from 

distortions in the economic rules and regulations, notably the ability to import goods at the 

official exchange rate (IMF 1995a, 22). Resistance to privatization was also linked with the 

long-standing nexus of economic control and social order. Tin Maung Maung Than notes that 

“state managers have been rather weary of relinquishing control over economic functions 

perceived as essential for maintaining order and stability” (2007, 352).  

 

5.4.3: Economic Distortions 

SOEs were at the heart of many economic distortions during the military era. During most of 

the BSPP era, SOEs had been forced to operate on a commercial basis and given permission 

to borrow from banks, with many incurring large debts. At the end of FY1988/89, the 

principals of these outstanding bank loans were converted into equity and SOEs were 

prohibited from taking out further loans from banks (Ministry of National Planning and 

Economic Development 1998, 287).19  Instead, the SLORC moved SOEs back to operating 

on a non-commercial basis. The State Financial Plan for FY1989/90 notes that “in the new 

program, the SEEs expenditures are to be incurred from the State Fund, while depositing 

receipts of income into the State Fund” (Ministry of Planning and Finance 1989, 236). The 

newly promulgated State-owned Economic Enterprise Law gave SOEs monopolies in many 

lucrative sectors, delegating wide-ranging authority to line ministries. The lack of hard 

budget constraints and wide-ranging, unchecked authority led to widespread inefficiencies, 

corruption, and distortions in the relationship between government and private businesses.  

 

                                                      
19 It is unclear as to how the state, which was already the owner in full of all SEEs, converted debt into 
additional equity in companies of which they were already the exclusive shareholder. In practice, this 
conversion was a move to wipe debts from the accounts of the SEEs, with the state incurring the losses.  
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Distortions also resulted from rigid economic controls and interventionist policies of the 

SLORC/SPDC. Among the most consequential of these was the maintenance, until 2012, of a 

multi-tiered exchange rate. This system included an official kyat rate that was overvalued by 

as much as 200 times, causing chronic shortages of foreign exchange. Instead of liberalizing 

the exchange rate system, the government controlled and rationed access to foreign exchange 

(FX). In doing so, it perpetuated two common traits of the socialist system: central allocation 

of resources and the importance of power and connections. Until 1992, FX was allocated by 

the decidedly non-market oriented Foreign Exchange Control Board, a part of the Myanmar 

Foreign Trade Bank (MFTB). Since 1992 these responsibilities were handled by the Central 

Bank (IMF 1995a, 22). Dictates of government authorities, not market mechanism, guided 

FX allocation throughout. In this system, rationing, power and connections became 

increasingly important as ministries and SOEs competed for access to scarce resources. 

Disparities in accessing FX were particularly acute between the private sector and 

government, with the later having preferential access to FX, while the former was left largely 

to transact in black markets at unofficial rates. The private sector was also subject to “an 

intricate system of private import controls, including shipment-by-shipment import licensing 

and other requirements” (IMF 1997, 34). These restrictions significantly increased the time 

and transaction costs incurred by private sector importers. 

 

The multi-tiered exchange rate and the accompanying system of controlled, preferential 

access to FX, created wide-ranging distortions in economic activity. The IMF described some 

of these distortions in detail, noting:   

“The overvalued exchange rate not only limits access to imported inputs; it also 

discriminates against the domestic production of many import substitutes. By keeping 

kyat prices of imports low, overvaluation makes it unprofitable for domestic 

producers to enter into import-substituting activities. This effect on incentives over the 

long period that the kyat has been overvalued is the main reason that import 

substitution industries have barely developed in Myanmar despite consistently high 

tariff protection. While imports are obviously not freely available at their low official-

market prices, the incentives for producing import substitutes are still determined in 

part by those prices. And the existence of large scarcity rents associated with the 

resale of these imports means that it has been far more profitable to trade in these 

imports rather than attempt to produce them domestically” (IMF 1995b). 
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Besides the disincentives for domestic production created through under-priced import 

substitutes, the scarcity rents created by the mispricing fed the system of rationing and 

controls. This furthered the importance of connections and cronyism amongst private sector, 

a key characteristic of North’s LAO. Without a functioning price mechanism to equate supply 

of FX with demand, the system was also vulnerable to shocks and therefore characterized by 

uncertainty. For example, in the late 1990s the Asian Financial Crisis (AFC) eroded the 

regional economic outlook, especially amongst Myanmar’s key trading and investment 

partners. This contributed to a significant shortfall of FX. The government reacted by 

tightening controls and reducing FX allocations for SOEs to import capital goods and inputs.  

 

The multi-tiered exchange rate system also affected the incentives for foreign investment, as 

capital brought into the country was valued at the official rate upon entry while the 

repatriation of profits was not permitted at the same rate. This dis-incentivized large 

investments or those that sold the bulk of their output in Myanmar, and encouraged projects 

that earned FX overseas. Consequently foreigners favoured “short-term extraction of natural 

resources such as timber extractions, sea or coastal fishing, or procurement of local produce 

for export” (Khin Maung Kyi 1994, 218). The result of the complex and distorted exchange 

rate policy was to hinder economic development in general and the private sector in particular 

(Wingfield 2000, 214).  

 

5.4.4: Uncertainty and Change 

The unpredictability of the formal institutional framework, and the regularity with which the 

government changed it, was characteristic not only of the FX system but of the economy 

generally. Often economic policies were adopted based on political considerations, and were 

liberalized and tightened ad hoc in reaction to internal and external political and economic 

developments. One example was the creation and use by the Ministry of Commerce of lists of 

essential and optional imports. Private importers were required to submit documentation to 

the Ministry’s Directorate of Trade detailing the items planned for import. Depending on the 

method of payment chosen for the import (of which there were 11), traders were required to 

import items from the priority list (up to a value of 50% of the total consignment) in order to 

receive approval for goods from the optional list (Ministry of Commerce 1997, 28). Private 

businesses were not allowed to freely choose the composition of their imports, a politically 

driven requirement to keep necessities in regular supply and at a ‘reasonable’ price to prevent 

political disturbances like those in the late 1980s. However, the drop in FX reserves that 
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accompanied the AFC led the government to tighten these restrictions. In July 1997, the 

government specified that 60% of the total consignment of imports must come from essential 

items list. In March 1998, the Ministry of Commerce issued Order No. 4/98, which required 

80% of imports to come from this list. It also specified allowable non-essential items (which 

comprised the 20%) (IMF 1999, 7). The shifting regulations over the composition of imports 

were complicated by regular changes to the lists themselves. The IMF noted that the lists of 

essential and non-essential items “change frequently and importers typically do not know 

how their import request will be handled prior to making a license application” (IMF 1995a, 

21). The tightened import requirements remained in force until July 2005.  

 

The AFC brought a range of other additional arbitrary restrictions and regulatory changes, 

many driven by the shortage of FX. In March 1998, commodity imports were prohibited for 

foods, tobacco products, alcohol and other sundries. The government introduced an export 

service fee of 10% for border trade in March 1998, which was revised downward to 8% in 

September (IMF 1999, 7). Private banks, which had just gained licenses to conduct FX 

transaction in 1996, were banned from conducting those transactions again in 1998 (IMF 

1999, 7). The government passed new requirements that border trade be conducted only in 

US dollars, increased the commercial tax to 8%, and limited open general import licenses for 

SOEs (IMF 1999, 7). It also passed a ban on rice exports, artificially depressing prices to 

about half of the world market price and  severely decreasing cultivators incomes (IMF 1999, 

10). External events drove economic retrenchment in Myanmar, and a shift in policy focus 

from around 1997 onwards towards “food security, self-sufficiency, and self-reliance” (Tin 

Maung Maung Than 2007, 363). The consequences of constant policy shifts were many:  

 Increased transaction costs for businesses, which were forced to invest resources in 

gathering information and learning new processes.  

 Dis-incentives for long term and fixed investments due to increased uncertainty of the 

policy and institutional framework.   

 Increased room for discretionary decision-making by officials, and concurrently 

increased opportunities for corruption and facilitation payments.  

 

Pervasive uncertainty and change in the business environment was directly linked with the 

failure of the SLORC/SPDC to develop market supporting institutions to govern economic 

activity. Khin Maung Kyi et al. argued: “the institutional basis of a market economy, which 
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the parliamentary government had tried to build up, had been destroyed by a quarter century 

of misrule under the socialist government. And the present regime [the SLORC/SPDC] has 

not done anything to repair the damage” (2000, 190). The poor state of the judiciary is an 

example. With state monopolization of most economic activity and the criminalization of 

private enterprise during the socialist era, courts largely ceased to function as a medium for 

settling commercial matters. However, after the SLORC came to power and private 

businesses were again legal, the court system did not replace alternative dispute resolution 

mechanism as a regular adjudicator of commercial disputes. This was due to “widespread” 

corruption at all levels of the court system, with one estimate placing its incidence at “more 

than 50 percent” of the judiciary (Kyaw Min San 2012, 224-225). In some courts, “lawyers 

and public prosecutors and their clerks work as brokers” negotiating between different parties 

in the case instead of adjudicating (Kyaw Min San 2012, 224). This may also be common in 

commercial cases. According to one expert, it is not uncommon for businessmen to file 

charges against one another. However, cases are brought not so the judiciary can provide 

interpretations of contracts, but to enhance the bargaining position of one party in contractual 

negotiations (Cheesman 2014). Another challenge for the judiciary was the legal framework 

governing commerce which derived from three previous institutional periods: colonial, 

parliamentary and socialist. As such, laws were often not suited to govern the economic 

system of the SLORC/SPDC era (Khin Maung Kyi et al. 2000, 191). 

 

The development of numerous other market-supporting institutions was similarly stunted. In 

the financial sector, the Central Bank lacked capacity and independence from the government 

and had little control over monetary policy. Instead, it served as the ‘financing arm’ of the 

state, monetizing deficits and stoking multi-year double digit inflation in the 2000s as well as 

the depreciation of the currency from approximately 30 kyat per USD in 1988 to 960 kyat per 

USD in 2002 (Turnell 2009, 291-293). Other important institutions in a financial system, 

notably credit bureaus, were lacking and banks themselves had little capacity to deliver all 

but the most basic products (Foerch, San Thein, and Waldschmidt 2013). Mechanisms for 

disseminating information from government to the public were poor, and information 

asymmetries were pervasive. Public information was difficult to obtain and public records 

were inaccurate and inaccessible. The public service was ill-equipped and during the 

SLORC/SPDC era had “declined to a lower level than at any time in the whole century 

preceding the socialist regime” (Khin Maung Kyi et al. 2000, 190). While public service 

quality declined, its size increased. This created duplication between ministries and 
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consequent uncertainty about authority, leading to reduced bureaucratic efficiency and 

additional red tape for businesses (Khin Maung Kyi et al. 2000, 190). Further, the regulatory 

capacity within the bureaucracy had eroded significantly because these administrative 

functions became obsolete during a socialist era with little private business. Instead, 

ministries became implementers of economic activity, a function which they continued into 

the SLORC/SPDC era. They also controlled the licensing and permissions needed for formal 

entry into many economic sectors. Granting licenses and permissions, as well as revenue 

collection, became the primary tasks of many ministries, with regulation relegated to 

secondary status. Lastly, the bureaucracy underwent numerous reorganizations, suggesting 

“that a stable institutional configuration, conducive to long-term planning, was lacking” (Tin 

Maung Maung Than 2007, 312) 

 

The failure to develop market-supporting institutions was complemented by the failure to 

develop the infrastructure needed for private sector growth. Electricity shortages were a 

major issue, leading to, among other things, the failure to develop three industrial zones 

around Yangon in the 1990s (Khin Maung Kyi et al. 2000, 168). The distribution network 

was in a similar state of disrepair (Khin Maung Kyi et al. 2000, 172). Electricity theft became 

commonplace, contributing to a growth in distribution losses from 21.5% of total electricity 

generation in 1973 to 40% in 1996 (Khin Maung Kyi et al. 2000, 167). Telecommunications 

were likewise in a poor condition. In 1990 the country had only 2 phone lines per 10,000 

people (Khin Maung Kyi et al. 2000, 166). At the turn of the 21st century, Myanmar had one 

of the lowest telephone densities in the world (Khin Maung Kyi et al. 2000, 171). In 2013, 

Myanmar’s mobile telephone density was still among the world’s lowest, lagging even North 

Korea. Roads, waterways and railroads were all inadequate, yet the government focused on 

developing new projects instead of maintaining existing infrastructure (Khin Maung Kyi et 

al. 2000, 183). While there was significant growth in the levels of capital investment, the 

infrastructure stock failed to improve as expected because spending growth was offset by the 

depreciation of the kyat and inefficiency and waste in infrastructure delivery. 

 

5.4.5: Private Enterprise during the SLORC/SPDC Era 

Upon the SLORC’s abrogation of the ban on private enterprise, there were significant 

increases in the number of private businesses registered with the government as shown in 

Table 5.3. The newfound freedom of the private sector unsurprisingly led it to take on an 

increasingly important role in the country’s economy. Yet private businesses continued to 
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face many constraints that were similar in consequence to the socialist era, and the private 

sector retained similar attributes. Notably, private businesses during both the socialist and 

military government eras remained small in size and faced challenges competing with state 

firms. In the early years of SLORC rule, “almost all private establishments [were] small, 

employing less than 10 workers” (IMF 1995b). Out of the 45,000 registered private 

establishments, only 124 employed more than 51 workers (IMF 1995b). The number of 

medium and large private enterprises increased during SLORC/SPDC rule, but small 

enterprises continued to dominate the total number of registered businesses even at the end of 

the SPDC era. Businesses struggled to export, partly due to small size and lack of 

sophistication in comparison with businesses in neighbouring countries (IMF 1995b). 

 

Table 5.3: Number of Business Enterprises Registered with Ministry of 

National Planning and Economic Development from 1991 to 2005 

Type of Business End April 1991 End June 2005 

Exporters/Importers 2,813 19,494 

Business Representatives 504 2,363 

Partnership Firms 576 1,272 

Myanmar Companies Ltd. 855 14,346 

Foreign Companies/Branches 87 1,469 

Joint Venture (Local & Foreign) 33 148 

Chambers & Associations 5 41 

Total 4,873 39,133 
Source: Tin Maung Maung Than. 2007. State Dominance in Myanmar: The Political 

Economy of Industrialization, Singapore, Institute of Southeast Asian Studies. 

 

The benefits of liberalization for most private businesses were muted by the continued 

privilege of SOEs in the economy and the resultant distortions to competition. For example, 

amongst crops that lacked compulsory procurement programs, SOEs competed with private 

enterprises and at times offered higher prices than the later because they faced only a soft 

budget constraint and were not financially responsible for their capital outlays (IMF 1997, 

21). They were also exempt from import license fees for select commodities and capital 

goods (Ministry of Commerce 1997, 21). These inequalities also incentivized foreign 

investors to partner with SOEs. Through 1995, three quarters of all FDI (by value) went to 

joint ventures or production sharing arrangements with SOEs, while only 8% was in 

partnership with private enterprise (Tin Maung Maung Than 2007, 218). This was because 

partnership with state firms afforded many benefits, including “privileged access to raw 
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materials, permits, domestic credit and the best locations” (Tin Maung Maung Than 2007, 

218). Private businesses that did benefit from liberalizations were those that had close 

connections to government. Like the socialist era, “good connections under the 

SLORC/SPDC regime proved to be a crucial factor that decided the fortune of businessmen” 

(Kyaw Yin Hlaing 2002, 97). Crony capitalism became a growing characteristic of the 

SLORC/SPDC economic system (Kyaw Yin Hlaing 2002, 79). 

 

Poor policies continued to plague private businesses. According to an IMF report in the late 

1990s, Myanmar’s continued failure to realize its considerable economic potential was the 

result of its poor policy record (IMF 1999, 6). Some policies constituted little more than 

thinly veiled taxes on private production. For example, exporters who wanted to ship gram 

(whole or dahl) were first required to sell one quarter of the quantity to be exported to 

Myanmar Agricultural Produce Trading at the government-dictated price (Ministry of 

Commerce 1997, 9). Other policies forced businesses to endure significant amounts of 

bureaucracy. For example, traders were required to get import licenses for each consignment, 

and often multiple licenses for one consignment if there were different categories of goods. 

Only companies investing under the FIL or CIL could obtain an open general license (which 

could be used to import multiple consignments). Financial sector policies likewise continued 

to hinder private business. High collateral requirements, short loan terms, high interest rates 

and significant political risk steered what little bank capital there was away from long-term 

productive investment and into business that could generate high, quick returns. 

Unfortunately these enterprises “tended to be involved in highly speculative activities: in 

particular, hotel and real estate speculation, gold trading, jade mining, fishing and logging 

concessions and (for a brief period), garment factories” (Turnell 2009, 273).20 

5.5: Conclusion  

By the end of the SLORC/SPDC era, Myanmar’s economy was growing steadily, thanks in 

large part to steady exports of natural resources and commodities. Yet structural 

transformation and industrialization were still absent, and the economy and bulk of the 

population still heavily dependent on agriculture. The hierarchical military structure became 

imbedded in the bureaucratic administration of the state, breeding a system of rewards based 

on loyalty, not performance. Market-supporting institutions had been dismantled by the 

                                                      
20 Also see at Dapice 2003, 10; Myat Thein 2004, 143; and  Mya Maung 1998, 92. 
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socialist government and only restored to a shadow of their former functionality under the 

SLORC/SPDC. Market distortions were large and heavily influenced by the government, 

which created strong incentives for businesses to expend resources cultivating relationships 

with public officials. Economic opportunities were often the prerogative of state officials to 

bestow upon select entrepreneurs. Businesses responded to the incentives by investing in the 

most rewarding activities: trading, smuggling and micro production enterprises. Evident 

across all levels of the private sector was the de-specialization of business since the colonial 

era, partially a result of the socialist drive for self-reliance, partially as a backlash against 

colonialism, and partly a reflection of the declining state of the country’s human capital 

stock. The institutional framework no longer rewarded productive activity so the private 

sector did not pursue it. Making money required permission and links with government, a 

characteristic of the economy that defines present-day Myanmar.  
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Chapter 6: Economic Institutions in Myanmar - The Institutions and 

Organizations of Business21 

 

6.1: Introduction 

In early 2011, the SPDC gave way to a new government ‘elected’ in nationwide balloting, the 

culmination of Myanmar’s ‘Roadmap to Democracy’ outlined by General Khin Nyunt eight 

years earlier. The structure of the new government was less centralized than the SPDC, and 

created a range of new offices and bodies with important economic authorities such as the 

Upper and Lower Houses of Parliament (the Amyotha Hluttaw and the Pyithu Hluttaw, 

respectively) and the Office of the President. These bodies play important roles in the 

creation and implementation of laws, rules, and regulations. In the current government these 

new power centres co-exist with many others from the previous regime, including the 

ministries, state-owned enterprises, and the military, the latter of which the constitution 

places beyond the sovereignty of the government (The Republic of the Union of Myanmar 

2008, 6). The new government structure also includes State and Region Governments, each 

headed by a Chief Minister and a range of newly created State Ministers, which oversee 

specific areas of authority (Nixon et al. 2013, v). The new governing structure also created 

unicameral State and Region Parliaments, which have some legislative authority over select 

economic areas. At the same time, the transition to a new government was also accompanied 

by the removal of a number of formerly meaningful institutions, most notably the ruling junta 

of the SPDC but also important economic rules such as the official exchange rate. Despite the 

creation of many new government bodies and formal laws that are important for business, 

most of the key government institutions and formal laws from previous eras remain and 

continue to have a significant influence on the behaviour of businesses. 

 

Myanmar’s economic institutional framework continues to give widespread power to the 

government, including exclusive control over key economic sectors and pervasive authority 

over private enterprise. State control of the economy is concentrated in sectors that have 

                                                      
21 Some of the research that underlies this chapter has also appeared in other reports by this author, including 
Bissinger, Jared, and Linn Maung. 2014. Subnational Governments and Business in Myanmar. Yangon, 
Myanmar: MDRI-CESD and The Asia Foundation, and Bissinger, Jared. 2014. “Myanmar’s Economic 
Institutions in Transition,” Journal of Southeast Asian Economies 31 (2): 241-255. 
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historically been Myanmar’s most lucrative, notably natural resources such as oil and gas, 

hardwoods, and minerals, as well as agricultural commodities, primarily rice. In these sectors, 

the state tightly controls permissions to operate through ministry-managed licenses which are 

bestowed upon select private entrepreneurs. These licensing processes are generally opaque, 

limit access to economic opportunities, and allow government fiat, not market mechanisms, 

to determine participation. The state also exercises a range of other authorities over 

transactions and property rights that encumber exchange and deter private economic activity. 

According to many interviewees in the private sector, Myanmar’s economic institutions 

continue to function much as they did before the transition to a quasi-democratic government. 

The state focuses on controlling who engages in specific economic activities and collecting 

revenue from those businesses, but places less emphasis on regulation and how those 

activities are done.  

 

While the formal laws and rules that underlie the state’s authority exist on paper, they 

regularly go unenforced, or are enforced arbitrarily, preferentially, or opportunistically in 

order to extract bribes from businesses. The uncertain and arbitrary application of law is not 

only the result of ‘institutional weakness,’ but is instead a fundamental part of Myanmar’s 

economic institutional framework in its own right. It serves as a mechanism of control and is 

an integral part of the incentive and constraint structure which shapes the economic 

behaviour and outcomes of businesses. Arbitrary governance is sometimes evidenced through 

unpredictable changes in laws, rules and regulations, or unannounced or unpredictable 

changes in the enforcement of existing rules and regulations. It is facilitated by poorly 

codified laws, processes, and procedures which provide little guidance and grant significant 

discretion to civil servants. Weak monitoring and enforcement mechanisms within 

government bureaucracies also contribute to inconsistent implementation, resulting in 

principal-agent problems between officials and the state. This creates a situation in which 

government officials and others who set the ‘rules of the game’ are often simultaneously its 

players, to the detriment of the game’s fair play. Lastly, the arbitrary application of laws, 

rules, and regulations is facilitated by weak market-supporting institutions, which fail to 

provide market-supporting services or a check on state authority, resulting in a lack of 

certainty for businesses. 

 

The arbitrary enforcement of laws and the uncertainty it creates couples with weak formal 

institutions and expansive state authority to have a notable consequences on the way that 



130 
 

businesses in Myanmar operate. Businesses lack effective means of recourse against civil 

servants who have wide-ranging authority and discretion. They are often compelled to use 

bribery or other forms of corruption in their relations with government officials. Businesses 

also use relationships to navigate the state system, helping them to expedite basic processes, 

access state-controlled economic sectors and facilitate illegal but lucrative activities. 

Relationships play an integral role in business to business activity, because the failure of 

institutions to facilitate impersonal exchange necessitates relation-based trading. Commodity 

trading associations are an important example, as they perform a range of functions similar to 

those of state-based market-supporting institutions in Western countries, including 

information transmission (both reputational and price information), dispute mediation, and 

provision of rules governing exchange. Businesses are also often members of state-linked 

business associations, which serve a variety of roles including mediation between 

government and business and provision of public good substitutes. Despite a range of coping 

mechanisms, Myanmar’s formal economic institutions still affect the returns to economic 

activity, deter investment, increase uncertainty, and reduce the likelihood of businesses taking 

on new clients.  

 

This chapter is divided into five sections. The first section provides an overview of the 

structure of the Myanmar government, including its different power centres and levels. The 

second provides an overview of Myanmar’s private sector, including structure and size, 

though the analysis is restricted because of the limitations and quality issues with the 

information available. The third section examines the ways in which the present-day state 

controls the economy, through formal laws, rules and regulations as well as power centres 

such as ministries. It also shows how the formal framework concentrates authority at the 

Union level of government. The fourth section explores how arbitrary enforcement of formal 

institutions is an integral part of the institutional framework. It explores how the lack of 

processes and procedures, the characteristics of the present-day civil service, and the lack of 

market-supporting institutions facilitate arbitrary institutional arrangements. The final section 

explores how firms react in this state-centric yet heavily arbitrary environment, through tools 

including bribery, relationships, informal institutions and state-linked organizations. It also 

argues that despite this range of coping mechanisms, the commercial decisions of private 

enterprises are distorted because of the institutional framework, often foregoing otherwise 

profitable economic exchange.  
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6.2: Structure of the Government Administration 

Myanmar’s post-transition government includes a range of administrative bodies whose 

functions and authorities have a bearing on the economy, including a the President’s Office, 

thirty Union Ministries, the Union Parliament (Pyidaungsu Hluttaw), State/Region 

Parliaments, State/Region Chief Ministers, and State/Region State Ministers (who function 

somewhat like a cabinet for the Chief Minister, though have no actual ministries to oversee, 

with the exception of the Minister for Development Affairs). During the transition from the 

SPDC, a range of new authorities were created while others were restructured, including a 

few ministries which were combined (such as the Ministry of Industry I and the Ministry of 

Industry II). The government also devolved the municipal governments (which are directly 

translated as development committees) from the former Ministry of Progress of Border Areas 

and National Races and Development Affairs to the newly created State Minister for 

Development Affairs (Bissinger and Linn Maung 2014, 14). 

 

6.2.1: The Union Government 

The Union government is expansive and plays a central role in most aspects of economic 

governance. Control of the country’s SOEs is the domain of the Union government, as is the 

provision of permissions and licenses for businesses in most sectors, notably natural 

resources. Permits for investment – both foreign and domestic – as well as licenses to import 

and export are also issued by the government in Nay Pyi Taw. The Union government is 

entitled to all major revenue streams, including the country’s two most lucrative taxes, 

the commercial tax and income tax. It has rights to taxes and royalties from natural 

resources, as well as almost all other forms of natural resource-related revenues.22  

 

The legislative functions of the Union government are handled by the bicameral Union 

Parliament, which is comprised of the Upper House of Nationalities and the Lower 

House of Representatives. The Union Parliament has the responsibility for drafting and 

passing almost all laws on economic matters. While the new parliament has passed numerous 

laws since its first meeting in 2011, the pace of reform to the formal laws and rules of the 

economy has sometimes led to neglect of the quality of those reforms. Often, new laws were 

modified versions of previous legislation and failed to address weaknesses in the previous 

                                                      
22 For example, MOGE is an equity partner in the Shwe Gas Fields and receives income through their 15% 
ownership stake. 
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legislation while perpetuating institutional characteristics from previous eras. Similarly, the 

Parliament’s many new laws often outstrip the ability of the country’s bureaucracy to 

implement them. 

 

The executive branch of government is headed by a President, supported by two Vice-

Presidents and a number of Ministers who are based in the President’s Office. The 

President’s Cabinet comprises these officials plus the Ministers that head each of Myanmar’s 

thirty ministries. These ministries control the rules and regulations for new legislation, 

oversee the implementation of existing laws, and govern the country’s numerous SOEs. 

Ministries that are most relevant to the country’s private sector generally fall within two 

categories: sector-based ministries, which have wide-ranging powers over their economic 

sectors, and macro-level ministries, which have important functions in managing the 

macroeconomic environment (see Table 6.1). Many of the sector-based ministries control 

SOEs that operate in natural resources, which are the country’s most lucrative and among the 

few that are not loss-making. Another set of ministries with key business-supporting 

functions are those responsible infrastructure, such as the Ministry of Electric Power or the 

Ministry of Rail Transport.  

 

Table 6.1: Key Sector-based and Macroeconomic Ministries 

Sector-based Ministries Macro-level Ministries 

Agriculture & Irrigation Commerce 

Hotels and Tourism Finance 

Livestock, Fisheries, and Rural Development National Planning and Economic 

Development Industry 

Mines  

Environmental Conservation and Forestry  

Energy  
Source: President Office. 2014. Ministries. Available from http://www.president-

office.gov.mm/en/?q=cabinet/ministries. 

 

While the Union government is centred in Nay Pyi Taw, its administrative apparatus extends 

throughout the country by way of a hierarchy of subsidiary offices at the State/Region, 

District, and Township level. At the core of the Union government hierarchy is the 

General Administration Department (GAD) under the Ministry of Home Affairs, which 

exists at all subnational levels of government in Myanmar. At the State/Region level, it 
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is responsible for administration and coordination for the state/region governments and 

between the Union ministries. At the District level, it supervises township GADs which 

are headed by a township administrator and has wide-ranging responsibilities from land 

registration to tax collection to local dispute resolution (Nixon et al. 2013, 33). It is also 

responsible for coordination among government actors such as union ministries (Nixon 

et al. 2013, 33). At the State/Region level, the GAD has little direct engagement with the 

private sector other than approving land grants and licenses for selling alcohol (Interview 

014 with businessperson, 2013). The District level is similar, where the GAD mainly 

coordinates between higher and lower levels of government and consolidates 

information from lower levels to pass up (Bissinger and Linn Maung 2014).  

 

The Township level GAD, which is headed by a township administrator and a support 

staff, is “responsible for promoting social and economic development through management 

of township affairs, oversight of implementation for higher level projects and coordinating 

with other parts of government” (Bissinger and Linn Maung 2014, 11). It engages with 

the private sector regularly, by providing recommendation letters for a range of 

transactions including land transfers, construction permits, and operating licenses, and 

also has some revenue collection responsibilities (Bissinger and Linn Maung 2014, 11). 

GAD officials at the Ward/Village level have fewer responsibilities, the most important 

of which is provision of recommendation letters for some licenses and permits. Many 

other Union ministries have offices at the State/Region, District, and Township level, 

including the Ministry of Finance (Internal Revenue Department), Ministry of Agriculture 

and Irrigation (Settlement and Land Records Department), Ministry of Industry (Directorate 

of Industrial Supervision and Inspection), Ministry of Home Affairs (Police), Ministry of 

Social Welfare (Fire Service Department), Ministry of Health (Health Department), and 

Ministry of Labor (Bissinger and Linn Maung 2014, 11).23  

 

6.2.2: State/Region Governments 

State/Region governments were created by the 2008 Constitution, which afforded them 

neither substantive power nor de facto independence. State/Region governments are headed 

                                                      
23 This list is not exhaustive, but includes only local level offices of Ministries that were verified by 
interviewees. Other ministries, for example Ministry of Mines, Ministry of Environmental Conservation and 
Forestry, and Ministry of Construction, also have offices at lower levels of government but were not specifically 
listed by interviewees during thesis research.  
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by a Chief Minister who is supported by a cabinet of State Ministers, each of which oversees 

not a State-level ministry but instead a portfolio of responsibilities linked with their 

respective Union ministry. In practice, State/Region governments serve both as part of the 

Union government hierarchy as well as quasi-independent governing bodies. State/Region 

governments often lack the basic prerequisites for quasi-independent governance. For 

example they do not have the personnel to staff the state/region parliaments nor the 

authority to hire or fire them. They lack the ability to collect revenue as they have no 

network of revenue collection offices to exercise their limited revenue collection rights, 

further limiting their ability to exert their independence from the Union government 

(Interview 004 with government official, 2013).  

 

6.2.3: Municipal Governments 

One of the few areas where State/Region governments have significant autonomy is with 

the municipal governments, which fall under the direct control of the State Minister of 

Development Affairs. The municipal governments have a wide range of relatively 

mundane responsibilities for the private sector, focusing on the delivery of basic services 

including roads and bridges, water, sewers, garbage collection, street cleaning and public 

electricity (such as streetlights) (Interview 003 with government official, 2013). They also 

have the responsibility to issue operating licenses to businesses in some sectors, such as small 

shops and restaurants, as well as special permits to businesses that operate in particular 

sectors, such as butchers or shops that sell dangerous or flammable goods (Interview 003 with 

government official, 2013). They also provide construction permits and conduct a range of 

inspections. The municipal governments are notable because they are the only meaningful 

administrative bureaucracy that was placed under the direct control of State/Region 

governments by the 2008 Constitution and given meaningful discretion to raise revenue and 

control staffing decisions (Bissinger and Linn Maung 2014, 14). 

6.3: The Private Sector in Myanmar 

There are few reliable figures on the size and sectoral distribution of private sector enterprises 

in Myanmar, the result of incomplete record keeping, a disparate registration system in which 

businesses obtain operating licenses from various local and national authorities, and the high 



135 
 

costs of some types of registration, which encourages informality.24 The resulting data on the 

present-day private sector is incomplete and difficult to interpret given the complexity and 

opacity of the system. While available information is not comprehensive, it does evidence a 

number of important characteristics of the private sector in Myanmar. Among these 

characteristics is the high concentration of small-scale enterprises oriented towards the 

domestic market, with a heavy focus on the production of foodstuffs and trading.  

 

According to figures released in 2013 by the President’s Office and detailed in Table 6.2, the 

large majority of enterprises in the country (83%) are informal (Government of the Republic 

of the Union of Myanmar 2013b). While the figures do not specify how these estimates were 

calculated, it is likely that they include businesses and vendors that are registered with 

municipal governments or other local authorities. Of the remaining ‘formal’ businesses, over 

99% are small and medium enterprises. Large enterprises make up just 0.1% of the total 

enterprises in the country (Government of the Republic of the Union of Myanmar 2013b). On 

a per capita basis, Myanmar has only about 12 large enterprises per million people. However, 

it is important to note that Myanmar lacks a consistent definition of small, medium and large 

enterprises and at present there are few well defined benefits for falling into each category.25  

 

Table 6.2: Distribution of Businesses by Size and Registration 

Type of enterprise Number of 

enterprises 

Percentage of 

formal enterprises 

Percentage of all 

enterprises 

Large enterprises 721 0.6% 0.1% 

Small and medium enterprises 126,237 99.4% 16.9% 

Total registered enterprises 126,958 100% 17.0% 

Informal enterprises 620,000 n/a 83.0% 
Source: Government of the Republic of the Union of Myanmar. 2013b. President U Thein Sein delivers an 

address at Small and Medium Enterprises Development Central Committee meeting at Presidential 

Palace. President Office, Nay Pyi Taw, Myanmar. 

                                                      
24 Among the other problems with Myanmar’s enterprises data is that it only keeps a registry of firms when they 
incorporate. No data is kept on the number of firms that cease operations. Further, some registered firms may 
never have commenced operations, especially those registered in the late 1980s and early 1990s. This, according 
to Tin Maung Maung Than, is because many of these firms were set up speculatively and “failed to capture 
profitable business deals in the lucrative foreign trade sector” in that time and have since been dormant. See: Tin 
Maung Maung Than. 2007. 
25 The only definition discovered by this author in nearly two years of fieldwork was for small and medium 
businesses in the industrial sector, promulgated in the 1991 Private Industrial Enterprise Law. It included 
measures of power used (in horsepower), total number of employees, initial capital outlay and output per year. 
The definition does not give guidance on how to classify enterprises that do not fall into the same classification 
for all criteria. Given the measures, the definition is not applicable outside of the industrial sector.  
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As of 2013, companies represent a small proportion of the total businesses in Myanmar. 

Since 1988, a cumulative total of 33,752 entities registered with Department of Investment 

and Company Administration (DICA) at the Ministry of National Planning and Economic 

Development (MNPED), details of which are included in Table 6.3. Companies can register 

as Myanmar enterprises, foreign enterprises, partnerships, joint ventures, hotel enterprises, 

and business associations. Companies can register under the FIL, the Myanmar CIL, or the 

Companies Act, each of which gives certain benefits to registering businesses. Company 

registrations were dominated by Myanmar enterprises, which comprised nearly 90% of the 

total registrations. Most of these enterprises are trading firms or large manufacturers 

(Interview 111 with business association, 2013).  

 

Table 6.3: Company Registrations with the Ministry of National Planning and 

Economic Development, by type 

Type of Company/Organization Number of Companies 

State-owned enterprises 639 

Myanmar enterprises 30,135 

Foreign enterprises 1,686 

Partnerships 1,072 

Joint ventures (between state-owned and local enterprises) 54 

Joint ventures (between state-owned and foreign enterprises) 17 

Joint ventures (between Myanmar and foreign enterprises) 92 

Business associations 57 
Source: Directorate of Investment and Company Administration. 2013. Data on Foreign Investment, 

Local Investment and Company Registration. Ministry of National Planning and Economic 

Development, Nay Pyi Taw, Myanmar. 

 

Many of the country’s small, medium, and large enterprises register with the Union ministry 

that is responsible for the sector in which the business operates. Major ministries for 

registration include the Ministry of Industry (manufacturing businesses), Ministry of 

Commerce (trading businesses), Ministry of Mines (mining businesses), Ministry of Hotels 

and Tourism (hotels, travel agents, tour guides and others), and the Ministry of Cooperatives 

(businesses of any sector with less than 10 employees). Among these, the Ministry of 

Industry is one of the few that has a significant number of registered enterprises as well as 

basic publicly-available data about them. Manufacturing enterprises that register with the 

Ministry of Industry are categorized by size, with SMEs dominant. Of the 43,232 registered 
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enterprises, the majority are small enterprises and nearly nine out of ten are SMEs, as noted 

in Table 6.4. 

 

Table 6.4: Manufacturing Enterprises Registered with the Ministry of Industry, by size 

 Number of 

Enterprises 

Percentage of Manufacturing 

Enterprises 

Small Manufacturing Enterprises 31,137 72% 

Medium Manufacturing Enterprises 7,287 17% 

Large Manufacturing Enterprises 4,808 11% 
Source: OECD, Multi-Dimensional Review of Myanmar: Initial Assessment, Geneva: OECD Publishing, 

107. 

 

Of all manufacturing enterprises registered with the Ministry of Industry, the majority 

(63.5%) work in food and beverages, a sector which saw comparatively little government 

intervention during either the socialist or military eras. There are also significant numbers of 

manufacturing SMEs in construction materials, metals and minerals and clothing and 

‘wearing apparel.’ A complete breakdown is detailed in Table 6.5.  

 

Table 6.5: Distribution of Manufacturing Enterprises, by Sector and Size 

Sector  Large Medium  Small Total  Percentage 

Food and Beverage 2,369 4,110 20,976 27,455 63.5% 

Construction Materials 510 650 2,117 3,277 7.6% 

Metal and mineral  315 381 1,204 1,900 4.4% 

Clothing and Wearing Apparel 341 380 1,001 1,722 4.0% 

Personal goods 375 410 330 1,115 2.6% 

Industrial raw materials 169 240 282 691 1.6% 

Printing and publishing 60 117 183 360 0.8% 

Household products 144 79 97 320 0.7% 

Transport vehicles 194 40 33 267 0.6% 

Industrial tools and equipment 15 49 66 130 0.3% 

Agricultural machinery  9 25 37 71 0.2% 

Electrical equipment  43 15 12 70 0.2% 

Others  264 791 4,799 5,854 13.5% 

Total  4,808 7,287 31,137 43,232 100% 

Percentage 11.1% 16.9% 72.0% 100% - 
Source: Central Department of Small and Medium Enterprises Development. 2013. "Small and 
Medium Enterprises in Myanmar". Paper read at SME Development Center, Yangon, Myanmar. 
August 26. 
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Small-scale enterprises (or micro-enterprises) engaged in any type of business can register 

with the Ministry of Cooperatives, which had issued registrations to 14,956 such enterprises 

through July 2013. Of these, the majority (60%) were engaged in handiwork, with food and 

beverage production the next most common sector of activity. The Ministry of Hotels and 

Tourism has registrations from 5,790 enterprises in the hotels and tourism sector (OECD 

2013, 107). Other firms have operating licenses from the Ministry of Trade and Commerce, 

Ministry of Mines, and Ministry of Forestry.  

6.4: State Control of the Economy   

For many of the laws, rules, and regulations that underlie Myanmar’s economic institutions, 

the primacy of the Union government’s economic authority is a central feature. Other levels 

of government and individuals are relegated to a subservient status. The Union government’s 

widespread economic authorities affect the property rights of businesses and their freedom to 

transact. The systems of control have evolved throughout the country’s recent history and are 

firmly engrained in the legal framework of the country as well as the operations of the 

administrative bureaucracy. The legal basis of the country’s formal economic institutions is 

the laws, rules, and regulations which pertain to labour, capital, property rights, transacting, 

and other economic rights, and originate from the country’s administrative and legislative 

bodies. At the core of these legitimizing laws and rules is the 2008 Constitution. It is 

accompanied by a range of other Union-centric laws, rules and regulations and a hierarchical 

system of authority which derives from military rule. Together, they formalize the 

widespread powers of the Union government. 

 

6.4.1: The Constitution 

Though it was designed and drafted under the previous military junta and passed in a heavily 

criticized referendum, Myanmar’s 2008 Constitution nonetheless represents an important 

pillar of the new government’s formal authority.26 It outlines the structure of the government 

administration, delegates formal authorities to different parts of that structure, and defines the 

respective economic powers of the government and the individual. The 2008 Constitution 

resembles previous constitutions and formal legislation in Myanmar by giving the state 

                                                      
26 The referendum, in which 94% of voters casted ballots in support of the constitution, received criticism on a 
number of fronts. The 94% “yes” vote was cited as the result of intimidation, force, vote-buying, and blatant 
fraud. The 98% turnout level was seen as unlikely, given that the vote was held shortly after Cyclone Nargis, 
one of the country’s worst natural disasters.  
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control over key inputs to production, notably land and natural resources. It affirms that the 

“state is the ultimate owner of all lands and all natural resources above and below the ground, 

above and beneath the water and in the atmosphere in the Union” and as such “shall enact 

necessary law to supervise extraction and utilization of State-owned natural resources by 

economic forces” (The Republic of the Union of Myanmar 2008, 10). The Union’s authority 

over lands and resources is constitutionally unbounded by any rights afforded to individuals, 

peoples, or any other level of government.  

 

The rights of private individuals, as outlined in the constitution, include the “right of private 

property, right of inheritance, right of private initiative and patent” as well as the “right to 

conduct business freely in the Union” (The Republic of the Union of Myanmar 2008, 10, 

153). Yet these rights, as well as numerous other individual economic rights enshrined in the 

constitution are made contingent by the phrase “in accord with the law” (The Republic of the 

Union of Myanmar 2008, 10, 153). These individual economic rights are not inalienable, but 

instead subservient to the law and hence to a state with few constitutionally enshrined 

constraints on its lawmaking authority. Only a few economic rights, for example guarantees 

against the nationalization of private enterprises and the demonetization of currency, are not 

qualified by this rejoinder (The Republic of the Union of Myanmar 2008, 10). However, 

these select exceptions have been the subject of promises by previous governments which 

failed to honour them (Turnell 2009, 238, 254).27 While the constitution does prescribe some 

individual rights, the rights of the government are pre-eminent and unencumbered by those of 

the individual. 

 

The 2008 Constitution also provides a framework for the distribution of economic authority 

between different levels of government, and gives nearly all important economic authority to 

the Union. These powers are most clearly delineated in two areas: the legislative authorities 

of the Union and State/Region Parliaments and the taxation powers of the Union and 

State/Region governments. Together, these serve as a de facto delineation of authority 

between levels of government, as the Constitution is conspicuously silent on the respective 

administrative authorities of the Executive Branch and the Ministries. Schedules 1 and 2 of 

                                                      
27 It is notable that the 2008 Constitution is not the first instance of a Burma/Myanmar government making 
guarantees against nationalizing businesses, as was noted in previous chapters. Nor was it the last, as the pledge 
was repeated in the 2012 Foreign Investment Law. However, none of these guarantees provide much needed 
details on the definition of nationalization, raising the question of what recourse, if any, investors have against 
an overbearing state that does not explicitly nationalize private property.  
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the 2008 Constitution outline the respective legislative authorities of the Union and 

State/Region Parliaments, giving the former the vast majority of economic legislative 

responsibilities. For example, in the ‘Economic Sector’ the Union is afforded law-making 

authority over:  

 

“(a) Economy; 

(b) Commerce; 

(c) Co-operatives; 

(d) Corporations, boards, enterprises, companies and partnerships; 

(e) Imports, exports and quality control thereon; 

(f) Hotels and lodging houses; and 

(g) Tourism” (The Republic of the Union of Myanmar 2008, 183). 

 

States/Regions have lawmaking authority over:  

 

“(a) Economic matters undertaken in the Region or State in accord with law enacted by the 

Union; 

(b) Commercial matters undertaken in the Region or State in accord with law enacted by the 

Union; and 

(c) Co-operative matters undertaken in the Region or State in accord with law enacted by the 

Union” (The Republic of the Union of Myanmar 2008, 188). 

 

Schedules 1 and 2 also outline legislative authorities in areas including agriculture and 

livestock breeding, energy, electricity, mining and forestry, industry, and transport 

communication and construction. Similarly, they afford the Union government near-universal 

authority in these areas. A comparison of the Union and State/Region authorities in the 

“energy, electricity, mining and forestry” sector illustrates the disparity. The Union 

government has authority over:  

 

“(a) Petroleum, natural gas, other liquids and substances declared by the Union Law to be 

dangerously inflammable; 

(b) Production and distribution of electricity of the Union; 

(c) Minerals, mines, safety of mine workers, and environmental conservation and restoration; 

(d) Gems; 
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(e) Pearls; 

(f) Forests; and 

(g) Environmental protection and conservation including wildlife, natural plants and natural 

areas” (The Republic of the Union of Myanmar 2008, 183-184). 

 

The States/Regions are granted the following authority:  

 

“(a) Medium and small scale electric power production and distribution that have the right to 

be managed by the Region or State not having any link with national power grid, except large 

scale electric power production and distribution having the right to be managed by the Union; 

(b) Salt and salt products; 

(c) Cutting and polishing of gemstones within the Region or State; 

(d) Village firewood plantation; and 

(e) Recreation centers, zoological garden and botanical garden” (The Republic of the Union 

of Myanmar 2008, 189). 

 

A comparison of the entirety of Schedules 1 and 2 shows that the majority of economic 

authority is given to the Union government, with only residual authority left for the 

State/Region governments. The disparity is echoed in the distribution of taxation powers 

between the Union and States/Regions. The Union government has the rights to revenues 

from natural resources, trade, and the country’s two most lucrative taxes, the commercial and 

income tax (The Republic of the Union of Myanmar 2008, 193-194). States/Regions have 

taxation powers over land and excise revenue, as well as a number of regressive, direct 

taxation powers including over use of jetties, state-maintained toll roads, entrainments, etc. 

While States/Regions have a State Minister for Finance, they do not have their own revenue 

collection offices and instead depend on the Union government (specifically the GAD) for 

collection of land and excise taxes (Interview 004 with government official, 2013, OECD 

2014, 167).  

 

6.4.2: Laws, Rules, and Regulations 

While the Constitution provides a foundation for the primacy of the Union government, a 

range of other laws, rules, and regulations flesh out its formal economic authority. One of the 

most important of these is the 1989 State-owned Economic Enterprises Law, passed by the 

previous military regime but still in force (Government of the Union of Myanmar 1989). The 
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law gives the government the exclusive right to own and operate economic enterprises in a 

range of sectors including petroleum, natural gas, jade, precious stones, metals, teak and other 

forestry products (excluding village-owned firewood plantations), fisheries, post and 

telecommunications, air transport, rail transport, broadcasting, banking, insurance, electricity 

generation, and defence-related manufacturing (Government of the Union of Myanmar 1989, 

1-2). The law also gives the state the right to permit any economic enterprise to carry out the 

restricted activities through either a joint venture between a private interest and the 

government, or exclusively by that private interest ‘subject to conditions’ (Government of the 

Union of Myanmar 1989, 2). In short, this law affords the state exclusive control over the 

most lucrative parts of the economy and the authority to license out the permission to exploit 

these. The result of this law is the creation of the foundations of the country’s crony 

economy. The law also gives the government the authority to “prohibit or prescribe 

conditions regarding the purchase, procurement, improvement, storage, possession, transport, 

sale and transfer of products derived from or produced by or used by economic enterprises” 

in the sectors reserved for the state (Government of the Union of Myanmar 1989, 2). The 

authorities that result from this clause are expansive, and give the state numerous avenues 

through which to collect revenue, affect prices, distribute patronage, and intervene in many 

aspects of the economy that may not otherwise fall under the purview of the law. This law, 

more than the Constitution or any other current legislation, serves to legitimize the lack of 

boundaries over the state’s interaction with the private sector.  

 

In many of the economic sectors that the Constitution reserves for the state, there are sector-

specific laws, rules, and regulations that detail the government’s powers. Many of the sector-

specific laws share common characteristics in the way they legislate the authority of the state. 

First, laws require businesses to obtain a permit from a Union ministry to engage in an 

economic activity beyond subsistence scale. However, the laws often leave the permitting 

process vague and inconsistent. For example, the Forest Law requires licenses for the 

extraction, sales, and export of forest produce but contains an exemption to the requirement 

when “carried out as a State-owned enterprise” (Government of the Union Of Myanmar 

1992). While the law proscribes competitive bidding as the method of award, it also includes 

vague and discretionary exceptions. One clause in the law allows exceptions in all cases in 

which “the Minister is empowered by the Government in respect of the extraction of forest 

produce” (Government of the Union Of Myanmar 1992). The Myanmar Mines Law makes no 

stipulation for the award of mining licenses, other than the requirement that applications must 
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go to the Union Ministry for large-scale awards but to lower departments of the Ministry for 

smaller awards (Government of the Union of Myanmar 1994). Sectoral laws also afford the 

state a range of other powers that influence private enterprise outside of the licensing process, 

including: 

 Exceptional powers to intervene in transactions. 

o The right to issue prohibitions on “purchasing, obtaining, storing, possessing, 

transporting, selling, transferring of any mineral obtained from mineral 

production” (Government of the Union of Myanmar 1994). 

 The exclusive right to some types of dispute resolution.  

o Many administrative decisions are mandated to be resolved through the 

ministerial hierarchy and exclude the judicial system. For example, in the 

Forestry Law, appeals from the Township Forest Officer going to the District 

then State/Region, then Union level Director General and finally Minister, 

whose decision is final (Government of the Union Of Myanmar 1992).  

 

Among the most valuable assets for entrepreneurs and businesses is land, and Myanmar’s 

land regime exhibits many of the same aspects of Union dominance that is evident in the 

sectoral laws. The land regime was most recently updated by two laws passed in 2012, the 

Farmland Law and the Vacant, Virgin, and Fallow Lands Law. Both demonstrate the strong 

government control over land and contain numerous state-mandated burdens to exercise 

private rights in accord with the law. For example, the 2012 Farmland Law includes a litany 

of restrictions and conditions upon legal land use, including: 

 A prohibition of farming the land without permission from the farmland management 

body; 

 A prohibition on using land for non-agricultural purposes; 

 A ban on growing other crops besides the ‘regular crop’; 

 A ban on leaving land fallow without a ‘good reason’; 

 A ban on selling, pawning, or otherwise facilitating a transaction using the land 

without before obtaining farming rights (Government of the Republic of the Union of 

Myanmar 2012b, 4) 

Failure to abide by these and other conditions could result in a fine, forced change in the 

utilization of the land, or eviction (Government of the Republic of the Union of Myanmar 

2012b, 6).  
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Under the military government, trade and investment laws were relatively restrictive, though 

a host of new laws, including the Export and Import Law (2012), Foreign Investment Law 

(2012), and Citizens Investment Law (2013) and their accompanying rules and regulations 

have relaxed state control over these areas. The Export and Import Law provides little 

concrete detail on any policies or procedures, being only marginally longer than three pages. 

It gives the Ministry of Commerce authority over many aspects of trade including the 

classifications of goods, the oversight of lists of restricted or banned goods, the authority to 

issue permits for importing and exporting, and the responsibility to draft rules and regulations 

to accompany legislation (Government of the Republic of the Union of Myanmar 2012a). The 

Foreign Investment Law (2012) and its domestic cousin the Citizens Investment Law (2013) 

outline the role of the state in investment of most large enterprises. These laws are 

accompanied by rules and regulations, which are also less restrictive than their predecessors, 

notably with the shift from a positive to a negative list of permitted economic activities. 

However, the permitting process outlined is extensive and must clear the ‘scrutiny’ of the 

Myanmar Investment Commission, which has the authority to accept and reject investment 

applications (Government of the Republic of the Union of Myanmar 2013a).   

 

6.4.3: Control through Union Ministries  

While the formal laws, rules and regulations constitute the basis of the Union government’s 

economic controls, the exercise of that control is most often through the Ministries and their 

SOEs. One of the most important avenues of Ministerial control is limitations on the sectors 

in which businesses can operate. This is achieved through licensing regimes. Union-level 

Ministries license businesses in a wide range of sectors, including natural resources, 

manufacturing, trade, and many service industries (Bissinger and Linn Maung 2014). While 

the process to obtain these licenses varies from ministry to ministry, businesses that were 

interviewed for this thesis noted that they were often more complex and challenging in 

practice than official rules and regulations would suggest. One interviewee noted the 

following process to obtain a license from the Ministry of Hotels and Tourism in 2012:  

 Obtain recommendation letters from the Township Health Department, Township Fire 

Department, Township Police and the Ward/Village Administrator. 

 Take those recommendations to the Township Administrator for scrutiny and obtain 

his/her recommendation. 
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 Take these five recommendations to the Township Municipal office to obtain a 

municipal license.  

 Township Municipal office forwards application to the State Ministers. 

 State Ministers send officials to conduct an inspection and provide a report. 

 State Ministers approve the project and forward it to the relevant Union ministry. 

 The relevant Union ministry conducts an inspection and provides a report. 

 Based on the above process, the Union ministry issues a license to the business 

(Interview 013 with businessperson 2013).  

The wide range of inspections and approvals necessary to obtain an operating license present 

significant financial and time costs for businesses and are a major barrier to entry for 

prospective entrepreneurs. Another potential aspect of control by Union ministries is the 

regular inspection of businesses. Notably, these inspections were neither common nor used as 

a mechanism to exert control outside of the licensing process. They were not seen by 

interviewees as a major challenge (Interview 007 with businessperson 2013, Interview 008 

with businessperson 2013). Instead, interviewees suggested that Union ministries place far 

more emphasis on entry into a sector than the ongoing operations of businesses in that sector.  

Ministries are also heavily involved in the drafting of legislation, and control the writing of 

the rules and regulations that accompany many laws, giving them significant authority to 

shape bureaucratic processes. Lastly, many ministries have authority to oversee a range of 

tenders in sectors including natural resources, telecommunications and others. For most 

private enterprises, though, the key aspect of Union ministry control is licensing. One 

interviewee summarized the key distinction between the Union and local levels, noting that 

permission and permits come from the top while services come from the local level 

(Interview 001 with businessperson 2013).  

 

6.4.4: Control on the Local Level 

While government controls also exist at the local level, they are more diverse in their form 

and function than those of the Union level. Government officials responsible for local matters 

are generally mid- and low-level civil servants who execute basic services for their respective 

Union ministries. They are often responsible for granting permissions for mundane tasks. One 

business noted that, when they wanted to improve the road in front of their premises, they 

needed government permission despite the fact that they had to pay the cost of the materials 

while the Ministry of Construction only contributed tools and machines. The major role of 
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the government was to “give you permission” to improve the road, not to bear the costs 

(Interview 029 with businessperson 2013). The interviewee noted that despite the fact that 

“everything is self-reliance, you still need permission” (Interview 029 with businessperson 

2013). The same firm noted that they also had to obtain municipal permission to cut trees on 

their own property (Interview 029 with businessperson 2013). Often permissions at this level 

are more consensus-based than those that come directly from the Union level. For example, 

construction permits are granted by the municipal government but cannot be obtained before 

a range of recommendations are obtained and the township administrator (GAD) ‘scrutinizes’ 

the land records (Interview 022 with government official 2013).  

 

While most evident at the Union level, control remains an essential element of the 

governance of business at all levels by a state with nearly ‘unlimited’ authority. This control 

results from a set of formal economic rules which create a system in which the rights of the 

Union government are paramount. This state-centrality is evident most obviously but not only 

in the concentration of property rights with the Union government. However, these formal 

rules and regulations also extend state control over the ability and mechanisms that 

individuals use to transact, and the range of economic opportunities that are available to 

private citizens. They contribute to an economic system in which laws, rules and regulations 

are often vague, regularly out-dated, and sometimes wholly inappropriate, resulting in 

unpredictable, arbitrary, and variable implementation.  

6.5: Uncertainty and the Arbitrary Implementation of Formal Institutions 

The widespread authority and control of the economy by the Union government that derives 

from the country’s formal laws and rules is an integral element of Myanmar’s economic 

institutional framework. Yet while formal rules may often espouse control in principle, reality 

is characterized by inconsistency, unpredictability and the arbitrary application of law. North 

argues that institutions are not just the formal and informal constraints that restrain or 

incentivize economic activity, but also the enforcement characteristics of these formal and 

informal constraints (North 1994b). Given this definition, the uncertainty and arbitrary 

application of law in Myanmar is evidence not only of ‘weak institutions’ but instead of a 

fundamental aspect of the institutional framework in its own right. It constitutes an integral 

part of the incentive and constraint structure which shapes the economic outcomes and 

decision-making of firms. Uncertainty and arbitrary application of law are the result of many 
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combining factors, including the lack of clear policies and procedures, uncertainty over 

decision-making and implementation authority, high bureaucratic monitoring and 

enforcement costs, and the roles of personalization and consensus-building. Together, these 

characteristics of the government illustrate some aspects of the weakness in Myanmar’s 

‘weak but unlimited state.’  

 

6.5.1: Arbitrary Governance 

The arbitrary application of laws, rules, and regulations, and their change without notice is a 

major consideration for economic enterprises in Myanmar. It increases uncertainty, which 

reduces the incentives to make long term investments. It can result in large losses or 

unnecessary expenses for businesses that made investment decisions with a certain set of 

expectations that the arbitrary changes in policy undermined. Arbitrary changes in laws and 

their enforcement can be a tool of control, a tool to encourage bribery, a reaction to external 

circumstances, or driven by decisions within the governing structure.  

 

Recent and immediate changes in laws, rules and regulations, for example modifications to 

the licensing system for import companies, provide good examples of arbitrary governance 

and its effect on firms. One interviewee, a long time importer, noted that traders were 

previously required to specify seven (out of fifteen) categories of goods that they would 

import, and list these on their license. In the 2000s, the government changed the policy and 

allowed companies to import goods from all 15 categories, but reversed this back to seven 

categories in 2010 (Interview 203 with businessperson 2014). After this change, the 

interviewee applied for another company license, incurring substantial time and financial 

costs in order to continue importing the same range of products. However in early 2014, the 

government once again changed the policy to allow imports in all 15 categories, rendering the 

new company license redundant and the investment worthless (Interview 203 with 

businessperson 2014). 

 

Another example is the regular modifications in the car licensing regime, which have 

changed eight times since 2011 (Kyaw Hsu Mon 2013). Car import licenses were among the 

first economic liberalizations made by the new government. However, these changes were 

often announced with no warning and had a significant impact on local manufacturers. One 

interviewee, who previously owned and managed a small automobile manufacturing 

business, said that he “got bitten by (the) change in the automobile licensing policy” 
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(Interview 015 with businessperson 2013). At that time, his business was producing vehicles 

that he had financed through loans. However, the entrepreneur had “no idea the import policy 

was going to change” (Interview 015 with businessperson 2013). The arbitrary and 

immediate change in the import license policy forced him to lower the sale price for the 

vehicles under producing and take losses on them (Interview 015 with businessperson 2013). 

The change happened without warning which gave the business owner no time to prepare or 

adapt, causing a large loss to the business. 

 

Another aspect of arbitrary governance in Myanmar is unannounced and unpredictable 

changes in the enforcement in formal laws, rules or regulations. This arbitrary enforcement 

was noted by a trader, who said that in some parts of Myanmar it is common for some 

importers to fail to pay duty. The police, unsure of how to determine which traders were 

complying with the law, resorted to “locking up traders indiscriminately” (Interview 001 with 

businessperson 2013). Another example of the arbitrary enforcement of policies was the 

crackdown in late 2013 on the importation of wine, beer and spirits, which have long been 

subject to restrictions and high duties in Myanmar. Despite the restrictions, some companies 

exploited a loophole allowing companies with a hotel registration to import these goods, a 

practice that continued for over a decade ("Authorities Charge City Mart for Uncertified 

Alcohol" 2013). In October 2013, an anonymous tip led to an investigation and charges 

against a major retail chain, City Mart ("Authorities Charge City Mart for Uncertified 

Alcohol" 2013). 

 

6.5.2: Lack of Processes and Clear Procedures 

The lack of well-defined processes and procedures, and the difficulty in finding information 

about these, presents a major challenge for private businesses. It creates direct challenges for 

businesses by increasing transactions costs, such as the time and money spent collecting 

information, meeting government officials, and completing procedures with government 

offices. Poorly crafted and vague legislation is one component, as many of Myanmar’s key 

laws are brief and provide few details on the specific processes and procedures that are 

necessary for private sector enterprises. The 2012 FIL is among the most well defined of 

Myanmar’s economic laws, yet in its official English version is only 23 pages long. Key 

procedures are dealt with only in passing. The application process receives only half a page, 

and the obtaining of insurance only one sentence (Government of the Republic of the Union 

of Myanmar 2012c, 13). The accompanying rules and notification are 24 and 22 pages 
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respectively. While they are sufficient in defining the sectors in which foreign investment is 

permitted, they leave significant uncertainty about processes.  

 

In place of well-elaborated written rules and regulations, many of Myanmar’s laws mandate 

the creation of committees, commissions, or posts and vest them with significant and often 

ill-defined authority over economic activity. Select examples include: 

 The 2012 FIL continued the authorization of the Myanmar Investment Commission 

(which was created under the 1988 FIL), which has the authority to scrutinize and 

approve investment proposals and coordinate with other bodies of government about 

the proposals (Government of the Republic of the Union of Myanmar 2012c). 

 The Special Economic Zone Law (2011) authorized a Central Body, Central Working 

Body and Management Committees with powers over many aspects of the 

development and management of SEZs (Government of the Union of Myanmar 

2011).  

 The Electricity Law (1984) created an Inspector General post with duties including 

issuing permits for exploration, generation, transmission, or distribution of power, 

inspections, and some types of dispute resolution (Government of the Socialist 

Republic of the Union of Burma 1984).  

 The Farmland Law (2012) established a hierarchy of Farmland Management Bodies 

with powers including but not limited to guidance and control of registration for 

farming rights, issuing land use certificates, dispute resolution, control over the sale, 

pawn, lease, exchange and donation of farming rights, and the authority to revoke 

farming rights (Government of the Republic of the Union of Myanmar 2012b).  

These committees and positions are used as a replacement for codified laws, rules and 

regulations. They are afforded wide-ranging powers, as noted above, but given few 

guidelines in the respective laws about the exercise of those powers.   

 

The lack of clear policies and procedures leads to delays and costs for business, with 

numerous businesses noting these challenges in relation to the licensing procedure. One 

business described the process was “completely opaque” as the Ministry is “always telling 

you next week, next month, etc. No one really explains the process but apparently you send 

in the application and it goes to one ministry that’s related to what you do and then to a bunch 

of other ministries for comments” (Interview 208 with foreign consultant 2014). At this stage, 



150 
 

line ministries can object to the issuing of a license, and according to the interviewee, only 

need to provide vague reasons for doing so. This forces the business to restart the licensing 

process. Another business similarly noted that “there’s no clarity about the process of 

obtaining a license. There’s no information so they need to ask a DG (director general) or 

minister” (Interview 202 with foreign consultant 2014). Another business, which often has to 

submit papers to government officials to receive approval for transactions, said that officials 

often do not know what paperwork is needed. As such, they regularly err on the side of 

caution and require a significant amount of documentation. The interviewee said “rather than 

being rational and logical and reasonable about what they (government officials) need to ask 

for and what they don't, they just ask for everything” (Interview 203 with businessperson 

2014). Some businesses have attempted to deal with the lack of clear processes by 

outsourcing to agents or other professionals. However, even agents struggle with the lack of 

clarity. A foreign firm who outsourced their taxes to an ‘experienced’ local accounting firm 

said that they found they often “appeared to be walking in the dark” (Interview 202 with 

foreign consultant 2014). The only interviewee who supported the discretionary powers was a 

government official who noted that the lack of clear policies and procedures allowed them to 

apply laws on a case-by-case basis, for example by giving discounts on taxes to small and 

medium enterprise as long as they could justify it to their superiors (Interview 004 with 

government official 2013). However, even these comments support the arbitrary nature of the 

implementation of tax laws. 

 

The lack of processes and clear procedures also opens the door to corruption. Civil servants 

have leeway in their interpretation of rules and regulations, creating an incentive for 

businesses to bribe the official to obtain the more favourable interpretations. One interviewee 

noted the example of construction permits, which are granted by the municipal governments. 

In Yangon, there are two types of permits: major renovations and minor renovations, the 

latter of which is easier to obtain and requires less paperwork. The interviewee noted that 

their business had recently applied for and received a minor renovation permit despite the 

large scale of their project, because “there’s no chart or description of what is a small 

renovation and what is a big renovation” (Interview 208 with foreign consultant 2014). 

Obtaining the minor renovation permit required a small payment, which gave the business the 

informal permission to conduct a larger renovation. Another business in the retail industry 

said that they were assessed an annual tax from the Ministry of Environmental Conservation 

and Forestry for selling wood-based products. The business had never heard of the tax and 
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had “no idea how it was calculated” and said that it did not “show up in government revenue” 

(Interview 009 with businessperson 2013).  

 

6.5.3: Challenges for the Civil Service 

Another aspect that drives uncertainty in Myanmar’s institutional framework, and one that is 

closely related to the unclear policies and procedures, is the challenge of allocating decision-

making and implementation authorities within the civil service. Here, the government 

bureaucracy can exhibit two different and seemingly contradictory characteristics: hierarchy 

and consensus. These distinct but interrelated characteristics present significant challenges 

for businesses who incur costs to determine who has authority for decision-making and 

implementation, whether there is any difference between those with de facto and de jure 

authority, and to appeal to that authority until a decision is reached.  

 

Myanmar’s civil service is hierarchical, which is often attributed to the country’s strong 

Buddhist traditions. However, the recent legacy of military governance also plays an 

important role, argue Khin Maung Kyi et al., who note that present-day decision making 

“followed that of the military system, the officers at one level unwilling to take any 

responsibility and preferring instead to push decisions to the next higher level” (2000, 190). 

The unwillingness to take responsibility is partly the result of a bureaucratic culture in which 

failure to handle responsibilities correctly could result in punishment or other problems 

(Interview 203 with businessperson 2014). One interviewee, who had over a decade of 

business experience in which government engagement is frequent, noted that “civil servants 

get trapped in this mindset that you can't challenge anything or change it or else there will be 

consequences and retribution” (Interview 203 with businessperson 2014). One mechanism 

used to exert control over the civil service is the regular shuffling of staff between positions, 

a practice with roots in the socialist and military eras when the increasing personalization of 

power over government departments led to a de-institutionalization of their operations. 

Bureaucratic staffing was used to reward loyalty, with merit a secondary consideration (Khin 

Maung Kyi et al. 2000, 152).  

 

The result is a civil service in which officials at lower levels are often unwilling to make even 

small decisions, because the minute risks of erring still outweigh the marginal benefits of 

action. Instead, trivial and routine matters are escalated to the highest levels of Myanmar’s 

civil service, placing heavy burdens on top administrators and resulting in delays in decision-
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making and distractions for senior officials. One interviewee noted an example: their business 

was interested in a factory that the government had slated for privatization. However, in order 

to visit the facility at the start of the evaluation process, the potential buyer had to obtain 

permission from the Minister to conduct a basic tour (Interview 204 with foreign consultant 

2014). Similarly, the interviewee noted that the need to engage with high level officials also 

characterized the licensing process. The interviewee stated: “there’s no authority given to 

junior staff to issue licenses, so for a license as simple as a garment factory, you need to 

lobby the MIC (Myanmar Investment Commission) for approval - the chairman of the MIC 

shouldn’t be involved” (Interview 204 with foreign consultant 2014). 

 

In areas where there are not clear policies and procedures, decision-making is similarly 

escalated to the highest levels of the civil service. One interviewee, working on behalf of 

foreign clients, wanted to explore a more complicated transaction which was not covered in 

the country’s legal framework and for which no guidelines or process existed. The 

interviewee said, “when there is no process, then you just do an ad-hoc approach, but the 

Minister is the only one who knows how to do it so you really need to meet with him” 

(Interview 202 with foreign consultant 2014). These characteristics of the civil service have 

meaningful consequences for businesses, including delays because of the busy schedules of 

top officials, and increased travel expenses to meet senior officials in Nay Pyi Taw. They also 

increase risk for businesses that need to build relationships with key officials to achieve 

objectives, especially for larger projects. If officials with whom businesses have been 

building relationships are transferred or resign, they are forced to restart the relationship-

building process with the replacement. Staff shuffling can also have more innocuous 

unintended consequences, such as reducing the cumulative knowledge of staff. Positions are 

constantly filled with new civil servants with little knowledge of the position nor incentive to 

acquire expertise, reducing their overall effectiveness of the bureaucracy.  

 

Recent reforms and the creation of State/Region governments have increased the number of 

officials in decision-making roles and created overlapping authorities that have yet to be 

clarified in practice. While the 2008 Constitution delineates the legislative and taxation 

powers of the Union and State/Region governments, in practice some businesses note that 

this is still unclear. One interviewee argued that there was “no clear distinction of authority 

on what the state government can do and what the national government can do” (Interview 

010 with businessperson 2013). The interviewee went on to state: “under the military, the 
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State Commander could decide on a road. Now the State government does not know if they 

can and they often defer to the national” (Interview 010 with businessperson 2013). The same 

uncertainty affects the approvals needed for doing business. Another interviewee noted that, 

“since decentralization, there are difficulties because you have to get approvals from more 

levels of government,” suggesting a degree of duplication in the decentralization process 

(Interview 013 with businessperson 2013). The result, according to the first interviewee, was 

“more steps” and “more red tape” (Interview 010 with businessperson 2013). The other 

echoed this sentiment: “now you have to pay off many State Ministers. It takes the same 

amount of time, but is more costly” (Interview 013 with businessperson 2013). 

 

Even State/Region government officials tacitly admit that they sometimes do not have 

authority in practice, despite the stipulations of the 2008 Constitution. Land taxes, which 

have not been adjusted for inflation for nearly a quarter century, fall under both the legislative 

and revenue collection powers State/Region governments. Despite legislation passed by the 

Mon State Parliament to increase tax rates, the State government has not yet implemented 

this legislation. This was because Mon State was “waiting for other states and regions” and 

for the issue to be discussed at the Union Parliament, as the Mon State law was in conflict 

with a Union law (Interview 004 with government official 2013). This illustration of the need 

for unity and consensus trumping formal delineations of authority is also encountered at the 

local level by businesses engaging with committees that oversee a range of local affairs, 

including infrastructure, township development, etc. Instead of approaching one committee 

for the desired public infrastructure upgrade, an entrepreneur who had experience dealing 

with the committees noted: “you have to deal with all the committees” and they “all must 

agree” before you can move on to the State government (Interview 010 with businessperson 

2013). 

 

Another key challenge for Myanmar’s civil service is the difficulty that senior officials face 

in monitoring the behaviour of their subordinates and enforcing rules. These monitoring and 

enforcement challenges help facilitate both the arbitrary implementation of policies as well as 

corruption and bribery. There are numerous examples of policies that are subject to consistent 

implementation challenges, notably taxation. Though Myanmar has published commercial 

and income tax rates and policies, in practice interviewed businesses stated that their tax was 

determined by other considerations, such as the size of the business and how long it had been 

operating, not according to the published rates and policies (Interview 205 with 
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businessperson 2014). One owner stated simply: “they just rate you according to the size of 

the business but they don't use the tax schedules” (Interview 205 with businessperson 2014). 

An importer faced similar enforcement issues dealing with customs. The business was 

importing wheat under an HS Code (harmonized system code, the international coding 

system for traded goods) that did not require a license and was not subject to duty. When it 

arrived at the port, however, the customs officers assigned the shipment a different HS code 

which required a license and attracted duty. The officer did this to extract a bribe, according 

to the businessperson (Interview 203 with businessperson 2014). Lastly, implementation can 

lag, for example the implementation of recent policy changes. In one example, the ‘export 

first’ policy which required export earnings to be used for imports was still being required for 

businesses importing across the Myanmar-Thai border in late 2013, despite it being abolished 

over a year earlier (Interview 010 with businessperson 2013). 

 

Community opinion, particularly negative perceptions, can also encourage responses from the 

civil service which can endanger projects, including those that have already received 

approvals. This uncertainty is closely connected with the long-standing prominence of charity 

and corporate social responsibility in Myanmar and the historic conceptions of exchange that 

focused on ‘just and acceptable’ outcomes for both parties. A number of recent examples 

illustrate the importance of maintaining community consensus, most notably, the 

‘suspension’ of the Myitsone Dam. Interviewed entrepreneurs echoed that this uncertainty 

also existed for projects on a smaller scale. One entrepreneur, who had already received the 

required permissions from the municipal government and Union ministry and an approval 

letter from the State/Region government had their permit suspended after protests over the 

land used for the project, which happened when the Minister reversed his ‘decision’ due to 

public pressure (Interview 014 with businessperson 2013).    

 

6.5.4: Weakness of Market-Supporting Institutions 

The weakness of Myanmar’s market-supporting institutions is a key source of uncertainty for 

businesses and has a material influence on their operations. One of the most important 

market-supporting institutions, the court system, is in a poor state and largely shunned by the 

private sector. According to the World Bank’s 2014 Doing Business report, Myanmar’s 

judicial system was ranked 188 out of 189 for ease of enforcing a contract. On average, the 

court system required 45 procedures, took 1,160 days, and cost 51.5% of the total claim 

amount to resolve a contract dispute, figures which starkly illustrate why businesses avoid 
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Myanmar’s judicial system (World Bank 2013a, 220). In the course of research for this 

thesis, no interviewed business had been to a court for a business dispute. Interviewees noted 

that businesses generally avoid courts and that the first step in the dispute resolution process 

was “mutually agreed negotiation” (Interview 205 with businessperson 2014, Interview 014 

with businessperson 2013). Even if businesses wanted to pursue dispute resolution through a 

court, interviewees noted that it was problematic for logistical reasons. Court cases in 

Myanmar face basic challenges, for example when some parties do not show up for the court 

date. If the defendant loses, they often do not have the money to pay and the court struggles 

to enforce the judgement. Though the court could seize assets and give them to creditors, in 

reality it is a time consuming and costly process (Interview 205 with businessperson 2014). 

The result is that “most of the time businesses just take the loss” (Interview 205 with 

businessperson 2014). 

 

Another key market-supporting institution is the financial system, likewise a significant 

challenge for businesses in Myanmar. Country-level surveys frequently note that finance is a 

major obstacle to growth. For example, the World Bank’s 2014 enterprise survey found it 

was the most significant obstacle for businesses in Myanmar (World Bank 2014a). This is 

largely the result of an underdeveloped financial system that faces a host of government 

restrictions which limits the ability of banks to lend and restricts the range of products they 

can offer. Many of the restrictions come from the Financial Institutions Law, including fixed 

interest rates of at least 8% on deposits and no more than 13% on loans, though in practice 

banks charge additional loan fees of 1-2% (Government of the Union of Myanmar 1990a, 

Interview 107 with financial institution 2013). Other restrictive measures include bans on 

lending directly to farmers, a maximum loan term of one year,28 and requirements for all 

lending to be collateralized (Government of the Union of Myanmar 1990a). The last of these 

restrictions is notably onerous for private enterprise. While in theory banks can accept 

movable property, landed property, treasury bonds, crops, gold, and jewellery (stored at the 

bank) as collateral, in practice nearly all loans use land with buildings as collateral (Interview 

105 with financial institution 2013). However, loan to forced sales value ratios are high, with 

                                                      
28 While generally speaking loans are limited to one-year terms in Myanmar, there are a select group of specific 
loan programs that have legal terms greater than one year. Notably, the SME loan program administered by the 
SME Development Centre in conjunction with the Small and Medium Enterprise Development Bank offers 
terms of 3 years (Turnell 2014, 232) while the Myanmar Agricultural Development Bank offers a small loan 
program (of which there are less than 10 customers) to palm oil plantations with a term of 7 years (Interview 
109 with financial institution 2013).  
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banks noting that they lend at 30% to 50% of the forced sales value (Interview 105 with 

financial institution 2013, Interview 106 with financial institution 2013, Interview 107 with 

financial institution 2013). Customers noted that they received loans with collateral valued 

between 10% and 50% of the forced sales value (Interview 108 with businessperson 2013, 

Interview 025 with businessperson 2013). Banks also face a range of prudential standards 

including:  

 “A minimum capital adequacy ratio of 10 per cent of risk-weighted assets. 

 A liquidity ratio (liquid assets to current liabilities) of a minimum of 20 per cent. 

 A single borrower exposure limit of 10 per cent of capital and reserves. 

 A general provision against bad and doubtful debts of 2 per cent of loan portfolio. 

 A reserves-to-deposits ratio (in the form of cash and balances with the CBM) of 10 per 

cent. 

 A minimum of K30 million of paid-up capital if engaged in both domestic and foreign 

exchange banking. 

 A maximum 10 per cent equity holding in any non-financial institution. 

 A capital-to-deposits ratio of 4 per cent” (Turnell 2014, 229). 

The wide range of restrictions has reduced the incentives for banks to develop the internal 

capacity of financial institutions elsewhere, most notably the ability to assess risk. Decisions 

on extending credit are made even more challenging given the lack of a credit bureau in the 

country.  

 

With the financial sector facing a plethora of challenges in the regulatory environment and 

with internal capacity, the sector struggles to provide finance to the private sector. In 

FY2011/12, the total loan portfolio of the banking sector accounted for under 38% of bank 

assets, with loans of 3.172 trillion kyat compared with assets of 8.352 trillion kyat. Credit to 

the private sector, as noted in Table 6.6, is a fraction of GDP. However, it has nearly 

quadrupled from FY2009/10 to FY2012/13, from 1,229 billion kyat to 4,880 billion kyat. 

 

Table 6.6: Credit to the Private Sector, from FY2009/10 to FY2013/14 (in billion kyat) 

FY2009/10 FY2010/11 FY2011/12 FY2012/13 FY2012/13 (Est.) FY2013/14 (Proj.) 

1,229 2,033 3,255 4,697 4,880 6,676 
Source: International Monetary Fund. 2012. “Myanmar: 2013 Article IV Consultation and First Review Under 

the Staff-Monitored Program,” Washington. 
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Lastly, the regulatory capacity of the state is relatively feeble, though this characteristic of the 

institutional framework often reduces the costs of compliance for businesses instead of 

increasing them. Inspections of businesses were not common outside of the licensing process 

and few interviewees perceived them as rigorous. One entrepreneur noted that the municipal 

inspections exist “just on paper” (Interview 008 with businessperson 2013). Another 

interviewee, in the health care field, noted that the Food and Drug Administration (FDA) 

comes for inspections with a team including FDA officials, the township medical officer 

(team head), and representatives of the township administrator’s office, the police, the 

municipal authorities, and the fire department (Interview 018 with businessperson 2013). 

However, despite the team’s significant manpower, most officials just stood around and 

watched the health officer (Interview 018 with businessperson 2013). Few other regulatory 

functions of the state were reported by interviewees, with the general emphasis being put on 

permissions to do business, not the actual execution of businesses operations.  

 

6.5.5: Unfair Competition with SOEs 

A final major challenge for private businesses is the widespread privilege afforded to SOEs, 

which significantly distorts competition and hinders private enterprise. There are a number of 

different types of state owned and state linked enterprises in Myanmar. The first of these are 

SOEs owned directly by Union ministries, and include enterprises such as the Myanma 

Timber Enterprise or the Myanmar Oil and Gas Enterprise. In some sectors, such as oil and 

gas, the SOE has a privileged monopolist position and does not compete with private 

businesses. In other sectors, notably manufacturing, there is direct competition between SOEs 

and private enterprises. According to the Ministry of Industry, which oversees the country’s 

manufacturing SOEs, they produce a range of products including “pharmaceuticals & 

foodstuffs, textiles, ceramics, paper & chemical products, home utilities and construction 

materials” as well as “heavy industrial products such as assorted types of vehicles, earth-

moving equipment, diesel engines, automotive parts, turbines & generators, CNC machines, 

transformers, solar-used products, agricultural machineries, rubber & tyres etc.” (Ministry of 

Industry 2014). These enterprises largely have their roots in the socialist era, though may 

continue to function today. Military-linked companies are another major type of SOE, the 

two most prominent of which are the Myanmar Economic Holdings Limited (MEHL) and the 

Myanmar Economic Corporation (MEC). The last and least well known type of SOE are 

state-linked, privately registered companies whose shareholders are government officials or 

government entities.  
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While SOEs and other state-linked enterprises are not often accessible to researchers, an 

interview with a state-linked, privately registered company with government shareholders 

illustrated many ways in which private enterprises are disadvantaged by the privileges 

afforded to SOEs. The interviewed business was founded in the 1990s and registered as a 

private company, with initial funding from three stakeholders: the regional military 

command, the Union government, and the Union Solidarity and Development Party (USDP) 

(Interview 027 with businessperson 2013). The ownership has since shifted, with the regional 

military command and the USDP as the largest stakeholders, as well as the new regional 

government and some unidentified private shareholders (Interview 027 with businessperson 

2013). One of the major benefits of this state-linked enterprise was access to government. 

Unlike other private enterprises in the industrial zone, it could “go directly to the 

State/Region government, bypassing the township and district” (Interview 027 with 

businessperson 2013). It also benefitted from preferential access to utilities, including a 

dedicated electric supply and a significant amount of Ministry-provided electrical equipment 

which did not necessitate a capital outlay by the SOE (Interview 027 with businessperson 

2013). However, the company was subject to political pressures in its business activities. The 

interviewee noted that the company imported and sold cement at a government mandated 

price which was lower than private competitors, undercutting the market because of political 

dictates instead of commercial concerns (Interview 027 with businessperson 2013). 

6.6: Negotiating the Weak but Unlimited State 

Businesses in Myanmar adopt a range of mechanisms to compensate for Myanmar’s weak 

but unlimited state, characterized by weak market-supporting institutions, poorly specified 

and vague laws, policy that is arbitrarily implemented, government officials who lack 

capacity and authority, and civil servants with a poor incentives and weak monitoring. In this 

environment, businesses regularly engage in bribery of civil servants, rely on relationships for 

many aspects of business to business and business to government relations, and use informal 

institutions to circumvent the weaknesses of the state. Businesses also use formal and quasi-

governmental associations as channels for communicating with government and providers of 

public infrastructure substitutes. Despite the range of tools that firms use to compensate for 

the challenging institutional framework, they also adapt their commercial decisions based on 

institutional realities and forego some transactions and investments.  
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6.6.1: Bribery and Corruption 

As discussed in the previous section, Myanmar’s civil service is often characterized by weak 

monitoring mechanisms and misaligned incentives that encourage corruption among civil 

servants who find that the payoffs of illicit behaviour outweigh the risks of being caught. 

Given the weak nature of many state institutions, notably the judiciary, businesses often find 

that prosecuting civil servants for inappropriate behaviour is challenging. Therefore, they 

face few alternatives to bribery when engaging with some civil servants. While systemic data 

about the prevalence of bribery and corruption do not exist anywhere due to the intrinsically 

covert and illicit nature of the activity, interviewees noted that bribery was commonplace in 

Myanmar. As one businessperson said, “everything requires money to move along in 

Myanmar” (Interview 013 with businessperson 2013). Another businessperson echoed that 

sentiment: “if you have money, government constraints are not as bad” (Interview 015 with 

businessperson 2013).  

 

Bribery is directly connected to a number of the previously noted institutional characteristics, 

including the lack of clarity about laws and processes. When discussing the licensing process, 

an entrepreneur noted that the lack of clarity “leads to lots of leeway and arbitrary 

implementation and therefore corruption” (Interview 202 with foreign consultant 2014). 

Uncertainty about the government’s tax policies on accounting for US Dollar to Myanmar 

kyat exchange rates similarly facilitated corruption. The same firm noted that tax laws and 

codes were applied in some aspects of their tax filing but “as soon as there is room for 

interpretation, that’s where the negotiation starts” (Interview 202 with foreign consultant 

2014). 

 

Bribery is also facilitated by the breadth of control granted to civil servants, the discretion to 

exercise their authority and the relative lack of recourse for private businesses. Often, civil 

servants encourage bribery by identifying and exploiting points of leverage in policies and 

processes where private enterprises have little recourse or few incentives to pursue them 

through the judiciary. This tactic was identified by numerous interviewees, often in relation 

to their dealings with the tax office. One technique that tax officers used to encourage bribery 

was to leave the tax filing of a business open, as firms could not renew their operating license 

until this filing had been closed (Interview 208 with foreign consultant 2014). One 

entrepreneur who experienced this stated: “they won’t assess tax – they’ll keep it (the tax 

filing) open until you pay them off” (Interview 208 with foreign consultant 2014). The link 
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between tax filings and operating licenses gave tax officers additional leverage in their 

dealings with businesses, and the urgency of needing to renew the operating license 

encouraged firms to pay bribes instead of pursue other, slower means of resolution. Another 

example of exploiting points of leverage is the threat by tax officers to ‘calculate’ the taxes a 

business owes using the commercial tax rate of 5% on all revenue instead of net revenue after 

deductions for inputs (which is the official policy, assuming that appropriate documentation 

is submitted). An interviewee who experienced this noted that it was a just a “means to 

extract bribes” (Interview 010 with businessperson 2013).  

 

Tax officers regularly have leverage in their dealings with private businesses, and 

consequently a wide range of interviewed enterprises reported that their taxes were 

‘negotiated’ or necessitated bribery (Interview 008 with businessperson 2013, Interview 009 

with businessperson 2013, Interview 013 with businessperson 2013, Interview 014 with 

businessperson 2013, Interview 015 with businessperson 2013, Interview 018 with 

businessperson 2013, Interview 024 with businessperson 2013). Notably, compliance varied 

based on the type of tax, with land and excise taxes being viewed as relatively less corrupt 

than either the income or commercial tax. The commercial tax was noted by one tax official 

as especially problematic because “the tax rate is high,” which leads to “lots of tax dodging” 

(Interview 004 with government official 2013). This difference is partially due to the relative 

size of the taxes, with commercial and income taxes being significantly more lucrative than 

land and excise taxes. The first two of these taxes generate 96% of Myanmar’s Union-level 

tax revenue (Interview 006 with government official 2013). Land taxes, however, are not 

indexed for inflation and have not been adjusted in 25 years, and therefore represent a very 

small portion of the country’s overall tax revenue. One business mentioned that their land tax 

on a parcel of approximately one acre of land was 100 kyat ($0.11) (Interview 015 with 

businessperson 2013). Businesses had the following to say about the commercial and income 

taxes: 

 They could “get a discount on taxes paid to the IRD by bribing the revenue officer. 

 You declare your commercial tax and then start negotiating (Interview 008 with 

businessperson 2013). 

 The “revenue officer controls everything” and the business has little choice but to pay 

a bribe (Interview 018 with businessperson 2013). 
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 The tax office “just demands it” and the business has little recourse (Interview 015 

with businessperson 2013).  

While negotiations play an important role in determining the tax that a business pays, a 

number of other factors also influence negotiations. These include the amount of tax paid in 

previous years, the size of the business (for which a range of metrics are used) and the 

number of employees (Interview 008 with businessperson 2013, Interview 013 with 

businessperson 2013, Interview 015 with businessperson 2013). However, this did not 

necessarily mean that businesses of similar size in the same sector would face similar tax 

burdens. One business owner noted that rates could be vastly different, sometimes by a factor 

of three (Interview 016 with businessperson 2013).  

 

Institutional economics offers a key insight into the prevalence of corruption in the Myanmar 

tax system. Some businesses testified that certain taxes, notably the income and commercial 

taxes administered by the IRD, were more corrupt than land and excise taxes or municipal 

fees (Interview 010 with businessperson 2013). Corruption in the income and commercial 

taxes is partly encouraged because the information needed to determine these taxes is private 

and difficult to verify. Land and excise taxes are simpler to verify – it is far easier to ascertain 

the size of a plot of land or whether a business serves alcohol than it is to determine the profit 

or loss of a business in the last financial year. In order to collect information, one IRD official 

even noted that they hired certified public accountants to do ‘field research’ on companies to 

assist them with commercial and income tax audits (Interview 006 with government official 

2013). However, the lack of information encourages shirking by businesses and facilitates 

corruption by tax officers.  

 

Similar points of leverage exist in Myanmar’s system of licensing and permissions, 

particularly due to the need for recommendation letters to operate in many sectors. One 

entrepreneur, in the hotels and tourism business, described his experience in detail. The first 

step was obtaining an operating license, which required recommendations from the fire and 

health departments, the township administrator, the police and the local ward/village, which 

are together submitted to the municipal office. Each recommendation required a bribe, from 

5,000 kyat for the police to 200,000 kyat for the township administrator (Interview 013 with 

businessperson 2013). The application also required approvals from officials at the 

State/Region and Union level. In the entrepreneurs estimate, the license took 5 months to 

obtain and cost 1 million kyat, though only 20,000 kyat of that was ‘official’ (Interview 013 
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with businessperson 2013). The process required five inspections plus the prepayment of 

commercial and income taxes as well as social welfare taxes for employees (Interview 013 

with businessperson 2013). The entrepreneur has little choice but to resort to bribery during 

this process, given the delays and associated costs that would result from non-payment. The 

process of acquiring land title was similar, requiring recommendations from a committee of 

officials including the township administrator, health and fire officials, a land measurement 

official, a housing official, and the township IRD, who are charged with evaluating the land 

price for taxation purposes (Interview 013 with businessperson 2013). In the entrepreneur’s 

experience, the committee was offered a gift after which they lowered the assessed value of 

the land. Again, the entrepreneur was in a situation in which government officials held 

significant authority and had few incentives to execute their official duties properly without 

the payment of facilitation fees. Another business, which applied for and received a loan 

through a new government program that provides SME financing at a ‘concessional’ rate of 

8.5% per annum, testified that he needed to pay a bribe of 250,000 kyat to receive the loan 

(Interview 016 with businessperson 2013, Interview 028 with businessperson 2013). 

 

While bribery is important to move processes along in the lower levels of Myanmar’s civil 

service, it is also indispensible when seeking licenses and permissions through Myanmar’s 

hierarchical bureaucratic structure. In State/Region governments, the Chief Minister wields 

significant power and businesses “must pay bribes to him” even while they complain that he 

does little other than allow projects to proceed (Interview 001 with businessperson 2013). 

The interviewee cited one example in which a non-profit wanted to improve the city’s water 

system but was forced to abandon the project because they could not obtain permission 

without paying a bribe to the Chief Minister (Interview 001 with businessperson 2013). 

While the country’s decentralization has brought positive changes, it has also created a new 

set of officials who have authority and need to give consent for projects to move forward. 

The result, according to one interviewee, was that in present-day Myanmar there were “more 

people to pay off” (Interview 001 with businessperson 2013). At the same time, there is 

increasing talk of ‘clean government,’ which is increasing the risks of bribes and sometimes 

encouraging civil servants to ask for larger bribes (Interview 001 with businessperson 2013). 

 

6.6.2: Relationships 

Another important tool utilized by private sector businesses to negotiate the uncertainty and 

control of Myanmar’s government is relationships, which is conceptually separate from but 
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still closely linked with bribery and corruption.29 Relationships play a key role in Myanmar in 

part because the lack of formal market-supporting institutions that facilitate transactions in 

Western countries force businesses to rely on relationships and trust to provide the 

information and security needed to facilitate these transactions. There are myriad ways in 

which businesses in Myanmar seek to establish and maintain personal networks. One of the 

most common of these is membership in a community or business organization or other 

social networking forum for community members. Some entrepreneurs use their expertise or 

another valuable aspect of their business to build relationships. One business in the IT sector 

noted that they offered free training to government staff as a means of improving their links 

with officials (Interview 009 with businessperson 2013). Relationships are also formed 

through shared previous experience, notably former places of employment including but not 

limited to state employment.    

 

Relationships can help businesses reduce costs, increase the speed of public services, and 

provide access to new or privileged economic opportunities and information. They play an 

integral role in the success of a business. One interviewee went so far as to state that “because 

of networks, there are no problems doing business” (Interview 014 with businessperson 

2013). Reducing costs for businesses is one of the key benefits of relationships. One 

entrepreneur said that businesses with good relations with the tax office faced lower tax bills, 

noting that “for those with good relations, they pay less. Those with bad relations pay more” 

(Interview 001 with businessperson 2013). It also helps firms to avoid government processes. 

For example, another business in the food and beverage industry that has been operating for 

three decades stated that their food products had not been tested by the FDA in years because 

they “had trust” with the government (Interview 012 with businessperson 2013). 

Relationships were also integral in expediting dealings with Myanmar’s bureaucracy. 

Interviewees noted examples including one case where an entrepreneur wanted to change the 

title to a plot of land. The process took eight months, which the interviewee described as fast 

and noted that without connections and money the transfer process might have never ended 

(Interview 014 with businessperson 2013). Another entrepreneur, a former government 

official, obtained a company license from the MNPED in 10 days, far shorter than the time 

reported by other entrepreneurs and a fraction of the 72 days that the process took according 

                                                      
29 Relationships play a similar and important role in many other countries, notably guanxi in China. However 
given the single country focus of this study, a cross-country comparison is beyond the scope of this thesis. 
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to the 2014 World Bank’s Doing Business report (World Bank 2013a, Interview 016 with 

businessperson 2013). In the end, relationships can have an important effect on the 

experiences of foreign firms in Myanmar. According to one interviewee who worked with a 

range of companies interested in doing business in Myanmar, those who use a well-connected 

person who provides good service and has good connections can have a much better 

experience negotiating the rules and regulations of business than someone who uses a person 

that doesn’t have the relationships (Interview 207 with foreign consultant 2014).  

 

Relationships also provide access to economic opportunities and information that are not 

available publicly, a concept that is the cornerstone of cronyism and one which is evident 

across the economy. Relationships are essential to accessing the information needed to 

achieve business objectives. One entrepreneur noted that much of the needed information is 

“not in the paperwork” and went on to state “what goes on here, you have to figure out for 

yourself. Things have to be worked out through people and contacts” (Interview 203 with 

businessperson 2014). Another interviewee emphasized the importance of networks, noting 

that for his business, “95% of useful information is through relationship based networks” 

(Interview 204 with foreign consultant 2014). They also help businesses access lucrative 

economic opportunities. One interviewed business, in the timber industry, was owned and 

managed by a former Assistant Director at the Myanmar Timber Enterprise who moved into 

the timber extraction and trading businesses because of previous experience and the 

relationships needed to get licenses (Interview 104 with businessperson 2013). Another 

entrepreneur, in the services sector, was approached by a Minister’s son who wanted to form 

a partnership and open a branch of the business in Nay Pyi Taw. The interviewee reported 

that his potential business partner said: “get me on board and we’ll get all the government 

contracts” (Interview 209 with businessperson 2014). 

 

Networks also play an essential role in building business to business connections, and serve 

as a key means of finding information as well as potential clients and suppliers. Relationships 

are vital for business to access informal finance, a significant source of capital but at an 

average of 3% interest per month, one that is more expensive than bank finance. Some 

businesses build relationships with wealthy individuals so they can access money when it is 

not available from the bank (Interview 205 with businessperson 2014). They also facilitate 

information transmission. One business, a member of an industry body, noted that at first the 
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group was reluctant to give out information but “once you are friends, nothing becomes 

confidential and they’ll tell you everything” (Interview 204 with foreign consultant 2014). 

 

6.6.3: Commodity Trading Associations  

Associations of businesses in Myanmar are common and have a variety of forms and 

functions, as well as a range of different relationships with the state. While some types of 

associations serve as mechanisms of state control or as quasi-governmental bodies, others 

exist largely through the responses of private entrepreneurs to the institutional environment. 

The shortcomings of formal, market-supporting institutions have incentivized businesses to 

use informal associations to facilitate transacting, leading to a range of organic, commodity 

trade-facilitating associations that exist independently from the state. In these associations, 

local merchants, traders, exporters, processors, and producers meet to exchange a range of 

agricultural commodities, including rice, sugar, and beans and pulses (Interview 101 with 

business association 2013). These associations perform a host of functions similar to those of 

state-based market-supporting institutions in Western countries, including information 

transmission (both reputational and price information), dispute resolution, and rules 

governing exchange.  

 

Myanmar has a significant number of trading associations, with each focusing on one 

commodity in a regional economic centre. Associations dealing in a commodity, for example 

beans and pulses, will often have links with associations that deal in the same commodity in 

another locations, and often share members and information, especially on prices. However, 

each association remains organizationally distinct and decentralized. Some of the most well-

established exchanges have long histories – the Beans and Pulses Association in Mandalay 

has been in existence for nearly 80 years (Interview 101 with business association 

2013)(Interview 101 with business association 2013). Some exchanges even continued to 

operate during the Socialist era, when private commodity trading was illegal, though they 

facilitated exchange on a smaller scale and in private (Interview 101 with business 

association 2013). Unlike UMFCCI, which has strong links with the state, the commodity 

trading associations generally have no direct relationship with government at either the Union 

or the State/Region level (Interview 024 with businessperson 2013). Association 

representatives noted that their organizations are sometimes registered as religious 

associations and receive a license to organize from the township administrator (Interview 024 

with businessperson 2013, Interview 100 with business association 2013). 
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The commodity trading associations interviewed are not closed-access but did have some 

membership criteria, which could serve as a barrier to entry to the sector. One association 

noted the following prerequisites for membership:  

 Must be a property owner in the State/Region; 

 Must have a recommendation from the police; 

 Must present household list (Interview 024 with businessperson 2013). 

 

Another association noted that they also had barriers to entry, which included: 

 Must be a property owner or be able to prove that you have facilities under lease; 

 Joining fee of 800,000 kyat plus an annual membership fee of 30,000 kyat (Interview 

101 with business association 2013). 

 

Notably, representatives from the second association said that while it was useful for 

businesses to have a government operating license, it was comparatively less important as a 

criterion for membership (Interview 101 with business association 2013). While association 

membership was not a legal requirement in order to trade in a particular commodity, 

entrepreneurs who did business outside of the association lacked the security that the 

associations provided (Interview 101 with business association 2013). While barriers to entry 

can reduce competition, membership in these associations also serves as an information 

transmission mechanism that tells buyers and sellers that their potential transacting partner is 

a community member of good standing that has been screened by the association leadership. 

Membership as a mechanism to transmit reputational information is largely analogous to that 

employed in medieval trade fairs, as discussed in Milgrom, North and Weingast (1990). This 

information transmission is essential as trading is based on trust, and if a member acquires a 

bad reputation, few others will do business with him/her (Interview 100 with business 

association 2013).  

 

The core purpose of the associations is to facilitate trading and encourage transactions that 

might not otherwise happen. The physical centre of most of the associations is a large, open 

space with tables where buyers and sellers meet to trade, referred to as the trading floor 

(Interview 024 with businessperson 2013, Interview 100 with business association 2013, 

Interview 101 with business association 2013). Associations commonly collect price 
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information, such as the minimum and maximum price of each type of beans and pulses sold, 

which are displayed to the membership and transmitted to other trading floors (Interview 101 

with business association 2013). The market is “quite open” according to one trader, with 

another noting that the association has no role in price setting and instead lets buyers and 

sellers determine prices (Interview 101 with business association 2013, Interview 102 with 

businessperson 2014). Transactions are agreed and contracts are drawn up, but fulfilled 

offsite at a date in the future, normally no more than 1 month after the transaction is agreed 

(Interview 101 with business association 2013, Interview 102 with businessperson 2014). An 

interviewee who is a member of a beans and pulses exchange and often handles contracting 

noted that contracts are bilateral between the buyer and seller, and contain basic information 

such as the product, crop year, quantity, price and delivery terms (Interview 102 with 

businessperson 2014). Members do not have to file copies of the contracts with the 

association.  

 

Membership in the association and access to the trading floor requires that members obey a 

number of rules and regulations that govern transacting. In one association, members were 

allowed to send only one representative to the floor at a time, to keep larger firms from 

gaining an overwhelming advantage in the trade (Interview 102 with businessperson 2014). 

Sellers place offers, which included the type of commodity, price, and quantity, on a public 

board that is viewed by potential buyers. Once an offer is placed on the board, it is binding 

and available to all members of the association until either the seller removes the offer (often 

done because of changes in price) or a buyer agrees to purchase the offered commodity 

(Interview 102 with businessperson 2014). If a buyer makes a bid on a valid offer on the 

board, the seller cannot reject it for any reason, including on the basis of price or the identity 

of the buyer (Interview 102 with businessperson 2014). 

 

The last major role of the associations is dispute resolution. As multiple interviewees noted, 

the role of the associations is not to adjudicate disputes along Western legal lines, but to act 

as a mediator in an attempt to help the parties reach an amicable settlement (Interview 102 

with businessperson 2014, Interview 100 with business association 2013). One interviewee 

said that dispute resolution is generally initiated by members who submit the case to the 

association (Interview 100 with business association 2013). For example, in one dispute a 

local company defaulted on a contract to deliver ‘product A’ to a buyer, so the association 
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facilitated a mediation process in which the seller delivered ‘product B’ to the buyer instead, 

helping the buyer to recoup some of his expenses (Interview 102 with businessperson 2014). 

 

6.6.4: Business Associations and Committees  

Businesses sometimes join state-linked or independent associations and committees. These 

groups have two main functions: to serve as interlocutor between businesses and the state and 

to provide services that the government does not. Sometimes, associations exhibit 

characteristics of control as well as service delivery. Some examples of these groups were 

state-controlled in previous eras, for example the Industrial Zone Management Committees 

(IZMC) that oversee Myanmar’s 18 Industrial Zones (IZ). Under the previous government, 

IZMCs were formally a part of the Ministry of Industry and served as the conduit through 

which businesses in IZs would access government (Interview 028 with businessperson 2013). 

Under the new regime, the leadership of IZMCs was devolved to entrepreneurs in the IZ, 

thought the IZMCs continue to play an important, semi-governmental role. For example, 

some IZMCs “give recommendations so industrial zone members can access services” 

(Interview 026 with businessperson 2013). Others coordinate between government and 

businesses to expedite service delivery, such as electricity (Interview 026 with 

businessperson 2013). They also help facilitate communication between the two parties about 

infrastructure (Interview 029 with businessperson 2013). Sometimes the IZMCs serve as a 

communal provider of public good substitutes such as infrastructure. One IZ visited during 

the course of the research was facing regular power shortage, so the IZMC used membership 

fees to purchase and install a new transformer (Interview 026 with businessperson 2013). 

 

Another important type of business association is the chambers of commerce and industry, 

which exist at both the Union and State/Region levels. These incarnations of the chambers 

trace their history back to the early days of the military government’s rule, when the 

UMFCCI was started at the behest of the Ministry of Commerce. The leaderships of these 

organizations are entrepreneurs who previously were appointed by the government, though 

some of the chambers have begun holding leadership elections since 2011 (Interview 110 

with business association 2013). Interviews with two UMFCCI sub-associations at the 

State/Region level indicate that they also serve as conduits between government and 

businesses, through services such as helping members get identification cards needed for 

border trading or providing recommendation letters that help businesses obtain a license to 

conduct border trading or trade license-free using a special SME trading permit (Interview 
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103 with business association 2013). One association also noted that they provide other 

services to members, such as occasional training courses and recommendation letters to help 

members obtain visas to visit Thailand (Interview 103 with business association 2013). 

 

6.6.5: Changes in Decision-Making 

While relationships and bribery help firms manage their interactions with government, the 

institutional framework still influences their commercial decisions, dissuading firms from 

investments or transactions that they may find profitable under a different institutional 

framework. One of the most significant deterrents is the lack of investment security because 

of the poor state of the judicial system, which increases risk and results in less private sector 

investment. One interviewee noted that, while they wanted to invest in their business and 

improve their premises, uncertainty about property rights discouraged them (Interview 209 

with businessperson 2014). Another major challenge for firms is investment in public capital 

substitutes, outlays which divert resources for productive investment and the development of 

new products while resulting in higher prices (Interview 029 with businessperson 2013). 

Sometimes businesses opt to knowingly engage in illegal activity because operating in 

accordance with the laws is either not possible or too costly. For example, traders in 

Myanmar often partner with armed ethnic groups to trade through illegal border crossings 

(Interview 001 with businessperson 2013). This creates challenges for businesses that import 

through the formal government system, who complain that they are at an unfair disadvantage 

because some of their competitors do not pay the required taxes and duties (Interview 010 

with businessperson 2013). Lastly, the challenge of dealing with government officials 

dissuades some businesses from transacting with the state. One interviewee that works with 

SMEs noted that when there is some scope for interpretation in a government tender, “SMEs 

are afraid that government officials will try to pay them a lower price based on some 

technicality unless they get a bribe” (Interview 210 with foreign consultant 2014). This 

discourages some businesses from bidding on tenders, resulting in less competition and 

higher prices for government procurement.  

 

Another way in which institutions change returns to economic activity is through raising the 

costs of interacting with government while simultaneously increasing risk and uncertainty. 

This deters investment and reduces the likelihood of businesses taking on new clients. By 

limiting access to certain markets, formal laws and rules reduce competition, which can result 

in lower firm-level productivity, oligopoly pricing, and lower levels of economy-wide output. 
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Lastly, they distort price signals. In more developed market economies, prices better reflect 

changes in supply and demand in a comparatively more stable institutional environment. In 

Myanmar prices reflect changes in supply and demand as well as variations in institutional 

enforcement and their resulting market distortions, e.g. scarcity rents. These distortions 

exacerbate misallocations of labour and capital and incentivize different organizations to 

enter the market and engage in economic activity. In sum, Myanmar’s unfettered state and its 

weak and inconsistent economic institutions are a major determinant of economic 

performance both at the firm and country level.  

6.7: Conclusion 

While Myanmar’s new government has overseen the passage of numerous new laws, the 

creation of new power centres, and a number of other economic reforms, many of the 

government institutions and formal laws from the previous era remain in force and continue 

to shape the economic activities of businesses. Among the most central aspects of Myanmar’s 

economic institutions is the widespread authority of the Union government. The economic 

authority of the Union is preeminent, while both the individual and the lower levels of 

government are secondary. The unequal distributions of governing authority have been 

identified in the academic literature as directly linked to economic outcomes. Specifically, the 

distribution of authority in a federal system can restrict economic policy by creating limits on 

the discretion of government to interfere with markets (Tiebout 1956, Weingast 1995). The 

Union government exercises its unparalleled authority by controlling the economy and its 

participants in a number of ways, including through the arbitrary and often preferential 

licensing of businesses, granting of concessions, and permissions to operate.   

 

While the formal rules espouse the principle of Union control, the reality of the institutional 

framework is inconsistency, unpredictability and the arbitrary application of the law. These 

characteristics are evidence not of ‘weak institutions,’ but are integral characteristics of the 

economic institutional framework in their own right and constitute a key part of the incentive 

and constraint structure that shape business outcomes and decision making. Businesses 

respond to these institutions using a variety of tools, including bribery, corruption, 

relationships, and membership in a range of non-state and state-linked associations. They also 

alter business decision-making on investment, transactions, trading partners and other 

commercial areas. The role of the state in the market in Myanmar draws attention to the 
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fundamental viability of the country’s quasi-market system and its ability to facilitate growth. 

State control transforms Myanmar’s version of capitalism into one that is decidedly un-

Schumpeterian, lacking in the creative destruction characteristic of economic development 

and structural transformation in many other countries.   
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Chapter 7: A Quantitative Analysis of Institutions, Businesses, and 

Performance 

 

7.1: Introduction 

Myanmar’s institutional framework has a significant effect on market-based exchange, and 

changes the way that businesses organize and act in the business environment. Previous 

chapters have reviewed the historical evolution of these institutions, the major institutions in 

Myanmar’s present-day economy, and the way in which these institutions affect the 

behaviour and performance of businesses. Given the widespread shortage of information 

about the private sector, much of the analysis to this point has relied on qualitative interviews 

from entrepreneurs and government officials about their institutional experiences. But what 

do these experiences say about the broader challenges faced by entrepreneurs in Myanmar? 

Which institutions are most significant for businesses, and for what types of businesses are 

different institutions significant? This chapter aims to explore these questions by using 

primary data collected in a survey of entrepreneurs conducted in 2012.  

 

Single country studies are a minority in the econometric literature. They are generally 

avoided because of the comparatively small size of data sets. However, the benefit of single 

country studies is their focus on within-country heterogeneity, which produces results with 

far more applicability. A finding that electricity is the most statistically significant constraint 

to growth across a study of 11,000 firms in 141 countries has little policy relevance for any 

individual firm or country. A finding that electricity is the most statistically significant 

constraint to growth in Myanmar, and is a greater constraint among small firms and 

manufacturers, is much more relevant. Another challenge in the cross-country literature, 

though one that is easily controlled for, is the within-country correlation of firm responses. 

This is one of the most important sources of bias in this body of literature, though it is not an 

issue for single country studies (De Rosa, Gooroochurn, and Gorg 2010, 13). However, the 

econometric models in this study are similar to those in most of the rest of the literature. They 

use some measure of the firm or its performance (sales, full-time employees, sales growth, or 

employment growth) as the dependent variable. The main independent variable of interest is 

one or more institutional perceptions or experience variable. Regressions also include a range 

of controls variables that are common in the literature, including firm size, export status, 
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managerial experience, firm age, and the sector of the firm’s main operations. Some variables 

often included in the literature, such as firm ownership status, have been omitted not because 

they lack relevance but because the data was not rich enough to include them. In this data set, 

149 of 153 firms were owned by private Myanmar individuals, and therefore the data cannot 

make any meaningful contribution towards important strands in the literature, such as the 

relative efficiency of private and public owned firms. (Netter and Megginson 2001, 46). 

Overall, we find that institutional variables are sometimes though not often associated with 

firm size and performance. Generally, other characteristics of the firm, especially labour, 

capital, and firm age are more significant determinants of firm performance.  

 

This chapter is structured as follows. The first section reviews the descriptive statistics from 

the survey. It starts with an overview of firm characteristics, most of which are employed in 

the regression analysis in latter sections of the chapter. It then reviews descriptive statistics 

on the perceptions and experience-based institutional variables, and concludes with a brief 

review of the descriptive statistics about firm size and performance, which are used as the 

dependent variables in the regression analysis. The second section explores the econometric 

strategy in more detail, noting a number of caveats and challenges encountered when working 

with a relatively noisy, small data set. It also includes detailed tables of all variables used and 

the correlation tables for the independent variables. The third section details the regression 

models using measures of firm size as the dependent variables, and reviews the results of 

these. The fourth section details the regression models using growth figures as the dependent 

variables and reviews those results. The chapter concludes with a brief summary of the 

findings from the econometric analysis.  

7.2: Summary Statistics 

 

7.2.1: Firm Characteristics 

The data set used in this thesis consists of responses from 153 Myanmar firms, 147 of which 

were from Yangon and 6 from Mandalay. Surveyed firms were relatively young, with the 

mean length of operation reported at just less than 11 years. A large majority of firms, nearly 

95%, were founded after the formal abolition of the socialist economic system and the rise of 

the military junta in 1988 (see Table 7.1 for details). This is unsurprising, since private 

enterprise in many sectors was banned during the socialist era. There was little difference 
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between the year a business started operating and the year that it registered. Over 80% of 

firms registered in the same year their operations started, while one third of the remaining 

firms registered in the subsequent year.  

 

Table 7.1: Year of Founding of Sampled Firms 

Decade Founded Number Percentage 

1940s 1 0.7% 

1950s 0 0% 

1960s 0 0% 

1970s 2 1.3% 

1980s 9 5.9% 

1990s 45 29.6% 

2000s 71 46.7% 

2010s 24 15.8% 

 

Among the surveyed firms, there were a large number of businesses in both the 

manufacturing and retail & trade sectors. Unlike a World Bank enterprise survey, the 

sampling methodology did not assign weights to selected sectors, and therefore the 

distribution of respondent businesses is largely representative of the entire sample frame. 

However, previously mentioned characteristics of the sample frame limit accurate 

comparisons with the entire population of businesses in Myanmar. Among the sampled 

businesses, wholesale trade (ISIC codes 45-46, which includes importers and exporters) was 

the most common line of business, cited by 61 of 153 firms. When combined with retail 

(ISIC code 47), these businesses comprised nearly 43% of the total surveyed businesses. 

Manufacturing accounted for nearly 35% of survey respondents. Construction, primary 

industries, and service companies were the remaining categories of businesses, and have been 

grouped together for analytical purposes as the third ‘sector’ (see Table 7.2 for details). 

Notably, average turnover at trading firms was three times that of manufacturers, though the 

later had average employment nearly three times that of traders. The survey shows that there 

are a plethora of small manufacturers in Myanmar. 
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 Table 7.2: Main Sector of Operations of Sampled Firms 

Sectors ISIC Code Number of Firms Percentage Sector Grouping

Primary Industries  1-9 14 9.2% 3 

Manufacturing 10-33 53 34.9% 1 

Construction 41-43 11 7.2% 3 

Trade & Retail 45-47 65 42.7% 2 

Health, Education, 

and Other Services  

59, 79, 82, 

85-87 

9 5.9% 3 

       

While the origin of ownership (foreign or domestic) is a common area of investigation in 

firm-level analysis, the vast majority of sampled firms (97%, or 148 of 152) were Myanmar 

owned. Nearly two thirds of these businesses were sole proprietorships, while the rest were 

comprised mostly of partnerships and private limited liability companies. Firms were also 

asked about the competitiveness of their sectors, estimated by the number of competing 

businesses. Given the lack of available market information, most businesses were not able to 

provide exact answers though they did make estimates, detailed in Table 7.3.  

 

Table 7.3: Estimated Number of Competitors 

Estimated Number of Competitors  Number of Firms Percentage 

0-9 53 36.6% 

10-49 47 32.4% 

50-99 18 12.4% 

100+ 27 18.6% 

 

The literature commonly investigates the importance of managerial characteristics for firm 

performance, with one of the most important measures being the number of years of 

experience. Among sampled firms, managers had an average of almost 13 years of 

experience in their industry. However, few respondents – only one in eight – had more than 

25 years of experience. The distribution of managerial experience is shown in Chart 7.1.  
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Chart 7.1: Number of Years of Managerial Experience 

 

Data was collected on a range of other characteristics of the top manager. Prior work 

experience in the civil service was not uncommon, with 17.7% of managers reporting having 

worked for the Myanmar government. Women occupied the top management position in 27% 

of firms surveyed.30 Notably, these firms were not significantly different from firms managed 

by men in either total number of employees or total annual sales. The average female-

managed firm tended to employ somewhat more workers (87 vs. 62 employees) and have 

higher sales than those managed by men. However these figures are skewed by a small 

number of female-managed firms that employ a large numbers of workers. The median 

female managed firm employed 12 people, whereas the median male managed firm employed 

20. Female-managed firms were larger when measured by both the mean and median of sales. 

Approximately 75% (115 of 153) of managers held a university degree, with the majority of 

those coming from universities in Myanmar. However, 14% of managers had an overseas 

university degree. This, however, had little effect on firm performance: sales were 27% lower 

than the mean, though 10% higher than the median.  

 

Firms were asked about a number of other business attributes in a series of questions that 

provide useful proxies in the econometric analysis for unobservable firm characteristics. The 

use of computers in the sales or production process, a proxy for firm sophistication, was not 

common and adopted in less than two of five interviewed businesses. Just over one in five 

                                                      
30 Many businesses in Myanmar are family-owned and managed, and therefore often unable to identify whether 
the primary owner or manager is male or female.  
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businesses produced a product designed in-house, a proxy for firm-level innovation. Fewer 

than 10% of businesses held an ISO or some other type of internationally recognized 

certification.31 Nearly 40% of businesses used the personal property of the owner for business 

purposes. Table 7.4 provides the complete list of firm attributes and frequency among 

surveyed businesses. 

 

Table 7.4: Other Firm Characteristics 

Attribute Number of Firms Percentage 

Use Computers in Sales or Production 58 38.2% 

Produces Products of the Company’s Own Design 32 21.1% 

Has an ISO or other certification 13 9.6% 

Part of a conglomerate or larger company 16 10.5% 

Privatized in the last 3 years 7 4.6% 

Competes with unregistered firms 45 29.6% 

Buys from unregistered firms  16 10.6% 

Involves the personal property of the business owner 60 39.5% 

 

Trading activity, especially exporting, is regularly cited in the literature as a corollary for 

firm-level sophistication. Of the firms surveyed in this study, just over 30% exported over the 

last year. Firms were most likely to export if they operated in primary industries (agriculture 

and raw materials), though over a third of manufacturers also reported that they exported 

some or all of their output. Importing was very common among surveyed businesses, with 

nearly 2/3 reporting some imports over the last year. Table 7.5 shows the total number and 

percentage of importers and exporters, broken down by sector. 

 

Table 7.5: Importers and Exporters, by sector 

  Number of Exporters Percentage 

Number of 

Importers Percentage 

Primary Industries  7 58.33% 4 30.77% 

Manufacturing 19 36.54% 32 61.54% 

Construction 0 0.00% 7 63.64% 

Trade & Retail 16 25.00% 46 73.02% 

Health, Education, 

and Other Services  
2 28.57% 5 71.43% 

Total 44 30.14% 94 64.38% 

                                                      
31 This, however, may be an issue of supply, as according to an expert from IGC Myanmar, there is a lack of 
firms that certify quality of products.  
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7.2.2: Institutional and Investment Climate Perceptions 

The survey contained two different types of metrics to assess the institutional and investment 

climate: perceptions-based subjective assessments and information on institutionally linked 

experiences of firms. Perceptions measures covered 23 different aspects of the investment 

climate, including institutions, infrastructure, finance, and the macroeconomy (listed in Table 

7.6). Many of these are similar to the core questions in a World Bank enterprise survey, 

though a number were included specifically for the context of Myanmar.  

 

Table 7.6: List of Business Environment Factors 

Access to Land Business Licensing & Permits Credit 

Access to petrol Customs and Trade Regulation Exchange Rate 

Communications Judicial Independence Foreign Sanctions 

Electricity Labour Regulations Inflation 

Transport Informal Activities of Registered Competitors Interest Rates 

Water Informal Competitors Political Instability 

Tax Rates Skills of Workforce Property Rights 

Corruption Tax Collection Process  

 

Firms were first asked to rate each factor on a scale from 0 to 4 as an assessment of the 

significance of each obstacle. The rating scale was as follows:  

 No Obstacles: 0 

 Minor Obstacle: 1 

 Moderate Obstacle: 2 

 Major Obstacle: 3 

 Very Severe Obstacle: 4 

The obstacle that was most frequently cited as a ‘significant’ obstacle for firms was 

electricity, with over 47% of firms listing it as a major or very severe obstacle. It is 

noteworthy that the survey happened at a time which may have increased the number of firms 

citing electricity as a major obstacle. First, the survey commenced in April, the hottest month 

of the year in Myanmar and in a season when hydroelectric power generation (on which the 

country is heavily dependent) is at its lowest while demand is at its highest. Further, demand 

for electricity has increased significantly in recent years because of the increase in home 

appliance and air conditioner use. Lastly, relatively visible protests occurred in May 2012 in 

Yangon and other cities in Myanmar, protesting the lack of electricity. The visibility of these 

protests may have influenced respondents. The next highest rated obstacle was political 
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instability, which just under 40% of firms cited as a major or very severe obstacle. 

Corruption, foreign sanctions, and skills of the workforce were also among the most cited 

obstacles. Judicial independence is often cited in anecdotal evidence as a significant obstacle 

to doing business, however it was not regularly cited as such in the survey. There was, 

however, a significant cadre of non-respondents, 20 out of 153, which was far larger than any 

other characteristic. These firms selected ‘does not apply,’ with some firms elaborated that 

they would not consider – under any circumstances – attempting to resolve disputes using the 

courts. This has the potential to significantly skew data on the actual quality of the judiciary. 

If all non-responses were taken to mean that judicial independence was a ‘very severe 

obstacle’ it would have ranked in the upper third of the ranked factors. Labour regulations 

were least regularly cited as a ‘major’ or ‘very severe obstacle,’ noted as such by only 5 of 

152 firms. However, these results likely reflect the enforcement characteristics of labour 

regulations as opposed to the de jure regulations. Water, access to land and access to petrol 

were also among the least severe obstacles. Perceptions assessments are detailed in Chart 7.2. 

 

Chart 7.2: Perceptions-based Firm Assessments of Investment Climate Obstacles 
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The second set of perceptions-based questions asked firms to rank the top three obstacles to 

doing business, selecting from the set of investment climate obstacles presented in the prior 

section. As in the first assessment, electricity was most frequently cited as the greatest and 

second greatest obstacle to doing business, with 32 and 20 firms respectively. Notably, firms 

listing electricity as the biggest obstacle did not appear to be significantly different from the 

overall sample in terms of annual sales. This finding that smaller firms do not perceive a 

disproportionate disadvantage from poor public goods and services, though based on limited 

evidence, runs contrary to the literature which finds that smaller firms are harder hit by these 

shortcomings. However, data on firm experiences may yield different results. Foreign 

sanctions were cited as the greatest challenge by 20 firms, the second most frequent response 

after electricity. Political instability was cited by 14 firms as the largest obstacle, with credit 

cited by 12. Notably, credit appeared far higher on the comparative ranking than it did in the 

previous assessments, while most other factors, including electricity, foreign sanctions, 

corruption, and political instability, were among the most challenging obstacles in both 

metrics (see Chart 7.3).  

 

Chart 7.3: Subjective Firm Rankings of Top 3 Investment Climate Obstacles 
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7.2.3: Institutional and Investment Climate Experiences 

Firms were also asked to provide objective, experience-based assessments of Myanmar’s 

economic institutions and investment climate. This included inquiries about the financial and 

banking habits of firms. Firms were first asked what type of internal financial records were 

kept, with over 90% noting that they kept either complete formal balance sheets or some 

system of simplified accounts (see Table 7.7 for a complete breakdown). Very few firms kept 

no records at all. It was not possible to assess the quality of records in this survey, though 

many firms noted in interviews that transactions are sometimes not recorded, for tax or other 

reasons, with some businesses keeping two sets of records – ‘official’ and ‘unofficial’.  

 

Table 7.7: Type of Financial Records Kept 

 Number of Firms Percentage 

Complete Balance Sheet 72 47.1% 

Simplified Accounts 68 44.4% 

Informal Records 9 5.9% 

No Records 3 2.0% 

 

The vast majority of responding firms (127 of 141) used the formal banking system, though 

about 48% of the ‘banked’ firms said they used the banking system one time per week or less. 

On average, firms used the bank 5.65 times per week, though these numbers may not be 

reflect the entire population of firms in Myanmar because of this survey’s high concentration 

of trading firms (who use the formal financial system to obtain documents needed to conduct 

their trading activities). Just over 1/3 of surveyed firms (52 out of 152) responded that they 

had a loan, with the majority (30 of 52) sourced from a private commercial bank. Loans from 

government placed second, cited by 12 of 52 firms. Family and friends were cited as the third 

most common source of a loan, cited by 11 of 52 firms. Only 2 firms cited moneylenders as 

the source of their loan and no business cited an association or other source.32 Collateral was 

required for the vast majority of firms (43 of 52) with all but three using land and buildings as 

collateral. Nine loans were uncollateralized, but these were all sourced informally from 

family and friends.  

 

                                                      
32 Note that a few firms indicated loans from more than one source, with a total of 55 responses from the 52 
businesses.  



182 
 

Another metric of the country’s economic institutions is the time and financial costs for firms 

to obtain operating and import licenses and deal with customs. As illustrated in previous 

chapters, licensing is an important prerequisite for entering many sectors in Myanmar, though 

the costs of obtaining these licenses vary significantly. The minimum cost reported in the 

survey to obtain an operating license was 10,000 kyat (approximately US $11), while the 

maximum cost was 20 million kyat (US $23,500). The most regularly cited amount paid for 

an operating license was 1 million kyat (US $1,170). The cost of obtaining an import license 

varied even more significantly, from a low of 10,000 kyat (approximately US $11) to a 

maximum cost was 50 million kyat (US $58,820). The most commonly cited amount paid for 

an import license was 1 million kyat (US $1,170). Figures for both types of licenses include 

agent fees, which are commonly paid in Myanmar to expedite the licensing process. It is 

important to note that figures obtained for the cost of an import license pertain to the most 

recent consignment, and that firms importing multiple consignments must pay fees for each 

license. This means that the total annual cost of import licenses may be significantly higher 

for frequent imports. Summary statistics for the costs of operating and import licenses are 

noted in Table 7.8.   

 

Table 7.8: Cost of Licenses, in million kyat 

 Mean Median Mode Minimum Maximum n 

Cost of an Operating License 1.34 1.00 1.00 0.01 20.00 126 

Cost of an Import License 2.81 0.70 1.00 0.01 50.00 69 

 

Firms were also asked how many working days were lost due to delays in obtaining an 

operating license or in dealing with customs. On both measures, the majority of firms 

reported no delays, however the distributions were very right-skewed. The longest delay for 

an operating license was one year (365 days), reported by a firm which was unable to obtain 

an operating license for their activities for the entire FY2011/12. The longest delay in 

customs reported by a firm was 60 days. Summary statistics are noted in Table 7.9. 

 

Table 7.9: Days Lost Due to Licensing and Customs 

 Mean Minimum Maximum 

Number 

reporting delays n 

Days Lost Due to Operating 

License Delays 
5.99 0 365 22 147 

Days Lost Due to Customs Delays 5.90 0 60 40 120 
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Labour regulations are another important institutional consideration for firms, and can be 

proxied by the share of workers at a business that are part time or daily wage workers. One 

third of firms (51 of 152) reported employing part time or daily wage workers in the most 

recent fiscal year. Twenty eight of the 152 firms had between one and nineteen part time or 

daily wage employees, seventeen had 20-99 employees and six had 100 or more. The total 

number of part time and daily employees at firms ranged from 1 to 1,000. While these 

workers were often manual labourers, some firms hired highly skilled specialists (for 

example, accountants) on an as-needed basis. Despite these employment engagements usually 

having no formal contract or work arrangements, only one firm noted that the average length 

of employment was only one day. Many casual employees worked the equivalent of full-time 

hours, however may not be afforded the protections or benefits of full-time staff. Lastly, 

firms were asked about their tax burden, which they reported as a percentage of their total 

annual expenses.  The tax burden ranged from 0% to 80% of total expenses.33 The average 

tax burden for firms was approximately 10.5% of total expenses, while the median burden 

was 10%, suggesting that tax levels are significant though not outsize.  

 

7.2.4: Firm Size and Performance 

Firms were asked a series of questions about different aspects of their performance, including 

total annual sales, sales three years ago, total number of employees, employees three years 

ago, total capital and capital three years ago. These metrics serve as the dependent variables 

in the regression analysis later in the chapter. One of the most useful of these metrics, and 

also one of the most sensitive, is total annual sales. In the survey, firms were first asked to 

select one of four categories into which total sales fell, results of which are in Table. 7.10. 

This was done to attain a useful measurement of sales despite the sensitivity of the question. 

Among the given categories, the most frequently cited was annual sales between 100 million 

and 1 billion kyat ($117,750 and $1.175 million). 

 

 

 

                                                      
33 A firm response that their tax burden was 0% of expenses does not necessarily indicate that the firm was 
dodging taxes, though this is a possibility. Under the Myanmar Citizen’s Investment Law and the Foreign 
Investment Law, firms can apply for and receive a tax holiday. Until 2012, this tax holiday was three years, but 
increased to five years with the passage of updated versions of these laws.  



184 
 

Table 7.10: Total Annual Sales in 2012 

Amount of sales Number of Firms Percentage 

Less than 10 million kyat ($11,750) 13 9.4% 

From 10 and 100 million kyat ($11,750 to $117,500) 33 23.9% 

From 100 million and 1 billion kyat ($117,500 to $1,175,000) 54 39.1% 

Over 1 billion kyat (Over $1,175,000) 36 26.1% 

 

Firms were then asked to specify their total annual sales. The average of all firms was 1.02 

billion kyat per year ($1.2 million), though this figure was influenced by a small number of 

firms with very high sales. The median firm reported annual sales of 192 million kyat 

($226,000 US). Out of 153 firms, 35 did not respond to the inquiry about total annual sales, 

likely due to the sensitivity of the question. Firms were also asked about their total annual 

expenses, including all raw materials purchased for production and finished goods for resale. 

Expenses varied significantly, from 170,000 kyat to 12 billion kyat per year ($200 to $14.1 

million). Data on the distribution of sales and expenses are detailed in Table 7.11.  

 

Table 7.11: Total Annual Sales and Expenses in 2012, in million kyat 

 Number of Firms Mean Minimum 25% 50% 75% Maximum 

Sales 118 1,020 0 50 192 1,000 13,000 

Expenses 125 628 1.7 22 100 648 12,000 

 

Another major metric of firm size was the total number of full time employees. Among the 

153 firms surveyed (all of which provided a number of employees), the average number of 

employees was 68.6, though this figure was influenced by a small number of large firms (5 of 

which had more than 500 employees and 2 of which had over 1,000). The median firm 

surveyed had 15 employees. When using the World Bank’s definition of micro, small, 

medium and large enterprises, we find that the majority of firms are clustered at the lower 

end of the scale. Small firms made up 41% of the total surveyed, and when combined with 

micro enterprises, we find that over 50% of the firms surveyed had under 20 employees. 

Medium sized firms represented about a third of the sample and large firms under one sixth. 

Manufacturing firms had a larger average numbers of employees than trading firms, with a 

mean of 105 employees and a median of 20 employees. Trading firms had a mean of 38 

employees and a median of 14 employees. Notably, there are a large number of relatively 

small manufacturing firms operating in Myanmar at present, which likely lack economies of 
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scale and modern equipment. The distribution of firms by number of full time employees is 

included in Table 7.12.   

 

Table 7.12: Firm Size in 2012, by number of full time employees 

Classification Number of Full Time Employees Number of Firms 

Micro Enterprise 1-4 15 

Small Enterprise 5-19 63 

Medium Enterprise 20-99 50 

Large Enterprise 100+ 25 

 

The third metric of firm size was the total market value of capital owned by firms, which 

varied widely across the sample. The median firm had total capital valued at 340 million kyat 

($400,000), while the average was 1.59 billion kyat ($1.875 million). The largest firm had 

capital valued at 51.9 billion kyat ($61.1 million) (see Table 7.13 for these statistics). Nine 

firms (6%) responded that they did not own any capital. Among all firms interviewed, the 

majority of capital was invested in land and buildings, followed closely by production or 

sales machinery/equipment.  

 

Table 7.13: Capital Ownership in 2012, in million kyat 

 Number of Firms Mean Median Maximum

Production or Sales Machinery/Equipment 72 633 0 45,900 

Land & Buildings 118 928 165 51,500 

Vehicles 102 74 24 2,000 

IT & Communications Equipment 115 11 0.25 409 

 

Growth in the number of full time permanent employees was one of the key performance 

measures used in the analysis. To obtain a rate of change in staffing levels, firms were asked 

how many full time permanent employees worked for the business at the end of FY2008/09 

(132 provided an answer, while 21 reported either ‘not applicable’ or having 0 employees). 

Among firms in existence continually over the last three years, the mean number of 

employees has decreased marginally, by 3.5%, though the median firm size has dropped from 

30 to 15 employees (driven largely by the entrance of a large number of new, small firms into 

the marketplace). There has been marked employment growth of nearly 23% in the 
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manufacturing sector, a compound annual growth rate of over 7%.34 Firms in other sectors, 

notably construction and trading, have both seen a reduction in the average number of 

employees. The decrease in the number of full-time employees at trading firms is especially 

notable given the growth in official trade statistics over the time period in question. Of course 

there are many things that could explain this, including growth in the number of trading firms 

and growth in the use of day labourers or casual workers. Table 7.14 shows the change in 

employment among surveyed firms, in total and disaggregated by sector.  

 

Table 7.14: Change in Number of Employees over time 

 Number of 

Firms 

FT Employees 

(FY08-09) 

FT Employees 

(FY11-12) 

% Change 

 2009 2012 Mean Median Mean Median Mean Median 

Manufacturing 50 53 85.5 17.5 105 20 22.8% 14.3% 

Construction 10 11 139.3 64 112.6 40 -19.2% -37.5% 

Trading 55 65 50.7 30 37.9 14 -25.3% -53.3% 

Primary  11 14 80.9 60 82.6 41 2.1% -31.7% 

Other 5 9 7.2 6 8.22 6 14.2% 0.0% 

Total 131 152 71.1 30 68.64 15 -3.5% -50.0% 

 

Data on sales and expenses growth was also collected, using questions about total sales and 

expenses three years ago. On average, firms noted that sales had grown 27.2% over the last 

three years, a compound annual growth rate of 8.35%.35 When asked about growth in sales 

and expenses over the last three years, firms on average noted that their expenses had 

increased slightly more than their sales, decreasing profit margins. At the firm level, there 

were large changes for some firms, ranging from a 54% decline in sales to an increase of 

800% (see Table 7.15 on the next page for a full breakdown of changes in sales and 

expenses).  

                                                      
34 Evidence of growth in the manufacturing sector at face value does seem to contradict the widespread 
speculation that Myanmar had been suffering from a ‘resource curse’ over the last few years, evidence of which 
included a large appreciation of the Myanmar kyat as well as growth in exports of primary commodities 
including natural gas, jade, timber and others. If the country was suffering from this Dutch Disease, one would 
expect to find that employment growth was weakest, or even negative, in trade-exposed sectors such as 
manufacturing while strongest in non-tradable goods such as construction and services. However, there are 
numerous other factors at play, including sanctions that raise the cost of conducting international trading 
operations and a segmented market with high transportation costs that encourages growth in local, small scale 
manufacturing, most of which has been in the food and beverage sector.  
35 Note that over the same three year period, inflation rates were 2.2%, 8.2%, and 2.8% respectively, for a total 
compounded three year increase of 13.7% (if one is to believe the inflation figures published in the IMF’s 
Article IV reports on Myanmar, which even the IMF doesn’t seem to have much faith in).  



187 
 

 

Table 7.15: Change in Firm Sales and Expenses since 2009 

 Number of Firms Mean Minimum 50% Maximum 

Sales 135 27.2% -84% 17.5% 800% 

Expenses 136 31.6% -50% 20.0% 500% 

7.3: Econometric Strategies 

 

7.3.1: Overview of Econometric Strategies 

Firm-level investment climate analysis faces a number of econometric challenges, which are 

addressed using a variety of techniques in the existing literature. Generally, the standard 

approach uses regression analysis to identify which investment climate indicators affect firm 

performance. Dethier, Hirn and Straub (2008) note that these regressions usually take a 

generic form: 

 

Firm performance = β1 + β2(IC Indicators) + β3(Firm Characteristics) + β4(Additional 

Controls) + ε                                                                                                                            (1)  

 

Where i	 (i=1:4) are the coefficients to be estimated, IC Indicators are the range of 

investment climate indicators, Firm Characteristics are a range of firm-specific control 

variables, Additional Controls include any other significant control variables, and ε is the 

error term. However there are numerous limitations and challenges, including 

multicollinearity, endogeneity of the regressors, and the ‘camels and hippos’ problem, among 

others. The issue of multicollinearity is common because regressors are often correlated with 

one another in investment climate data. This makes it difficult to distinguish whether some 

variables are actually proxies for other, more important variables (Dethier, Hirn, and Straub 

2008, 27). One solution to this in the literature, employed in Bastos and Nasir, is to aggregate 

variables into broad measures such as ‘institutions’ and ‘infrastructure’ (2004). However, in 

order to aggregate variables, it is best not to simply group together a number of unrelated or 

marginally related factors. First, it is useful to determine whether the group of variables have 
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a significantly large Cronbach’s alpha.36 Based on the measures available in this thesis, we 

try to create three aggregated, perceptions variables:  

 ‘Regulation’ – comprised of labour regulation, business licensing and permits, 

customs and trade regulation 

 ‘Institutions’ – comprised of judicial independence, property rights, corruption 

 ‘Macro environment’ – comprised of credit, taxes, political instability 

However, only one of these aggregated perceptions variables had a large enough Cronbach’s 

alpha to be useful, and even then the results were only marginally acceptable. The 

Cronbach’s alpha for an aggregated ‘institutions’ variable was .707, marginally larger than 

the 0.7 that is used in the literature as the baseline to acceptably aggregate variables. The 

‘regulation’ and ‘macro environment’ variables both had Cronbach’s alpha scores of less than 

0.6. We therefore opt not to employ this strategy in the regression analysis.  

 

The next major issues has been referred to in the literature as the ‘hippopotamus vs. camel’ 

dilemma, a way to describe the self-selection of firms based on their operating environment. 

It is analogous to the way that in dry climate like the Sahara desert, you expect that there are 

not many animals, and the ones you do find will be camels and not hippos because they are 

the only animals that can survive in that environment (Hausmann and Velasco 2005, 20). 

This can lead to a distorted view of the actual environment. Businesses that do not require 

some aspects of the business environment to function smoothly are less likely to complain 

about them, just as camels that do not require regular access to water are less likely to note its 

shortage in the desert. This self-selection issue is acute both in Myanmar, and within the 

sample frame for this survey, and all results should be interpreted with those caveats in mind.   

 

Another major methodological problem in the literature is the debate over the use of 

subjective, perceptions-based data or objective, experience-based data. In economics, 

perceptions data are used less regularly than in other social sciences due to scepticism as to 

whether they elicit meaningful answers (Bertrand and Mullainathan 2001, 67). Criticisms 

include the effects of sequencing, framing, wording, and lack of effort by participants, as well 

as respondent’s incentives to give socially desirable answers and their hesitation to admit a 

lack of opinion about a topic (Bertrand and Mullainathan 2001, 67-69). Instead, most 

                                                      
36 Cronbach’s alpha is a coefficient of internal consistency which determines the degree to which each of the 
individual variables that contributed to the aggregated investment climate variable measure the same 
phenomenon.  
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economists have relied on the use of objective, experienced-based data to serve as a proxy for 

investment climate obstacles. The benefit of this data is that it allows for more rigorous 

econometrics, however it is not as useful in understanding firm-level decision making and is 

more difficult for researchers to accurately interpret. One of the major shortcomings of the 

objective data is that it transfers the onus of interpretation from the respondent to the 

researcher, the latter of which is generally far less familiar with the given investment climate 

than the respondent. The challenge is that researchers often do not know the right questions to 

ask, and can formulate models that fail to reflect actual experiences because of limited data 

and knowledge. Examples of questionable interpretations of objective investment climate 

variables include:   

 Carlin, Schaffer and Seabright, who argue that investment climate variables represent 

public goods that are constant across a country (2006). They argue that firms can 

provide substitutes for some of these variables (such as a generator to compensate for 

poor electricity) but not others (such as a new customs regime). However this neglects 

obvious heterogeneity in the firm-level data, and its obvious manifestations, for 

example the use of smuggling as a way for individual firms to circumvent challenges 

in the customs regime. Firms decide to use mechanisms such as smuggling based on a 

cost-benefit analysis not dissimilar from the decision to purchase a generator. There is 

little evidence that firms are unable to provide substitutes for almost all aspects of the 

business environment (though some may not be legal).  

 De Rosa, Gooroochurn, and Gorg argue that bribery may serve to weed out inefficient 

firms who are unable to afford bribes and therefore shut down, a hypothesis that runs 

counter to most of the literature in which bribery is positively related to firm 

performance (2010). Further, the authors offer little theoretical support for why self-

interested, rent-seeking bureaucrats would force bribe-payers out of businesses, 

therefore reducing the rents they collect.  

In order to benefit from both the rigor of objective data and the insights of perceptions data, 

this thesis will utilize variables from both, to provide analysis that is not only econometrically 

robust, but more importantly, correctly interpreted.  

 

The final and perhaps most significant methodological challenge in the investment climate 

literature is endogeneity, which is a correlation between the explanatory variables and the 

error term. Endogeneity can cause inefficient, biased, and inconsistent estimates, and well as 
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contribute to their misinterpretation (Dethier, Hirn, and Straub 2008, 27). Endogeneity can 

arise for two main reasons. The first is that one or more relevant variables has been omitted 

from the right hand side of the equation. The second is that “better subjective and objective 

investment climate indicators may be associated with better performing firms not because 

they cause such firms to be more productive, but on the contrary, because an inherently more 

efficient firm can work within the exogenously given environment to reduce inspections, 

power losses or days for customs clearance or phone lines” (Dethier, Hirn, and Straub 2008, 

28). In the literature there are numerous strategies to help eliminate endogeneity. Two 

approaches which will be utilized in this thesis are the use of multiple investment climate 

variables in one regression to limit omitted variable bias, and the use of objective variables 

(which they argue are less vulnerable to measurement error) (Dethier, Hirn, and Straub 2008, 

28). Because the data set contains information from only a single country, and largely from 

one city within that country, neither the location-industry averages approach nor the country 

dummies approach are applicable. However, even the adopted econometric strategies are 

subject to limitations because of the small size and unique nature of the data set.  

 

The main strategy in the literature to address endogeneity is the use of location-sector or 

location-sector-size averages to instrument for individual firm data. However, stratifying the 

data by location is not possible given the concentration of surveys from Yangon. Sector-size 

averages would face significant challenges because of the small sample size. Sector averages 

are collinear with sector dummy variables and therefore not useful. Location-sector and 

sector averages are also not valid tools for analysing perceptions data, because the data is 

ordinal and nonparametric. Therefore, parametric summary statistics including the mean, 

which would be necessary in finding city-sector or sector averages, are not valid for the 

ordinal perceptions data.37 No other paper in the literature has used location-sector, sector, or 

any other type of instrumentation for perceptions variables.  

 

As traditional instrumenting strategies from the literature are not viable in this study, we 

adopt a different strategy with a simple theoretical justification. In previous literature 

location-sector averages were adopted because researchers argued that the investment climate 

                                                      
37 Using ratings-based perceptions data as continuous variables is not best practice but has nonetheless been 
used in business environment literature before (see, for example Beck, Demirgüç-Kunt, and Maksimovic 2005, 
Commander and Svejnar 2007). However, in order to use this data as a continuous variable, one has to assume 
that the metrics are equidistant, for example the distance from no obstacle to moderate obstacle is the same as 
the distance from severe obstacle to very severe obstacle.  
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varied both geographically and across sector. As such, using these instruments would control 

for endogeneity. We propose that, given the importance of networking and relationships in 

Myanmar, differences in firm experiences with the investment climate are determined more 

by their relationships than by their sector or location. To instrument for this, we use a range 

of managerial and market characteristics. These include the dummy managerx if the manager 

has previous experience working for the government, managerf if the manager is female, and 

LOGCompetition, which is the logarithm of the manager’s estimate of the number of other 

businesses in their sector with which the firm competes. For the first, we argue that managers 

with experience in government would not perceive formal government institutions to be as 

severe of an obstacle to doing business because they have experience with these institutions 

and the necessary relationships to navigate them. For the second, we argue that female 

managers would perceive formal government institutions to be more severe than their male 

counterparts, because of the country’s history of rule by a male-dominated military, which 

served to exclude women from senior-level opportunities in the public service and business. 

This would have a negative impact on their ability to form relationships needed to ease 

business and navigate formal government institutions. The third is an estimate of the number 

of competitors, which reveals market dynamics as businesses cluster in sectors with low 

barriers to entry.   

 

The regression analysis proceeds with two separate specifications. In the first, we use sales 

and employment as the dependent variables, and examine the relationship between these and 

a range of institutional and control variables. For each dependent variable (DV), we use a 

range of perceptions-based and objective investment climate variables. The regressions that 

utilize perceptions-based data are subject to endogeneity, which we do not correct for because 

of a lack of viable methods to do so. Institutional variables are first regressed together, and 

then individually, with the obvious note that when the variables are regressed individually, 

they are subject to omitted variable bias. In the second specification, we employ objective 

investment climate data for another set of regressions, in which we run both OLS and IV 

regressions on institutional variables, both together and individually. We test for endogeneity, 

and find that only some institutional variables are endogenous to the DV. We recommend 

either the OLS or the IV regression as preferable based on the Durban-Wu-Hausman test. The 

chapter then conducts another set of regressions using change in sales, employment, and 

capital as the dependent variables. Both perceptions and experience data are used again, with 

the same caveats as noted above.  
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7.3.2: Variables used in Regression Analysis 

This chapter employs a large number of variables in the regression analysis, which are 

outlined in detail in this section. The first group, in Table 7.16, are the firm performance and 

business characteristic variables, and include all of the dependent, independent and control 

variables that are not related to the investment climate or institutional environment. The 

second group is the perceptions-based institutional variables, listed in Table 7.17. The third 

group is the objective, experience-based institutional variables, listed in Table 7.18. This 

table also includes explanations underlying the use of these variables.  

 

Table 7.16: Performance and Business Characteristic Variables 

Variable name Variable description 

LOGSales12 The logarithm of the value of total sales (in million kyat) in FY2011/12

LOGEmployees12 
The logarithm of the number of full time employees at the end of 

FY2011/12 

LOGCapital12 
The logarithm of the market value of capital (in million kyat) at the end 

of FY2011/12 

LOGSales09 The logarithm of sales (in million kyat) during FY2008/09 

LOGEmployees09 
The logarithm of the number of full time employees at the end of 

FY2008/09 

LOGSalesgrowth 

The logarithm of the annual rate of sales growth +1 (all variables 

transformed to prevent negative values in the logarithm 

transformation) 

LOGEmploymentgrowth 

The logarithm of the annual rate of employment growth +1 (all 

variables transformed to prevent negative values in the logarithm 

transformation) 

Exporter Dummy variable for the export status of the business 

LOGFirmage The logarithm of the age of the firm +1 

LOGManagerial 

experience 

The logarithm of the number of years of experience of the top manager 

+1 

LOGCompetition 
The logarithm for the number of competitor businesses that survey 

respondents reported 

Manufacturing Dummy variable for manufacturing businesses 

Retailandtrade Dummy variable for retail and trade businesses 

Managerx Dummy variable for businesses whose manager had previously worked 

for government 

Managerf Dummy variable for businesses whose manager was female 

Salesgrowing Dummy variable for businesses whose sales grew between the end of 

FY2008/09 and FY 2011/12 
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Table 7.17: Perceptions-based Institutional Variables 

Variable name Variable description (perceptions-based rating from 0 to 4) 

Licensing  Business Licensing and Permits 

Customs  Customs and Trade Regulation 

Judicialind Judicial Independence 

JudicialindR Judicial Independence (replaced) 

Labourregs Labour Regulations 

Tax Tax 

Credit Credit 

Politicalins Political Instability 

Propertyrights Property Rights 

Skills Skills of the Workforce 

Corruption Corruption 

 

Table 7.18: Objective Experience-based Institutional Variables  

Perceptions-

based 

variables 

Objective 

Experience-based 

variables name 

Objective 

variable 

description 

Objective variable explanation 

and use in the literature 

Business 

licensing and 

permits 

costoperatinglicense 

Logarithm of 

the cost of an 

operating 

license as a 

percentage of 

sales 

Measures the total cost 

(including unofficial payments) 

of an operating license; proxy 

for formal institutional obstacles 

in the licensing regime. 

dayslostoplicense 

Logarithm of 

the days lost to 

delays in 

licensing 

Measures the number of 

production/trading days lost 

while waiting for operating 

license; proxy for formal 

institutional obstacles in the 

licensing regime. (Aterido, 

Hallward-Driemeier, and Pages 

2007) 

Customs and 

Trade 

regulation 

costimportlicense38 

Percentage of 

total sales spent 

to obtain import 

license 

Proxy for formal institutional 

obstacles in the import licensing 

regime (Ministry of Commerce). 

                                                      
38 It was also considered to include “% of total sales spent to obtain export license” however the sample size, at 
n=26, was too small.  
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dayslostcustoms 

Logarithm of 

the number of 

days lost to 

delays in 

customs 

Proxy for the formal 

institutional obstacles of the 

customs regime. (Escribano and 

Guasch 2005): 

Judicial 

independence 
trustbased 

Dummy for 

using trust-

based exchange 

facilitation 

institutions 

Trust-based institutions include 

relational transacting (as 

measured by trading with 

informal businesses) and use of 

informal finance. Proxy for 

transaction mechanisms that do 

not rely on the formal judicial 

system. 

Labour 

Regulation 
fulltimeworkers 

Percentage of 

employees 

engaged under 

part-time or 

daily wage 

agreements 

Proxy for the challenge 

presented by labor regulations. 

More stringent regulations 

encourage firms to hire more 

daily and part-time labourers 

and fewer full time workers 

(Hallward-Driemeier, Wallsten, 

and Xu 2006). 

Taxes taxpctsales 

Logarithm of 

the percent of 

sales paid in tax 

Proxy for the challenge 

presented by the formal taxation 

system (Fisman and Svensson 

2007).  

Credit  loan 

Dummy for 

having a loan 

Proxy for the accessibility of the 

formal financial system 

(Hallward-Driemeier, Wallsten, 

and Xu 2006). 
Note: Articles in the literature that use the same variable are listed in parenthesis. 

 

7.3.3: Correlation Tables  

This chapter utilizes a number of different econometric specifications, which include one or 

more institutional or investment climate measures and independent variables. First, it is 

necessary to check for correlation between the IVs and the control variables, as shown in 

Table 7.19. The strongest correlation is between the two sector dummies, Manufacturing and 

Retailandtrade, however this is not a concern since these variables should be negatively 

related and strongly correlated. The only other relationships of some note are the 
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LOGEmployees12 and LOGCapital12, with a correlation coefficient of 0.478, and 

LOGFirmage and LOGManagerialexperience, with a coefficient of 0.428. However, these 

correlations are theoretically reasonable and display the correct sign, and neither of the 

correlations are significantly high enough to merit removing a variable from the model.  

 

The institutional variables generally display a high degree of correlation, indicating that some 

businesses tended to rank institutional measures as a greater obstacle to doing business across 

the board than other businesses. There are numerous possible explanations for this. However, 

it is important first to address the general shortcomings with the use of perceptions data in 

regression analysis. The literature documents numerous challenges in using perceptions data, 

including whether respondents assess the general environment or their specific experiences, 

the general optimism or pessimism of the respondent, the lack of a consistent reference point 

for all respondents, and the potential for firm performance to influence perceptions of the 

institutional environment (Hallward-Driemeier and Aterido 2009, 7-9). The high correlation 

could derive from many of these challenges, while it may also result from ways in which 

different types of businesses experience institutional challenges differently. For example, 

younger firms may find customs and trade regulations to be a greater obstacle to doing 

business because they lack the experience and relationships of older firms that help to 

alleviate these obstacles. However, because the institutional variables are each entered into 

separate regressions, the high correlation between different variables is not a concern in these 

specifications. While many of the institutional variables have significant relationships, only 

two stand out: the relationship between Tax and Customs and the relationship between 

Licensing and Customs, both of which have a Pearson Correlation coefficient of over 0.5. See 

Tables 7.20 and 7.21 for the full correlation tables.  
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Table 7.19: Correlation Matrix of Independent and Control Variables 

  

LOGEmployees

12 

LOGCapi

tal12 

Exporte

r 

LOGFi

rmage 

LOGManageri

alexperience 

LOGComp

etition 

Manufacturin

g 

Retailan

dtrade 

LOGEmployees12 1               

LOGCapital12 0.478** 1             

Exporter 0.157 0.049 1           

LOGFirmage 0.168* 0.232** -0.155 1         

LOGManagerialexperienc

e 
0.248** 0.240** 0.000 0.428** 1       

LOGCompetition 0.020 0.125 0.070 -0.170* -0.098 1     

Manufacturing 0.072 -0.048 0.104 0.165* 0.062 -0.063 1   

Retailandtrade -0.094 0.098 -0.099 -0.054 -0.111 -0.080 -0.632** 1 

Pearson Correlation, **significant at the 1% level, *significant at the 5% level 
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Table 7.20: Correlation Matrix of Perceptions-based Institutional Variables 

  Licensing Customs Judicialind JudicialindR Labourregs Tax Credit Politicalins Propertyrights Skills  Corruption 

Licensing  1           

Customs  0.443** 1          

Judicialind 0.125 0.179* 1         

JudicialindR 0.025 0.075 1.000** 1        

Labourregs 0.217** 0.255** -0.085 -0.039 1       

Tax 0.431** 0.582** 0.202* 0.062 0.161* 1      

Credit 0.158 0.241** 0.277** 0.241** 0.193* 0.193* 1     

Politicalins 0.039 0.208* 0.204* 0.270** 0.077 0.137 0.272** 1    

Propertyrights 0.281** 0.138 0.359** 0.207* 0.086 0.347** 0.232** 0.330** 1   

Skills 0.298** 0.255** 0.247** 0.297** 0.170* 0.283** 0.381** 0.320** 0.382** 1  

Corruption 0.361** 0.286** 0.285** 0.253** 0.024 0.212** 0.280** 0.344** 0.384** 0.380** 1 

Pearson Correlation, **significant at the 1% level, *significant at the 5% level, correlations over 0.5 in italics  
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Table 7.21: Correlation Matrix of Experience-based Objective Institutional Variables 

 

costoperating

license 

dayslos

toplicen

se 

costimportlice

nse 

dayslost

customs trustbased 

fulltime

workers taxpctsales loan 

costoperatinglicense 1.000        

dayslostoplicense 0.574** 1.000       

costimportlicense 0.209 -0.091 1.000      

dayslostcustoms -0.200 0.118 -0.216 1.000     

trustbased 0.085 0.054 0.147 -0.059 1.000    

fulltimeworkers -0.135 -0.067 -0.126 -0.057 -0.011 1.000   

taxpctsales 0.236* 0.110 0.100 0.048 0.013 -0.131 1.000  

loan -0.115 -0.028 -0.220 0.110 0.140 0.133 -0.183* 1.000 

Pearson Correlation, **significant at the 1% level, *significant at the 5% level, correlations over 0.5 in italics 

 

 



199 
 

7.4: The Institutional Environment and Firm Size  

 

7.4.1: Perceptions Variables and the Institutional Environment  

In the first specification, we explore the relationship between firm size and the institutional 

environment. For the dependent variable in these regressions, we utilize two different 

measures: LOGSales12, the logarithm of total sales in million kyat in FY2011/12; and 

LOGEmployees12, the LOG of total full time employees in FY2011/12. Through this chapter, 

we employ more than one dependent variable in all sections, to provide more convincing and 

robust results given the small sample size. In the original data, both sales and labour are right 

skewed, with many firms having comparatively low sales and few employees. The 

logarithmic transformations are used to normalize the distributions.  

 

In the first set of regressions, with LOGSales12 as the DV, we use an OLS multiple 

regression similar to that employed in De Rosa, Gooroochurn and Gorg, though without any 

variables for different countries as this is a single country study (2010, 15). The model is a 

simple, modified production function of the form:  

 

i = b1 + b2Li + b3Ki + b4*(institutional variables)i + b5Zi + αs+ ei                     (2) 

 

where i = LOG of sales of firm i, Li = LOG of employees of firm i, Ki = LOG of capital of 

firm i, Institutional variable represents a range of perceptions based dummies, Z is a set of 

control variables, αs is a sector dummy, and ei is the error term. Institutional variables are 

based on subjective firm assessments, ranging from 0 for ‘no obstacle’ to 4, which represents 

‘very severe obstacle.’ The eleven institutional variables are those listed in Table 7.17. 

Control variables, Z, include Exporter (dummy variable, with 1 indicating that firms export), 

LOGFirmage, LOGManagerialexperience, and LOGCompetition (to indicate market 

competitiveness).39  

 

                                                      
39 While firm size is regularly included as a control in the literature and will be used later, it is not in these initial 
regressions because of the inclusion of LOG Labour. Both are derived from the number of full time employees 
in 2011-12 and are highly collinear.  
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In the second set of regressions, we use LOGEmployees12 as the dependent variable and run 

a multiple OLS regression to examine the relationship between employment and institutional 

variables. As the DV is no longer output, the equation is no longer a modified production 

function, but instead takes the following form:  

 

i = b1 + b2*(Institutional variables)i + b3Zi + αs+ ei                        (2) 

 

where i = LOG of employment in FY2011/12, the institutional variable includes the same 

institutional variables, Z is a set of control variables, αs is a sector dummy, and ei is the error 

term. The control variables, Z, include Exporter, LOGFirmage, LOGManagerialexperience, 

Salesgrowing (a dummy variable set to ‘1’ if the firm reported sales growth from 2009 to 

2012 and ‘0’ if it did not), and LOGCompetitors. Sector dummy variables Manufacturing and 

Retailandtrade are also included. The focus on employment is selected both for testing 

purposes but also because of its practical importance, because employment is “more likely to 

reflect the long-run performance of the firm, and their evolution is of higher concern for 

policymakers” (Aterido, Hallward-Driemeier, and Pages 2009, 9). 

 

In both sets of regressions, one of the major concerns is omitted variable bias, which is 

especially likely if the investment climate perceptions data are entered into the regression one 

at a time. For example, the high correlation between Customs and Tax means that coefficients 

derived from a regression that includes only Customs would be biased. As such, the first 

regression in each set includes all of the perceptions ratings, followed by regressions with 

only one variable at a time (this same methodology was employed in Commander and 

Svejnar 2007). Also, given the utilization of perceptions data in this section and the inability 

to instrument for endogeneity which subsequently results in coefficients that are likely 

biased, this section will not attempt to interpret coefficients in any meaningful way other than 

the coefficient’s sign.  
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Table 7.22: Sales and Perceptions Assessments of Economic Institutions  

DV: LOGSales12                                                                                                        OLS 

  (all) (1) (2) (3) (4) (4a) (5) (6) (7) (8) (9) (10) 

LOGEmployees12 
0.678*** 0.681*** 0.673*** 0.672*** 0.674*** 0.668*** 0.680*** 0.675*** 0.680*** 0.671*** 0.656*** 0.674*** 

(0.121) (0.117) (0.116) (0.117) (0.122) (0.117) (0.117) (0.111) (0.117) (0.118) (0.118) (0.111) 

LOGCapital12 
0.046 0.063 0.071 0.066 0.051 0.058 0.067 0.075 0.064 0.066 0.065 0.041 

(0.082) (0.080) (0.079) (0.080) (0.084) (0.080) (0.080) (0.076) (0.080) (0.080) (0.080) (0.077) 

(1) Licensing  -0.147 0.106           

(0.203) (0.163)           

(2) Customs 0.126  0.241*          

(0.201)  (0.144)          

(3) Labourregs 
0.218   0.310         

(0.364)   (0.336)         

(4) Judicialind 
0.134    0.277*        

(0.179)    (0.166)        

(4a) JudicialindR 
     0.149       

     (0.134)       

(5) Tax 
-0.055      0.105      

(0.200)      (0.147)      

(6) Credit 
0.385**       0.459***     

(0.160)       (0.132)     

(7) Politicalins 
-0.133        0.060    

(0.147)        (0.127)    

(8) Propertyrights 
-0.130         0.073   

(0.189)         (0.149)   

(9) Skills 
-0.074          0.146  

(0.157)          (0.129)  

(10) Corruption 
0.405**           0.041*** 

(0.156)           (0.123) 

Exporter 
0.277* 0.286** 0.296** 0.294** 0.273* 0.279** 0.282** 0.273** 0.279** 0.293** 0.298** 0.280** 

(0.140) (0.134) (0.133) (0.134) (0.140) (0.134) (0.134) (0.127) (0.135) (0.135) (0.134) (0.127) 
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LOGFirmage 
0.339 0.358* 0.318 0.376* 0.327 0.380* 0.334 0.346* 0.372* 0.357* 0.402* 0.373* 

(0.220) (0.207) (0.206) (0.206) (0.216) (0.205) (0.211) (0.195) (0.206) (0.207) (0.207) (0.196) 

LOGManagerialexperience 
0.319 0.346 0.367* 0.326 0.326 0.317 0.357 0.299 0.326 0.342 0.341 0.394* 

(0.228) (0.224) (0.220) (0.221) (0.231) (0.221) (0.225) (0.209) (0.222) (0.224) (0.221) (0.212) 

LOGCompetition 
0.173 0.198* 0.198* 0.203* 0.183 0.195* 0.200* 0.190* 0.193* 0.195* 0.194* 0.160 

(0.108) (0.107) (0.105) (0.106) (0.112) (0.106) (0.107) (0.101) (0.108) (0.107) (0.106) (0.102) 

Manufacturing 
-0.185 -0.175 -0.144 -0.192 -0.118 -0.155 -0.175 -0.205 -0.170 -0.169 -0.175 -0.177 

(0.173) (0.166) (0.164) (0.166) (0.176) (0.166) (0.165) (0.156) (0.166) (0.166) (0.165) (0.157) 

Retail & Trade 
0.285* 0.358** 0.372** 0.355** 0.386** 0.356** 0.374** 0.274* 0.354** 0.367** 0.343** 0.316** 

(0.168) (0.160) (0.158) (0.160) (0.167) (0.159) (0.160) (0.153) (0.162) (0.160) (0.160) (0.153) 

Constant 
0.208 0.175 0.128 0.193 0.222 0.189 0.164 0.182 0.187 0.186 0.143 0.126 

(0.327) (0.321) (0.318) (0.319) (0.333) (0.318) (0.323) (0.301) (0.321) (0.321) (0.322) (0.304) 

Observations 93 103 103 103 93 103 103 103 103 103 103 103 

R2 0.614 0.513 0.526 0.515 0.527 0.517 0.514 0.567 0.512 0.512 0.518 0.561 

Adjusted R2 0.521 0.467 0.480 0.469 0.476 0.471 0.467 0.525 0.466 0.466 0.471 0.519 

* significant at 10%; ** significant at 5%; ***significant at 1%; Standard errors in parenthesis.  
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Table 7.23: Employment and Perceptions Assessments of Economic Institutions  

DV: LOGEmployees12                                                                                                        OLS 

  (all) (1) (2) (3) (4) (4a) (5) (6) (7) (8) (9) (10) 

(1) Licensing  
-0.189 -0.039                     

(0.180) (0.140)                     

(2) Customs 
0.094   0.012                   

(0.178)   (0.140)                   

(3) Labourregs 
0.226     0.221                 

(0.324)     (0.289)                 

(4) Judicialind 
0.069       0.118               

(0.158)       (0.140)               

(4a) JudicialindR 
          0.180             

          (0.114)             

(5) Tax 
-0.142           -0.015           

(0.179)           (0.128)           

(6) Credit 
-0.112             0.010         

(0.142)             (0.121)         

(7) Politicalins 
-0.162               0-.036       

(0.130)               (0.109)       

(8) Propertyrights 
0.195                 0.177     

(0.167)                 (0.126)     

(9) Skills 
0.297**                   0.238**   

(0.137)                   (0.107)   

(10) Corruption 
-0.017                     0.041 

(0.140)                     (0.111) 

Exporter 
0.328*** 0.365** 0.266** 0.270** 0.259** 0.255** 0.365** 0.265** 0.270** 0.279** 0.278** 0.263** 

(0.124) (0.116) (0.116) (0.116) (0.120) (0.115) (0.116) (0.116) (0.117) (0.115) (0.113) (0.116) 

LOGFirmage 
0.499** 0.443** 0.438** 0.446** 0.419** 0.451** 0.444** 0.440** 0.439** 0.415** 0.490*** 0.437** 

(0.193) (0.178) (0.178) (0.177) (0.185) (0.176) (0.180) (0.177) (0.177) (0.177) (0.175) (0.178) 

LOGManagerialexperience 
0.195 0.206 0.214 0.209 0.207 0.186 0.209 0.212 0.212 0.240 0.217 0.219 

(0.205) (0.193) (0.193) (0.192) (0.199) (0.191) (0.195) (0.192) (0.192) (0.191) (0.188) (0.193) 
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LOGCompetition 
0.036 0.045 0.044 0.046 0.035 0.035 0.044 0.044 0.048 0.032 0.032 0.040 

(0.095) (0.090) (0.090) (0.089) (0.093) (0.089) (0.090) (0.090) (0.090) (0.089) (0.088) (0.090) 

SalesGrowing 
0.391** 0.369** 0.370** 0.375** 0.374** 0.390*** 0.368** 0.371** 0.373** 0.381** 0.389*** 0.364** 

(0.158) (0.148) (0.148) (0.148) (0.153) (0.147) (0.149) (0.148) (0.148) (0.147) (0.145) (0.149) 

Manufacturing 
0.038 0.010 0.010 -0.004 0.033 0.033 0.009 0.008 0.007 0.021 0.009 0.008 

(0.155) (0.143) (0.143) (0.143) (0.150) (0.142) (0.143) (0.143) (0.143) (0.142) (0.140) (0.143) 

Retail & Trade 
-0.050 -0.071 -0.073 -0.080 -0.066 -0.085 -0.075 -0.076 -0.067 -0.067 -0.106 -0.079 

(0.148) (0.136) (0.136) (0.135) (0.140) (0.134) (0.136) (0.137) (0.137) (0.134) (0.134) (0.136) 

Constant 
0.157 0.278 0.265 0.259 0.271 0.228 0.275 0.268 0.272 0.221 0.141 0.265 

(0.320) (0.301) (0.301) (0.298) (0.309) (0.297) (0.304) (0.299) (0.299) (0.298) (0.298) (0.299) 

Observations 115 123 123 123 115 123 123 123 123 123 123 123 

R2 0.234 0.162 0.161 0.165 0.167 0.179 0.161 0.161 0.162 0.175 0.196 0.162 

Adjusted R2 0.101 0.103 0.103 0.107 0.104 0.122 0.103 0.103 0.104 0.118 0.140 0.104 

* significant at 10%; ** significant at 5%; ***significant at 1%; Standard errors in parenthesis.  
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The LOGSales12 regression was highly robust, with an adjusted R2 of 0.521, largely due to 

the inclusion of LOGEmployees12. The LOGEmployees12 regression was much less 

significant with an adjusted R2 of 0.101. In the LOGsales12 regression, two institutional 

perceptions variables – Credit and Corruption – were statistically significant when all 

variables were entered into the equation simultaneously. Both had positive signs, indicating 

that the firms that perceived credit and corruption to be a severe or very severe obstacle to 

doing business had larger sales. When LOGsales12 regressions were run with only one 

institutional variable, Judicialind and Customs were also significant at the 10% level and had 

positive signs, indicating that the firms that reported these institutions as important obstacles 

were more likely to have higher sales. These results, however, were only barely significant 

and likely due to omitted variables, so should be treated with extreme caution. In the 

regression on employment, the only variable of significance was Skills, a proxy for the 

quality of the country’s educational institutions. The sign was positive, indicating that firms 

complaining that Skills were a ‘severe’ or ‘very severe’ constraint to doing business tended to 

be firms with larger numbers of full time employees. No other institutional variables were 

significant in either the joint or individual specifications.  

 

In the LOGsales12 regression, LOGemployees12 was highly significant and positively related 

with sales in all specifications, indicating a close and expected link between the number of 

employees and firm size. Notably, LOGCapital12 was not significant in any specifications, 

potentially due to the distorting effects of unproductive real estate holdings, with market 

valuations driven by factors other than their contribution as a factor of production.40 This 

surprising result may also be connected to the high concentration of trading firms in the 

survey, whose turnover to capital ratio is significantly greater than manufacturing businesses.   

 

Among the control variables, the dummy variable Exporter was significant for all 

specifications, with the positive sign suggesting that firms that exported some percentage of 

their goods or output were more likely to have both higher sales and more employees. 

LOGFirmage was significant at the 1% level for the LOGEmployees12 specification on all 

institutional perceptions variables, and at the 5% level for each institutional variable when 

                                                      
40 Most notably, real estate in Myanmar (especially Yangon, where the survey largely took place) serves as the 
primary long-term domestic store of wealth due to the poor state of the financial system, lack of equity markets, 
and financial sanctions that prohibited access to the US dollar financial system. These sanctions, though 
sometimes circumvented, were still in effect at the time of this survey. 
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regressed separately. This indicates that older firms tend to have higher numbers of 

employees. LOGFirmage was not significant in the regression of sales when all institutional 

variables were included, but was significant for 8 of 11 variables when they were regressed 

individually. The number of years of managerial experience was positively related to both 

higher sales and more employees, but was insignificant in all but two regressions, indicating 

that it has a weak effect. There was no significant relationship between the number of 

competitors and employees, nor was there a relationship between sales and the number of 

competitors when all institutional variables were included. However, it was significant in 9 of 

11 regressions which included only one institutional variable, and was positively correlated 

with LOGSales12. This indicates that firms with more competitors (counter intuitively) 

tended to have higher sales. Lastly, in the specification with employees as the dependent 

variable, the dummy Salesgrowing was significant in all specifications. Notably, the variable 

entered with a positive sign, indicating that the firms that were growing tended to have larger 

numbers of employees.  

 

In the LOGEmployees12 specification, there was no statistically significant difference in 

number of employees between firms in different sectors. Both the Manufacturing and 

Tradeandretail dummies were not significant in any of the specifications. However, in the 

LOGSales12 regression, the Tradeandretail dummy was statistically significant at the 10% 

level in the joint regression, and was significant at the 5% level for all but one of the single 

investment climate variable regressions. As the variable had a positive sign, it shows that all 

other things equal, trading and retail firms have higher sales than firms in other sectors.  

 

The survey data also contains ranked perceptions data, which were used to construct dummy 

variables, with ‘1’ signifying that a firm had ranked a particular obstacle as one of the three 

most challenging and a ‘0’ if it had not. A second set of regressions was run incorporating 

these variables instead of the measures used above. However, no institutional variables were 

significantly correlated with firm sales or employment in these specifications. This may be 

due to the inclusion of other, non-institutional investment climate measures in the ranking, 

which give firms additional metrics they can select for their ‘top 3’, thereby reducing the 

number of firms including institutional variables. Again, LOGemployees12 was highly 

significant in all specifications, while the retail and trading sector was significantly correlated 

with higher sales at the 5% level. Firms that exported were also correlated with higher sales 

in all specifications. 
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7.4.2: Objective Experiences in the Institutional Environment  

In the second set of regressions, we use the same two dependent variables in similar 

regressions, except we employ experience-based metrics as opposed to perceptions-based 

ones. We start with an OLS multiple regression of LOGSales12 in the same simple, modified 

production function form:  

 

i = b1 + b2Li + b3Ki + b4*(institutional variables)i + b5Zi + αs+ ei                     (2) 

 

where i = LOG of sales of firm i, Li = LOG of labour of firm i, Ki = LOG of capital of firm i, 

Institutional variable represents a range of experience-based proxies, Z is a set of control 

variables, αs is a sector dummy, and ei is the error term. Control variables include Exporter 

(dummy variable), LOGFirmage, LOGManagerialexperience, and Salesgrowing. For the 

institutional variables, we draw on eight different questions from the survey to proxy 

different aspects of the institutional environment, as listed previously in Table 7.18.  

 

Omitted variable bias is again a concern. Including all variables in one regression reduced the 

number of cases to less than 50, due to the high number of missing answers for particular 

questions such as the cost of an import license or annual sales. As these regressions return 

very weak results and the investment climate measures used are not too highly correlated, we 

proceed with the regressions of individual investment climate variables, given the omitted 

variable bias caveat. The other major caveat is endogenity. For all OLS regressions, we run a 

Durban-Wu-Hausman test to determine if the investment climate regressors are endogenous, 

which occurs when the absolute value of the Durban-Wu-Hausman statistic is greater than 

1.96. In these regressions, the institutional variables are endogenous and the use of 

instrumental variables is preferable to OLS, despite their inefficiency.  
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Table 7.24: Sales and Experiences with Economic Institutions  

DV: LOGSales12 OLS OLS OLS OLS OLS OLS OLS OLS IV IV IV 

  (1) (2) (3) (4) (5) (6) (7) (8) (1) (7) (8) 

LOGEmployees12 
0.530*** 0.723*** 0.558*** 0.690*** 0.740*** 0.828*** 0.711*** 0.699*** 0.369 0.947*** 0.481* 

(0.124) (0.129) (0.173) (0.128) (0.123) (0.128) (0.139) (0.122) (0.241) (0.310) (0.261) 

LOGCapital12 
0.148* 0.130 0.037 0.124 0.102 0.071 0.128 0.077 -0.064 0.380 -0.142 

(0.087) (0.092) (0.101) (0.090) (0.102) (0.086) (0.090) (0.847) (0.189) (0.293) (0.199) 

(1) costoperatinglicense 
-6.31***               -32.019**     

(1.79)               (16.3)     

(2) dayslostoplicense 
  -0.064                   

  (0.589)                   

(3) costimportlicense 
    -10.6***                 

    (3.66)                 

(4) dayslostcustoms 
      0.096*               

      (0.049)               

(5) trustbased 
        -0.017             

        (0.141)             

(6) fulltimeworkers 
          -0.518**           

          (0.235)           

(7) taxpctsales 
            -0.138     2.86   

            (0.199)     -2.47   

(8) loan 
              0.237*     1.87* 

              (0.126)     (1.14) 

Exporter 
0.425*** 0.301** 0.026 0.358*** 0.289** 0.231* 0.349** 0.257** 0.281 0.354 0.024 

(0.125) (0.131) (0.228) (0.132) (0.128) (0.129) (0.138) (0.126) (0.219) (0.267) (0.261) 

LOGFirmage 
0.198 0.206 0.179 0.181 0.229 0.216 0.157 0.217 0.241 -0.484 0.064 

(0.191) (0.208) (0.255) (0.203) (0.201) (0.202) (0.229) (0.197) (0.303) (0.693) (0.336) 

LOGManagerialexperience 
0.169 0.235 0.410 0.244 0.259 0.229 0.395 0.282 0.574 -0.075 0.547 

(0.213) (0.227) (0.335) (0.223) (0.222) (0.219) (0.245) (0.218) (0.403) (0.643) (0.413) 

Manufacturing 
-0.312* -0.154 0.016 -0.139 -0.118 -0.058 -0.097 -0.135 -0.604* -0.147 -0.277 

(0.165) (0.172) (0.279) (0.167) (0.162) (0.164) (0.184) (0.159) (0.323) (0.365) (0.282) 



209 
 

Retail & Trade 
0.369** 0.453*** 0.307 0.369** 0.489*** 0.518*** 0.503*** 0.493*** 0.144 0.631* 0.557** 

(0.158) (0.164) (0.245) (0.170) (0.159) (0.159) (0.176) (0.154) (0.311) (0.350) (0.265) 

Constant 
0.807** 0.429 0.929* 0.408 0.379 0.819** 0.408 0.404 1.59** -0.230 0.548 

(0.317) (0.313) (0.467) (0.307) (0.303) (0.357) (0.391) (0.287) (0.790) (2.31) (0.516) 

Observations 95 105 53 104 108 106 92 109 89 86 101 

R2 0.564 0.486 0.574 0.500 0.505 0.522 0.515 0.521 0.125 0.0484 0.077 

Adjusted R2 0.523 0.444 0.495 0.458 0.465 0.482 0.468 0.483       

Durban-Wu-Hausman                 5.91 5.75 5.31 

Endogenous                 yes yes yes 

Strong/weak instruments                 weak weak weak 

* significant at 10%; ** significant at 5%; ***significant at 1%; Standard errors in parenthesis.  
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Table 7.25: Employment and Experiences with Economic Institutions  

DV: LOGEmployment12 OLS OLS OLS OLS OLS OLS OLS OLS IV 

  (1) (2) (3) (4) (5) (6) (7) (8) (6) 

(1) costoperatinglicense 
-3.784**                 

(1.64)                 

(2) dayslostoplicense 
  -0.021               

  (0.044)               

(3) costimportlicense 
    -6.200*             

    (3.30)             

(4) dayslostcustoms 
      0.040           

      (0.042)           

(5) trustbased 
        -0.149         

        (0.121)         

(6) fulltimeworkers 
          0.506***     -1.76 

          (0.189)     (1.89) 

(7) taxpctsales 
            -0.256     

            (0.160)     

(8) loan 
              0.230**   

              (0.102)   

Exporter 
0.267** 0.245** 0.328 0.257** 0.229** 0.268** 0.189 0.210* 0.056 

(0.121) (0.111) (0.222) (0.111) (0.112) (0.110) (0.119) (0.111) (1.89) 

LOGFirmage 
0.332* 0.274 0.506* 0.264 0.319* 0.445** 0.326 0.287 0.318 

(0.200) (0.176) (0.295) (0.175) (0.178) (0.178) (0.204) (0.176) (0.312) 

LOGManagerialexperience 
0.071 0.224 0.198 0.229 0.286 0.228 0.172 0.253 0.220 

(0.213) (0.184) (0.337) (0.183) (0.187) (0.182) (0.204) (0.185) (0.293) 

Salesgrowing 
0.408*** 0.342** 0.668** 0.351** 0.251** 0.346** 0.330** 0.318** 0.373* 

(0.152) (0.138) (0.253) (0.137) (0.140) (0.135) (0.144) (0.139) (0.201) 

Manufacturing 
-0.164 -0.080 -0.156 -0.070 -0.025 -0.078 -0.212 -0.036 0.239 

(0.150) (0.137) (0.273) (0.134) (0.134) (0.133) (0.147) (0.133) (0.372) 

Retailandtrade 
-0.273* -0.196 -0.299 -0.225* -0.177 -0.214* -0.323** -0.151 -0.090 

(0.141) (0.129) (0.233) (0.134) (0.131) (0.127) (0.142) (0.127) (0.261) 

Constant 0.762*** 0.640** 0.293 0.602** 0.523** -0.014 1.002*** 0.498** 2.02 

 (0.279) (0.258) (0.508) (0.253) (0.257) (0.297) (0.310) (0.252) (1.63) 

Observations 89 128 49 128 131 127 107 131 117 

R2 0.236 0.150 0.341 0.155 0.164 0.182 0.174 0.187 0.106 

Adjusted R2 0.170 0.100 0.234 0.106 0.117 0.134 0.116 0.141 0.031 

Durban-Wu-Hausman 

(endogenous?) 
no no no no no yes no no 3.13 

Hansen's J - Instruments 

ok? 
                ok 

Strong/weak instruments                 weak 

 

The LOGSales12 regressions were once again highly robust, with adjusted R2 ranging from 

0.444 to 0.523. The regressions for LOGEmployees12 were less so, with adjusted R2 ranging 

from 0.100 to 0.234. In the LOGSales12 OLS regressions, a number of institutional variables 

were significant. Both costoperatinglicense and costimportlicense were negative and 
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significant at the 1% level, suggesting that these licenses (or the other barriers that they 

represent) are less challenging for larger businesses. The cost of the import license variable 

had a negative coefficient, indicating that corruption is either uncommon in the issuing of 

licenses (very unlikely), or that business owners did not associate the costs of bribes, agents, 

and other transaction costs as part of the total cost of acquiring the license (a far more 

believable explanation). It could also suggest that the costs of more lucrative licenses do not 

rise proportionally to the benefits that they allow firms to accrue (another highly likely 

explanation). Similarly, the cost of an operating license had a strong negative correlation with 

total annual sales, again indicating relatively fixed costs and raising questions about the 

extent of corruption in the licensing process or the inclusion of these costs in the ‘total cost’ 

reported to surveyors.  

 

The proxy for labour regulation, fulltimeworkers, was significant at the 5% level with a 

positive coefficient, suggesting that companies with higher sales tended to have a greater 

percentage of their workforce employed under full time arrangements. Dayslostcustoms and 

loan were both significant at the 10% level and positive, suggesting that firms with more 

sales were likely to experience greater delays in customs and were more likely to have a loan 

(and if we use the variable as a proxy for access to credit, better access to credit, which makes 

theoretical sense and aligns with all qualitative information). With all of these regressions, 

though, it is important to note that the number of cases often falls below 100 due to missing 

responses in the surveys and, as such, detracts from the robustness of the results.  

 

In the first specification detailed in Table 7.24, LOGEmployees12 was highly significant with 

the expected positive sign in all specifications, as it was in the previous perceptions-based 

regressions. This indicates the close and expected link between the number of employees and 

firm size. LOGCapital12 was only barely significant at the 10% level in one regression, a 

result which likely comes from omitted cases. The dummy variable Exporter was significant 

across almost all specifications except one, which had a significantly lower number of 

observations. Similarly, Retailandtrade was significant across almost all specifications, often 

at the 1% level, indicating that firms from the trading and retail sector tended to have higher 

sales. Three of the institutional variables, costoperatinglicense, taxpctsales, and loan, were 

found to be endogenous and an instrumental variable strategy was used. The cost of an 

operating license was significant at the 5% level and the loan variable at the 10% level. Most 

other variables that were significant in the OLS regressions remained significant, though 
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notably the LOGEmployees12 was not significant in the IV regression for the cost of an 

operating license.  

 

In the employment regressions detailed in Table 7.25, three institutional variables were 

significant. At the 5% level both costoperatinglicense and loan were significant, with the 

same signs as in the employment regression. The costimportlicense variable was significant 

at the 10% level with a negative coefficient, suggesting that firms with more employees tend 

to spend less of their total sales on import licenses (suggesting, again, that the licensing is 

more of a fixed cost and does not increase proportionately with the value of the 

consignment). A number of other variables were also significant in most or all specifications. 

The dummy exporter was significant in 6 of 8 OLS regressions, and in the cases when it was 

not significant, was only such by a small margin. The coefficient was positive, indicating that 

firms that exported tended to have larger numbers of employees. The dummy variable 

Salesgrowing was significant at either the 5% or 1% level for all regressions, with the 

positive coefficient indicating that firms it was the larger firms whose sales were more likely 

to grow over the last three years. Only one of the eight institutional variables, 

fulltimeworkers, was endogenous, though when instrumented by the same strategy used 

above was still not significant in an IV specification.  

7.5: Institutions and Firm Growth 

 

7.5.1: Perceptions Variables and the Institutional Environment  

In the second set of specifications, we explore the relationship between firm growth and the 

institutional environment. In these regressions, we use two different dependent variables: 

LOGSalesgrowth and LOGEmploymentgrowth (a similar strategy was employed in a number 

of works in the literature, including Hallward-Driemeier et al. 2003). The first variable is the 

logarithm of the simple annual growth rate of total sales, found by using figures for total sales 

in 2009 and 2012 and dividing by 3. The second variable is the logarithm of the simple 

annual growth rate in employees, found by using figures of the total number of permanent, 

full-time employees in 2009 and 2012 and dividing by 3. Logarithmic transformations were 

used as both variables were right skewed and as such they help to normalize the distributions. 

The model is specified in a form similar to those in the first set of regressions:  
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i = b1 + b2*(IC indicators)i + b3Zi + αs+ ei                                                                          (3) 

 

where I = LOG of the annual rate of sales growth (+1, to prevent attempts to take the 

logarithm of negative numbers) or the LOG of the annual rate of employment growth (+1), 

IC indicatorsi are the same investment climate / institutional variables for firm i as were used 

in the preceding regressions, Zi is a set of control variables that includes LOGSales09, 

LOGEmployees09, as well as three variables used above: Exporter, LOGFirmage, and 

LOGManagerialexperience. The model also contains sector dummies Manufacturing and 

Retailandtrade (αs) as well as an error term (ei). In these regressions we use the same 

specifications for both sales and employees, as we are working with dependent variables that 

measure growth rates. Results for OLS regressions are contained in Tables 7.26 for the 

specification containing LOGSalesgrowth as the dependent variable, and Table 7.27 for the 

specification with LOGEmploymentgrowth as the dependent variable.   

 

In both regressions of firm level growth, there is little correlation between a firm’s recent 

performance and their current perceptions of the country’s investment climate and economic 

institutions. These variables seem not to be related in any meaningful way, a surprising result 

that may indicate public perceptions at the time of surveying that the reform process 

represented a significant break with the past. This may have encouraged firms to place less 

weight on previous performance and more on the future expectations based on announced 

reforms. It may also reflect problems with the modelling or weaknesses with the data 

employed. In the LOGSalesgrowth regressions, no institutional variable was significant in 

any specification. Only two metrics, tax and politicalins, were significant in the employment 

specifications, and both were only significant at the 10% level. Both had positive coefficients, 

however, suggesting that the businesses that ranked these obstacles higher were those that 

performed better. For tax, this may result from the increased uncertainty associated with the 

tax collection system.   
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Table 7.26: Sales Growth and Perceptions Assessments of Economic Institutions 

DV: LOGSalesgrowth                                                                                                   OLS 

  (all) (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

LOGSales09 
-0.031* -0.029** -0.031** -0.027** -0.029* -0.029** 0.030** -0.029** -0.028* -0.027** -0.034** 

(0.107) (0.013) (0.013) (0.013) (0.014) (0.013) (0.014) (0.013) (0.014) (0.013) (0.014) 

LOGEmployees09 
0.069*** 0.049*** 0.054*** 0.048*** 0.053*** 0.048** 0.048** 0.049*** 0.049** 0.055*** 0.049*** 

(0.023) (0.018) (0.017) (0.018) (0.020) (0.019) (0.019) (0.018) (0.019) (0.018) (0.018) 

(1) Licensing  
-0.036 -0.016          

(0.031) (0.021)          

(2) Customs 
0.001  0.001         

(0.032)  (0.017)         

(3) Labourregs 
-0.032   -0.042        

(0.069)   (0.046)        

(4) Judicialind 
-0.017    -0.018       

(0.028)    (0.022)       

(5) Tax 
0.025     -0.004      

(0.031)     (0.019)      

(6) Credit 
0.026      0.001     

(0.026)      (0.019)     

(7) Politicalins 
-0.001       0.006    

(0.026)       (0.017)    

(8) Propertyrights 
0.009        -0.007   

(0.031)        (0.021)   

(9) Skills 
-0.046         -0.025  

(0.029)         (0.017)  

(10) Corruption 
0.021          0.021 

(0.026)          (0.017) 

Exporter 
-0.048** -0.039** -0.043** -0.041** -0.039** -0.038** -0.036* -0.039** -0.038** -0.048** -0.035* 

(0.024) (0.018) (0.017) (0.018) (0.019) (0.018) (0.019) (0.018) (0.019) (0.019) (0.018) 

LOGFirmage 
-0.103** -0.067** -0.071** -0.065* -0.080** -0.065* -0.072** -0.065* -0.064* -0.080** -0.061* 

(0.044) (0.033) (0.032) (0.033) (0.037) (0.034) (0.034) (0.033) (0.034) (0.034) (0.034) 
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LOGManagerialexperience 
-0.004 0.008 -0.004 0.009 -0.005 0.010 0.015 0.010 0.009 0.013 0.015 

(0.041) (0.034) (0.033) (0.033) (0.038) (0.034) (0.034) (0.034) (0.034) (0.033) (0.034) 

Manufacturing 
0.021 0.008 0.016 0.009 0.016 0.007 0.001 0.001 0.004 0.011 0.006 

(0.026) (0.022) (0.021) (0.022) (0.024) (0.022) (0.022) (0.022) (0.023) (0.022) (0.022) 

Retailandtrade 
0.026 0.004 0.003 0.004 0.009 0.001 0.001 0.002 0.001 0.007 0.002 

(0.030) (0.022) (0.021) (0.022) (0.025) (0.023) (0.023) (0.022) (0.024) (0.022) (0.023) 

Constant 
0.124** 0.100** 0.113** 0.092** 0.122 0.096** 0.097** 0.091** 0.094** 0.103** 0.086** 

(0.050) (0.042) (0.040) (0.041) (0.044) (0.042) (0.042) (0.042) (0.043) (0.043) (0.042) 

Observations 74 93 92 93 79 92 91 93 90 92 92 

R2 0.303 0.169 0.211 0.177 0.215 0.164 0.164 0.164 0.156 0.193 0.178 

Adjusted R2 0.091 0.090 0.135 0.093 0.125 0.083 0.083 0.085 0.072 0.116 0.099 

* significant at 10%; ** significant at 5%; ***significant at 1%; Standard errors in parenthesis.  
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Table 7.27: Employment Growth and Perceptions Assessments of Economic Institutions  

DV: LOGEmploymentgrowth                                                                                 OLS 

  (all) (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

LOGSales09 
0.039** 0.046*** 0.045*** 0.040** 0.048*** 0.048*** 0.038** 0.047*** 0.041** 0.044** 0.046** 

(0.017) (0.017) (0.017) (0.015) (0.017) (0.017) (0.015) (0.017) (0.018) (0.017) (0.018) 

LOGEmployees09 
-0.087*** -0.100*** -0.096*** -0.092*** -0.101*** -0.109*** -0.081*** -0.101*** -0.098*** -0.105*** -0.101*** 

(0.023) (0.023) (0.023) (0.021) (0.023) (0.023) (0.021) (0.023) (0.023) (0.024) (0.024) 

(1) Licensing  
-0.005 -0.016                   

(0.031) (0.026)                   

(2) Customs 
-0.016   -0.010                 

(0.032)   (0.023)                 

(3) Labourregs 
-0.101     0.008               

(0.069)     (0.023)               

(4) Judicialind 
-0.002       -0.057             

(0.028)       (0.059)             

(5) Tax 
0.060*         0.003           

(0.031)         (0.024)           

(6) Credit 
-0.001           -0.007         

(0.026)           (0.021)         

(7) Politicalins 
-0.006             0.039*       

(0.026)             (0.021)       

(8) Propertyrights 
0.041               0.024     

(0.031)               (0.026)     

(9) Skills 
-0.023                 0.016   

(0.029)                 (0.023)   

(10) Corruption 
-0.015                   0.003 

(0.026)                   (0.023) 

Exporter 
-0.045* -0.009 -0.013 -0.032 -0.012 -0.015 -0.022 -0.012 -0.008 -0.002 -0.009 

(0.024) (0.023) (0.023) (0.021) (0.023) (0.023) (0.020) (0.023) (0.023) (0.024) (0.023) 

LOGFirmage 
-0.152*** -0.120*** -0.122*** -0.113*** -0.118*** -0.125*** -0.098** -0.114*** -0.123*** -0.109** -0.118*** 

(0.044) (0.023) (0.042) (0.040) (0.042) (0.043) (0.038) (0.042) (0.043) (0.044) (0.043) 
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LOGManageriale

xperience 

0.017 0.024 0.013 0.001 0.026 0.033 0.003 0.023 0.031 0.025 0.027 

(0.041) (0.043) (0.043) (0.040) (0.043) (0.043) (0.038) (0.042) (0.043) (0.042) (0.043) 

Manufacturing 
0.044* 0.041 0.046* 0.030 0.043 0.035 0.030 0.048* 0.051* 0.038 0.041 

(0.026) (0.028) (0.028) (0.025) (0.028) (0.028) (0.024) (0.028) (0.028) (0.028) (0.028) 

Retailandtrade 
-0.013 -0.031 -0.032 -0.035 -0.030 -0.035 -0.028 -0.034 -0.025 -0.036 -0.034 

(0.030) (0.029) (0.028) (0.026) (0.029) (0.029) (0.025) (0.028) (0.030) (0.029) (0.029) 

Constant 
0.191*** 0.161*** 0.172*** 0.182*** 0.153*** 0.165*** 0.153*** 0.137*** 0.153*** 0.151*** 0.154*** 

(0.050) (0.054) (0.053) (0.047) (0.053) (0.053) (0.046) (0.053) (0.054) (0.055) (0.054) 

Observations 74 93 92 79 93 92 91 93 90 92 92 

R2 0.499 0.314 0.327 0.383 0.319 0.335 0.291 0.337 0.362 0.319 0.311 

Adjusted R2 0.347 0.249 0.263 0.312 0.254 0.271 0.222 0.274 0.259 0.254 0.244 

* significant at 10%; ** significant at 5%; ***significant at 1%; Standard errors in parenthesis.  
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Many of the control variables were significant in both specifications, indicating that while the 

models were useful for explaining firm performance over the last three years, the institutional 

perceptions included in these had little relevance for that performance. In the regression 

LOGSalesgrowth, lagged sales was negatively related with sales growth, indicating that firms 

with higher initial levels of sales grew more slowly. However, the lagged measure of 

employees was positively correlated with higher growth, indicating that firms with higher 

levels of workers at the start of the three year period tended to increase their sales more 

quickly than those with fewer workers. Both Exporter and LOGFirmage were significant at 

either the 10% or 5% level for all regressions. The Exporter dummy had a negative 

coefficient, suggesting that exporters grew more slowly than average firms. LOGFirmage 

was also negatively related, indicating that younger firms tended to be expanding their sales 

at a faster annual rate than older firms, an unsurprising result that aligns with the literature. 

 

In the second regression, LOGSales09 was found to be positively and significantly related to 

employment growth, meaning that firms with higher initial sales had greater employment 

growth over the three year period. However, it was negatively correlated with initial levels of 

employment – firms with higher numbers of employees in 2009 had lower rates of 

employment growth. This result is again not surprising, since it is generally easier for smaller 

firms to achieve higher rates of growth given their low initial position. Again, the 

LOGFirmage variable was highly significant and negatively related to employment growth, 

as older firms hired fewer workers than their younger counterparts. The dummy variable 

Manufacturing was also significant in a few specifications, with a positive coefficient, 

meaning that manufacturing firms had higher rates of employment growth than firms in other 

sectors.   

 

7.5.2: Objective Variables and the Institutional Environment  

The same performance-based dependent variables of LOGSalesgrowth and 

LOGEmploymentgrowth were also regressed with the same set of objective institutional 

variables, but again the majority of the variables had little effect on firm performance. Given 

the low number of cases that had all data points needed for a regression with all institutional 

variables (under 35), we exclude this regression though note that this could lead to omitted 

variable bias. Among the institutional variables, only one (fulltimeworkers, the percent of 

full-time employees) was significant in both specifications. Notably, though, the variable had 

a positive coefficient in the regression on sales growth, suggesting that firms with higher 
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rates of sales growth had a higher percentage of full time employees. In the 

LOGEmploymentgrowth regression, the full time employees variable had a negative 

coefficient, indicating that firms with higher employment growth rates were businesses that 

had a lower percentage of full time workers already in their workforce. None of the other 

institutional variables were significant and none were endogenous after running the Durban-

Wu-Hausman test. The control variables had significance that was largely the same as in the 

perceptions-based regressions. In the regression on sales growth, LOGSales09, Exporter and 

LOGFirmage were all significant and negatively correlated with the dependent variable, 

while LOGEmployees09 was positively correlated. In the regression on employment growth, 

both LOGEmployees09 and LOGFirmage were significant and negatively related to the 

dependent variable, while the LOGSales09 variable was significant and had a positive 

coefficient.    
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Table 7.28: Sales Growth and Experiences with Economic Institutions  

DV: LOGSalesGrowth OLS OLS OLS OLS OLS OLS OLS OLS 

  (1) (2) (3) (4) (5) (6) (7) (8) 

LOGSales09 
-0.036** -0.031** -0.015 -0.028** -0.029** -0.026* -0.020 -0.031** 

(0.017) (0.013) (0.014) (0.014) (0.013) (0.013) (0.014) (0.013) 

LOGEmployees09 
0.055*** 0.057*** 0.025 0.054*** 0.048*** 0.040** 0.049** 0.047** 

(0.020) (0.019) (0.015) (0.019) (0.018) (0.018) (0.015) (0.018) 

(1) costoperatinglicense 
-0.319        

(0.297)        

(2) dayslostoplicense 
 -0.008       

 (0.008)       

(3) costimportlicense 
  0.112      

  (0.639)      

(4) dayslostcustoms 
   -0.002     

   (0.007)     

(5) trustbased 
    0.023    

    (0.019)    

(6) fulltimeworkers 
     0.036***   

     (0.013)   

(7) taxpctsales 
      -0.009  

      (0.029)  

(8) loan 
       0.016 

       (0.017) 

Exporter 
-0.041* -0.031** -0.046** -0.044** -0.040** -0.042** -0.044** -0.039** 

(0.021) (0.018) (0.020) (0.019) (0.018) (0.018) (0.019) (0.018) 

LOGFirmage 
-0.062* -0.057* -0.049 -0.064* -0.066** -0.060* -0.101*** -0.066** 

(0.037) (0.034) (0.031) (0.034) (0.033) (0.034) (0.036) (0.033) 

LOGManagerialexperience 
0.003 0.005 0.032 0.009 0.013 -0.001 0.017 0.011 

(0.036) (0.034) (0.035) (0.034) (0.033) (0.033) (0.036) (0.033) 

Manufacturing 
0.009 0.006 0.033 0.011 0.008 0.017 0.023 0.006 

(0.026) (0.023) (0.025) (0.022) (0.021) (0.022) (0.023) (0.022) 

Retail & Trade 
0.000 0.001 0.031 0.006 0.004 0.002 0.004 0.004 

(0.025) (0.023) (0.022) (0.024) (0.022) (0.022) (0.024) (0.022) 

Constant 
0.111** 0.090** 0.017 0.085** 0.086** 0.090** 0.101** 0.094 

(0.049) (0.042) (0.046) (0.043) (0.041) (0.042) (0.051) (0.041) 

Observations 81 91 46 91 93 90 79 93 

R2 0.192 0.185 0.210 0.175 0.177 0.236 0.202 0.172 

Adjusted R2 0.102 0.106 0.042 0.094 0.099 0.160 0.111 0.093 

Durban-Wu-Hausman 

(endogenous?) 
no no no no no no no no 
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Table 7.29: Employment Growth and Experiences with Economic Institutions 

DV: 

LOGEmploymentGrowth 
OLS OLS OLS OLS OLS OLS OLS OLS 

  (1) (2) (3) (4) (5) (6) (7) (8) 

LOGSales09 
0.043** 0.046*** 0.043 0.042** 0.045*** 0.043*** 0.043** 0.045** 

(0.215) (0.017) (0.030) (0.024) (0.017) (0.016) (0.020) (0.017) 

LOGEmployees09 
-0.108*** -0.101*** -0.087** -0.100*** -0.100*** -0.086*** -0.101*** -0.101*** 

(0.026) (0.024) (0.033) (0.024) (0.023) (0.023) (0.029) (0.023) 

(1) costoperatinglicense 
-0.300        

(0.379)        

(2) dayslostoplicense 
 -0.002       

 (0.010)       

(3) costimportlicense 
  0.851      

  (1.44)      

(4) dayslostcustoms 
   0.009     

   (0.009)     

(5) trustbased 
    -0.013    

    (0.025)    

(6) fulltimeworkers 
     -0.052***   

     (0.016)   

(7) taxpctsales 
      -0.019  

      (0.040)  

(8) loan 
       0.009 

       (0.022) 

Exporte 
-0.010 -0.009 -0.025 -0.002 -0.008 -0.003 -0.014 -0.009 

(0.027) (0.024) (0.045) (0.025) (0.023) (0.022) (0.026) (0.023) 

LOGFirmage 
-0.126*** -0.109** -0.066 -0.107** -0.119*** -0.150*** -0.143*** -0.119*** 

(0.047) (0.044) (0.069) (0.043) (0.043) (0.042) (0.048) (0.043) 

LOGManagerialexperience 
0.025 0.019 -0.033 0.022 0.026 0.044 0.047 0.027 

(0.046) (0.044) (0.078) (0.044) (0.043) (0.040) (0.050) (0.043) 

Manufacturing 
0.042 0.035 0.012 0.034 0.041 0.023 0.034 0.040 

(0.033) (0.029) (0.055) (0.028) (0.028) (0.027) (0.032) (0.028) 

Retail & Trade 
-0.041 -0.034 -0.047 -0.043 -0.034 -0.047 -0.041 -0.032 

(0.031) (0.029) (0.050) (0.030) (0.029) (0.027) (0.033) (0.029) 

Constant 
0.188*** 0.157*** 0.171 0.151*** 0.159*** 0.184*** 0.187*** 0.156*** 

(0.063) (0.055) (0.104) (0.054) (0.053) (0.051) (0.070) (0.053) 

Observations 81 91 46 91 93 90 79 93 

R2 0.342 0.290 0.287 0.298 0.314 0.413 0.302 0.313 

Adjusted R2 0.270 0.221 0.133 0.230 0.248 0.355 0.222 0.247 

Durban-Wu-Hausman 

(endogenous?) 
no no no no no no no no 
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7.6: Conclusion 

Despite the small size of the data set and the relatively large degree of noise, we find strong 

evidence that certain aspects of the institutional environment are strongly related to firm size 

and performance. In the regressions of total sales in FY2011/12 (LOGSales12), we find that 

credit and corruption are highly significant and have positive coefficients, indicating that 

larger firms perceived these aspects of the institutional environment to be more challenging. 

Other variables, including judicial independence and customs and trade regulation, were 

significant though only in regressions including a single institutional variable. In the 

regression on total number of employees (LOGEmployees12), we find that only workforce 

skills is strongly significant. When using growth figures for the dependent variables, we find 

that current institutional perceptions have little relationship with previous employment and 

sales growth figures. The only institutional constraints with even some significance were 

taxation and political instability, though they were only significant in one specification each. 

Among the objective variables, only the proxy for labour regulation (fulltimeworkers) was 

significant, and came up as such in both the sales and employment regressions. In sum, we 

find limited econometric support for the proposition that Myanmar’s economic institutions 

have a significant impact on the size and performance of businesses. However, with new 

sources of data coming available in the next year as well as increasing transparency in both 

the public and the private sectors, there will be many more opportunities to investigate the 

relationship between institutions and business in the future, which should help provide a 

clearer picture of the degree of importance of economic institutions. This exercise also 

suggests that there are shortcomings with the current design of business environment surveys 

that do not provide meaningful insights into questions of unpredictability, arbitrary 

application of law, frequency of activities, and the role of relationships in navigating 

business-government interactions.  
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Chapter 8: Conclusion 

 

8.1: Summary of Major Arguments 

Economic institutions are central to the story of Myanmar’s development. Before the colonial 

era, Burma was a traditional economy in which informal institutions and social networks 

facilitated economic activity. In the 19th century, the British colonized Burma and brought 

with them a set of Western market-supporting institutions. While these institutions helped 

facilitate impressive economic growth, they failed to gain legitimacy with the population, 

which regarded them as part of the exploitative colonial mechanism. After a tumultuous span 

from the Great Depression through World War II and a decade of independence, the 

country’s economy underwent its most severe shock when a socialist government came to 

power in 1962. The socialist economy was to be planned and administered by the state, yet 

plans rarely materialized and the state lacked administrative capacity. The result was an 

economy dominated by black markets and governed by the dictates of the military leadership. 

Most private enterprise was criminalized and the market-supporting institutions of the 

colonial era were largely abolished, though the facades of some remained. Economic output 

and welfare suffered, doomed by rampant corruption and a lack of capacity to administer the 

socialist economy.  

 

In the late 1980s, under pressure from abysmal economic performance, the country’s socialist 

leadership resigned and a military junta was installed. The SLORC officially abandoned 

socialism, yet kept many of the state-centric characteristics of the socialist economy, 

including state ownership of all land and natural resources as well as the exclusive right to 

operate in many key economic sectors. The SLORC afforded itself widespread economic 

authority yet lacked the ability to exploit these rights to anywhere near their full extent. 

Instead, the state delegated these rights by fiat through an opaque system of licensing and 

permissions, furthering the incentives for businesses to build relationships with government 

and boosting the foundations of the country’s crony economy.   

 

The unique evolution of Myanmar’s economic institutions is fundamental to the present day 

institutional framework. That framework is heavily influenced by the primacy of a ‘weak but 
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unlimited state,’ one with few bounds on its formal authority yet scant ability to implement 

those prerogatives or build independent market-supporting institutions. The government 

remains heavily hierarchical, with the vast majority of formal authority concentrated at the 

Union level and exercised by top-level officials. This state exercises its authority over the 

private sector by limiting access to economic opportunities and reserving the right to 

intervene in many markets and transactions. Subnational governments in Myanmar exist but 

have few formal rights and responsibilities, and sometimes lack the informal authority to 

exercise their limited powers. Individuals have some economic rights, though they are rarely 

inalienable. Instead, they are often contingent on a range of burdensome laws that make their 

legal exercise challenging.  

 

While the primacy of the Union government is evident across the formal legal framework, 

these laws, rules and regulations are regularly enforced arbitrarily, preferentially or 

opportunistically. While this inconsistency can sometimes result from weak institutions, it is 

also a key aspect of the institutional framework and used by the state and by government 

officials as another mechanism of control. It is an integral part of the incentive and constraint 

structure that shapes the behaviour and economic outcomes of businesses. The arbitrary 

enforcement of the law is facilitated by poorly codified laws, processes and procedures, 

which give civil servants significant discretion in their interactions with businesses. 

Bureaucrats also face weak monitoring and enforcement from the central government, 

exacerbating principal-agent problems and allowing government officials to simultaneously 

craft the rules of the game and be players in that game. Formal market-supporting institutions 

lack capacity and legitimacy, and are perceived by most businesses as an appendage of the 

Union government instead of a check on its power. They often fail in their role as market-

supporting institutions, and incentivize businesses to rely on informal institutions to facilitate 

transactions. 

 

Businesses employ a number of mechanisms based on the incentives and constraints 

presented by Myanmar’s economic institutions. Businesses often have little remedy against a 

civil servant’s discretionary authority, and consequently resort to bribery and relationships to 

navigate the government system. These tools help businesses expedite basic processes, gain 

access to restricted economic opportunities and sectors, and circumvent restrictive laws. 

Relationships also play an integral role in facilitating business to business transactions, as 

firms are forced to rely on personal exchange because of the weakness of institutions that 
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facilitate impersonal transacting. Commodity trading associations are a key example, 

providing members with information services, dispute mediation, and rules governing 

exchange. Despite these coping mechanisms, commercial decision-making is still influenced 

by an institutional framework that can (often unpredictably) alter returns, deter investment 

and limit a firm’s range of potential trading partners.   

 

While collecting data on economic institutions, especially less perceptible and well-defined 

ones, remains a challenge, the econometric analysis shows some evidence that Myanmar’s 

institutions have an influence on the private sector. Firm performance was significantly 

related to perceptions of taxation and political instability as well as the proxy for labour 

regulation. There were stronger links between firm size and institutions. Notably, there was 

strong evidence that larger firms perceive credit and corruption as significant institutional 

challenges, as well as limited evidence that they also perceived judicial independence, 

customs and trade regulation, and workforce skills to be significant obstacles. While these 

conclusions are only tentative, given the small and preliminary nature of the research, more 

detailed data and targeted investigations of the institutional framework could help to provide 

further quantitative analysis of the link between economic institutions and the private sector. 

8.2: Context and Implications 

While Myanmar’s economic institutions and private sector are supremely interesting as a 

matter of academic analysis, they are also immensely important for the future economic 

development of one of the poorest countries in Southeast Asia. While Myanmar’s recent 

reforms and the international community’s response are without precedent, the country’s 

historical institutional evolution and existing institutional framework evidence the significant 

reform challenges Myanmar faces. The institutional arrangement has long incentivized 

relationships over productivity and competition as the key to success for private business in 

Myanmar. A wide range of vested interests, including businesses, politicians, the military, 

and others, has formed and benefits from the current institutional arrangement, and it is 

unclear the degree to these various vested interests support the reform agenda. The depth and 

breadth of reforms required mean that the country’s transition to a more market-based, 

internationally oriented economy will be a long, arduous process. 
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There is some prospect that vested interests will continue to support or allow reforms given 

the strong response of the international community. Myanmar’s reforms have led to the 

normalization of relations with many countries and removal or suspension of most sanctions, 

which has brought a massive influx in the diplomatic and aid communities as well as the 

international private sector. Both the former and the latter feed the skyrocketing real estate 

market, whose primary beneficiaries are high level government officials from the previous 

regime, military, and their cronies. The foreign private sector, eager to expand into one of the 

world’s last ‘untapped’ markets, are regularly partnering with local businesses. Foreign 

businesses generally seek partners with access to land, capital and other key resources 

(including government officials), partners who are often the same vested interests that 

dominated the economy under the previous regime. The benefits of reforms that are accruing 

to these existing vested interests may help to alleviate their concerns and mitigate their 

resistance to reforms. However, some vested interests, especially those in productive sectors 

outside of natural resource extraction, may be more resistant to the reform process. These 

businesses have long survived despite their inefficiencies, by investing in relationships with 

government officials. As Myanmar opens more to external trade and foreign investment, 

these industries will become increasingly marginalized.    

 

To date, the reform process has largely proceeded in an ad hoc manner, with government 

often reacting to pressure from key stakeholders or external events instead of taking a more 

measured, planned approach. Some reforms have been largely positive and had great benefit 

for the private sector, most notably the elimination of the multiple exchange rate regime. This 

arrangement segmented the currency market and raised the time costs needed to complete 

transactions. Others, notably the reform of land laws in 2012, were ill-advised and present 

new challenges and complexity for an already difficult reform environment. They entrench 

unequal provisions for the maintenance of land rights for many of the country’s small 

farmers, and help facilitate land transfers in the context of wholly deficient and inaccurate 

records of land holdings.  

 

In the first few years of the reform process, from 2012 to 2015, much effort has been spent 

changing to formal legal regime, including the passage of a wide range of new laws, rules and 

regulations. Yet these laws did little to govern business in the past, and their reform has had 
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little change on the day-to-day economic interactions of most private-sector actors in 

Myanmar. The market facilitating institutions of the state remain weak and partial, and 

economic actors often lack confidence in them. For businesses, new clients are still generally 

found and verified through networks, and disputes resolved informally. Building market 

supporting institutions takes decades, so an assessment of the success or failure of the 

institution-building aspects of the reforms would be premature. The durability of reforms is a 

major question mark, and given the personalization of the political process in Myanmar, will 

remain a major risk. Reforms are often driven by key personalities, and can be disrupted or 

indefinitely shelved if those people lose the political will or power to push them forward. 

Members of the bureaucracy, who are charged with implementing reforms, also have strong 

personal loyalties, which can affect their incentives to implement reforms. Despite the 

challenges, it is highly unlikely that Myanmar will revert to a governance arrangement in 

which the military plays as large of a role as it did previously. However, it is still too early to 

know the full trajectory of this transition, and how it will reshape the incentives facing private 

sector businesses in Myanmar.   

8.3: Contributions to the Literature 

This thesis makes an important contribution to a number of bodies of literature. In the area 

studies literature, it is one of the first fieldwork-based studies of Myanmar’s economic system 

in decades. It is also among the first to examine the country’s economic institutions and how 

they influence the development of the country’s private sector. For the development 

economics literature, this thesis aims to highlight the importance of context for econometric 

analysis, especially when that analysis aims to contribute to policy. To provide both context 

and rigor, it combines qualitative, quantitative and historical analysis, a relatively rare 

approach. This combination, as well as the first-hand collection of quantitative data, gives the 

researcher a far better ability to interpret the quantitative results. This is illustrated by the 

high ratings for electricity in the survey, which corresponded with seasonal fluctuations in 

electricity supply and demand as well as visible protests spurred by electricity shortages. The 

thesis also shows that the enforcement characteristics of institutions are important in 

explaining the behaviour and economic outcomes of firms. These characteristics are rarely 

examined because of the nature of the quantitative data, but are more evident through 

qualitative interviews. Lastly the thesis shows that informal institutions play an essential role 
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in facilitating transactions and need to be further integrated into the qualitative and 

quantitative analysis by development economists.  

8.4: Areas for Future Research 

With the dearth of work on Myanmar’s economy over the last half-century, the areas for 

future research on country-specific issues are broad. In 2014, a number of new firm level data 

sets were collected, including the World Bank Enterprise Survey, which will provide 

significantly larger data sets from which to investigate similar questions about the links 

between firms, performance, and institutions. However, these data sets generally fail to 

provide significant insights about the informal arrangements that facilitate the bulk of 

transacting in Myanmar, and as such they are a significant area for potential research. 

Another important area of inquiry is on the effect on private sector enterprises of the 

government’s limitations on economic opportunities. The transition from informal to formal 

rules governing business is another area of potential, as it is poorly understood yet important 

for the long-run success of an economy. Lastly, there is much to be learned about the 

enforcement characteristics of institutions at the local level, yet little research is done here. 

Given the current emphasis of development practitioners in Myanmar on reforming policies, 

this thesis raises the question of whether and how these reforms can be effective without 

addressing the need to align policies with informal institutions or reform the informal 

institutions themselves.    
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