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## Abstract

The long term evolution and the origin of the Galactic stellar disc are the subjects of intense study. Much is surmised about the evolution of galaxies in general by studying those at cosmic scales, yet there are still significant issues in explaining phenomena in our own Galaxy. It is only a single case, but of universal importance due to our ability to resolve individual stars and stellar populations. Amongst the important open questions are the origin (or indeed the reality) of the thin and thick stellar discs, the role of intra-disc stellar migrations, the merger history, in-situ star formation history and the chemical evolution of the disc. Kinematic information, though crucial to understanding the Galactic environment, is short lived in the disc and thus astronomers are turning to stellar chemical abundances, which remain unchanged for most of a star's lifetime, to reveal history. In particular, the technique of chemical tagging may be able to use this "fossil" information to link groups of stars in the disc which have formed concurrently from the same molecular cloud, but have since dispersed. Though it has been established that open clusters have tight abundance scatter, the empirical evidence for the viability of chemical tagging has for the most part gone unstudied. With a large survey dedicated to tagging GALAH - just on the horizon, we perform several empirical investigations of this technique. An empirical coeval probability function, which quantifies the likelihood that a pair of stars originated from the same star formation event, is developed and characterised. We then perform a real world test by conducting the first ever blind chemical tagging experiment, with several important implications.
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## Chapter 1

## Introduction

As the night sky fades over time to the dull glow of smog and city lights, by virtue of the advancement of human civilisation and ingenuity, it seems easy to forget altogether what motivates us in understanding our place in the universe. Yet, for tens of thousands of years, as far back as physical archaeological evidence is available, through war, famine, and earth shattering natural disaster, humans have been looking to the heavens for context to our lives on this tiny blue planet. It's no mystery why. Imagine, for a moment, you are on a mountain top, high above the tree line. You are standing on a slab of cold granite on this biting clear moonless night. The dull groan of the light breeze echoing in the valley below, and the trickle of a small, rocky creek, are the only sounds to be heard. Its pitch dark, but a soft shadow looms beneath your feet. You look up to see the Milky Way painted across the full breadth of the sky, its veins as bright as day. Thousands of twinkling points dot the dark canvas, each one much like our own Sun, possibly harboring a planet with a being looking right back at you. You even see another galaxy, maybe two. Each one is made of yet more stars, and you begin to wonder how far it extends. Just how big is it? How insignificant is this beautiful planet we call home, and how did it even all come to this? The freedom in these thoughts, the freedom in imagining the vast expanses of space captivates your mind, your subconscious, and never escapes.

The past four hundred years, since the invention of the modern astronomical telescope by Galileo Galilei, have seen immense progress in answering some of those questions. We now have a good idea of the origin, extent, and structure of the universe. We have an incredibly precise picture of the Solar System, the motion of objects within it so well mapped that we can successfully land a spacecraft on a comet. We now know that the Sun, Earth and Solar System are located within a much larger structure, an immense spiral galaxy, and that such large structures


Figure 1.1: Our place and time in the universe. Clockwise from top left, (a) Earth, as seen from Apollo-11 (NASA) (b) Planets of the Solar system (NASA) (c) A simulated view of the Galaxy and its streams (David R. Law, UCLA) (d) The Hubble deep field image, showing galaxies everywhere (NASA) (e) A 2dF Galaxy Redshift Survey (2dFGRS) view of the large scale structure of the local universe (http://www.roe.ac.uk/ jap/2df//) (f) The cosmic microwave background (CMB) as measured by WMAP, the temperature fluctuations seen in color space are micro-kelvin scale (NASA).
are ubiquitous. We even have an age for the universe, 13.7 billion years old, and have looked back, several times now, to the primordial light emitted when it was only a tiny fraction of that age. Figure 1.1 illustrates the current understanding of the scope of, and our place in, the universe at large.

It is often said that we know more about the far reaches of the Solar System than we do about the deepest depths of the oceans on our own planet. One might say, similarly, that we have a greater understanding of the large scale structure and evolution of galaxies out to the edge of the visible universe and time, than we do about the events which led to the Milky Way we see today.

### 1.1 Galactic Archaeology Primer

Just as archaeologists dig for fossils, the preserved remains of ancient cultures or living organisms, here on earth, Galactic archaeologists search for fossils, or any unchanging evidence of the evolutionary history of the Milky Way (commonly referred to simply as "the Galaxy", noting the capitalization). The Galaxy, though most of it is obscured by thick lanes of dust and our position in it renders study of the opposite side impossible, is nonetheless an ideal laboratory for studying the evolution of its class of galaxies, and, by proxy, the evolution of structure in the universe itself. Even in the upcoming era of extremely large telescopes (those with diameters exceeding thirty meters), very few other galaxies are close enough to enable resolving single stellar populations. Given that stars are the primary light source in the universe, and that light is the fundamental information transport mechanism, it follows that in order to gain insight to the processes that formed the Galaxy, one must understand the origins and evolution of its stars. The rest of this chapter serves to briefly introduce our current understanding of the basic structure of the Galaxy, and the importance of certain stellar populations for Galactic Archaeology.

### 1.2 The Galaxy

### 1.2.1 Structure and Dynamics

## Thin and Thick Discs

Figure 1.2 shows an edge-on view of the Galactic disc as seen by 2MASS (The 2 Micron All Sky Survey;Skrutskie et al. 2006) in the left panel, and a face-on view of the Whirlpool galaxy, which is likely quite similar in morphology to the Galaxy, in the right panel. The disc is clearly visible in the 2MASS image, where a very high density, thin disc shape is accentuated by intervening dust lanes. A squint of the eye helps to recognise that stars extend more diffusely above and below the inner dense region. Of course, in reality, a lot of this is due to the projection effects of the image being taken from inside the disc itself; however, it is well known that spiral galaxies exhibit real vertical extension of their most obvious side-on stellar components (e.g. Yoachim \& Dalcanton 2006). As an example, Figure 1.3 shows both a shallow and deep image of the same edge on galaxy, the thickness escaping detection in the shallow image, but clearly visible in the deep one.


Figure 1.2: The Galaxy. Left image from 2MASS compiled by T. Jarrett (IPAC), the right image taken by the Mary Erskine School as a part of the Faulkes telescope project.

Gilmore \& Reid (1983) were the first to propose that such a dichotomy exists in the Milky Way. Using the technique of photometric parallax on a sample of stars near the Solar neighbourhood, they derived a vertical density function that required two exponential components at distinct scale heights to fit. These they named the "old disc" for the thin component with a scale height of $\sim 300 \mathrm{pc}$ (which, paradoxically, is now known to comprise of the younger component of the Galaxy), and the "thick disc" for the component with a scale height closer to 1 kpc . The "old disc" is now commonly referred to as the thin disc. Much work has been done in the intervening years to characterise the Galactic disc components (Bensby et al. 2003, Nordström et al. 2004, Bensby et al. 2005, Reddy et al. 2006, Haywood et al. 2013, Anguiano et al. in prep.). Several large-scale surveys have contributed, notably including the Geneva-Copenhagen Survey (GCS; Nordström et al. 2004), which contains over 14000 stars with parallax, radial velocity and photometric measurements, the Radial Velocity Experiment (RAVE; Steinmetz et al.|2006), over half a million spectra which allow velocity determination to $\sim 2 \mathrm{~km} / \mathrm{s}$, and the Sloan Extension for Galactic Understanding and Exploration (SEGUE; Yanny et al. 2009), which now contains over 300000 spectral measurements of stars.

One reason that all of the above mentioned surveys have a spectroscopic component is that the kinematic structure of the disc is essential to understanding its nature. For example, the thick disc is found to have a systematically higher vertical velocity dispersion in its population than the thin disc. The events or processes which led to the kinematic heating of the thick disc are still up for debate, however two major categories exist: internal, secular processes such as radial migration (Sellwood \& Binney 2002), and external events such as galaxy mergers (Quinn et al. 1993, Abadi et al. 2003). Quillen \& Garnett (2001), using the 189 star sample of Edvardsson


Figure 1.3: Shallow and deep images of an edge on galaxy illustrating the thin and thick discs and their scale lengths (Tsikoudi 1980).
et al. (1993) with updated parallaxes from Hipparcos (Perryman et al. 1997) and ages from Ng \& Bertelli (1998), found a sharp break of roughly $20 \mathrm{~km} / \mathrm{s}$ in the velocity dispersion of stars older than 9 Gyr , and little trend from then to the present epoch. This result argues heavily for a single ancient heating event such as in the merger scenario (e.g. Bekki \& Freeman 2003), the infall of such a satellite giving a vertical kick to the stars of the present disc, after which new stars form in a new, the thin, disc. More recently, and with a much larger dataset, Nordström et al. (2004) found no such saturation exists in the disc heating, but rather a smooth monotonic signature with the exception of a slight increase in dispersion at $\sim 10 \mathrm{Gyr}$, which they note could be attributed to the thick disc. It is not clear if this result argues strictly against a merger event, but does require a mechanism supplying a constant source of heating, likely one amongst the secular variety. The Nordström et al. (2004) result probably represents the true relationship better than that of Quillen \& Garnett (2001) due both to the higher quality of data and much larger, more statistically significant, sample size.

## Merger History

This is not to suggest that mergers haven't been important in the history of the galaxy. Clever analyses of sky survey photometric catalogues, primarily from the Sloan Digital Sky Survey (SDSS; York et al. 2000), have revealed a rich population of faint dwarf galaxies and stellar streams in various states of dynamical interaction around the Milky Way (e.g. Irwin et al. 1990 , Martin et al. 2004, Willman et al. 2005, Belokurov et al. 2006b|a, Zucker et al. 2006). Most


Figure 1.4: HST images of galaxies in different phases of interacting. The left hand image shows UGC 1810 and UGC 1813, both appearing tidally stretched from their gravitational interaction. The right hand image is the Antennae galaxies, a merger probably a few hundred million years in progress. Images from http://hubblesite.org.
notably, the Sagittarius dwarf spheroidal galaxy (Sag dSph), discovered by Ibata et al. (1994), appears to have made two passes over and through the Galactic plane, leaving a tidal tail of stars which will presumably eventually merge with the disc and halo populations (see also Hyde 2014). Sag dSph is a particularly remarkable example in our own Galaxy, but the plethora of other dwarfs, and the rich dwarf galaxy environment of our nearest large galaxy neighbour M31 (Martin et al. 2009, Richardson et al. 2011, Conn et al. 2013), imply merging is ongoing. Further, observations beyond the local environment reveal even larger scale mergers between spiral galaxies is a factor which cannot be ignored (for example, Figure 1.4 shows two examples of interacting galaxies as viewed by the Hubble Space Telescope).

Cosmological models, particularly in the current dark matter and dark energy paradigm ( $\Lambda$ CDM) have been considered highly successful at recovering the observed large scale structure of the universe, and generate galaxy halos that generally resemble those observed (see, e.g., the Aquarius Project simulations of Springel et al. 2008). Thus it has become widely accepted that the Milky Way was built up of at least several major mergers in its history, although the ERIS simulation (Guedes et al. 2011) does a remarkable job of mimicking the Galaxy and does so with only a comparatively moderate merger history. Observables of this are incredibly difficult to


Figure 1.5: Results of simulations accounting for radial migration (Figure 3 of Minchev et al.|2013). The left and middle plots show birth radii probability distributions for stars in the Solar neighbourhood as a function of age and metallicity, respectively. The right hand plot is a reprojection of the middle plot also showing the possible birth radii of the sun (shaded cyan region).
decipher, but it is crucial to test this hypothesis with observations. The implications reverberate wider than simply testing the Milky Way's merger history; the modified Newtonian dynamics (MOND) paradigm offers an alternative explanation to the "missing mass" problem than dark matter, explaining flat rotation curves in galaxies, and, though it does not include cosmology per se, it certainly challenges the CDM description (see, e.g., the recent review by McGaugh 2014 and references therein). Such tests will also aid in sorting out these questions.

## Stellar Migrations

Among the secular processes that may be occurring in the disc, stellar radial migration has been receiving a lot of attention in the literature from both theoretical and observational perspectives. Sellwood \& Binney (2002) are widely regarded as the pioneers of the idea of stellar radial migration, which they referred to equally as churning. As its name suggests, radial migration involves stars moving inward and outward within the disc generally perpendicular to its rotational axis. It was proposed as a solution to the problem that, though the inter-stellar medium (ISM) of the Galaxy shows decreasing metallicity with radius (e.g. Luck et al. 2006, Boeche et al.|2013), stars in the local vicinity do not show a tight correlation between age and metallicity (see also Section 1.2.2.

It has been suggested that the outward movement of stars from the central portion of the disc heat in the vertical direction, in order to conserve angular momentum, and this may be sufficient
to explain the origin of the thick disc (Loebman et al. 2011). There is contention in the literature as to how efficient radial migration is, however; for example, the simulations of Minchev et al. (2012) show that flaring is not a significant effect and thus cannot explain the thick disc. However it is clear from the simulation context that stellar migration is an important consideration and may be able to explain observed metallicity gradients across the Galactic disc. Figure 1.5, taken from Minchev et al. (2013), is a nice illustration of radial migrations based on the latest simulations. The left hand panel shows the radius of origin of stars in the Solar region as a function of age, while the middle plot shows the metallicity of Solar neighbourhood stars as a function of birth radius. Significant overlap exists in distributions for both age and metallicity, lending to the difficulty in disentangling this process through observation. It is also evident from the left and middle panels that migrations occur in both directions (inward from the outer disc and outward from the inner disc). The right hand plot shows the metallicity density distribution for stars in the Solar neighbourhood as a function of radial origin. An interesting feature of the right hand plot is the cyan shaded region, which shows a region of possible birth radii for the Sun based on the models and an error of $\pm 1$ dex in Fe .

A large portion of the recent work has been in the theoretical realm (e.g. Roškar et al.2008ba, Minchev et al. 2011, 2013). Haywood (2008) notably utilised stellar orbital information in the GCS in bins of metallicity to argue that radial migration could be observed in the orbital patterns of stars. The higher metallicity stars tend to have inward orbits while the lower metallicity stars had more outward orbits, which, assuming a relatively static ISM, would imply the metal rich component came from closer to the bulge while the metal poor component from the outskirts of the disc. Significant overlap between the two orbital populations in this study in particular, along with the uncertainty in assumptions of the ISM, mixing efficiencies and ages of stars, in general, make interpretation of the current observational evidence rather subjective. Until significant advances in observation, e.g. Gaia and its spectroscopic counterparts Gaia-ESO and GALAH, are upon us, it is clear the primary domain of stellar migration studies lies in theory.

### 1.2.2 Chemical Composition

The chemical composition and evolution of the Galaxy is a separate, but equally important, mechanism to the kinematic evolution. Remembering that, aside from Li in the Big Bang and an inconsequential amount in human-made accelerators, all metals in the universe (metals in astrophysics, of course, being any element heavier than He ) have been created through the cyclic processes of stellar evolution and subsequent radioactive decay. Each such cycle will further
enrich the interstellar medium upon the death of a star, the resulting dust and gas contributing to the creation of a new cluster of Solar systems, many of which are likely harbouring planets (see, e.g., Kepler mission resources at http://www.nasa.gov/kepler). Hence, tracking the chemical enrichment over time and space can lead to an understanding of when and where star formation events have occurred, what types of stars were involved, and can shed light on the merger history of the Galaxy.

The relationship between metallicity and age, the age-metallicity relation (AMR), in the Galaxy is extremely important in testing theories not only of star formation, but also of galactic and cosmic evolution. Its measurement and understanding is a pinnacle of astrophysics, yet it remains elusive in a large part due to the difficulties in determining ages of stars. This has not stopped concerted efforts to model it, and significant progress in observing it. Galactic chemical evolution models generally predict a monotonic increase of the Fe abundance $([\mathrm{Fe} / \mathrm{H}]$; see Section 3.2 for details on notation) of stars with age, where the oldest stars are metal poor, and youngest are metal rich as compared to the Sun (Rocha-Pinto et al. 2000, Feltzing et al. 2001, Nordström et al.|2004, Kobayashi et al. 2006, Haywood 2006, Soubiran et al.|2008, Roškar et al. 2008b, Casagrande et al. 2011, Minchev et al. 2013) . Figure 1.6 in the left hand panel shows an example of one such model, from Kobayashi et al. (2006). The right hand panel shows the observed AMR from the GCS for a large sample of stars. The large scatter places only weak constraints on models and bears little resemblance to the prediction in the left panel.

This example is a bit unfair. The model on the left does not account for uncertainties in observations and processes like radial migration or churning that would tend to induce scatter about the mean relation. Meanwhile, new techniques and calibrations have slightly improved the determinations of both age and metallicity for the same stars in the GCS sample (Casagrande et al. 2011). Recent modeling efforts combine analytic chemical evolution with N -body and/or smoothed particle hydrodynamics codes to arrive at a prediction of the true observable AMR taking into account mixing processes (e.g. Roškar et al. 2008b, Minchev et al. 2011). These combined have brought theory and observations substantially more in-line, yet it is still important to appreciate the inadequacy of stellar age calculations for individual field stars and how this may affect the observed AMR, which would in turn require the careful reconsideration of theory.

An important tracer of the thin and thick disc populations that has recently come to light is the position in the $\alpha$-element versus Fe abundance plane. Fuhrmann (1998) was likely the first to identify the distinct sequences of thin and thick disc stars in such a diagram using Mg and Fe abundances, and kinematically identified disc membership. In this diagram, the thick disc stars inhabit the metal-poor (i.e., Fe poor) but $\alpha$-rich portion of the diagram, while the thin


Figure 1.6: The age-metallicity relationship in theory and observation. The left hand panel shows a chemical evolution model realisation in the Solar neighbourhood of Kobayashi et al. (2006), where the solid line is the model and dots are observed values. The right hand panel shows the observed AMR from Nordström et al. (2004) for about 7500 stars with "well-defined" ages. Note the opposite sense of the horizontal axis: in the left panel $t$ is the time from beginning of model, i.e. the youngest stars are to the right, while in the right panel the youngest stars are to the left.
disc stars inhabit the metal-rich but $\alpha$-poor portion. There is overlap in both dimensions, but a notable gap between them along a diagonal ordinate. This empirical relationship has been further investigated and generally supported in the intervening years with larger samples of stars and high quality abundance measurements (e.g. Feltzing et al. 2003, Bensby et al. 2003, 2005, Reddy et al. 2003, 2006, Navarro et al.|2011). Figure 1.7, modified from Haywood et al. (2013), shows a sample of stars (taken from Adibekyan et al. 2012) in both the $\alpha$ abundance versus age and $\alpha$ versus metallicity planes. The stars were categorised by their position in the former plane, where thick disc stars are the oldest segment, but appear to separate well across the dividing line in the latter plane. Though its significance is not well studied, there appears to be a knee at the separating age, with a steeper slope for thick disk stars suggestive of a distinct evolutionary path for each component.

Most modern studies of the Galactic disc are in the context of the thin/thick dichotomy, but this need not be so. Many lines of evidence argue in favour of distinct components, but some contradict this picture; for example Bovy et al. (2012) used SEGUE survey data to argue that a single-component fit of "mono-abundance populations" (MAPs; groups of stars with similar



Figure 1.7: The $\alpha$ versus Fe abundance plane for stars of Haywood et al. (2013). The left panel shows the thin/thick dichotomy from an age perspective, while the right panel shows the abundance plane with an illustrative line marking the boundary between populations. Modified from Figure 8 of Haywood et al. (2013) to be landscape (from portrait).
abundances) describes the data well. They caution that improper accounting of survey selection functions can lead to inappropriate classifications such as the dual component disc. Rix \& Bovy (2013) further warn of selection functions and again point to MAPs as a natural way to model the Galactic disc. Whether the disc is truly bi-modal, in that there is a clearly distinct evolutionary history for each part, or this bimodality is a product of observational bias, or merely comes from a human psychological predisposition to categorise everything, is a question for future history books. One thing for certain is that to pin this question down requires theory and observations to come in line with one another, necessitating advances in both fields.

### 1.3 Obstacles to Understanding the Galaxy

Though our picture of the current state of the Galaxy, and the distribution of its stars over space is fairly comprehensive, there exist many challenges in understanding how it evolved over cosmic time. The motion of stars at this epoch helps to understand the Galactic potential and identify populations of stars in bound associations. Field stars in the disc, which account for a majority of Galactic stars have, however, been subject to dynamical processes which make their kinematic properties short-lived and thus are of little use in trying to unravel their origin.

The chemical patterns in the disc - the radial metallicity gradients and age-metallicity relationship, for example - require an understanding of the dynamical evolution to explain them, which is still an ongoing mission in astrophysical theory. It may be possible to overcome this
seemingly degenerate problem by means of a simple fact: the photospheric abundances of element species in most stars are not modified while they are on the main sequence and lower giant branches. Unlike the kinematic properties of stars, this chemical information is a fossil record of the epoch of formation.

In the next chapter and remainder of this thesis, we introduce and discuss the concept of "Chemical Tagging", which aims to leverage the fossil nature of chemical abundance patterns in stars to trace back their origin. The technique has a great deal of promise for making the next leap in understanding the Galaxy, much like the advent of the CCD detector enabled sky surveys such as SDSS, which allowed great headway to be made in mapping the distribution of stars and unveiling dwarf galaxies and streams. Moreover, it has the possibility of improving age determinations for stars, which is critical for studies of evolution but remains a difficult problem for field stars. Finally, identifying the birth cluster of the Sun is a compelling problem which also may be tackled through chemical tagging.

## Chapter 2

## Chemical Tagging

To circumvent some of the complications in studying the Galaxy noted in the previous chapter, astronomers are beginning to turn to a technique called "chemical tagging", which postulates that field stars can be linked to one-another as having been created from the same molecular cloud (conatal), based solely on their unique abundance patterns. The concept of chemical tagging, in the present sense, was introduced by Freeman \& Bland-Hawthorn (2002). They noted that much progress had been made in the decades prior on understanding the Galaxy, but that significant issues like stellar mixing, preventing construction of reliable time-lines, require a fossil record that can only come from studying the chemical patterns of stars. A fantastic suggestion that was based loosely on theory, is now the goal of a very large observational undertaking, motivating the commissioning of an entirely new instrument. In this chapter we detail the arguments that form the basis for chemical tagging, the tests that have been done prior to this thesis, and provide some details of the instrument and survey that motivate this work.

### 2.1 The Formation and Enrichment of Star Clusters

A star is a complicated physical object with a strikingly simple origin: a cloud of gas and dust collapses under its own gravity, becoming dense enough to ignite nuclear reactions in its core, from whence begins a delicately balanced dance of inward and outward forces in dynamical equilibrium. It is an often accepted tenet of modern astrophysics that stars do not form alone, but in dense clusters of gas and dust, termed molecular clouds. These structures then typically dissolve on timescales much shorter than the lifetime of the low mass stellar population ( $\sim 100$ Myr), contributing to the stellar field population (Janes et al. 1988, Lada \& Lada 2003). Open
clusters are an interesting exception to the rule, though young and intermediate aged clusters such as the Hyades may represent the tail end of the disruption lifetime, as there are significant numbers that date back to early epochs of the galaxy (Phelps et al. 1994, Liu \& Chaboyer 2000, Bragaglia et al. 2008a, Sestito et al. 2008a, Randich et al. 2009). The process occurs deeply embedded in dust, which obscures observation, and at scales that make resolving individual proto-stars difficult; however infrared and millimeter wavelength studies have been able to probe the environment of nearby molecular clouds such as the Orion Trapezium complex to show that this scenario is acceptable (see, e.g., Muench et al. 2008 and references therein). We must note, though, that the current epoch of star formation may not be representative of those past, and for many purposes open clusters are considered to represent typical star formation clusters yet are, by the numbers, almost certainly not typical.

The low mass stars (close to, or below, Solar mass) of a star forming cluster will not contribute further to the enrichment of stars at the current epoch, since their lifetimes are long compared to the cluster disruption time (and the age of the Universe itself) and their mass loss on the main sequence is negligible. High mass stars on the other hand have short main sequence lifetimes, stellar winds of O -stars will enrich the inter-stellar environment even on their main sequence through significant mass loss, and their post-main sequence processes and deaths generate the most metals available to a new generation of stars. Individual high mass stars will result in a supernova, which itself is a powerful nuclear processing engine but importantly also provides a mechanism to eject large amounts of enriched material to form a new molecular cloud. We discuss some of the specifics of nuclear processing in stars in the next section.

It is this cyclic process that results in the chemical enrichment of the Galaxy, and given that the precise conditions for formation of the high mass stars in any given molecular cloud must be stochastic (McKee \& Tan 2002), this also means that each subsequent cloud should have a unique pattern of metal abundances. Assuming that within a molecular cloud, ejecta from all contributing sources are well mixed, all stars formed within will share the unique chemical pattern. This is the hypothesis behind chemical tagging, and tests on several open clusters confirms that measured abundances of member stars are indeed the same to within the measurement uncertainties (see 2.3 below).


Figure 2.1: The $\alpha$-Fe abundance plane for Hipparcos stars within 150 pc of the Sun. The left hand panel shows the individual abundances where the thin disc population is highlighted in red. The break is visible in this figure but not exceedingly obvious. A clever re-projection using $\alpha / \mathrm{Fe}$ on the vertical axis (right hand panel) shows a much clearer separation between the populations, here accentuated by the histogram representation. The red points were selected from this right hand plot as those in the lower right lobe.

### 2.2 The Multi-Dimensional Chemical Space

Freeman \& Bland-Hawthorn|(2002) termed the parameter space making up the patterns of abundances " $\mathcal{C}$-space". The number of true independent dimensions that make up this space is important to the success of practical experiments. As an example, consider the $\alpha$-Fe abundance plane as a tracer of thin and thick disc stars pictured in Figure 2.1. The diagonal shape of the lobes representing each population means that a projection in either axis results in a reduction of information. Considering only Fe , for example, there is a regime where few thick disc stars exist, but that region comprises only a fraction of all thin disc stars. The additional dimension introduced here unveils important information, even though the distribution of stars in this space clearly shows both dimensions are not independent.

The example extends to chemical tagging where the scale to which we attempt to identify structure is significantly smaller, meaning that a higher dimensionality of $\mathcal{C}$-space is also necessary. It must be noted, however, that increasing the measured dimensions of $\mathcal{C}$-space does not simply correspond to measuring more elements. Many groups of elements are generated in the same processes in stars (Wallerstein et al.|1997), for example the iron-peak elements $\mathrm{Fe}, \mathrm{Ni}, \mathrm{Cr}$, $\mathrm{Mn}, \mathrm{Zn}$ are generated in type Ia supernovae ( SNe Ia ), or the $\alpha$-elements $\mathrm{Ti}, \mathrm{Ca}, \mathrm{Mg}, \mathrm{Si}$, and O , which are built up by successive capture of $\alpha$ particles in core collapse supernovae (SN II), and
are also likely responsible for synthesis of the rapid neutron capture (r-process) elements, Eu being the most commonly measured (Kratz et al.|2007). The slow neutron capture (s-process) elements such as $\mathrm{Ba}, \mathrm{Y}, \mathrm{La}$, and Nd are generated during the asymptotic giant branch (AGB) phase (Busso et al. 1999, Karakas \& Lattanzio 2007 Th Though their abundances will not be identical to one another because of differing nucleosynthetic requirements, they will evolve more or less in lock-step, implying that there may not be much information gained by measuring multiple elements in a single group. Ting et al. (2012) did a comprehensive principle component analysis (PCA) on abundance patterns of several stellar groups in order to identify the true underlying dimensionality of $\mathcal{C}$-space, and what elements (or linear combinations of elements) make up those dimensions. PCA involves re-projecting natural dimensions onto sets of orthogonal eigenvectors, each of which is some linear combination of the natural dimensions. The contribution of total variance of each eigenvector (principle component) can be computed. The components making up most ( $>90 \%$ ) of the variance then gives the true underlying dimensionality. In the Ting et al. (2012) analysis, the open cluster sample with 13 distinct element abundances measured could be described ( $90 \%$ ) by between 6 and 9 separate dimensions, depending on the assumed measurement uncertainties. This of course implies that the evolution of several species of the 13 elements is interdependent.

A factor further complicating the $\mathcal{C}$-space is that its dimensionality is not static. BlandHawthorn et al. (2010a) describe a chemical evolution model accounting specifically for star clusters based on an assumed initial cluster mass function (ICMF). Figure 2.2 shows the results of their model for r -process elements as a function of $[\mathrm{Fe} / \mathrm{H}]$ abundance (a generational indicator) for two values of the ICMF slope parameter $\gamma$, and two assumptions of intrinsic abundance scatter. Also shown is a simulation using a less sophisticated closed-box evolution model but over a wide range in $[\mathrm{Fe} / \mathrm{H}]$ for $[\mathrm{Eu} / \mathrm{Fe}]$ abundance scatter evolution from Bland-Hawthorn \& Freeman (2004a). In all simulations clustering is clear particularly at low metallicities, but becomes significantly more homogeneous even by $[\mathrm{Fe} / \mathrm{H}]$ of -2 dex, which is rare in the Galactic disc, even the lower metallicity thick disc (see, e.g., Schlesinger et al. 2012). One interpretation of this figure is that the clustering signature is easily detected with only a single dimension (e.g. the r-process element in the left panel of figure 2.2) at very low metallicities, but, if detectable, requires more dimensions as the scatter narrows in the one dimension.
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FIgURE 2.2: Clustering chemical evolution models. The left panel shows r-process scatter as a function of $[\mathrm{Fe} / \mathrm{H}]$ where top and bottom sub-panels are intrinsic cluster internal abundance scatters of 0.01 and 0.1 dex, respectively, and left and right sub-panels assume different ICMFs (Figure 9 of Bland-Hawthorn et al. 2010a). The right panel shows Eu abundance scatter as a function of $[\mathrm{Fe} / \mathrm{H}]$ up to Solar metallicity (Figure 1 of Bland-Hawthorn \& Freeman 2004a).

### 2.3 Tests of Chemical Tagging

In the intervening years since chemical tagging was proposed in Freeman \& Bland-Hawthorn (2002), several studies have sought observational support of the presupposition that abundance patterns of conatal stars are homogeneous. The most obvious candidates to test against are open clusters, since these objects probably represent precursors to most stars in the Galaxy not presently in associations - in other words, field stars are likely to be from evaporated open clusterlike star formation events. Moving groups have also been tested in the literature, where chemical tagging has been utilised to distinguish between either a purely dynamical origin or a disrupted star cluster. Finally, the technique has been used on small scales as an association membership test. In this section, we describe some of these tests.

An important early test in this vein was performed on the well studied intermediate-age Hyades open cluster in De Silva et al. (2006). The Hyades is a particularly good lab for this
type of study because its proximity enables high quality observations and abundance determinations, and the membership criteria are well established. De Silva et al. (2006) specifically targeted heavy elements in the s-, and r-process elements ( $\mathrm{Zr}, \mathrm{Ba}, \mathrm{La}, \mathrm{Ce}$, and Nd ) for the same reasons outlined above, and estimated the intrinsic scatter (taking into account the uncertainties in observations and analysis) in all cases to be below 0.05 dex and most cases below 0.02 dex for a sample of $\sim 50$ stars. This wasn't the first study to establish chemical homogeneity in cluster environments; earlier work by Friel et al. (2003), Schuler et al. (2003), Tautvaišiene et al. (2000a) and Gonzalez \& Wallerstein (2000a) established homogeneity in elemental abundances in Collinder 261, M61, M34 and M11, respectively, however the number of stars in those studies was more limited, being between 4 and 9 stars per cluster.

Moving groups (e.g., Eggen 1963 and other publications by the same author in the same decade) are another important lab for testing chemical tagging. These are associations of stars that have some common motion but may be rather loosely associated in spatial coordinates; they may be actively dispersing open cluster-like structures, the chemical homogeneity of which would tend to confirm the premise of chemical tagging field stars. De Silva et al. (2007b) studied a sample of stars in the HR1614 moving group in a wide variety of elements including $\mathrm{Na}, \mathrm{Mg}$, $\mathrm{Al}, \mathrm{Si}, \mathrm{Ca}, \mathrm{Mn}, \mathrm{Fe}, \mathrm{Ni}, \mathrm{Zr}, \mathrm{Ba}, \mathrm{Ce}, \mathrm{Nd}$, and Eu. They concluded that, apart from four stars that were probable non-members or background contamination, the remaining 14 stars had an $80 \%$ probability of having intrinsic abundance variations on average 0.03 dex and no more than 0.08 dex.

Though not strictly tests of chemical tagging, several studies have used the concepts of chemical tagging to determine association of stars to nearby clusters. For example, in De Silva et al. (2011) and Tabernero et al. (2012), abundances were used to probe membership of stars thought to be associated with the Hyades supercluster association, finding four stars that are chemically and kinematically consistent with having originated from an early Hyades star formation event in the first case, and expanding on that in the second case, 28 stars were found to be consistent with the core Hyades open cluster. A stream in the same vicinity as the Hyades cluster has also been thought to be associated with the star formation events of the Hyades cluster, however Pompéia et al. (2011) did a chemical analysis on a sample of stream stars, finding that only a small fraction ( $\sim 10 \%$ ) could have formed in the Hyades, and the more likely origin of the stream is an orbital resonance. The Argus association, an unbound group of spatially concentrated stars, was chemically tagged to a probable origin in the open cluster IC 2391 by De Silva et al. (2013). Utilising chemical tagging in the opposite sense, Carretta et al. (2012) claimed that chemical information for stars of open cluster NGC 6752 points to several distinct populations - a result
that has been well studied in globular clusters in recent years, but not before in open clusters. The positive results from these studies give support to the idea of chemical tagging the Galaxy at larger scales.

### 2.4 HERMES and GALAH

An exciting new development since the Freeman \& Bland-Hawthorn (2002) review, and a substantial motivation for the present work, is the new High Efficiency and Resolution MultiElement Spectrograph (HERMES) for the Anglo-Australian Telescope (AAT). The four camera fibre fed spectrograph was installed and tested on site during October-December 2013, with commissioning observations delivering results within, and sometimes exceeding, the design specifications. In this section we give a brief description of the instrument itself (detailed descriptions can be found in Barden et al. 2010, Heijmans et al. 2012), why it is an important tool for galactic archaeology, and describe the chemical tagging survey planned for the coming years which will utilise it, the Galactic Archaeology with HERMES (GALAH) survey.

### 2.4.1 The HERMES Instrument

The HERMES camera setup and light path schematic are shown in Figure 2.3. The four cameras target four separate narrow spectral regions: Blue, from 4718 to $4903 \AA$; Green, from 5649 to $5873 \AA$; Red, from 6481 to $6739 \AA$; and Infra-Red, from 7590 to $7890 \AA$. The fibre slit provides a nominal resolution of $\mathrm{R}=28,000$, with a slit mask providing an additional $\mathrm{R}=50,000$ mode. Each of the cameras is equipped with a $4096 \times 4096$ pixel Charge-Coupled Device (CCD) detector which can image up to 392 spectra from the incoming fibres of the 2-degree field (2dF) robotic positioner.

The four narrow spectral regions were chosen specifically with the goals of chemical tagging in mind, though the range of elements is well suited for any chemo-dynamic stellar study. The bottom panel of Figure 2.3illustrates the spectral bands and the elements that each was designed to target. Figure 2.4 is a Solar spectrum taken with HERMES during commissioning observations in all four channels, showing excellent performance over the entire range.

In spite of the positive results thus far obtained with HERMES, as with any technology developed on the cutting edge, there are some mysterious issues with the instrument. Glass in the gratings of the Blue, Green, and Red arms appears to be radioactive, causing unusual cosmic


Figure 2.3: The top panel shows the HERMES light path from the fibre slit to each of the four cameras. The size of the instrument is about 4 m from the collimator mirror at right to the IR camera at left. The bottom panel shows the four spectral bands as boxed regions along with particular lines of species they were designed to target.


Figure 2.4: Solar spectrum in all four HERMES bands. From top to bottom these are the Infra-red, Red, Green and Blue channels.
ray-like events which saturate pixels and leave a "streak" on CCD readout, which may be incident on spectral features in one or more fibres. In subsequent frames, for some time, the hot pixels appear to bleed toward the readout amplifier. It is yet unclear if this phenomenon has a significant ill effect on the measurement of absorption features in affected spectra. Another issue is a light-leak in the Green camera, coming from a warning LED situated inside the instrument which fails to switch off. A procedure is known to fix this issue, but at the expense of a lost frame, until a more permanent solution is implemented. Nevertheless, the instrument is now in facility mode and producing usable results, we look forward to a flood of interesting investigations using HERMES in the near future. More details on the instrument and facility can be found on the Internet site: http://www.aao.gov.au/science/instruments/current/HERMES

### 2.4.2 The GALAH Survey

Given the specific design goals of the HERMES instrument, it should be no surprise that a survey of the size and scope of GALAH would be planned for its use. GALAH (described in detail in Freeman et al. 2014) will obtain spectra of 1 million stars mostly in the Galactic discs between magnitudes of about 12-14 in the V-band, in the $\mathrm{R}=28,000$ mode. This is orders of magnitude larger in size than current inventories of high-resolution stellar spectra; homogeneous high level products (e.g., stellar parameters, abundances, radial velocities, etc.) will be made publicly available, yielding a truly rich and revolutionary catalog that will likely enable major advances in the field of Galactic archaeology, even without the planned chemical tagging component.

An important goal and planning factor of the survey is to achieve a $\mathrm{S} / \mathrm{N}$ of 100 per resolution element, which simulations have shown should be sufficient to obtain random errors on abundance determinations nominally to 0.05 dex (for $[\mathrm{Fe} / \mathrm{H}]$ ). This translates to 1 hour exposures for a $14^{\text {th }}$ magnitude star, allowing sufficient time to fully configure the fibre positions for the next field while observing, at the same time enabling the million star target to be achieved in a reasonable time-frame ( $\sim 5$ years). One hallmark of the GALAH design is to minimise any selection bias by creating as simple a selection function as possible. This is done by restricting the selection criteria to obtaining full fields that are not overly crowded, and keeping field configurations within a set magnitude range to limit the ill-effects of cross-talk. In the end, there are 6546 potential fields of which 3300 must randomly be observed - in order to achieve a million star minimally biased survey - as illustrated in grey circles in Figure 2.5 .

At the time of writing this thesis, the GALAH pilot survey program has been completed, and several of the main survey fields have been observed, after a successful large program application to the Australian Time Assignment Committee (ATAC). Figure 2.5 shows the fields observed thus far for pilot and main survey programs. The progress indicates several survey components are on track including the observation planning component "ObsManager" and the target input catalog. There are still areas needing attention including improving the reliability and automation of the abundance analysis pipeline "Theremin", and fine tuning the data reduction system for the HERMES instrument, in addition to some of the instrument challenges mentioned above.

The abundance analysis pipeline is at the core of GALAH's mission of chemical tagging, but has a difficult task; one which at present humans still tend to do better at than modern microcomputers. The next chapter introduces stellar spectroscopy and high resolution abundance analysis.


Figure 2.5: Planned and observed GALAH fields (as at 29 April, 2014). Each field is at least dense enough to approximately fill all $\sim 400$ fibres. Green symbols are completed survey fields, red are pilot survey fields and orange are commissioning test data fields. Plot is shown in celestial coordinates with Galactic latitude and longitude grid overlayed.

## Chapter 3

## Stellar Spectroscopy and Abundance Analysis

At the heart of our quest to understand the chemical enrichment history of the Galaxy, and a fundamental requirement for chemical tagging, is elemental abundance analysis from stellar spectra. What may appear at first glance to be a relatively innocuous task, is in fact incredibly tricky business - where even seasoned experts in the field will disagree, to a significant degree, with one another over the results derived from the same spectrum. The challenge is compounded when facing the necessity to automatically compute abundances for large samples of stars, as is the case for the Gaia-ESO and GALAH surveys, the details of which are, at the time of writing this thesis, still very much in their infancy. This chapter presents a brief introduction to the field of spectroscopic abundance analysis, finishing with the first journal publication in this thesis.

### 3.1 Spectra of Stars

Stellar spectroscopy begins with splitting incoming starlight, typically using diffraction gratings such as slit-type, surface relief, echelle, or volume phase holographic (VPH), as is the case in HERMES. Noting that the angle of reflectance or diffraction of incident light is wavelength dependent, with a carefully designed detector placed in the path of the diffracted light we can obtain a map of intensity versus wavelength, which is, of course, a spectrum. Figure 3.1 top panel shows a particularly high quality spectrum of a Hyades target, HIP 20082, observed with the recently commissioned HERMES instrument.

The spectra in Figure 3.1 are normalised with respect to the continuum, or the bulk white light


Figure 3.1: Slices of example spectra observed with the green arm of the HERMES spectrograph. The top panel shows HIP 20082 with a S/N of approximately 80, while the bottom panel shows 47 Tuc star S-962, having a S/N ratio of close to 20 per resolution element. Both spectra are normalised to have continuum at 1 , making the Y -axis unit-less.
emitted from the base of the star's photosphere. The lower intensity dips are absorption features caused by the absorption of white light continuum photons by electron transitions from lower to excited states in a particular atom. Similar absorption features can be seen in a different view in Figure 3.2, right hand panel, which beautifully shows a wide band visible wavelength spectrum of the Sun in the imaging plane, with dark features being absorption lines. Due to the quantum mechanical nature of electron transitions in bound states, each unique transition in a given atom (in a given ionization state) absorbs a photon at a very specific energy (equivalently a specific wavelength) equal to the difference in potential energy between the lower and excited states. Figure 3.2, left panel, shows an energy level diagram depicting specific electron transitions for Ca II (that is, singly ionised Ca ). The wavelength and energy at which these transitions occur is precisely calculated from quantum mechanics and can be measured with high accuracy in the lab. The probability of excitation and spontaneous re-emission is an important factor that can also be measured in the lab. Armed with an appropriate stellar model, astrophysicists convert measurements of the strength of individual absorption features into an abundance of that element.


Figure 3.2: Grotrian diagram of the electron transitions for Ca II, showing the wavelength in angstroms where the H and K and IR triplet line transitions occur (Figure 5 of Derouich et al. 2007). The right hand panel shows a large number of absorption features in the Solar spectrum in the visible wavelengths.

This incredibly simple task (that was a joke!) is discussed in slightly more detail in the next section.

The spectra in Figure 3.1 were obtained with HERMES using the $\mathrm{R}=28,000$ resolution mode, where resolution, $R$, is defined as

$$
R=\frac{\lambda}{\delta \lambda}
$$

and is one of the fundamental properties of spectrometer configurations. Higher resolution allows for the detection of separate close features and is a requirement for detailed abundance analysis, with a large portion of such literature data being taken at $\mathrm{R}=20,000$ or above. Low resolution modes serve an important purpose, though, due to the fact that higher resolution necessarily comes at some cost; in the case of HERMES, which has an additional $\mathrm{R}=50,000$ mode, this cost is roughly $\sim 50 \%$ reduction in throughput, precluding the ability to reliably measure fainter stars.

Figure 3.1 shows another stellar spectrum, one of a 47 Tuc member star, at the same resolution
as the top panel, but clearly of lower quality. Matching features can be seen in the two examples, but in the bottom panel the centroids of absorption features in many cases are ambiguous and it is difficult to distinguish weak features from the noise. The difference in quality of these two examples is related to another fundamental quantity of observed spectra: Signal to Noise ratio $(\mathrm{S} / \mathrm{N})$, which, as its name suggests, is a measure of the amount of intrinsic signal that is present relative to the underlying noise. Looking at these examples it is easy to recognize that measuring any quantity from the low $\mathrm{S} / \mathrm{N}$ spectrum is not as reliable as measuring the same in the high $\mathrm{S} / \mathrm{N}$ spectrum. Though low $\mathrm{S} / \mathrm{N}$ spectra can produce high quality radial velocity and rough metallicity estimates, $\mathrm{S} / \mathrm{N}$ is a key factor in abundance analysis and likewise a driver for the design goals and specifications of instruments and surveys aimed at abundance analysis.

### 3.2 Elemental Abundance Analysis

The dependence of the shape of spectral lines on temperature, optical depth, pressure, etc. generally precludes making direct comparisons between spectral features in different stars. This of course means that we cannot compare some star's spectrum to that of the Sun, whose abundances we assume are known, and derive its abundances. We instead must use some model of the star, based on theoretical calculations, that describes the physical conditions in its atmosphere, and follow the spectral line dependencies to arrive at the observed line shape.

Before moving on, it is important to briefly introduce the notation that is ubiquitous in stellar abundance studies. Absolute abundances, $\epsilon(\mathrm{X})$, are expressed as number densities on a logarithmic scale and made relative to Hydrogen, which arbitrarily has an abundance of 12:

$$
\epsilon(X)=\log _{10}\left(\frac{N_{X}}{N_{H}}\right)+12
$$

Most commonly in the literature, abundances are given relative to Solar values, which either are assumed to be known from meteoritic sources (e.g. Anders \& Grevesse 1989, Asplund et al. 2009), or analysed from a Solar spectrum captured with the same instrument as program stars. The notation is as follows, where the X is the element species, H is Hydrogen abundance and the square brackets specifically refer to the comparison to Solar values:

$$
[X / H]=\log _{10}\left(\frac{N_{X}}{N_{H}}\right)_{\star}-\log _{10}\left(\frac{N_{X}}{N_{H}}\right)_{\odot}
$$

Commonly $[\mathrm{X} / \mathrm{Fe}]$ is also used:

$$
[X / F e]=[X / H]-[F e / H]
$$

Though many different models exist describing stellar photospheres, the most commonly used today are 1-D plane-parallel models under the condition of local thermodynamic equilibrium (LTE). The plane-parallel treatment and LTE are simplifications that make the radiative transfer calculations treatable analytically, but are generally considered appropriate for stars of F, G and K type on the main sequence, turn-off and lower giant branches. The models tabulate at least the source flux and pressure at layers of differing opacity in the stellar photosphere, which can be used to calculate the radiation transfer and thus the absorption profile for a given line to be compared to an observed spectrum.

Two methods exist to estimate the abundance of an element from an observed spectrum: equivalent width (EW) measurement and spectrum synthesis. The former can be done simply and quickly for many lines in a spectrum where the level of blending with neighbouring features is minimal. Equivalent width is a measure of the strength of an absorption feature and is defined as length (in wavelength scale, typically Angstroms) of one side of a box with height one that has the same area as that of the line in a normalised spectrum. See Figure 3.3 for a graphical representation of the definition of equivalent width. When a line is deeply embedded in a forest of other lines, a synthetic spectrum is calculated from the model, considering the contribution from as many lines as possible in the region surrounding the line of interest. Spectrum synthesis is complicated partly due to the necessity of knowing the abundances for all species in the vicinity other than the one being estimated, in addition to the added computational costs. Both methods require a model of the stellar continuum emission in order to consider only absorption from the line itself. Deep wings of strong lines, complicated detector response, and spurious emission spikes (e.g., due to cosmic rays) all make estimating the continuum difficult. Typically polynomials or base-splines are used, which do not account for the physics of the continuum and thus can be problematic.

Automated analyses, especially in cases where quality checking by human eye is impractical, can be particularly error prone for these reasons. Non-physical continuum fitting is an exercise in pattern recognition. The human brain is a sophisticated machine for such tasks, while microcomputers still lag behind. For example, local continuum during automated line fitting is sometimes over- or under-fit because the computer cannot decide if continuum regions used in the fit were appropriate, resulting in non-systematic errors in line strength measurements. The problem is often exacerbated in low $\mathrm{S} / \mathrm{N}$ situations. As a result, automated codes often have to be specifically tailored to instrument configuration and must be equipped with detailed knowledge of the


Figure 3.3: Graphical representation of the definition of equivalent width. The shaded grey regions $a$ and $b$ have the same area. The spectrum is normalised so that continuum emission is at unity. Taken from http://ircamera.as.arizona.edu/astr_250/Lectures/Lecture_15.htm.
environment of lines being studied, and may not perform well for all stellar types.
Individual stellar models are computed for stars of specific effective temperature, surface gravity and metallicity. When these quantities are not previously known or estimated (which is most often the case), they are most commonly determined via a trial and error test of a range of stellar models. In this technique, commonly referred to as ionization equalization, each trial is attempting to find the model which yields the same abundance for all measured lines of Fe I and Fe II (though in some cases also Ti I and Ti II are used). Due to the scatter of measurement induced uncertainties in the abundance estimate for each line, the balance of abundances is achieved not through requiring equality, but through minimisation of trends with line Excitation Potential (E.P.), reduced equivalent width (EW/A), and wavelength. Each of these is important for their sensitivity to different model input parameters.

Once these parameters are estimated, by minimisation of the line slope in the trends listed above, either by eye or by machine, a likely suitable stellar model has been selected. For equivalent width abundance analysis, it is now a matter of computing curves of growth for individual lines and matching the measured EW to the abundance at that EW in the curve. For spectrum synthesis analysis, the model is used to compute several possible line profiles based on varying abundances and minimising the difference between that and the observed spectrum. An important step prior to either of these types of analysis is to compensate for the motion of the subject star relative to Earth (termed radial velocity), which will either shift line positions toward longer


FIgure 3.4: MOOG view of ionization equalization panel for determining stellar parameters $\log g$, $\mathrm{T}_{\text {eff }}$, microturbulence and $\mathrm{Fe} / \mathrm{H}$, for a program star from Mitschang et al. (2012).
(receding motion) or shorter (advancing motion) wavelengths by means of the Doppler effect. Compensation can be achieved simply by identifying an ensemble of "clean" lines with known laboratory wavelengths and shifting the spectral wavelength scale to best match all lines. Another common method is to obtain a differential velocity by cross-correlating the observed spectrum with a suitable template spectrum (synthetic or observed).

One of the most popular software packages for performing abundance analysis calculations is MOOG, named after the early analog music synthesizers (for its spectrum synthesis component) (Sneden 1973). Figure 3.4 shows part of a MOOG session for determining basic stellar parameters. In each panel the red points are EW measurements of Fe I lines from a normalised spectrum; the text in the middle panel indicates the loaded model is one with an effective temperature $\left(\mathrm{T}_{\text {eff }}\right)$ of 5200 K , surface gravity $(\log g)$ of 3.0 and microturbulent velocity of 2.00. A trend is clearly present in the reduced equivalent width plot, this being the starting point for analysis. New model parameters would be set (in this particular case microturbulent velocity would be adjusted first), and resulting trends re-examined until minimised in all quantities.

Different quantities with respect to abundance are particularly sensitive to different parameters. The top panel is line excitation potential versus abundance, which probes $\mathrm{T}_{\text {eff. }}$. The middle panel is reduced equivalent width versus abundance and is a particularly good probe of microturbulent velocity. The bottom panel serves to ensure that the equivalent width measurements are reasonable, as there should be no trend in abundance with spectral line position. What is not shown is the same set of plots for Fe II, but $\log g$ is well constrained by ensuring the Fe II abundance matches with that of Fe I (and similarly no trends should exist). This iterative process is well suited to a human touch, and is made quicker when some suitable starting conditions are derived from e.g. photometry. Automatic computer algorithms exist to do this balance and are essentially a requirement when it is necessary to process large libraries of spectra. In these cases, however, it is crucial to take care to avoid local minima in optimization either by deriving very reliable starting conditions or fully exploring the parameter space.

### 3.3 Comparative Analysis and Systematics

The methodology of spectral analysis and the choice of atmospheric models and atomic line data can have a marked effect on the outcome of abundance analysis. The effect, however, is largely overcome in studies by doing a differential analysis, where the overall trends - strictly within the one dataset - are in focus, as opposed to the absolute physical scale. Nevertheless, it is the goal of most scientists to provide the most accurate values possible, and occasionally it is useful or


Figure 3.5: Comparison of temperatures and abundances calculated in two separate high-resolution spectral analyses. Each comparison plot shows all matching stars in the two studies whose absolute difference in $\mathrm{T}_{\mathrm{eff}}$ is less than 250 K . The red squares are stars whose absolute difference in $\mathrm{T}_{\mathrm{eff}}$ is less than 100 K . In each plot the equality relationship is represented with a dashed line.
necessary to include more than a single abundance dataset in a study as, indeed, will be the case later in this thesis. It is thus worthwhile to briefly discuss issues with comparative abundance analysis, and to do so by specific example.

We focus this exercise on a comparison of two high-resolution abundance datasets of Galactic field stars by Reddy et al. (2006) and Bensby et al. (2014). At high resolution the effect of discrepancies in the measurement of the line equivalent width will be minimized, and thus any difference will presumably be primarily related to analysis choices such as atmospheric models, atomic parameters and fitting techniques. Figure 3.5 shows a comparison of $\mathrm{T}_{\text {eff }},[\mathrm{Fe} / \mathrm{H}],[\mathrm{Ca} / \mathrm{Fe}]$, $[\mathrm{Al} / \mathrm{Fe}],[\mathrm{Na} / \mathrm{Fe}]$ and $[\mathrm{Ba} / \mathrm{Fe}]$ values for 49 stars that are in common between the two studies with absolute temperature differences smaller than 250 K . Highlighted in red are those stars where the temperature differences are smaller than 100 K , where it should be less likely that any discrepancy is due to measurement of spectroscopic features.

A first notable feature of Figure 3.5 is that the red points, those with temperature differences between the studies of less than 100 K , do not appear to be distinct from the rest of the group.

This is likely simply a testament to the true underlying precision of temperature determination. Some disagreement in $\mathrm{T}_{\text {eff }}$ is likely due also to differing analysis methods - where Reddy et al. (2006) used predominantly Strömgren photometry, Bensby et al. (2014) used the spectroscopic ionization equalization method. Clear signatures of systematic uncertainties are displayed for most quantities, as exemplified in the behavior of both $\mathrm{T}_{\text {eff }}$ and Na abundances. Fe abundances are in reasonably good agreement, with small reported internal uncertainties. The ubiquity of iron absorption features in stellar spectra spectra at visible wavelengths affords a greater precision in abundance computation (there are roughly 200 in the case of the Bensby et al. 2014 set) and speaks greatly to the necessity for a large number of lines to be measured when aiming for an absolute of comparative study. Many other species will have only a handful of lines measured and some (e.g. Ba or Eu ) in many cases only one.

Finally, a source of disagreement between studies may come from the atomic parameters used, e.g. line excitation potential and transition probability. The $\log g f$ values, in particular, are commonly drawn from either a reverse solar analysis - where abundances are assumed to be known such that $\log g f$ may be derived - or from tabulated lab values from a variety of sources. Obviously, when the adopted atomic parameters disagree, derived abundances cannot be compared on a level playing ground.

This may sound like a hopeless situation in an era where new instruments and technology are affording unprecedented precision spectroscopy. However, it is still the case that many studies only draw conclusions from a homogeneously analysed dataset, largely avoiding these issues. Further, up-coming stellar abundance surveys will deliver large homogeneous samples, potentially vanquishing issues with comparative abundance analysis (until such a time when combining several survey samples seems sensible).

### 3.4 An Open Cluster Spectroscopic Abundance Analysis

In this section we present a journal article detailing the spectroscopic abundance analysis of the intermediate age open cluster NGC 3680. The investigation was motivated in a large part to get hands on experience with high resolution abundance analysis via both EW and spectral synthesis methods, including preparation of the spectrum and measurement error analysis.

The cluster of study was selected both because data were readily available and due to the limited number of high resolution abundance studies of this cluster - particularly for the high atomic number elements. Using the automated code ARES (Sousa et al. [2007) for EW measurements, we aimed insofar as was possible to determine abundances for the elements $\mathrm{Fe}, \mathrm{Na}, \mathrm{Mg}$,
$\mathrm{Al}, \mathrm{Si}, \mathrm{Ca}, \mathrm{Ti}, \mathrm{Cr}, \mathrm{Ni}, \mathrm{Zn}, \mathrm{Y}, \mathrm{Ba}, \mathrm{La}$, and Nd . We could not resolve Eu in any of the stars, but surprisingly were able to make inferences on the abundance of Gd in the giant stars, a rare earth element with little mention in the literature.

The work on this paper ultimately led to the idea of quantitative chemical tagging, which is the main topic of this thesis, and the derived abundances formed part of the open cluster literature abundance database used later in this thesis.

Pages 36-43 of this thesis have been removed as they contain published material. Please refer to the following citation for details of the article contained in these pages:
A. W. Mitschang, G. M. De Silva, D. B. Zucker, Elemental abundances of intermediate-age open cluster NGC 3680, Monthly Notices of the Royal Astronomical Society, Volume 422, Issue 4, June 2012, Pages 3527-3534, https://doi.org/10.1111/i.1365-2966.2012.20866.x

## Chapter 4

## Empirical Chemical Tagging

Having established the practicability of abundance analysis of stellar spectra, we turn once again to its application to chemical tagging. The discussion of chemical tagging tests in Section 2.3 conspicuously did not include tests of the abundance differences between separate conatal star formation sites. This is because detailed study into this matter has not - to date - been done. The usefulness of chemical tagging relies both on conatal stars being homogeneous in their composition (which has been established for several clusters), and equally on stars formed in distinct sites having measurably distinct compositions. Given that many uncertainties yet exist in our understanding of star formation on local, and galactic, scales - as an example consider the new boom in research into sub-populations of Galactic globular clusters which were once assumed to be examples of "simple" stellar populations (e.g. Kraft et al. 1997, Gratton et al. 2001, Carretta et al. 2010) - it seems necessary to turn to the observed universe in deriving a quantitative approach to practically apply chemical tagging to any real data. A major deliverable of this thesis is the development of such a quantitative approach, detailed in this chapter, which presents the second published peer-reviewed journal article in this series.

A particular challenge in approaching this task has been obtaining a suitable sample of abundances from open clusters. Until data products from Gaia-ESO and GALAH come out, there is no large homogeneous source of stellar elemental abundances. The prospect of collecting a heterogeneous sample of spectra from telescope archives and analysing them in a uniform way was an attractive option, but time constraints prevented this from being done in a reasonable time frame for either this thesis or for preparing for science from these surveys. Instead, a sample from the literature was pieced together based on criteria including spectral resolution of analysed data, number of stars in individual cluster samples, and uncertainties on abundances. Tables of all
types of formats appeared in the chosen sample; these had to be converted to a uniform format, and in some cases hand transcription was necessary from the published table to the final database format, but in the end, a sample of 2775 individual abundance values from 291 stars from 22 literature sources, all at $\mathrm{R}>\sim 24,000$, was compiled (see Appendix $B$ for more details). Compared to the goals of the upcoming high resolution surveys this may seem a rather small sample, but serves to exemplify the state of this field at present and the timeliness of those surveys.

An important issue in using a sample like this is that the comparisons between abundances of stars in the different studies are affected by differences in their absolute scales. Within each study we consider it safe to compute an abundance difference and believe these accurately represent the true differences. This cannot be done with confidence when computing differences in abundance between different studies, even if their abundances were scaled to the same representation of the Sun. Accounting for this proved to be very difficult; in the end the take-home message is that the probability function is best computed on a sample of open clusters observed with the same survey instrument (e.g., HERMES for GALAH) at the target resolution to really understand the controlling effect of chemical abundance similarities between stars of different clusters.

The remainder of this chapter presents a journal article published in early 2013 in Monthly Notices of the Royal Astronomical Society. The major deliverable of the work in the following paper is an empirical conatal probability function, which describes the probability that two stars observed with a number of similar abundances are compatible with being born out of the same star formation event.

Pages 47-58 of this thesis have been removed as they contain published material. Please refer to the following citation for details of the article contained in these pages:
A. W. Mitschang, G. De Silva, S. Sharma, D. B. Zucker, Quantifying chemical tagging: towards robust group finding in the Galaxy, Monthly Notices of the Royal Astronomical Society, Volume 428, Issue 3, 21 January 2013, Pages 2321-2332, https://doi.org/10.1093/mnras/sts194

### 4.1 Additional Notes

### 4.1.1 On the Delta C Weighting Parameter

A weighting factor, $\omega_{\mathrm{C}}$, has been included in the definition of the $\delta_{\mathrm{C}}$ metric. $\omega_{\mathrm{C}}$ is actually a vector of element specific weights, the length of which, naturally, is the number of elements in common in a given pair. For this analysis $\omega_{\mathrm{C}}$ has been left as unity, primarily because the literature abundance sample was deemed insufficient to fully explore its application. The ideal sample would be large both in numbers of clusters and numbers of stars per cluster, would have a relatively complete range of measured abundances (i.e. most stars could be compared against the same number of element abundances), and the number of species would be large ( $>\sim 12$ say). A sample of these characteristics will be available soon, either in a data release of GaiaESO or after abundance analysis of HERMES commissioning and pilot survey data is stable and complete.

Estimating the optimal values of $\omega_{\mathrm{C}}$ is non-trivial; an exhaustive approach would be to evaluate the conatal probability function on a grid of all possible permutations within some limits and to some resolution, maximizing the $\delta_{\mathrm{C}}$ at which the conatal probability is $68 \%$. Given the large number of dimensions that is evidently required to identify conatal pairs, this must be an intractable problem. A more promising approach, at least for an initial guess, would use the coefficients of the first several principle components (say, those comprising $90 \%$ of the variance) for open clusters from a PCA analysis like that presented in Ting et al. (2012).

### 4.1.2 On the Coeval Probability Function

The normalisation on each of the intra-, and inter-cluster probability distributions was largely ignored in the previous discussion. The relative normalisations are related to the $a$-priori probability that two stars are associated with one-another regardless of chemical (or any other) information. This prior then is related to the number of distinct star formation sites and the number of stars in each of them, and can be expressed as:

$$
\begin{aligned}
A & =\sum_{i}^{N} \frac{n_{i} \times\left(n_{i}-1\right)}{2} \\
B & =\sum_{i}^{N} \sum_{j=i+i}^{N} n_{i} * n_{j}
\end{aligned}
$$

$$
P_{\text {prior }}=\frac{A}{A+B}
$$

where $N$ is the number of clustered star formation events which have occurred in the Galaxy, $n$ is the number of stars in a given event which contribute to the field, and $P_{\text {prior }}$ is the $a$-priori probability that any two stars considered are members of the same coeval group. $A$ and $B$ are then the volumes of the intra-, and inter-cluster probability distributions, respectively.

As an example, consider the unlikely case that field stars in the Galaxy were created in one of two star formation events of 100,000 stars each. In this case A and B each equal almost identically $1 \times 10^{10}$ (A is just marginally less than B ), meaning that $P_{\text {prior }}=0.5$, and the volume of each distribution would be equal. A more likely scenario for the Galaxy as a whole is that there were hundreds of thousands of clusters with varying numbers of stars (in the tens to hundreds of thousands per cluster). To get an idea of the effect, consider a scaled down version of a galaxy where we have eleven clusters with numbers of stars between 5 and 20:

$$
\begin{gathered}
\mathbf{n}=\{10,11,12,9,6,20,15,12,10,5,8\} \\
A=661, B=6242 \\
P_{\text {prior }}=\frac{A}{A+B}=\frac{661}{661+6242}=0.096
\end{gathered}
$$

$B$ is ten times as large as A , thus the blue distribution introduced in this chapter would be ten times as large as the red, making the coeval probability function fall off very steeply at small values of $\delta_{\mathrm{C}}$. It must be noted, though, that the inter-cluster distribution is particularly uncertain due to systematic uncertainties in the sample and its small size - it may be that the prior does not dramatically reduce the efficacy of chemical tagging.

Unfortunately we do not know $N$ or $n$, though they may be guessed for the Galaxy as a whole. The more insidious problem is that $P_{\text {prior }}$ is very likely to be dependent on the survey volume, or some other spatially constrained scale, given that Galactic mixing is may not be efficient at a global scale. Note that the prior introduced here was not discussed explicitly in the paper in the next chapter, however it would be prudent to keep in mind these caveats when considering the scenarios proposed therein.

## Chapter 5

## The First Blind Chemical Tagging Experiment

Having developed the coeval probability function for chemical tagging, a natural progression is to test out chemical tagging on a field star sample to test predictions of efficiency and begin to understand challenges facing larger surveys. An important requirement for this experiment is a sample with as homogeneous properties as possible, particularly in the method used to derive abundances. Selecting a sample was fairly straightforward, as there are not a huge number of high-resolution abundance datasets with enough stars. The sample of Bensby et al. (2014) was deemed most appropriate given the large sample size ( $\sim 700$ ), the number and range of elements analyzed ( 12 including Ba but excluding O due to very large measurement uncertainties), the resolution enabling precision in abundances (from 40,000 to over 100,000), and importantly the fact that they are all Hipparcos stars and thus have distance and kinematic information as well. Of course, these data were not publicly available at the time this experiment was conceived, but we had been made aware of them through meetings, and the abundances had been used in the literature. There was every indication that data were fully prepared and simply awaiting a writeup of the analysis to release them publicly.

It could not have been surmised at the time that this was not the case, though retrospective thought urges caution when considering utilising data that are not released and described publicly, and that have not gone through the rigour of peer review. Nevertheless, these likely were (and still are) the highest quality measurements of their type and most appropriate for testing our chemical tagging experiment. Bensby was contacted personally and agreed to supply the data for this project.


Figure 5.1: The left-hand plot shows the age-internal velocity dispersion relation for the first set of data from Bensby using a $\delta_{\mathrm{C}}$ cutoff value corresponding to $90 \%$ pair probabilities. The solid line traces the mean relation while the dotted lines trace the widening of the distribution with age. Symbol sizes correspond to relative group sizes. The right-hand plot is the figure appearing in the published version, with grey symbols indicating groups identified with $68 \%$ pair probabilities.

Building the machinery to link groups from $\delta_{\mathrm{C}}$ values was simple, and the first run at analysis came quickly after initially receiving the data. Detailed descriptions of this and other analyses are presented in a published refereed article later in this chapter. The results looked quite encouraging for the prospect of chemical tagging. In particular, with groups of stars ages can be more accurately determined using isochrone methods, and the groups provide a natural binning to inspect the age versus velocity dispersion relationship. One might expect that, if stars form in groups with small velocity dispersions and eventually dissolve, older stars would have proportionally greater spans of time to dynamically interact with components of the galaxy and thus their internal dispersions would increase with age. Due to the stochastic nature of Galactic dynamical interactions, we would also expect a larger spread in the group velocity dispersions overall as time goes on (in other words, the dispersion of the dispersion increases). Figure 5.1 (left panel) shows the very first analysis of the data, and appears to support this reasoning quite clearly.

However encouraging and unexpected that first result might have been, it was not the final word in this experiment. We ended up receiving three updates of the abundance tables, i.e., four different iterations in total, each one yielding different results and with none as seemingly clear as the first (though admittedly part of this was likely a psychological effect). The final iteration,


Figure 5.2: Estimated uncertainties as compared to calculated abundance differences for different iterations of the Bensby data (black). Also shown are the uncertainties ( $\sigma[\mathrm{X} / \mathrm{Fe}]$ term; orange) and differences $\left([\mathrm{X} / \mathrm{Fe}]_{\mathrm{A}}-[\mathrm{X} / \mathrm{Fe}]_{\mathrm{B}}\right.$ term; red). The positive value of the mode of the black distribution indicates that the uncertainties were likely appropriately estimated.
shown in the right hand panel of Figure 5.1 and which appears in the published paper in this chapter, exhibits a qualitatively similar trend, but note that the layout of groups themselves is quite different from the previous figure. Part of this effect is due to the over-sensitivity that the $90 \%$ threshold imposes, which turns out to be too close to the measurement uncertainties. For that reason the $68 \%$ pair probability threshold was the primary focus of analysis, and appears as the dark circles in the right-hand plot.

Figure 5.2 shows the difference in calculated abundances for different iterations of analysis as compared to the estimated uncertainties on the abundance values (black histogram). This shows that the uncertainties were appropriately estimated, since the differences in analysis were in general less than the error estimate. Given that the $68 \%$ threshold corresponds well with the mean in uncertainties, the difference in groups indicates that group linking has sensitivity to uncertainties beyond those of a single coeval pair (to which the probability is relating). It is
thus important to appreciate that groups and their properties are likely only meaningful when considered globally. In a physically motivated approach to group linking, where a single star can only inhabit a single group, as was taken here, uncertainties prevail, while in a probabilistic approach in which a star can inhabit multiple groups, we clearly cannot discuss the properties of any single group per se.

Even though these repeated re-analyses delayed the submission of the paper, the effect they had on the chemical tagging results led us, in the end, to a much more careful consideration of what the groups and their properties tell us, and what the limits are in the scope of measurement uncertainties. For example, had we proceeded with the first analysis, we quite likely would have ignored the fact that the chemical tagging efficiency appears considerably higher than expected, which becomes an important discussion point later in this work.

### 5.1 On Computing Stellar Ages

The conclusions of this chapter are dependent substantially on the computation of the ages of stars, either considered individually, or as members of a coeval group. It is thus useful to elaborate on the discussion presented in the next section before proceeding. Other than the special case of the Sun, where meteoritic data can, presumably, give at least a minimum age, astronomers must rely on the theory of stellar evolution to give an indication of a stars age. In the most typical fashion, we compare the observed properties of stars to an isochrone, a tabulated list of theoretical properties of stars spanning a range of masses calculated at a given age (a popular set is the Yale-Yonsei version 2, abbreviated $\mathrm{Y}^{2}$, Demarque et al. 2004). The list of properties typically includes observables (or, more precisely, derivables) such as colour in a number of bands, absolute magnitude, luminosity, effective temperature, and surface gravity, along with stellar mass.

When determining and age via this method for a group of stars such as an open or globular cluster, we must make the fundamental assumption that the stars are all of approximately the same age, and thus a single isochrone can describe the entire population well. When we have equal confidence on all of our measurements, finding the appropriate isochrone is as simple as minimizing the cumulative scale-independent distance of all parameters between observed values and those predicted by a set of models. With a large sample of stars - and where the same-age assumption holds - statistical confidence can be had in the resulting age.

When fitting a single point, on the other hand, we implicitly assume that theory is perfect and the only source of uncertainty is that associated with our measurements; this is an assumption that is at odds with studies of clusters with precise photometry, which show observations scatter


Figure 5.3: A grid of $\mathrm{Y}^{2}$ isochrones for solar iron and $\alpha$ abundances highlighting the dwarf to giant turn-off region (dark solid lines). The grid separation is 500 Myr , increasing from 0.1 Myr (at far left) to 13 Gyr (at far right). Also shown are low metallicity ( $\mathrm{Fe} / \mathrm{H}=-1.5$; dashed lines) and high metallicity $(\mathrm{Fe} / \mathrm{H}=0.4$; light solid lines) grids for comparison.
significantly about an individual isochrone. It could be that members of such clusters have large age-spreads, or, more likely, it is a result of both imperfect theory and inappropriate assumptions about the conditions of cluster formation. The second major flaw with computing ages for single stars from isochrones is illustrated in Figure 5.3. which shows a range of isochrones at solar metallicity from 0.1 to 13 Gyr. It should be immediately clear the difficulties for dwarf and giant stars, where isochrones are tightly arranged. Though they appear to monotonically evolve with similar morphology from young to old, moving left to right in this diagram, it is clear that towards older ages the separation of isochrones is not linear with age - there are several areas with large age differences between two tightly spaced isochrone tracks. Finally, note the complicated
structure for the solar metallicity isochrones seen in the center of Figure 5.3, between roughly 5800 and 6600 K and $\log g$ of 3.5 to 4.5 , where overlaps occur between a number of different tracks. Without further constraints, e.g. stars of different mass known to be the same age, there is clearly no way to reasonably select the appropriate best fit isochrone.

If chemical tagging can indeed deliver on its promise to find groups of coeval stars that would otherwise be considered in isolation, it is poised to be a major advancement in the determination of stellar ages in the Galaxy, circumventing some of the issues raised above. Exploring this possibiliy is a focus of the remainder of this chapter, which presents an article published in MNRAS in early 2014 describing a blind chemical tagging experiment and discussing the implications of the results. A further description of the group finding algorithm and the full Table 2 are given in Appendix C. Before moving on, there are two clarifications that should be made with respect to the published work. First, in section 3.2 of the text it states that there are 38 members in the largest group at the $68 \%$ probability level, yet, as indicated in Figure 1 and Table 1, there are in fact 42. This was an error propagated from a previous version of the analysis (as described above). Second, we have referred to the $\mathrm{T}_{\text {eff }}$ vs. $\log g$ plots as CMDs (colour magnitude diagrams), which, technically speaking, they are not, even though in appearance and interpretation they are quite similar and are often interchangable in discussion.
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## Chapter 6

## Summary and Conclusions

This thesis has presented an original and detailed examination of the empirical grounds for the technique of chemical tagging, which aims to identify long-since dispersed conatal groups of stars via their element abundance signatures. This work is particularly timely due to the impending million star chemical tagging survey, GALAH, and the fact that a quantitative basis for the technique has not previously been established. The first paper presented herein was an abundance analysis of the intermediate age open cluster NGC 3680, providing $\alpha$ and s-process elements to the literature for 11 member stars. The work on this paper led to an enhanced appreciation of abundance analysis and chemical signatures in open clusters, and largely incubated the idea of quantitative chemical tagging, the basis of the other papers in this thesis. We summarise here the main points, related to quantitative chemical tagging, presented in this work.

The goal of quantitative chemical tagging is to understand how well we can identify conatal sub-structure in the real Galaxy at our current measurement capability. To this end, a pairwise difference metric, the $\delta_{\mathrm{C}}$ metric, was defined which operates on any number of similarly measured element abundances in two stars, returning the mean absolute deviation of abundances. The metric is resistant to missing measurements, retaining the same scale regardless of input dimensionality. Using a sample of stars compiled from the literature containing some $\sim 300$ stars with up to 12 chemical species measured over 20 Galactic open clusters, we defined two distinct populations of chemical differences. An appropriate ratio of the chemical difference values in the two populations, the inter-cluster and intra-cluster populations, was shown to give a probability that two stars with a given $\delta_{\mathrm{C}}$ value are conatal. The result of this analysis is the empirical chemical tagging probability function, $\mathrm{P}_{\delta \mathrm{C}}$.

While an empirical function is useful when there are many theoretical unknowns, it is subject
to measurement uncertainties in both the definition of the function itself, as well as the measurements that it applies to. The uncertainties are magnified in the case of $\mathrm{P}_{\delta \mathrm{C}}$ given the systematic uncertainties associated with abundance measurements from different literature analyses. To understand the magnitude of these effects, we performed a simulation re-evaluating the intercluster $\delta_{\mathrm{C}}$ distribution in light of systematic uncertainties of a reasonable order, and computed a new probability function. The adjusted probability function shows a shift of 0.02 dex for the $68 \%$ probability level, meaning that an increase in precision of 0.02 dex is required to sort stars to the same level. Another way to quantify the difference is that a pair with $68 \%$ probability using the empirical function would have roughly a $40 \%$ probability with the adjusted function. For several reasons we believe this to be a conservative estimate of the systematic effects, however it elucidates an important point made several times in this thesis: the chemical tagging probability function should be derived from a homogeneous sample of stellar spectral abundance analyses made from the same instrument configuration as the chemical tagging survey. When an open cluster sample is not part of the survey program, a sample from a similar survey may be used. For example, the Gaia-ESO survey will target open cluster stars as a part of its main program, and the UVES high-resolution component could probably be used as a $\mathrm{P}_{\delta \mathrm{C}}$ calibration for GALAH as well as Gaia-ESO itself.

A practical approach to vetting groups of stars, e.g., those linked with the density based hierarchical group finding code EnLink (Sharma \& Johnston 2009), based on their conatal pair probabilities was presented. Grouping chemical sub-structure is not the only thing that can be done with quantitative chemical tagging. We have also shown how the shape of the probability function is affected by removal of particular elements or element groups from the analysis. Not only can we probe the chemical tagging power of individual elements - for example Ba , as previously suspected, has significant power as a chemical tagging dimension - this type of analysis can additionally shed light on early nucleosynthetic processes.

At the end of Chapter 4 , an estimation of the efficiency of tagging was made based on a mock experiment using the literature abundance sample. The study finishes on a relatively positive note, even at an efficiency of $\sim 2 \%$ (of detecting true conatal pairs), it implies an estimated 4300 clusters might be recovered in the GALAH million star survey.

To perform a real world test of the predictions and procedures using quantitative chemical tagging, we conducted what is likely the first ever blind chemical tagging experiment on Galactic field stars. We obtained a sample of homogeneously analysed high-resolution abundances of Hipparcos stars, allowing 3D space motion analysis in addition to abundances with internal errors on the order of 0.05 dex. The sample includes $\sim 700$ stars, small compared to the upcoming
surveys but sufficient in size to make some predictions about what those surveys may be able to uncover.

Groups were identified in this sample using a $\delta_{\mathrm{C}}$ threshold-based approach, where pairs of stars with a conatal pair probability greater than a chosen threshold X were linked successively as described in Appendix C. We chose to analyse two thresholds for the sake of comparison, the $68 \%$ threshold being approximately the most sensitive comparison that can be made in light of uncertainties, and the $90 \%$ threshold, whose $\delta_{\mathrm{C}}$ limit is below the mean internal error of the sample. The first interesting, and surprising, result from group linking was the large percentage of stars tagged to groups in a sample comprising a spherical volume with a radius of just 150 pc around the Sun. The 84 and $47 \%$ of stars tagged at the 68 and $90 \%$ probability levels, respectively, in groups with more than 2 members, is vastly larger than predictions from the previous paper, even including potential contamination as computed therein.

We explored several possible explanations for this presumed anomaly, among them that the contamination level is simply much higher than predicted in Mitschang et al. (2013). In the same vein, it is possible that the prior, as discussed in 4.1.2, could be underestimated by a large factor, resulting in many pairs linked in simply meaningless associations. A third option is that Galactic mixing is weak, or that mixing occurs on scales larger than the sample volume, in which case the efficiency is not overly large and the groups do represent conatal stars. Lines of evidence, particularly from Galactic dynamical evolution models, argue against such an option, but, indeed, this result could represent observational evidence against strong Galactic mixing. These three options cannot be discounted and certainly warrant further investigation; however, there were several lines of evidence that led to the preference of the following option: that instead of chemically tagged groups being made up of stars from a conatal origin, as has been generally accepted, that they are instead only coeval, i.e., born at approximately the same time but not necessarily the same spatial location. Evidence in favour of this explanation includes, for one, that the CMD plots in $\mathrm{T}_{\text {eff }}$ and $\log g$ do not in general exhibit arrangements incompatible with mono-age simple stellar populations. Age-metallicity and -velocity dispersion relations, utilising ages computed via isochrone fitting to chemically tagged groups, further paint a picture that aligns with prevailing theory of Galactic evolution, bolstering the idea that these groups indeed have a physical interpretation.

Assuming that the groups do indeed represent coeval groups of stars, then we are brought to another important implication from this experiment. We have shown that the ages computed from single stars are not compatible with those from the chemically tagged groups for the same stars. The problems with computing an age via isochrone fitting to a single point are obvious, yet
this is still the prevailing way ages are estimated for field stars. To have a method to circumvent that issue would be a powerful astrophysical tool. Even if chemical tagging of field stars cannot deliver on the promise to seek out conatal stellar structure in the Galaxy, if it can be used to deliver more accurate and precise ages for field stars it will be a resounding success.

Though this thesis ends here, the saga of chemical tagging is only just beginning. What does the future hold? First and foremost, the empirical chemical tagging probability function should be evaluated on a high quality homogeneous open cluster abundance dataset. The UVES open cluster survey component of Gaia-ESO clearly shows the most promise in this respect, and will likely be the first of its kind to appear. The same dataset would be well-suited to investigating the $\delta_{\mathrm{C}}$ weighting parameter $\omega$ as described in Section 4.1.1.

A more concerted effort at modeling the prior on the intra- and inter-cluster distributions that go into the chemical tagging probability function would be useful. A clearly developed theoretical framework that tracks individual stars from their birth over a cosmic evolutionary scale would be most appropriate. Comprehensive models of this type do not seem to exist at present, and the disputes between those theorists who work on such problems as stellar radial migration points to the need for caution in the interpretation of any results from the models that do exist. Once survey data from GALAH and Gaia-ESO become available, combined with the precise kinematic and distance information from Gaia, chemo-dynamical models will have powerful constraints to test against, particularly in conjunction with group identifications from chemical tagging, which may iteratively lead to a better understanding of the Galactic churning processes.

Eventually, the survey data themselves will be tagged using one or many different methods. Ideally, the updated tools discussed above will provide for high confidence in reconstructing coeval groups of stars, regardless of the methods used to link stars together. We can only hope that the results from this work, particularly those discussed in Chapter 5, are carefully considered in the interpretation of the tagged groups. Until proper motion data from Gaia are made available, the detailed kinematic properties of groups will quite likely not be known, making testing an experiment like performed here impossible. Without those added constraints the interpretation of chemically tagged groups is even more fragile.

Notwithstanding the challenges facing chemical tagging, the coming years will be an exciting time for stellar studies of the Galaxy. The author is looking forward eagerly to the many advancements that will surely arise from the coming era of stellar spectroscopic surveys and, in particular, chemical tagging.

## Appendix A

## Metric Computation and Considerations

Evaluating $\delta_{\mathrm{C}}$ for a sample of stars in order to link groups requires computing the value for every pair in the sample, $\mathrm{N}_{\text {pair }}$, which can be expressed as:

$$
N_{p a i r}=\frac{N_{\star} \times\left(N_{\star}-1\right)}{2}
$$

The computational procedure for evaluating $\delta_{\mathrm{C}}$ for a sample of stars is outlined in pseudo code below. For large sample sizes this can be trivially parallelised by distributing the outer loop over multiple CPU cores.

```
For every star i in sample
Do
    For every star j from i+1 in sample to the end
    Do
        For element in elements
        Do
            If star i has element and star j has element
            Do
                        delta_C = delta_C + abs(element_i - element_j)
                    End
        End
        delta_C = delta_C / (number of elements in common)
```

```
    Append this delta_C to list
    End
End
```

The storage cost, at the very least, is $N_{\text {pair }} \times B_{\text {float }}$, where $B_{\text {float }}$ is the size in bytes of a single precision floating point number, typically 4 . In this case, indices of stars, i.e., which two stars comprise a particular $\delta_{\mathrm{C}}$ value, can be calculated based on the iterating procedure used. Otherwise, space must be allocated for these as well.

For a sample of $1 \times 10^{6}$ stars, the computational costs become non-trivial. The number of pairs is close to $5 \times 10^{11}$, which at the simplest storage arrangement mentioned above is almost 20TB. Arguably, the $\delta_{\mathrm{C}}$ may be calculated as data come in, meaning CPU time is of no consequence, but in the case of reprocessing this cannot be done, and storage is more particularly necessary because an experiment will presumably not be done immediately. Storage needs can be alleviated by saving only those pair probabilities which are greater than some threshold, but in this case it is strictly necessary to store also some index relating the entry to the two stars from which it was computed.

## Appendix B

## Open Cluster Literature Abundance Database

The literature abundance table used in chapter 4 is included below. The column SID is a unique identifier for a particular star, CID uniquely identifies the cluster it belongs to and Ref is a single alpha-numeric letter code for the article from which the abundance values were compiled, see table B. 1 for the codes. The remaining columns are abundance values in the form [X/Fe] (i.e. relative to Solar Fe abundance values). Where uncertainties were given in the literature these appear in parentheses after the abundance value.

| SID | CID | Ref | Na | Mg | Al | Si | Ca | Sc | Ti | v | Cr | Mn | Fe | Co | Ni | Cu | Zn | Sr | Y | Zr | Ba | La | Ce | Nd | Sm | Eu |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 700 | ${ }_{14}^{14}$ | $\mathrm{N}_{\mathrm{N}}$ | ${ }_{-0,08}^{-0.08}$ | ${ }^{-0.12}$ |  | 0.04 0.07 | ${ }_{0}^{0.05}$ |  | $\xrightarrow{-0.01}$ |  |  |  | $\stackrel{0.16}{0.1}$ |  |  |  | ${ }^{-0.13}$ |  |  | ${ }_{0}^{-0.1}$ | 0.39 0.38 0 | 1.09 | ${ }_{0}^{0.13}$ | ${ }^{-0.14}$ |  |  |
| 702 | 14 | N | ${ }_{-0.09}$ | -0.04 <br> -0.01 <br> 0.06 |  | 0.07 0.02 | ${ }_{0.14}^{0.06}$ |  | 0.1 |  |  |  | ${ }_{-0.12}$ |  |  |  | ${ }_{-0.05}$ |  |  | 0.0 | 0.74 | 1.0 | ${ }_{0}^{0.15}$ | -0.02 |  |  |
| 703 | 14 | N | -0.1 | -0.1 |  | ${ }^{0.06}$ | 0.02 |  | 0.03 |  |  |  | 0.18 |  |  |  | -0.15 |  |  | -0.05 | 0.43 |  | 0.13 | -0.15 |  |  |
| 704 | 14 | N | 0.0 0.02 | -0.06 -0.05 -0.0 |  | 0.07 0.0 | 0.05 0.16 |  | 0.03 0.07 |  |  |  | 0.09 0.3 |  |  |  | ${ }_{-0.11}^{-0.08}$ |  |  | 0.01 0.11 | 0.34 0.48 0.4 |  | $\stackrel{0.09}{0.0}$ | -0.04 <br> -0.22 |  |  |
| 706 | 14 | N | ${ }_{0}^{0.01}$ | ${ }_{-0.06}$ |  | ${ }_{-0.02}$ | ${ }_{0} 0.13$ |  | 0.04 |  |  |  | 0.3 |  |  |  | ${ }_{-0.03}$ |  |  | ${ }_{-0.03}$ | -0.45 |  | ${ }_{-0.01}$ | -0.21 |  |  |
| 707 | 14 | N | 0.02 | -0.07 |  | -0.04 | 0.12 |  | -0.03 |  |  |  | 0.15 |  |  |  | -0.01 |  |  | 0.05 | 0.46 |  | 0.06 | -0.22 |  |  |
| 708 | 14 | N | -0.04 0.0 | -0.07 -0.11 |  | 0.0 0.09 | $-001$ |  | ${ }_{\substack{-0.01 \\ 0.03}}$ |  |  |  | 0.17 0.11 |  |  |  | -0.09 -0.03 |  |  | -0.19 -0.09 | 0.33 0.41 |  | 0.1 -0.07 -0.0 | -0.26 -0.18 |  |  |
| 710 | 14 | N | ${ }^{0.05}$ | ${ }_{0} 0.01$ |  | 0.06 | 0.14 |  | 0.0 |  |  |  | 0.09 |  |  |  | 0.08 |  |  | ${ }_{-0.04}$ | ${ }_{0.48}^{0.41}$ |  | ${ }_{0.1}$ | -0.15 |  |  |
| 711 | 14 | N | ${ }^{0.001}$ | ${ }^{-0.03}$ |  | ${ }^{0.08}$ | ${ }_{0}^{0.08}$ |  | ${ }^{0.02}$ |  |  |  | ${ }^{0.06}$ |  |  |  | ${ }^{-0.08}$ |  |  | ${ }^{0.05}$ | 0.4 |  | ${ }^{0.13}$ | -0.13 |  |  |
| 712 | 14 | N | ${ }_{-0.02}^{-0.01}$ | -0.01 0.0 |  | 0.04 0.09 | 0.13 0.04 |  | 0.05 0.06 |  |  |  | 0.12 0.09 |  |  |  | $\stackrel{0}{0.0}{ }_{-0.09}$ |  |  | ${ }_{-0.04}^{0.02}$ | 0.38 0.36 0.3 | 1.05 | ${ }_{0}^{0.04}$ | -0.18 -0.13 |  |  |
| 714 | 14 | N | 0.01 | -0.01 |  | 0.03 | 0.08 |  | ${ }_{0} 0.05$ |  |  |  | 0.15 |  |  |  | ${ }_{-0.03}$ |  |  | -0.05 | 0.33 |  | 0.08 | -0.23 |  |  |
| 715 | 14 | $\mathrm{N}_{\mathrm{N}}$ | $\stackrel{-0.05}{0.0}$ | -0.04 <br> -0.07 |  | 0.06 0.04 | 0.08 0.0 |  | ${ }_{0}^{-0.05}$ |  |  |  | 0.1 0.08 |  |  |  | -0.06 <br> -0.01 <br> 0.0 |  |  | -0.07 ${ }_{0}^{0.08}$ | 0.37 0.34 | 1.06 | 0.11 0.18 | -0.16 -0.11 |  |  |
| 717 | 14 | N | 0.0 | -0.06 |  | 0.05 | 0.1 |  | 0.03 |  |  |  | 0.09 |  |  |  | ${ }_{-0.08}$ |  |  | ${ }_{-0.03}$ | ${ }_{0.44}^{0.44}$ | 1.1 | ${ }_{0} 0.05$ | -0.11 |  |  |
| 718 | 14 | N | ${ }^{0.01}$ | -0.05 |  | 0.0 | 0.13 |  | 0.03 |  |  |  | 0.14 |  |  |  | 0.02 |  |  | 0.04 | 0.4 | 0.98 | 0.0 | -0.22 |  |  |
| 719 | 14 | N | ${ }_{-0.03}^{0.02}$ | -0.04 <br> -0.06 |  | 0.05 0.02 | 0.11 0.05 |  | ${ }_{-0.04}^{0.04}$ |  |  |  | ${ }_{0}^{0.15}$ |  |  |  | -0.04 -0.09 |  |  | ${ }_{-0.14}^{-0.06}$ | 0.38 0.37 | 1.06 1.04 | 0.09 0.1 | -0.14 -0.18 |  |  |
| 721 | 14 | N | ${ }_{-0.02}$ | ${ }_{-0.02}$ |  | 0.09 | 0.01 |  | 0.03 |  |  |  | 0.08 |  |  |  | ${ }_{-0.08}$ |  |  | -0.04 | 0.35 |  | 0.12 | -0.12 |  |  |
| 722 | 14 | N | 0.02 | -0.07 |  | 0.06 | 0.03 |  | 0.02 |  |  |  | 0.11 |  |  |  | -0.08 |  |  | -0.09 | 0.33 | 1.05 | 0.09 | -0.18 |  |  |
| 723 | 14 | $\mathrm{N}_{\mathrm{N}}$ | ${ }_{-0.04}^{0.02}$ | -0.05 <br> -0.05 |  | 0.05 0.06 | 0.11 0.06 |  | ${ }_{-0.04}^{0.01}$ |  |  |  | 0.09 0.08 |  |  |  | ${ }_{-}^{-0.09}{ }_{-0.02}$ |  |  | ${ }_{-0.09}^{-0.01}$ | 0.45 0.38 0 | 1.06 | 0.0 0.1 | -0.18 -0.14 |  |  |
| 725 | 14 | N | -0.05 | ${ }_{-0.09}$ |  | 0.06 | 0.01 |  | 0.01 |  |  |  | 0.13 |  |  |  | ${ }_{-0.05}$ |  |  | ${ }_{-0.08}$ | 0.39 | 1.06 | 0.15 | -0.17 |  |  |
| 726 | 14 | N | ${ }^{-0.01}$ | ${ }^{-0.09}$ |  | ${ }^{0.03}$ | ${ }^{0.03}$ |  | ${ }_{0}^{0.07}$ |  |  |  | ${ }_{0}^{0.13}$ |  |  |  | ${ }^{-0.14}$ |  |  | ${ }^{-0.07}$ | ${ }^{0.32}$ | 1.09 | 0.12 | ${ }^{-0.12}$ |  |  |
| 727 | 14 | $\mathrm{N}_{\mathrm{N}}$ | $\stackrel{-0.01}{0.04}$ | -0.11 -0.13 |  | ${ }_{0}^{0.02}$ | 0.09 0.05 |  | ${ }_{0}^{0.03}$ |  |  |  | 0.12 0.09 |  |  |  | ${ }_{0}^{-0.05}$ |  |  | ${ }_{-0.04}^{0.01}$ | 0.36 0.45 0 |  | ${ }_{0.23}^{0.0}$ | -0.19 <br> -0.1 <br> -0.1 |  |  |
| 729 | 14 | N | ${ }_{-0.06}$ | ${ }_{-0.05}^{0.05}$ |  | 0.01 | 0.11 |  | ${ }_{-0.04}$ |  |  |  | ${ }_{0} .13$ |  |  |  | ${ }_{-0.07}$ |  |  | ${ }_{-0.08}^{-0.04}$ | ${ }_{0}^{0.44}$ | 1.03 | ${ }_{-0.01}^{0.02}$ | ${ }_{-0.2}^{-0.1}$ |  |  |
| 730 | 14 | $\mathrm{N}_{\mathrm{N}}^{\mathrm{N}}$ | -0.05 0.0 | -0.09 <br> -0.08 |  | ${ }_{0}^{0.05}$ | 0.02 0.09 |  | ${ }_{0}^{0.03}$ |  |  |  | ${ }^{0.13}$ |  |  |  | ${ }_{-0.07}^{0.0 .07}$ |  |  | ${ }^{-0.07}$ | ${ }_{0}^{0.34}$ |  | 0.1 | -0.19 |  |  |
| 732 | 14 | N | ${ }_{0}^{0.01}$ | ${ }_{-0.08}^{-0.08}$ |  | ${ }_{0} 0$ | ${ }_{0} 0.02$ |  | ${ }_{-0.01}^{0.01}$ |  |  |  | 0.15 0.15 |  |  |  | -0.12 -0.1 |  |  | -0.04 <br> -0.01 <br> 0. | ${ }_{0}^{0.4}$ | 1.04 | ${ }_{0}^{-0.02}$ | ${ }_{-0.2}$ |  |  |
| 733 | 14 | $\mathrm{N}_{\mathrm{N}}$ | ${ }_{0}^{-0.05}$ | -0.02 -0.02 -0.0 |  | 0.06 0.05 | (0.09 |  | ${ }_{0.12}^{0.03}$ |  |  |  | 0.11 0.08 |  |  |  | -0.05 <br> -0.1 <br> 0.0 |  |  | -0.08 0.01 | 0.37 <br> 0.47 <br> 0.3 | 1.08 | ${ }_{0}^{0.11}$ | -0.19 |  |  |
| 735 | 14 | N | ${ }_{-0.01}$ | ${ }_{-0.05}$ |  | 0.02 | 0.09 |  | ${ }_{0} 0.03$ |  |  |  | ${ }_{0}^{0.15}$ |  |  |  | -0.1 -0.02 |  |  | ${ }_{-0.1}^{0.01}$ | 0.47 0.31 |  | ${ }_{0}^{0.02}$ | -0.13 |  |  |
| 736 | 14 | N | ${ }_{0} 0.02$ | ${ }_{-0.05}$ |  | 0.07 | 0.09 |  | 0.07 |  |  |  | 0.12 |  |  |  | -0.04 |  |  | -0.1 | 0.35 |  | 0.09 | -0.19 |  |  |
| 737 | 14 | N | 0.01 0.02 | -0.04 <br> -0.06 |  | 0.07 0.0 | 0.06 0.06 |  | 0.03 0.02 |  |  |  | 0.09 0.14 |  |  |  | ${ }_{-0.05}^{-0.07}$ |  |  | -0.08 <br> -0.04 | 0.37 0.36 0.3 |  | ${ }^{0.14}$ | -0.1 -0.17 |  |  |
| 739 | 14 | N | ${ }_{\substack{0.01 \\-0.03}}$ | ${ }^{-0.04}$ |  | 0.08 | 0.088 |  | 0.05 |  |  |  | 0.13 |  |  |  | 0.0 |  |  | -0.1 | -0.33 | 1.04 | 0.06 | -0.21 |  |  |
| 740 | 14 | N | ${ }_{-}^{-0.03}$ | -0.11 -0.08 |  | ${ }_{0}^{0.1}$ | 0.08 0.03 |  | ${ }_{0}^{-0.06}$ |  |  |  | 0.15 0.11 |  |  |  | -0.07 -0.1 |  |  | -0.04 -0.13 -0.0 | 0.38 0.35 0.3 |  | 0.15 0.16 | $\xrightarrow{-0.14}$ |  |  |
| 742 | 14 | N | $-0.08$ | ${ }_{-0.06}$ |  | 0.05 | ${ }_{0} 0.03$ |  | 0.02 |  |  |  | 0.08 |  |  |  | ${ }_{-0.09}$ |  |  | ${ }_{-0.11}^{-0.013}$ | ${ }_{0.35}^{0.35}$ | 1.07 | 0.16 0.14 | ${ }_{-0.1}^{-0.1}$ |  |  |
| 743 | 14 | $\mathrm{N}_{\mathrm{N}}$ | 0.01 -0.08 -0.0 | -0.09 <br> -0.15 |  | 0.02 <br> 0.03 <br> 0.0 | 0.02 0.03 |  | 0.0 0.03 |  |  |  | 0.14 0.22 |  |  |  | -0.06 -0.12 |  |  | -0.05 -0.06 | 0.3 0.32 | 1.06 1.04 | 0.07 0.17 | -0.12 -0.19 |  |  |
| 745 | 14 | N | ${ }_{-0.02}$ | ${ }_{-0.09}$ |  | ${ }_{0} 0.02$ | 0.02 |  | ${ }_{0}^{0.03}$ |  |  |  | ${ }_{0}^{0.15}$ |  |  |  | ${ }_{-0.07}^{-0.12}$ |  |  | ${ }^{-0.04}$ | ${ }_{0.41}^{0.32}$ | 1.04 | ${ }_{0}^{0.16}$ | -0.19 |  |  |
| 746 | 32 <br> 32 | J | 0.0 0.12 | $\stackrel{-0.01}{0.03}$ | ${ }_{-0.01}^{-0.01}$ | -0.01 0.1 0.0 | 0.09 0.12 |  | 0.0 0.0 |  | 0.0 0.09 |  | 0.01 0.03 |  | ${ }_{0}^{-0.04}$ |  |  |  |  |  |  |  |  |  |  |  |
| 748 | 32 | J | 0.12 | 0.02 | ${ }_{-0.04}$ | 0.02 | 0.07 |  | 0.04 |  | 0.03 |  | 0.0 |  | ${ }_{0.04}^{0.04}$ |  |  |  |  |  |  |  |  |  |  |  |
| 749 | 32 <br> 32 | ${ }_{J}$ | 0.04 0.08 | 0.0 0.0 | -0.06 -0.08 -0.0 | 0.03 <br> -0.02 <br> 0.0 | 0.05 0.01 |  | -0.06 0.0 |  | -0.04 -0.05 -0.0 |  | ${ }_{0}^{0.05}$ |  | -0.07 -0.03 -0.0 |  |  |  |  |  |  |  |  |  |  |  |
| 751 | 32 | J | 0.07 | ${ }_{-0.02}$ | ${ }_{-0.08}$ | ${ }_{0} 0.03$ | 0.03 |  | 0.0 |  | 0.0 |  | 0.01 |  | ${ }_{-0.03}$ |  |  |  |  |  |  |  |  |  |  |  |
| 752 753 | ${ }_{32}^{32}$ | ${ }^{J}$ | $\stackrel{0}{0.03}{ }_{-0.04}$ | -0.01 <br> -0.04 | 0.02 <br> -0.09 | ${ }_{0}^{0.05}$ | 0.0 0.02 |  | -0.05 <br> -0.08 |  | -0.01 -0.04 -0.0 |  | ${ }_{0}^{0.02}$ |  | -0.03 -0.05 -0.0 |  |  |  |  |  |  |  |  |  |  |  |
| 754 | 32 | J | ${ }_{-0.06}^{-0.04}$ | ${ }_{-0.04}$ | ${ }_{-0.11}$ | ${ }_{-0.03}$ | ${ }_{0}^{0.04}$ |  | ${ }_{-0.04}$ |  | ${ }_{-0.02}^{-0.04}$ |  | ${ }_{0}^{0.06}$ |  | ${ }_{-0.04}^{-0.05}$ |  |  |  |  |  |  |  |  |  |  |  |
| 755 | 32 40 | A | $\xrightarrow{0.13}$ | 0.03 | -0.06 | $\underset{-0.12}{0.04}$ | 0.03 |  | -0.06 <br> -0.07 <br> 0.0 |  | -0.01 |  | 0.0 0.07 |  | $\stackrel{0}{0.03}$ |  |  |  |  |  |  |  |  |  |  |  |
| 757 | 40 | A | ${ }_{-0.09}^{-0.02}$ |  |  | -0.06 |  |  | ${ }_{-0.13}$ |  |  |  | 0.02 |  | -0.05 |  |  |  |  |  |  |  |  |  |  |  |
| 759 | 40 | A | ${ }_{-0.15}^{-0.22}$ |  |  | ${ }_{0}^{-0.01}$ |  |  | -0.02 <br> -0.14 |  |  |  | ${ }_{0}^{0.01}$ |  | -0.17 |  |  |  |  |  |  |  |  |  |  |  |
| 760 | 40 40 | A | 0.13 -0.38 -0.0 |  |  | -0.12 <br> -0.2 |  |  | -0.05 <br> -0.05 |  |  |  | 0.06 0.19 |  | -0.19 -0.3 -0.3 |  |  |  |  |  |  |  |  |  |  |  |
| 762 | 40 | A | ${ }_{-0.17}$ |  |  | ${ }_{-0.12}^{-0.12}$ |  |  | ${ }_{-0.09}^{-0.09}$ |  |  |  | ${ }_{0}^{0.08}$ |  | ${ }_{-0.22}$ |  |  |  |  |  |  |  |  |  |  |  |
| 763 | 40 40 | A | -0.11 -0.15 |  |  | -0.09 -0.09 -0.13 |  |  | -0.16 -0.01 -0.0 |  |  |  | 0.04 0.1 |  | -0.17 -0.16 -0.1 |  |  |  |  |  |  |  |  |  |  |  |
| 765 | 40 | A | 0.17 |  |  | ${ }_{-0.04}$ |  |  | ${ }_{-0.15}^{0.015}$ |  |  |  | 0.04 |  | ${ }_{-0.03}$ |  |  |  |  |  |  |  |  |  |  |  |
| 766 | 40 40 | ${ }_{\text {A }}^{\text {A }}$ | - ${ }_{-0.24}^{-0.24}$ |  |  | -0.06 -0.09 |  |  | ${ }_{-}^{-0.08}{ }_{-0.14}$ |  |  |  | 0.08 0.06 |  | -0.18 -0.17 |  |  |  |  |  |  |  |  |  |  |  |
| 768 | 40 | A | -0.16 |  |  | ${ }_{-0.1}$ |  |  | 0.06 |  |  |  | 0.18 |  | -0.27 |  |  |  |  |  |  |  |  |  |  |  |

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline SID \& CID \& Ref \& Na \& Mg \& Al \& Si \& Ca \& Sc \& Ti \& v \& Cr \& Mn \& Fe \& Co \& Ni \& Cu \& Zn \& Sr \& Y \& Zr \& ва \& La \& Ce \& Nd \& Sm \& Eu \\
\hline 770
770 \& \({ }_{40}^{40}\) \& \({ }_{\text {A }}^{\text {A }}\) \& \({ }_{-0.021}^{-0.21}\) \& \& \& \({ }^{-0.05}\) \& \& \& \({ }_{\text {- }}^{-0.03}\) \& \& \& \& 0.09
0.0 \& \& \({ }_{-0.15}^{-0.11}\) \& \& \& \& \& \& \& \& \& \& \& \\
\hline 771 \& 40 \& A \& \({ }_{-0.02}^{0.24}\) \& \& \& \({ }_{-0.05}\) \& \& \& \({ }_{-0.02}\) \& \& \& \& 0.13 \& \& \({ }_{-0.11}\) \& \& \& \& \& \& \& \& \& \& \& \\
\hline 772 \& 40 \& A \& -0.24 \& \& \& -0.07 \& \& \& -0.11 \& \& \& \& 0.03 \& \& -0.17 \& \& \& \& \& \& \& \& \& \& \& \\
\hline 7773 \& 40 \& \({ }_{\text {A }}^{\text {A }}\) \& - \(\begin{aligned} \& -0.22 \\ \& -0.14\end{aligned}\) \& \& \& \begin{tabular}{l}
-0.07 \\
-0.06 \\
\hline
\end{tabular} \& \& \& \({ }_{0}^{-0.03}\) \& \& \& \& 0.05
0.13 \& \& -0.15
-0.2 \& \& \& \& \& \& \& \& \& \& \& \\
\hline 775 \& 40 \& A \& -0.04 \& \& \& -0.06 \& \& \& -0.16 \& \& \& \& 0.08 \& \& \({ }_{-0.07}\) \& \& \& \& \& \& \& \& \& \& \& \\
\hline 776 \& 7 \& F \& 0.15 \& \& \& \(-0.05\) \& -0.01 \& \& 0.05 \& \& 0.02 \& \& 0.08 \& \& -0.02 \& \& \& \& \& \& 0.61 \& \& \& \& \& \\
\hline 777 \& 7 \& F \& \({ }_{0}^{0.15}\) \& \& \& 0.02
0.0 \& 0.06
0.13 \& \& \(\stackrel{-0.04}{0.01}\) \& \& \({ }_{0}^{-0.01}\) \& \& 0.0
0.03 \& \& -0.03
-0.02
-0.0 \& \& \& \& \& \& 0.64
0.58 \& \& \& \& \& \\
\hline 779 \& 7 \& F \& \({ }^{0.08}\) \& \& \& \({ }^{-0.01}\) \& 0.03 \& \& 0.01 \& \& \({ }^{0.0}\) \& \& 0.05 \& \& -0.02 \& \& \& \& \& \& 0.66 \& \& \& \& \& \\
\hline 781 \& 7 \& F \& 0.19
0.14 \& \& \& 0.03
0.08 \& 0.01
0.01 \& \& \begin{tabular}{l}
-0.02 \\
-0.03 \\
\hline
\end{tabular} \& \& 0.01
0.05 \& \& 0.02
0.0 \& \& \(\stackrel{-0.06}{-0.01}\) \& \& \& \& \& \& \({ }_{0}^{0.58}\) \& \& \& \& \& \\
\hline 782 \& 8 \& F \& 0.14 \& \& \& \({ }^{-0.01}\) \& 0.02 \& \& 0.0 \& \& 0.06 \& \& 0.07 \& \& -0.04 \& \& \& \& \& \& 0.55 \& \& \& \& \& \\
\hline 7883 \& 8 \& F \& 0.18
0.16 \& \& \& 0.04
0.03 \& 0.04
0.0 \& \& -0.03
-0.04
-0.04 \& \& 0.06
0.03 \& \& \({ }_{0}^{0.0}\) \& \& \({ }_{-0.03}^{0.02}\) \& \& \& \& \& \& 0.48
0.61 \& \& \& \& \& \\
\hline 785 \& 8 \& F \& 0.2 \& \& \& 0.01 \& -0.01 \& \& \({ }_{-0.07}\) \& \& 0.0 \& \& 0.0 \& \& 0.04 \& \& \& \& \& \& 0.52 \& \& \& \& \& \\
\hline 786 \& 8 \& \({ }_{\text {F }}^{\text {F }}\) \& 0.15
0.13 \& \& \& 0.11
0.14 \& \({ }_{0}^{0.07}\) \& \& -0.04
0.01 \& \& \({ }_{-0.04}^{0.07}\) \& \& \({ }_{-0.021}^{0.021}\) \& \& \begin{tabular}{l}
-0.04 \\
-0.01 \\
\({ }^{0}\) \\
\hline
\end{tabular} \& \& \& \& \& \& \({ }_{0}^{0.55}\) \& \& \& \& \& \\
\hline 788 \& 4 \& F \& 0.08 \& \& \& 0.13
0.13 \& \({ }_{0}^{0.14}\) \& \& 0.02 \& \& -0.04 \& \& -0.27 \& \& \({ }_{0}^{-0.01}\) \& \& \& \& \& \& \({ }_{0} 0.34\) \& \& \& \& \& \\
\hline 789 \& 4 \& F \& \({ }^{0.19}\) \& \& \& \({ }^{0.11}\) \& \({ }_{0}^{0.07}\) \& \& \({ }^{-0.04}\) \& \& \({ }^{-0.08}\) \& \& \({ }^{-0.35}\) \& \& \(-0.03\) \& \& \& \& \& \& 0.25 \& \& \& \& \& \\
\hline 790 \& 4 \& \(\mathrm{F}_{\mathrm{F}}^{\mathrm{F}}\) \& 0.08
0.1 \& \& \& 0.13
0.04 \& \({ }_{0}^{0.011}\) \& \& \({ }_{0}^{0.081}\) \& \& -0.09
-0.01 \& \& -0.2 \& \& \({ }_{-0.04}^{0.0}\) \& \& \& \& \& \& \({ }_{0}^{0.21} \begin{aligned} \& 0.21 \\ \& 0\end{aligned}\) \& \& \& \& \& \\
\hline 792 \& 4 \& F \& 0.09 \& \& \& 0.12 \& 0.05 \& \& 0.06 \& \& -0.1 \& \& -0.35 \& \& 0.07 \& \& \& \& \& \& 0.21 \& \& \& \& \& \\
\hline 793 \& 4 \& F \& 0.19
0.29 \& \& \& 0.17
0.09 \& 0.07
0.1 \& \& \({ }_{-}^{-0.03}-0.02\) \& \& -0.05
0.0 \& \& -0.3
-0.33 \& \& \({ }_{-0.02}^{0.0}\) \& \& \& \& \& \& \(\stackrel{0.3}{0.27}\) \& \& \& \& \& \\
\hline 795 \& 4 \& F \& 0.07 \& \& \& 0.19 \& 0.01 \& \& -0.04 \& \& -0.09 \& \& -0.29 \& \& 0.04 \& \& \& \& \& \& 0.52 \& \& \& \& \& \\
\hline 797 \& 5 \& F \({ }_{\text {F }}^{\text {F }}\) \& 0.31
0.43 \& \& \& 0.05
0.3 \& 0.2
0.06 \& \& \begin{tabular}{l}
-0.07 \\
-0.06 \\
\hline
\end{tabular} \& \& \begin{tabular}{l}
-0.02 \\
-0.05 \\
\hline
\end{tabular} \& \& -0.17
-0.14 \& \& -0.08
-0.06
-0.0 \& \& \& \& \& \& 0.66
0.46 \& \& \& \& \& \\
\hline 798 \& 5 \& \({ }_{\text {F }}\) \& \({ }^{0.32}\) \& \& \& \({ }^{-0.05}\) \& \({ }^{0.18}\) \& \& -0.1 \& \& \(-0.05\) \& \& -0.17 \& \& \({ }_{-0.11}\) \& \& \& \& \& \& 0.67 \& \& \& \& \& \\
\hline 790
800 \& 5 \& \({ }_{\text {F }}^{\text {F }}\) \& \({ }_{0}^{0.33}\) \& \& \& 0.02
0.06 \& 0.14
0.12 \& \& -0.14
-0.03 \& \& \({ }_{0}^{-0.01}\) \& \& \({ }_{-0.17}^{-0.17}\) \& \& -0.09
-0.08 \& \& \& \& \& \& \({ }_{0}^{0.67} 0\) \& \& \& \& \& \\
\hline 801 \& 5 \& F \& 0.4 \& \& \& 0.04 \& 0.21 \& \& -0.09 \& \& -0.01 \& \& -0.27 \& \& -0.1 \& \& \& \& \& \& 0.61 \& \& \& \& \& \\
\hline \({ }_{803}^{802}\) \& 5 \& \({ }_{\text {F }}^{\text {F }}\) \& 0.44
0.16 \& \& \& 0.02
0.07 \& \({ }_{-0.17}^{0.17}\) \& \& \({ }_{-0.09}^{-0.09}\) \& \& \({ }_{-0.03}^{-0.02}\) \& \& \(\stackrel{-0.17}{0.05}\) \& \& -0.1 \& \& \& \& \& \& \({ }_{0}^{0.64}\) \& \& \& \& \& \\
\hline 804 \& 6 \& \& 0.16 \& \& \& 0.06 \& 0.0 \& \& 0.01 \& \& 0.03 \& \& 0.05 \& \& \({ }_{-0.01}\) \& \& \& \& \& \& 0.45 \& \& \& \& \& \\
\hline 805
806 \& 6 \& F \& 0.19
0.16 \& \& \& 0.08
0.07 \& \({ }_{-0.01}^{0.01}\) \& \& 0.02
0.0 \& \& \({ }_{0}^{0.01}\) \& \& \({ }_{0}^{0.1}\) \& \& 0.06
0.02 \& \& \& \& \& \& 0.55
0.45 \& \& \& \& \& \\
\hline 807 \& 6 \& F \& 0.2 \& \& \& \({ }^{-0.01}\) \& \(-0.02\) \& \& -0.01 \& \& 0.04 \& \& 0.07 \& \& \({ }_{-0.05}\) \& \& \& \& \& \& 0.39 \& \& \& \& \& \\
\hline 888 \& 㐌 \& \(\stackrel{\text { c }}{\text { c }}\) \& 0.14 \& -0.13(0.04) \& \& ( \begin{tabular}{c}
0.05 \\
\(-0.10 .02)\) \\
\hline 0
\end{tabular} \& \(-001--013(002)\) \& \& ( \begin{tabular}{c}
0.12 \\
\(-0.12(0.03)\) \\
\hline
\end{tabular} \& \& 0.03 \& \& 0.12
\(-0.04(0.02)\) \& \& ( \(\begin{gathered}-0.02 \\ -0.16(0.03)\end{gathered}\) \& \& \& \& \& \& 0.48 \& \& \& \& \& \\
\hline 821 \& 13 \& c \& \& -0.02(0.08) \& \& -0.11(0.04) \& \(0.000 .04)\) \& \& \(0.08(0.03)\) \& \& \& \& \(-0.05(0.02)\) \& \& -0.21(0.01) \& \& \& \& \& \& \& \& \& \& \& \\
\hline 823 \& 13 \& c \& \& -0.16(0.02) \& \& -0.13(0.02) \& -0.05(0.04) \& \& -0.13(0.05) \& \& \& \& \({ }_{0} 0.99(0.02)\) \& \& -0.12(0.01) \& \& \& \& \& \& \& \& \& \& \& \\
\hline 824 \& 13 \& c \& \& -0.21(0.05) \& \& -0.06(0.05) \& \(-0.26(0.05)\) \& \& -0.29(0.12) \& \& \& \& \({ }^{0.11(0.03)}\) \& \& -0.26(0.05) \& \& \& \& \& \& \& \& \& \& \& \\
\hline 825 \& 13 \& \(\mathrm{c}_{\mathrm{c}}\) \& \&  \& \& -0.10.04 \& \({ }^{-0.07(0.03)}{ }_{-0.07(0.03)}\) \& \& - \({ }^{-0.17(0.03)}{ }_{-0.02(0.06)}\) \& \& \& \& \(0.055(0.02)\)
\(0.09(0.02)\) \& \& -0.22(0.03) \& \& \& \& \& \& \& \& \& \& \& \\
\hline 827 \& 13 \& C \& 0.87(0.17) \& -0.11(0.02) \& \(037(013)\) \& -0.04(0.04) \& \({ }^{-0.08(0.03)}\) \& \& \({ }^{0.022(0.1)}\) \& \& \& \& \(-0.03(0.02)\) \& \& -0.14(0.04) \& \& \& \& \& \& \& \& \& \& \& \\
\hline 829 \& 9 \& - \& 0.36(0.08) \& \(0.09(0.17)\) \& \({ }_{0.18(0.19)}^{0.38}\) \& \(0.22(0.21)\) \& \({ }^{0.298(0.13)}\) \& -0.16(0.14) \& - \& \& \({ }_{0}^{-0.07(0.17)}\) \& -0.0220.16) \& -0.06(0.13) \& -0.12(0.07) \& -0.03(0.19) \& \& \& \& \& \& \(0.35(0.00)\)
\(0.35(0.04)\) \& \& \& \& \& \\
\hline \({ }_{831}^{830}\) \& - \& 0 \& - \begin{tabular}{l}
\(0.22(0.03)\) \\
\(0.37(0.07)\) \\
\hline
\end{tabular} \& \(019(023)
03\) \& \(0.1(0.14)\) \& \(0.16(0.12)\) \& -0.01(0.09) \& \({ }^{0.066(0.13)}\) \& - \(\begin{aligned} \& -0.21(0.2) \\ \& -0.150 .23) \\ \& -.0102\end{aligned}\) \& \& -0.06(0.19) \& \({ }^{0.040 .16)}\) \& -0.02(0.11) \& 0 \& \(0.02(0.16)\)
\(0.2(0.19)\) \& \& \& \& \& \& \({ }^{0.15(0.09)}\) \& \& \& \& \& \\
\hline \({ }_{832}^{831}\) \& , \& \({ }_{0}^{\circ}\) \& - \({ }^{0.37(0.07)}{ }_{0}^{0.38(0.08)}\) \& \(0.3(13.19)\)
\(0.130 .16)\) \&  \& \(0.31(0.18)\)
\(0.26(0.19)\) \& - \({ }_{-0.04(0.08)}^{-0.040 .16)}\) \& \(0.15(0.14)\)
\(0.15(0.16)\) \& - \(\begin{aligned} \& -0.15(0.23) \\ \& -0.19(0.21) \\ \& -0.21)\end{aligned}\) \& \& \begin{tabular}{c}
\(-0.02(0.19)\) \\
\(-0.10 .15)\) \\
\hline
\end{tabular} \& -0.07(0.1) \& \({ }_{\text {a }}^{-0.08(0.15)}\) \& \(0.0(0.17)\)
\(0.13(0.05)\) \& 0.120.19) \& \& \& \& \& \& \(0.34(0.02)\)
\(0.38(0.01)\) \& \& \& \& \& \\
\hline 833
834
83 \& \({ }_{12}^{9}\) \& \({ }_{\text {O}}^{0}\) \& - \begin{tabular}{l}
\(0.33(0.09)\) \\
\(-0.140 .07)\) \\
\hline
\end{tabular} \& \(0.15(0.16)\) \& \(0.14(0.11)\) \& (0.23(0.17) \& \begin{tabular}{l}
\(0.04(0.13)\) \\
\(-0.02(0.09)\) \\
\hline
\end{tabular} \& \(0.1(0.09)\) \& ( \(\begin{aligned} \& 0.03(0.23) \\ \& -0.06(0.08) \\ \& -0.008)\end{aligned}\) \& \& \(0.05(0.21)\) \& \(-0.05(0.14)\) \& \(0.000 .15)\)
\(-0.010 .06)\) \& \(-^{-0.06(0.19)}\) \& ( \(\begin{aligned} \& 0.190(0.1) \\ \& -0.01(0.1) \\ \& -1\end{aligned}\) \& \& \& \& \& \& 0.3(0.01) \& \& \& \& \& \\
\hline \({ }_{835}^{834}\) \& 12 \& \({ }_{8}^{8}\) \& \({ }_{-0.07(0.08)}^{-0.10 .07)}\) \& \& \& \({ }_{0}^{0.05(0.11)}\) \& \(-0.01(0.09)\)
\(0.01(0.08)\) \& \&  \& \& \& \&  \& \& -0.01(0.1) \& \& \& \& \& \& \& \& \& \& \& \\
\hline \({ }_{837}^{836}\) \& 12
12 \& \({ }_{\text {B }}{ }^{\text {B }}\) \& \(-0.35(0.11)\)
\(-0.03(0.06)\) \& \& \& (e) \begin{tabular}{l}
\(0.03(0.11)\) \\
\(0.02(0.07)\) \\
\hline 0
\end{tabular} \& \(\underset{0}{-0.2(0.09)}\) \& \& -0.4(0.08) \& \& \& \& ( \(\begin{aligned} \& 0.0(0.08) \\ \& -0.01(0.07) \\ \& -0.00\end{aligned}\) \& \& (0.020.0.9) \& \& \& \& \& \& \& \& \& \& \& \\
\hline 838 \& 12 \& \({ }^{\text {B }}\) \& \(0.000 .08)\) \& \& \& -0.040.099 \& \(0.030 .11)\) \& \& \(0.000 .06)\) \& \& \& \& \(0.000 .08)\) \& \& -0.04(0.09) \& \& \& \& \& \& \& \& \& \& \& \\
\hline \begin{tabular}{l}
839 \\
840 \\
\hline 8
\end{tabular} \& 12
12 \& \({ }_{\text {B }}{ }_{\text {B }}\) \& \(0.02(0.06)\)
\(-0.13(0.08)\) \& \& \& - \& \(0.02(0.06)\)
\(0.04(0.09)\) \& \& ( \begin{tabular}{l}
\(0.0110 .07)\) \\
\(-0.07(0.11)\) \\
\hline
\end{tabular} \& \& \& \& -0.02(0.07) \& \& -0.02(0.07) \& \& \& \& \& \& \& \& \& \& \& \\
\hline 841
842 \& 12
11
11 \& \({ }_{\text {B }}{ }^{\text {B }}\) \& \(-0.12(0.11)\)
\(-0.02(0.07)\) \& \& \& (0.0.01(0.11) \& \(0.0(0.11)\)
\(0.01(0.05)\) \& \& 0 \& \& \& \& \(-002(01)\) \& \& -0.03(0.13) \& \& \& \& \& \& \& \& \& \& \& \\
\hline 843 \& 11 \& в \& 0.02(0.07) \& \& \& \(0.02(0.07)\) \& \(0.01(0.04)\) \& \& \(0.03(0.08)\) \& \& \& \& \(-0.02(0.08)\) \& \& \(0.02(0.06)\) \& \& \& \& \& \& \& \& \& \& \& \\
\hline \({ }_{845}^{844}\) \& 11
11
11 \& B \& \(-0.31(0.11)\)
\(-0.06(0.09)\) \& \& \& \(0.0(0.13)\)
\(0.04(0.09)\) \& \(-021(014)

003(007\) \& \& - | $-0.38(0.07)$ |
| :--- |
| $-0.03(0.08)$ | \& \& \& \& $0.011(0.08)$

$-0.03(0.09)$ \& \& -0.0.02(0.08) \& \& \& \& \& \& \& \& \& \& \& <br>
\hline 846 \& 11 \& ${ }^{\text {B }}$ \& ${ }^{-0.012(0.09)}$ \& \& \& -0.00(0.09) \& $0.03(0.09)$
0.030 .09 \& \& -0.020.0.0) \& \& \& \& -0.02(0.07) \& \& ${ }^{0} 0.01(0.06)$ \& \& \& \& \& \& \& \& \& \& \& <br>
\hline ${ }_{848}^{847}$ \& 11
11 \& (1) ${ }_{\text {B }}^{\text {B }}$ \& $-0.34(0.11)$
$-0.03(0.06)$ \& \& \& (0.0.060.12) \& $\underset{\substack{-0.38(0.14) \\ 0.02(0.06)}}{ }$ \& \& $\left\lvert\, \begin{aligned} & -0.35(0.17) \\ & 0.01(0.04)\end{aligned}\right.$ \& \& \& \& $0.0(0.09)$
$0.000 .06)$ \& \& $\left\lvert\, \begin{aligned} & 0.0220 .12) \\ & -0.03(0.05)\end{aligned}\right.$ \& \& \& \& \& \& \& \& \& \& \& <br>
\hline
\end{tabular}





|  |  |  <br>  |  |
| :---: | :---: | :---: | :---: |


|  |  |  |
| :---: | :---: | :---: |
|  |  |  |







$0.11(0.06)$
$0.05(0.07)$
$0.05(0.04)$
$0.33(0.05)$





$0.1(0.18)$
$0.13(0.2)$
$0.10 .15)$
$0.03(1.15)$
$0.08(0.15)$
$0.0 .0(0.2)$
$0.012(0.2)$
$0.0 .10 .15)$
$0.0(0.15)$
$0.0(0.15)$

$\left(\begin{array}{l}-0 \\ -0 \\ -0 \\ -0\end{array}\right.$
$-0.0(0.05)$
$-{ }^{-0.020 .0 .09}$
$-0.05(0.05)$
-1
$-0.03(0.05)$
$-0.00(0.05)$
$0.0(0.08)$
$0.04(0.06)$
${ }_{-0.14}^{-0.07}$

| $-0.02(.31)$ |
| :--- |
| $-0.04(0.08)$ |
| $-0.04(0.25)$ |
| 0 |

$0.03(0.13)$
$0.06(0.13)$
0
道
$0.18(0.12)$
$0.03(12)$
$0.27(0.12)$
$0.18(12)$
$0.0(0.15)$
$0.0(0.15)$
0.0 .15
$0.0(0.15)$
$0.0(0.15)$
$0.0(0.15)$

| $0.4(0.25)$ |
| :--- |
| $0.460 .37)$ |
| $0.46(0.4)$ | $0.46(0.37)$

$0.46(0.4)$
$0.37(0.17)$
0 $0.37(0.17$
$0.37(0.2)$

0.3 \begin{tabular}{l}
$0.3(0.12$ <br>
$0.33(0.12$ <br>
$0.3(3)$ <br>
$0.3(0.1)$ <br>
\hline

 

$0.3(0.1)$ <br>
$0.29(0.1)$ <br>
$0.47(0.09)$ <br>
\hline 0.0
\end{tabular}㑒



```
0.0(0.15)
```

| SID | CID | Ref | Na | Mg | Al | Si | Ca | Sc | Ti | v | Cr | Mn | Fe | Co | N | Cu | Zn | Sr | Y | Zr | Ba | La | Ce | Nd | Sm | Eu |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1043 | 50 | U | ${ }^{0.14(0.07)}$ | ${ }^{-0.06(0.01)}$ | ${ }^{0.18(0.06)}$ | ${ }^{0.14(0.06)}$ | $0.033(0.05)$ | ${ }^{0.19(0.01)}$ | ${ }^{0.04(0.04)}$ | 0.23(0.05) | ${ }^{0.000 .055}$ | ${ }^{-0.140}$ | ${ }^{-0.07(0.07)}$ | ${ }^{0.17(0.07)}$ | ${ }^{-0.02(0.06)}$ | -0.20 |  |  | ${ }^{0.14(0.03)}$ | ${ }^{0.13(0.02)}$ | ${ }_{0}^{0.060}$ |  | ${ }^{0.180}$ |  | ${ }^{0.130}$ |  |
| 1044 | 50 | U | ${ }^{0.23(0.06)}$ | ${ }^{0.13(0.07)}$ | $0.00(0.01)$ | ${ }^{0.18(0.06)}$ | 0.14(0.06) | ${ }^{0.14(0.06)}$ | ${ }^{0.02(0.07)}$ | $0.04(0.06)$ | ${ }^{0.022(0.06)}$ | ${ }^{-0.180}$ | ${ }^{-0.13(0.05)}$ | $0.000 .07)$ | ${ }^{0.01(0.04)}$ | ${ }^{-0.160}$ | 0.05 |  | $0.08(0.05)$ | $0.16(0.01)$ | ${ }^{0.130}$ | ${ }^{0.17(0.1)}$ | 0.190 |  |  |  |
| 1045 <br> 1046 <br> 1 | 50 | U | ${ }^{0.21(0.05)}$ | 0.13(0.08) | ${ }^{0.19(0.05)}$ | 0.14(0.05) | 0.16(0.04) | ${ }_{-0.050 .006)}^{0.000}$ | 0.01(0.05) | ${ }^{0}{ }_{-0.06(0.05)}^{0.007)}$ | ${ }^{0.022(0.03)}$ | -0.20 | - ${ }_{\text {- }}^{\text {-0.05(0.06) }}$-060.07) | ${ }^{0.055(0.06)} 0$ | ${ }^{0.022(0.06)}$ | ${ }^{-0.230}{ }_{-0.130}$ |  |  | - ${ }_{\text {- }}^{0.04(0.06)} 0$ | $01(006)-006006$ | 0.110 | 0.17(0.09) |  |  | ${ }_{0}^{0.120} \begin{aligned} & \text { 0.130 }\end{aligned}$ |  |
| 1217 | 28 | Q | ${ }_{0.05(0.11)}^{0.24 .04)}$ | -0.05(0.07) | -0.06(0.07) | ${ }^{0.104(0.08)}$ | ${ }^{-1.15(0.09)}$ | -0.1(0.0) | -0.18(0.06) | -0.01(0.0) | ${ }_{0}^{0.01(0.07)}$ |  | -0.04(0.08) | 0.03 (0.09) | -0.07(0.08) |  | ${ }_{-0.34(0.06)}^{0.03}$ |  | ${ }^{0} 0.25(0.1)$ |  | $0.16(0.07)$ | 0.360006 |  | $0.56(0.08)$ |  |  |
| 1219 | 28 | Q | 0.13(0.11) | 0.0(0.07) | 0.12(0.07) | $0.07(0.08)$ | -0.09(0.09) |  | $0.22(0.06)$ |  | $0.09(0.07)$ |  | -0.01(0.08) |  | $0.01(0.08)$ |  | $-0.38(0.06)$ |  | 0.23 (0.1) |  | $0.16(0.07)$ | $0.31(0.06)$ |  | $0.56(0.08)$ |  |  |
| 1226 1222 1 | 28 | Q | (e.220.11) | $-0.14(0.07)$ $-0.01(0.07)$ | $0.08(0.07)$ <br> $0.16(0.07)$ | $0.1(0.08)$ $0.01(0.08)$ | $-0.09(0.09)$ $-0.03(0.09$ |  | $0.24(0.06)$ $0.290 .06)$ |  | $0.04(0.07)$ $0.11(0.07)$ |  | $0.06(0.08)$ $0.090 .08)$ 0 |  | -0.05(0.08) ${ }_{-0.03(0.08)}$ |  | $-0.31(0.06)$ $-0.43(0.06)$ |  | $0.10 .1)$ $0.130 .1)$ $0.0 .1)$ |  | (0.18(0.07) | $0.24(0.06)$ <br> $0.29(0.06)$ <br> 020 |  | (0.44(0.08) |  |  |
| 1233 | 28 |  | $0.16(0.11)$ | $-0.01(0.07)$ | $0.1(0.07)$ | -0.02(0.08) | -0.11(0.09) |  | ${ }^{0.21(0.06)}$ |  | $0.1(0.07)$ |  | ${ }^{0.044(0.08)}$ |  | -0.10.08) |  | -0.5(0.06) |  | $0.09(0.1)$ |  | $0.06(0.07)$ | $0.26(0.06)$ |  | $0.56(0.08)$ |  |  |
| 1240 | 28 | Q | ${ }^{0.04(0.11)}$ | $-0.15(0.07)$ | ${ }^{0.022(0.07)}$ | -0.03(0.08) | -0.09(0.09) |  | ${ }^{0.07(0.06)}$ |  | ${ }^{0.07(0.07)}$ |  | -0.11(0.08) |  | -0.04(0.08) |  | ${ }^{-0.48(0.06)}$ |  | ${ }^{0.19(0.1)}$ |  | $0.121(0.07)$ |  |  | ${ }^{0.211(0.08)}$ |  |  |
| 1248 | 28 | Q | $0.11(0.11)$ $0.18(0.11)$ | - $\begin{gathered}-0.01(0.07) \\ 0.050 .07)\end{gathered}$ | ${ }_{0}^{0.188(0.07)}{ }_{0}$ | $0.033(0.08)$ $0.15(0.08)$ | ${ }^{-0.060(0.09)}$ |  | $0.25(0.06)$ $0.21(0.06)$ |  | $0.12(0.07)$ <br> $0.14(0.07)$ |  | (0.03(0.08) |  | -0.000.0.8) |  | - ${ }_{-0.42(0.06)}^{-0.49(0.06)}$ |  | $0.11(0.1)$ <br> $0.24(0.1)$ |  | (0.0.0.0.3(0.07) | ${ }^{0.27(0.06)} 0$ |  | ( ${ }^{0.55(0.08)}{ }_{1}^{0.090 .08)}$ |  |  |
| 1230 | 28 | Q | -0.16(0.12) | -0.16(0.05) |  | $0.000 .08)$ | $-0.05(0.06)$ |  | ${ }^{0.15(0.07)}$ |  | $0.04(0.17)$ |  | -0.0770.07) |  | -0.033(0.07) |  | -0.29(0.03) |  | $0.11(0.04)$ |  |  |  |  |  |  |  |
| 1241 1211 | 28 | Q | $\left\lvert\, \begin{aligned} & -0.06(0.12) \\ & -0.15(0.12)\end{aligned}\right.$ | $\left\lvert\, \begin{aligned} & -0.11(0.05) \\ & -0.11(0.05)\end{aligned}\right.$ |  | ( $\begin{aligned} & 0.011(0.08) \\ & 0.01(0.08)\end{aligned}$ | ${ }^{-0.04(0.06)}{ }_{-0.01(0.06)}$ |  | ( $\begin{aligned} & 0.07(0.07) \\ & 0.11(0.07)\end{aligned}$ |  | $\left\lvert\, \begin{aligned} & -0.07(0.17) \\ & -0.16(0.17)\end{aligned}\right.$ |  | $\left\|\begin{array}{l}-0.15(0.07) \\ -0.17(0.07)\end{array}\right\|$ |  | $\left\|\begin{array}{l}-0.1(0.07) \\ -0.09(0.07)\end{array}\right\|$ |  | $\left\|\begin{array}{l}-0.23(0.03) \\ -0.16(0.03)\end{array}\right\|$ |  | $0.12(0.04)$ $0.11(0.04)$ |  |  |  |  |  |  |  |

TABLE B.1: Sources and designations used in the literature abundance database

| Source reference | Label |
| :---: | :---: |
| Soderblom et al. (2009) | A |
| D'Orazi \& Randich (2009) | B |
| Ford et al. (2005) | C |
| Sestito et al. (2008b) | D |
| Shen et al. (2005) | E |
| Bragaglia et al. (2008b) | F |
| Pace et al. (2008a) | G |
| Magrini et al. (2010) | H |
| De Silva et al. (2007a) | I |
| Randich et al. (2006) | J |
| Carretta et al. (2007) | K |
| Gonzalez \& Wallerstein (2000b) | L |
| De Silva et al. (2006), Paulson et al. (2003) | N |
| Carretta et al. (2005) | O |
| Pereira \& Quireza (2010) | P |
| Mitschang et al. (2012) | Q |
| Gebran et al. (2008) | R |
| Gebran \& Monier (2008) | S |
| Tautvaišiene et al. (2000b) | T |
| Reddy et al. (2012) | U |

## Appendix C

## Procedure for Group Finding

Herein is described, in greater detail, the group finding procedure used in Mitschang et al.(2014) to identify coeval associations of stars. The procedure is physically, as opposed to statistically, motivated, meaning that each star can only be associated with a single group. The preferred association for a single star with multiple possible associations is that which has the highest conatal pair probability to a star already associated with that group.

The following steps are carried out. In this description, a vector is represented with angle brackets, e.g. vector $X$ is denoted as $\langle X\rangle$. Square brackets denote a vector element, indexing from 0 , e.g. $X[0]$ would be the first element of $X$.
1.) $\delta_{\mathrm{C}}$ values are calculated for all pairs of stars in the sample, collated as $\langle D\rangle$, where each element of $\langle D\rangle$ is a $\delta_{\mathrm{C}}$ value associated with a single pair of stars.
2.) $\langle D\rangle$ is sorted so that $D[0]=\min (\langle D\rangle)$
3.) All $\delta_{\mathrm{C}}$ in $\langle D\rangle$ whose value is greater than $\delta_{\mathrm{C}}\left(P_{\text {lim }}\right)$ are removed, creating $\left\langle D_{p}\right\rangle$
4.) Set index $i$ to 0
5.) let A be one star associated with the $\delta_{\mathrm{C}}$ pair at $D_{p}[i]$, and B be the other star associated with that same pair.
6.) If neither A nor B are already members of some group, a new group G is established with A and $B$.
7.) If $\mathrm{A}($ or B$)$ is a member of some group G and if all pairings of B (or A ) with members of G exist within $\left\langle D_{p}\right\rangle$, then B (or A ) becomes a member of G .
8.) Set index $i=i+1$
9.) Goto step 5

Below is the complete table of HIP number to group number (Table 2 of Chapter 55) for the $68 \%$ probability threshold chemical tagging of the Bensby et al. (2014) sample.
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[^0]:    ${ }^{1}$ Some neutron capture elements, including Ba, may be generated through both the s-, and r-processes depending on the environment ( $\mathrm{M} / \mathrm{H}$, for example).

