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Abstract 

This thesis examined how the auditory and sensorimotor regions of the human brain 

function and interact to support mental imagery of musical pitch and rhythm.  Three sets 

of experiments were designed to: (1) develop and validate novel musical imagery tasks 

that address some prominent drawbacks of previous paradigms, and are suitable for use 

in magnetoencephalography (MEG) neuroimaging studies; (2) measure auditory-

sensorimotor brain function during mental imagery of musical pitch; (3) measure 

auditory-sensorimotor brain function during mental imagery of musical rhythm. Pitch 

imagery was studied using a Pitch Imagery Arrow Task (PIAT). Behavioural testing 

showed that the task reliably induced imagery in participants with a range of musical 

training and that performance was correlated with scores on an established psychometric 

test of imagery ability (BAIS). Item Response Theory analysis showed that the task 

requires the ability to both maintain and manipulate pitches and overcome perceptual 

biases. Rhythm imagery was studied using a Rhythm Imagery Task (RIT), and 

performance was found to improve after short-term tapping training. Individual 

differences in auditory imagery vividness and mental control were found to be more 

important for pitch than rhythm imagery. During both pitch and rhythm imagery, MEG 

beta-band activity was modulated in a similar manner in both auditory and sensorimotor 

source regions, indicating coordination of activity between these regions. Individual 

differences in imagery ability were related to greater sensorimotor to auditory directed 

connectivity. Finally, short-term motor training modulated the amount of right 

sensorimotor activity during rhythm imagery. These results support the interpretation that 

musical imagery is associated with coordinated activity in these regions; that the left 

cerebral hemisphere plays a dominant role in pitch imagery manipulation and that 

sensorimotor activity in the right cerebral hemisphere is particularly important for 

tracking rhythm. These contributions to knowledge have implications for music education 

and for therapeutic interventions for disorders of hearing, memory or motor function. 
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Chapter 1 

 

 

Introduction 

  

 

 

“In auditory imagery lies one of the most precious of the gifts of music –  

the ability to live in a world of mental tones” (Seashore, 1919, p. 211) 
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Musical imagery is a ubiquitous human experience, one that is important to 

musicians and non-musicians alike. It has implications for a number of real-world 

applications and is attracting increasing attention in scientific communities studying the 

psychology and neuroscience of music. The present thesis investigates the role of sensory 

and motor brain mechanisms in musical imagery; specifically, it used 

magnetoencephalography (MEG) to measure and characterise the function and 

interactions of auditory and sensorimotor brain regions while participants performed tasks 

designed to induce mental imagery of musical pitch and rhythm.   

Chapter 2 provides a review of the literature and discusses concepts and 

terminologies relevant to mental imagery of music. The review considers methodological 

issues associated with the study of an inherently private experience like musical imagery, 

and individual differences associated with factors including musical training and imagery 

vividness. The neural mechanisms implicated in musical imagery by neuroimaging 

studies are reviewed. The chapter includes a consideration of the role that movement 

plays in musical imagery, and the real-world implications for this line of research. Finally, 

the chapter concludes with several recommendations for future studies of musical 

imagery. 

Chapter 3 describes behavioural results from a novel musical pitch imagery task, 

the Pitch Imagery Arrow Task (PIAT). The PIAT was designed to address the 

shortcomings of previous musical imagery tasks and to reliably induce pitch imagery in 

participants with a range of musical abilities. The results of this chapter show that 

competent performance on the PIAT requires an active musical imagery strategy, and that 

self-reported auditory imagery vividness and mental control were more important that 

musical training in completing the task. 
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Chapter 4 provides a more detailed assessment of the psychometric properties of 

the PIAT using Item Response Theory (IRT). An exploratory study examined factors that 

contribute to item difficulty. A cognitive process model was then described to determine 

how participants were completing the PIAT. Finally, a calibration study systematically 

varied the main effects found in the exploratory phase to confirm which factors predict 

item difficulty. The results of the calibration study were modelled using IRT, and it was 

found that ability on the PIAT is best described as the ability to both maintain and 

manipulate pitches, as well as overcome perceptual biases in responding.  

Chapter 5 implemented the PIAT in a MEG study which probed auditory and 

sensorimotor brain function while participants performed pitch imagery. The results 

showed significantly greater beta-band modulation during imagery compared to the 

control tasks of auditory perception and mental arithmetic. Imagery-induced beta 

modulation showed no significant differences between brain sources, which may reflect 

a tightly coordinated mode of communication between sensory and motor cortices via 

beta oscillations. Directed connectivity analysis revealed that, theta neural oscillations 

originated in the left sensorimotor region and were directed towards bilateral auditory 

regions during imagery onset as well as during perceptual temporal prediction. These 

results add to the growing evidence that motor regions of the brain are involved in the 

top-down generation of musical imagery, and that imagery-like processes may be 

involved in perception. 

Chapter 6 validated a novel Rhythm Imagery Task (RIT) and then implemented 

this task in a MEG study which probed auditory and sensorimotor brain function while 

participants performed rhythm imagery. The task assessed the influence of rhythm 

imagery ability before and after short-term tapping training. In the initial behavioural 

study it was found that rhythm imagery performance was significantly better after 
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tapping. The MEG study confirmed that beta modulation in the right sensorimotor region 

tracked the metrical structure of downbeats. Directed theta band connectivity 

analysis revealed that accurate imagery performance was associated with increased 

sensorimotor to auditory connectivity. These results support the conclusion that 

successful RIT performance requires precise timing supported by the brain’s motor 

systems. 

Chapter 7 summarises the results of the thesis and considers their contribution to 

the literature. As well as the development of  a new validated test of pitch imagery ability, 

and a new test of rhythm imagery, this thesis provides the first evidence that: (1) auditory-

sensorimotor regions are coordinating during silent imagery of pitch and rhythm; (2) 

individual differences in imagery ability are related to perceptual processing; (3) auditory 

imagery vividness and mental control were more important for pitch imagery than for 

rhythm imagery; (4) short-term motor training improves subsequent rhythm imagery 

performance and modulates the amount of right sensorimotor activity in both rhythm 

imagery and perception. 
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Abstract 

Musical imagery is the ability to represent music in the mind in the absence of sensory 

input. In the following, we survey the current state of knowledge in the field and review 

concepts and terminology. We then compare the various experimental methodologies for 

inducing musical imagery and consider the neural mechanisms that have been implicated 

by neuroimaging and neuropsychological studies. The putative role of movement in 

musical imagery is reviewed as well as the real-world implications for this research. The 

review concludes with a summary of gaps in the existing literature and recommendations 

for future studies. 

 

2.1 Introduction 

Mental imagery refers to the representation in the mind of a sensory experience in 

the absence of sensory input. It has been a topic of philosophical inquiry since antiquity 

-- Aristotle believed that imagination was central to thought itself (MacKisack et al., 

2016). Modern investigations date back as early as 1880, when Galton used 

questionnaires to investigate mental imagery (Galton, 1880).  Visual imagery became a 

topic of intense interest in modern cognitive psychology in the 1970’s with the publication 

of Shepard and Metzler’s seminal studies of mental rotation. In these studies, participants 

were presented with pairs of three-dimensional shapes at different orientations, and were 

required to decide if the shapes were the same or different (“parity judgment” task) 

(Shepard & Metzler, 1971). The results showed a smooth linear relationship between the 

time required to judge “correct” pairs, and the size of the angular difference or orientation 

between the pairs, indicating that participants performed the task by mentally rotating 

visual images in the same manner by which physical objects would be brought into 

alignment by a rotation through space.  
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It was a finding that “sent shock waves through cognitive psychology” (Corballis, 

1997, p. 102), a field dominated at that time by computational models of cognitive 

processes: If parity judgements were performed by computerlike digital computations 

there would be no reason to expect that larger angular disparities would take longer to 

compute than smaller ones. The smooth, linear reaction time profiles suggested instead 

an analogue process by which template-like mental images were rotated through a 

trajectory. These results spoke directly to the underlying nature of mental representations 

and their transformations and initiated a rich period of mental imagery experimentation 

and theoretical debate that continues to the present day (Kosslyn, 1980, 1994; Pearson & 

Kosslyn, 2015; Pylyshyn, 1973, 1981).  

The simple and elegant methodology of Shepard-Metzler’s parity judgement task 

was a key innovation for mental imagery research, for several reasons. One is that the 

task was highly effective in inducing a common cognitive strategy in participants, as they 

reported performing the task by mentally rotating the shapes. The task is also difficult or 

impossible to perform successfully with alternative strategies. Moreover, similar reaction 

time profiles were obtained across different participants and across different groups of 

participants. Whatever the nature of the underlying mental process, parity judgments 

seemed to successfully target one with unique properties (e.g. a smooth reaction time 

profile) in isolation from others. Behavioural measurements were a second key 

innovation, providing rigourous and objective confirmation that participants were 

actually performing the task as instructed.              

Visual imagery has dominated the field of mental imagery research and it was not 

until the 1990’s that researchers turned their attentions to imagery in the auditory modality 

(Reisberg, 1992). Auditory imagery is defined as “the introspective persistence of an 

auditory experience, including one constructed from components drawn from long-term 



REVIEW OF MUSICAL IMAGERY 

10 
 

memory, in the absence of direct sensory instigation of that experience” (Intons-Peterson, 

1992, p. 46). Musical imagery is a subset of auditory imagery in which the “auditory 

experience” is a musical one. It has been described simply as the silent replaying of music 

in one’s own mind (Halpern, 2003). The ability to hear music internally has been argued 

to be fundamental to musical talent (Gordon, 1989b; Seashore, 1919). The neural 

mechanisms of musical imagery have been studied since the 1990’s, and steady progress 

was made over the next two decades using lesion studies (Zatorre & Halpern, 1993) 

neuroimaging techniques such as positron emission technology (Halpern & Zatorre, 

1999; Zatorre, Halpern, Perry, Meyer, & Evans, 1996), electroencephalography (Janata, 

2001a; Janata & Paroo, 2006) and functional magnetic resonance imaging (Halpern, 

Zatorre, Bouffard, & Johnson, 2004; Kraemer, Macrae, Green, & Kelley, 2005; Lotze, 

Scheler, Tan, Braun, & Birbaumer, 2003). 

As neuroimaging techniques have improved, there has been a renewed interest in 

the research into the nature and neural mechanisms of musical imagery (Hubbard, 2010, 

2018). The objective of this literature review is to synthesise the current concepts of 

musical imagery into a coherent framework, and to summarise current knowledge of the 

brain mechanisms implicated in musical imagery, firstly through review of the regions, 

networks and sub-networks of interest, and then through the brain oscillatory mechanisms 

involved in musical imagery. The role of movement in musical imagery is also discussed, 

as well as the real-world implications of this research. The reader is also directed to 

several recent articles for comprehensive reviews of musical imagery research (Halpern, 

2003; Hubbard, 2010, 2013, 2018; Schaefer, 2017; Zatorre & Halpern, 2005). 

2.2 Definitions and Concepts 

As a field, mental imagery  stands at the intersection of two key branches of 

cognitive psychology – perception and memory (Neisser, 1972). The interdisciplinary 
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nature of the research has led to the use of varied and confusing terminology, a problem 

that complicates any attempt to synthesise the extant literature on musical imagery  

(Godøy & Jørgensen, 2001; Schaefer, 2017). In the following, we discuss potential points 

of confusion and suggest an organising conceptual framework.  

The notion that “imagery plays an essential role in perception”  (Kosslyn, 1994, 

p. 145), that is, that perception is imagery-like, has been argued from the visual imagery 

literature, however less emphasis has been given to this idea in musical imagery literature, 

which has instead focused on how imagery is perception-like (Hubbard, 2010, 2013). One 

under-cited book, overlooked in all of the previously mentioned review articles on 

musical imagery, arose from the 1999 International Conference on Systematic and 

Comparative Musicology (Godøy & Jørgensen, 2001). Here, Janata (2001b) defines a 

theoretical relationship between imagery and perception with musical imagery in two 

specific contexts: (1) as a mental act internally generated from long-term memory, such 

as imagining a familiar melody (“Non-expectant imagery”), or (2) in the process of 

forming mental images while listening to music (“Expectant imagery”). For non-

expectant imagery, Janata further distinguishes between an abstract image – e.g. a 

sequence of pitches in a melody devoid of specific instrumentation – and an eidetic image, 

a stronger sensory experience in which timbre of specific instruments is also experienced 

(Janata, 2001b). 

A similar classification using different terminology was suggested by Moore 

(2011). Applying the types of mental imagery outlined by Strawson’s philosophy of 

“Imagination and Perception” (Strawson, 1974) to music, Moore (2011) delineated four 

different types of musical imagery: sensory, constructive, creative and propositional. 

Sensory imagery is a deliberate and effortful bringing to mind of music, and is the type 

of imagery most studied experimentally (Schaefer, 2017). Constructive imagery is an 
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automatic function that enables the organisation of incoming information in order for the 

listener to understand it. It is driven by implicit internal representations allowing 

interpretation of perception, and may be the reason why there is so much apparent overlap 

between perceptual and imagery processes (Schaefer, 2014). Creative imagery refers to 

the imagination or creation of novel music in the mind; and propositional imagery refers 

to false beliefs and deliberately imagining that something else is the case (For more 

discussion see: Moore, 2011; Schaefer, 2014, 2017). The first two types of imagery 

outlined here (sensory and constructive) are similar to the distinctions made by Janata 

(2001b) (non-expectant and expectant). Hence both authors proposed that musical 

imagery is required for perceptual processing.  

The distinction between sensory and constructive imagery can be more broadly 

defined and classified as a difference between explicit and implicit imagery (Figure 2-1); 

with sensory imagery describing the explicit experience of having a mental image of 

sound in the mind, whilst constructive imagery describes a more implicit experience of 

making sense of sensory information during music perception. The non-expectant 

imagery of Janata (2001b) fits into the “Voluntary Musical Imagery” section of this 

framework, while expectant imagery would fit both within the “Spontaneous Imagery” 

section and the implicit imagery sections. Schaefer (2017) argues that constructive 

imagery is needed in perception, and in line with predictive processing theories of 

perception (A. Clark, 2013), may account for the overlap in processing between imagery 

and perception. In order to conceptualise and synthesise the various terminology in the 

literature, each of the nodes of this framework are discussed below. 
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Figure 2-1: Terminology and concepts in mental imagery of music 

 

 Explicit Imagery  

When the term “musical imagery” is used in the literature the most common 

distinction made is between voluntary and involuntary musical imagery (Weir, 

Williamson, & Mullensiefen, 2015). In line with Janata (2001b), the framework 

distinguishes Voluntary Musical Imagery as an effortful, explicit mental act. However, 

two subtypes of imagery that occur spontaneously, depending on the context, also occur 

explicitly. Anticipatory imagery is considered as a spontaneously initiated type of musical 

imagery that occurs in a music listening context, whereas involuntary musical imagery is 

a spontaneous cognition that occurs in contexts other than current music listening.   

2.2.1.1 Spontaneous Imagery 

Spontaneous imagery occurs in a variety of contexts. When the context is music 

listening, the term anticipatory imagery is often used as participants experience the 

musical image for the continuation of a musical stimuli. For example, when listening to 

a familiar song that has small segments replaced by white noise or silence, even under no 
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instruction to do so, participants report experiencing the continuation of the song through 

spontaneous imagery. This experimental paradigm has been used to compare neural 

correlates of imagery and perception using a variety of imaging modalities including 

functional magnetic resonance imaging (fMRI), magnetoencephalography (MEG) and 

electroencephalography (EEG) (Gabriel et al., 2016; Kraemer et al., 2005; Müller et al., 

2013). Recently, this type of paradigm has also been used to explore personal preference 

for a newly learnt song during imagery (Joucla et al., 2018). 

Another form of spontaneous imagery occurs when listening to a well-known 

album, during the silence at the end of one song, where most people experience the 

beginning of the next song as a musical image in anticipation of hearing it (Leaver, Van 

Lare, Zielinski, Halpern, & Rauschecker, 2009). Similarly, anticipatory imagery appears 

to provide resolution to incomplete chord progressions (Otsuka, Tamaki, & Kuriki, 2008). 

Importantly, the term anticipatory imagery has also been used to refer to the type 

of online musical imagery musicians use in anticipating actions and sound outcomes 

during musical performance (Keller, 2012; Keller & Appel, 2010). In the context of the 

proposed framework, this is more effortful rather than spontaneous imagery, and so this 

research falls within the “Voluntary Musical Imagery” category discussed below.  

However not all spontaneous imagery occurs within a musical listening context. 

When melodies or fragments of songs spontaneously occur in the mind, that is not related 

to the current music listening context, they are labelled involuntary musical images 

(INMI), or “earworms” (Farrugia, Jakubowski, Cusack, & Stewart, 2015). The most 

common contexts in which INMI occur is after events such as recent music exposure or 

a memory trigger, or during certain internal states that are affective or require low 

attention (Williamson et al., 2012). While the tempo of songs spontaneously brought to 

mind, as well as voluntarily imagined under similar circumstances are similar 
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(Jakubowski, Bashir, Farrugia, & Stewart, 2018), people who report more involuntary 

musical imagery are not any better at voluntary musical imagery tasks (Weir et al., 2015). 

The term involuntary musical imagery can include non-pathological images, such as 

earworms, and auditory hallucinations associated with pathological conditions including 

head trauma, schizophrenia and deafness (Hubbard, 2018). Other spontaneous cognitions 

also occur in the context of music listening such as music-evoked visual imagery and 

mind-wandering (Christoff, Irving, Fox, Spreng, & Andrews-Hanna, 2016; Taruffi, Pehrs, 

Skouras, & Koelsch, 2017).  

2.2.1.2 Effortful Imagery 

The topic of this thesis, Voluntary Musical Imagery (hereafter, “musical 

imagery”), is associated with conscious effort. Sound images, once generated by musical 

imagery, can be maintained and/or manipulated using long-term, short-term and working 

memory systems (Cowan, 2008). This is similar to the distinction that has been made in 

the visual imagery domain between image generation, maintenance and manipulation 

(Kosslyn, 1994). 

Studies of musical imagery involving long-term memory representations have 

focused on either familiar melodies or on musical notes and scales. Some of the most 

frequently used musical imagery paradigms involved karaoke style tasks where lyrics 

appear on the screen and participants are required to mentally sing along in order to make 

judgements about pitches associated with specific words (Aleman, Nieuwenstein, Böcker, 

& de Haan, 2000; Halpern, 1992, 2003). Another approach is to play the start of a familiar 

instrumental melody, and require listeners to complete the melody using imagery, 

indicating when they reach the end with a button press (Halpern & Zatorre, 1999). A more 

rigorous design in recent studies of mental song completion, presents a single probe note 

after the completion phase and requires participants to judge whether the pitch or timing 
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of the probe is correct or incorrect (Herholz, Lappe, Knief, & Pantev, 2008, 2009; Weir 

et al., 2015). Some early imagery studies of musical notes, chords or scales simply 

instructed participants to imagine them, with no objective assessment of the occurrence 

or accuracy of the imagery (Meyer, Elmer, Baumann, & Jancke, 2007; Yoo, Lee, & Choi, 

2001). More recently ascending scales were used, with the latter half of the scale needing 

to be imagined, and probe tones either mistuned or mistimed to varying degrees to 

measure the participant’s imagery accuracy (Cebrian & Janata, 2010).  

Maintenance (of musical imagery) paradigms draw heavily on short-term memory 

systems.  The simplest maintenance paradigms expose participants to a sample tone 

sequence or melody and ask them to maintain these mentally while neurophysiological 

measures of brain activity (but not behavioural measures) are recorded (Schaefer, Desain, 

& Suppes, 2009; Schaefer, Vlek, & Desain, 2011b). Behavioural measures of imagery 

performance can be obtained with delayed match to sample (DMTS) designs.  DMTS 

exposes participants to a sample of tones or short tone sequences, and requires them to 

hold these in memory and then decide whether or not a subsequent stimulus matches the 

sample (Deutsch, 1972; Grimault et al., 2014; Guimond et al., 2011; Lefebvre et al., 2013; 

Nolden et al., 2013; Schaefer et al., 2011b; van Dijk, Nieuwenhuis, & Jensen, 2010). A 

variation requires participants to mentally maintain a sample pattern and then to judge the 

pitch and timing of a probe stimulus (Kuchenbuch, Paraskevopoulos, Herholz, & Pantev, 

2012). DMTS has also been used to measure imagery capacity, in terms of the amount of 

material that can be maintained for accurate performance for imagery of musical pitch 

and rhythm, and to explore the effects of brain stimulation on performance (Schaal, 

Banissy, & Lange, 2015; Schaal et al., 2014; Schaal, Pollok, & Banissy, 2017; Schaal, 

Williamson, et al., 2015).  
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Manipulation paradigms are designed to tax the working memory system. For 

example, participants are required to transpose simple melodic patterns (with no rhythmic 

variation) into different keys (Foster & Zatorre, 2010a, 2010b; Sutherland, Paus, & 

Zatorre, 2013), reverse them in time (Albouy, Weiss, Baillet, & Zatorre, 2017; Foster, 

Halpern, & Zatorre, 2013), or shift their serial order (Greenspon, Pfordresher, & Halpern, 

2017). Mental reversal of both pitch and rhythm in melodies (e.g. Greensleeves), as has 

been used by Zatorre, Halpern, and Bouffard (2010), is a task that even experienced 

musicians find challenging. These studies have shown an important role for the 

intraparietal sulcus (IPS), part of the dorsal pathway, particularly in the right IPS for 

transposing melodies (Foster & Zatorre, 2010b), and the left IPS for reversing melodies 

in time (Albouy et al., 2017; Zatorre et al., 2010), though bilateral IPS activation is also 

seen for both types of manipulations (Foster et al., 2013; Foster & Zatorre, 2010a). 

Finally, as mentioned previously, the majority of musical imagery research has 

focussed on how imagery is similar to perception by the exploration of different aspects 

of the music image (Hubbard, 2010, 2013). As well as imagery for pitch or melodic 

material discussed above, tempo imagery studies have revealed imagined tempos to be 

similar to perceived tempos (Halpern, 2003; Jakubowski, Farrugia, Halpern, Sankarpandi, 

& Stewart, 2015; Jakubowski, Farrugia, & Stewart, 2016). Loudness imagery has been 

found to be impaired with motor distractors, rather than alternative visual or auditory 

distractors; though musicians are able to overcome distractions better than non-musicians. 

These results suggest an important role in the motor system for imagery (Bailes, Bishop, 

Stevens, & Dean, 2012; Bishop, Bailes, & Dean, 2013, 2014). Imagery for timbre has 

also been explored (Halpern et al., 2004). Several studies have examined rhythm imagery 

by superimposing imagined accents – with varying metrical structure – onto a repeating 

rhythm (Fujioka, Fidali, & Ross, 2014; Iversen, Repp, & Patel, 2009; Nozaradan, Peretz, 
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Missal, & Mouraux, 2011; Schaefer, Vlek, & Desain, 2011a; Vlek, Schaefer, Gielen, 

Farquhar, & Desain, 2011). However, few studies have involved the imagination of 

rhythmic patterns in silence (Stupacher, Wood, & Witte, 2017). 

 Implicit Imagery  

The three processes listed under constructive imagery in Figure 2-1 – beat 

perception, temporal prediction and statistical learning – are not exhaustive, but 

illustrative of the types of implicit imagery processes involved in music perception.  

Beat perception has often been explored using syncopated rhythm stimuli which 

have no power at the beat frequency in the frequency spectrum of the sound envelope. 

Hence any enhanced brain responses at these frequencies can be argued to be endogenous 

or internally created (Nozaradan, Peretz, & Keller, 2016). This is evidence for a top-down 

and implicit construction of a beat on top of the heard stimulus, consistent with the notion 

that implicit imagery is required during beat perception. In a review of the beat perception 

literature Merchant, Grahn, Trainor, Rohrmeier, and Fitch (2015) showed the motor 

systems are involved in representations of musical structure of rhythmic patterns, and that 

these motor systems drive the auditory cortex with expectation for metrical stimuli, 

through beta and delta frequency bands.  

However, when interpreting results of beat perception studies it is important to 

consider the behavioural task (if any). Chapin et al. (2010) investigated the role of 

attention in beat perception using complex syncopated patterns and simultaneous visually 

presented words, where participants had to rehearse either patterns or words for several 

seconds before responding either with rhythmic tapping (auditory condition) or verbal list 

of words (visual condition). The authors found that recruitment of the basal ganglia and 

SMA was enhanced during heard patterns in the auditory condition but not the visual 
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condition (Chapin et al., 2010). Interestingly, during silent rehearsal of auditory rhythms 

compared to words there was greater activity in bilateral basal ganglia, left medial 

prefrontal cortex, left post central gyrus and left primary auditory cortex. However, given 

the differences in the task outcomes between rhythmic tapping and verbally remembering 

words, it is difficult to determine if these differences in rehearsal period were due to the 

preparation of trial response. Using these same complex syncopated stimuli, Tal et al. 

(2017) had participants listen to the patterns for 32 seconds, before a probe presentation 

of a single pattern was presented, that was either on time or at a faster/slower tempo. 

Participants performed a tempo judgment on the probe pattern. This study found enhanced 

neural response, particularly in the right auditory cortex, at the frequency of the beat (Tal 

et al., 2017). Yet the required tempo judgement may have led to enhanced attention on 

tempo during the rhythmic pattern listening.   

Temporal prediction is related to beat perception and has also been found to have 

motor origins (Morillon & Baillet, 2017; Morillon, Schroeder, & Wyart, 2014). Temporal 

prediction is explained by two complementary theories. Firstly, predictive coding posits 

that the brain is actively making predictions about incoming information and adjusting 

predictions based on inputs (A. Clark, 2013). Secondly, Dynamic Attending Theory is a 

framework that explains how perception of stimulus events is affected by their temporal 

context (Henry & Herrmann, 2014; Large & Jones, 1999). Temporal prediction occurs 

implicitly, and hence is an example of constructive imagery that is aiding perception.   

Another constructive imagery phenomenon is statistical learning, proposed as a 

mechanism of language learning and argued to play a role in music perception and 

expectation (Loui, Wessel, & Kam, 2010; Pearce, Ruiz, Kapasi, Wiggins, & Bhattacharya, 

2010). Whilst musicians have been shown to be better statistical learners (Mandikal 

Vasuki, Sharma, Demuth, & Arciuli, 2016), a large online sample of the UK population 
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(N = 147,636) found active engagement in music related to musical sophistication, 

suggesting that deliberate music listening can train certain musical abilities in the absence 

of formal musical training (Mullensiefen, Ginras, Musil, & Stewart, 2014). Even through 

passive listening to novel tonal systems with artificial musical grammar, participants learn 

implicitly when expectations of the grammar are violated via statistical learning (Loui et 

al., 2010).  

 Audiation 

The term “audiation” was first coined by Edwin Gordon and defined as “the 

hearing of music in one’s mind when the sound is not physically present” (Gordon, 1985, 

p. 34). This definition then is synonymous with the common definition of “musical 

imagery” (Zatorre et al., 2010), however to Gordon, audiation was a broader concept 

entailing seven distinct types and five stages (Gordon, 1985); it was required to 

understand music that has just been heard, recall music, compose as well as perform. 

Gordon argues that “audiation is to music what thought is to language” (Gordon, 1999, p. 

41), and that it is the central mental faculty that represents musical aptitude.  

The stages of audiation outlined by Gordon feature a combination of conscious 

and unconscious mechanisms (Gordon, 1989b). He argues that while listening to music, 

listeners are unconsciously maintaining an “after-image” of what has just been heard 

(Stage 1) in order to integrate it into their conscious rhythmic and tonal structure for what 

has already been heard (Stage 2 and 3). He also argues that listeners are consciously 

predicting what they will hear next (Stage 5) (Gordon, 1985).  

Gordon’s theory of audiation is often overlooked in the current musical imagery 

literature. He argues that imagery involves explicit and implicit (or conscious and 

unconscious) processes. The notion that imagery-like processing is required in perception 
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are consistent with Gordon’s model, albeit with less emphasis on whether listeners are 

conscious of the predictions they are making. Interestingly, Gordon’s work resulted in the 

development of several tests (Primary / Intermediate / Advanced Measures of Musical 

Audiation) that music educators and researchers have used extensively to measure and 

predict future musical ability and aptitude (Mullensiefen et al., 2014; Puschmann, 2013; 

Schleuter, 1993). However, the audiation tests consist of same-different melodic 

discrimination tasks, which have been shown to involve a range of cognitive processes 

(P. M. C. Harrison, Musil, & Müllensiefen, 2016), and therefore are not specific enough 

to address individual differences.  

 Inducing Musical Imagery 

As an inherently internal process, mental imagery can be a difficult area of 

research (Pearson, Naselaris, Holmes, & Kosslyn, 2015). One of the first hurdles to 

overcome in the study of any mental imagery, is adequate task design for inducing 

imagery in participants (Hubbard, 2013). In the study of musical imagery to date there 

are several shortcomings that arise in the literature which must be addressed in the design 

of new paradigms.  

First, in some tasks there are no objective measures of performance; participants 

are simply asked to imagine a note or a song, and it is presumed that they have done that 

(Yoo et al., 2001). In other cases, participants are not even instructed to imagine the music, 

but are played familiar songs with gaps inserted, and afterward provide subjective 

confirmation that during the silence (or white noise) they experienced a continuation of a 

song (Kraemer et al., 2005; Müller et al., 2013). Subjective reporting is better than nothing 

but several authors argue it is important to have behavioural measures to test whether 

such imagery is actually occurring (Hubbard, 2010; Zatorre & Halpern, 2005).  
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Second, tasks are typically not adaptable to the abilities of individual participants. 

If tasks are too simple, then alternative cognitive strategies may be used rather than 

musical imagery. For example, if participants are required to imagine ascending musical 

scales and are given the first 5 notes of the scale, if they are only being testing on the final 

note of the scale then the tonality, or sense of key signature, may be used to complete the 

task rather than actively imagining the notes leading up to the tonic (Cebrian & Janata, 

2010). On the other hand, some tasks such as the mental reversal of melodies are difficult 

even for accomplished musicians (Zatorre et al., 2010).  

Third, many early paradigms involved a karaoke type task where words appeared 

on the screen to familiar songs and participants imagined parts of the songs. These types 

of tasks require participants to be familiar with specific songs and incorporate several 

aspects of the musical stimuli (pitch, contour, rhythm etc as well as language). To 

understand the contributions of pitch and rhythm separately, it is important to isolate these 

features.  

Fourth, as Figure 2-1 suggests, musical imagery involves generation, maintenance 

and manipulation of a musical images, however most of the literature has focused on 

generation and maintenance. Of the manipulation paradigms that have been used, studies 

have investigated manipulation of melodies through transposition as well as mental 

reversal (Foster et al., 2013; Zatorre et al., 2010). However, given the difficulty of the 

reversal tasks, often only participants with substantial musical training are able to 

complete them (Zatorre et al., 2010). It remains unclear whether new paradigms requiring 

manipulation of single pitches rather than sequences, would be easier for non-musicians 

to complete. 

Therefore new behavioural paradigms that wish to explore pitch and rhythm 

imagery separately should include objective measures of performance, be flexible in 
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design to be able to cater for a range of individual abilities and therefore be able to 

generalise the findings, and should confirm that a musical imagery strategy has been used 

to complete the task (Hubbard, 2018). Tasks that particularly investigate manipulation of 

musical imagery would be a valuable contribution to the literature. 

2.3 Neural Mechanisms of Musical Imagery 

Auditory imagery involves many, but not all, of the brain areas involved in 

auditory perception (Hubbard, 2010, 2013). Often discoveries in music perception have 

then led to investigations of whether these phenomena are also at work in imagery. 

Reflecting a change in focus of the neuroimaging field as a whole, music studies have 

shifted focus from individual brain regions to brain networks. For example, recent work 

has examined network interactions between auditory and sensorimotor regions to 

understand in more depth the nature of coordination between these regions in perception, 

particularly in beat perception and temporal prediction (Morillon & Baillet, 2017; Ross, 

Barat, & Fujioka, 2017; Tal et al., 2017).  

 Brain Regions Implicated in Musical Imagery 

2.3.1.1 Auditory Cortex 

Historically the study of mental imagery focused on whether the primary sensory 

areas were involved. In the visual domain, consensus has emerged that the primary visual 

cortex is activated during visual imagery (Kosslyn, 1973; Kosslyn & Thompson, 2003). 

In the auditory modality, the role of primary auditory cortex is less clear.  

While some authors have reported activation of the primary auditory cortex during 

musical imagery (Kraemer et al., 2005) activation in secondary auditory cortex, 

particularly in the right hemisphere, is more reliably found (Halpern, 2003; Halpern & 

Zatorre, 1999; Herholz, Halpern, & Zatorre, 2012; Nolden et al., 2013; Otsuka et al., 
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2008). In a recent study of a single musician undergoing epilepsy surgery, using 

electrocorticography (ECoG) to record directly from the brain, researchers found that 

specific neuronal assemblies in auditory regions were tuned to acoustic frequencies of the 

imagined music, whilst the subject played a well-known piece silently (Martin et al., 

2017).  A mismatch negativity response can also be elicited in musicians from an 

imagined trace of a familiar song when a wrong tone is reintroduced, suggesting that 

imagery and perception rely on a common neuronal network detecting expectancy 

violations within the auditory cortex (Herholz et al., 2008).  

2.3.1.2 Motor Areas 

Beyond the auditory cortex, passive music listening also involves motor regions 

of the brain (Chen, Penhune, & Zatorre, 2008; Zatorre, Chen, & Penhune, 2007). In 

studies of beat perception and temporal prediction, regions including supplementary 

motor area (SMA), premotor cortex, cerebellum and basal ganglia are recruited, even 

when participants are completely still (Chen et al., 2008; Grahn & Brett, 2007; Grahn & 

McAuley, 2009; Henry & Grahn, 2017).  

These same motor regions are active during musical imagery. The activation of 

the SMA in early imagery tasks led researchers to conclude that musical imagery involves 

motor programs, such as imagined humming (Halpern & Zatorre, 1999). In a more recent 

review Lima, Krishnan, and Scott (2016) conclude that SMA and pre-SMA support the 

activation of sound-related motor representations in both perception and imagery. Hence 

imagery-like activation during perception may be due to common motor representation. 

In other types of auditory imagery, such as imagery of emotional words, content-specific 

representations could be successfully decoded in primary somatosensory and primary 

motor cortices (de Borst & de Gelder, 2016).  
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 General and Specific Networks 

Multimodal imagery studies and meta-analyses indicate that both modality-

specific and cross-modal brain networks are involved in mental imagery (Daselaar, Porat, 

Huijbers, & Pennartz, 2010; McNorgan, 2012; Zvyagintsev et al., 2013). Domain-general 

imagery areas include bilateral dorsal parietal and left inferior frontal regions (McNorgan, 

2012) and the default mode network (Daselaar et al., 2010; Zvyagintsev et al., 2013). In 

the auditory modality, imagery elicits activity in bilateral secondary auditory cortex, 

bilateral inferior frontal cortex, left supramarginal gyrus, left precentral gyrus and left 

SMA (McNorgan, 2012). Deactivation of a visual imagery specific network has been 

reported during auditory imagery, as well as vice versa (Zvyagintsev et al., 2013).  

 Auditory-Motor Interactions 

A number of recent magnetoencephalography (MEG) studies have investigated 

the coordination of activities of auditory and motor brain networks in implicit imagery 

tasks including beat perception (Tal et al., 2017), temporal prediction (Morillon & Baillet, 

2017) and passive listening (Ross et al., 2017).  

Tal et al. (2017) had participants passively listen to complex syncopated rhythmic 

patterns, then make a tempo judgement on a probe presentation of the pattern, in order to 

determine the degree to which the beat was represented in auditory and motor brain 

regions. The authors found the right auditory cortex showed the biggest frequency 

response at the beat rate (2 Hz). The power at 2 Hz was also significantly negatively 

related to a subsequent behavioural measure of how long participants took to start tapping 

along to the complex patterns at the beat rate. Hence participants who had difficulty 

perceiving the beat (i.e. took longer to start tapping) did not show enhanced neural activity 

at the beat rate. The authors did not find significant beat related activity in motor areas, 
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as previously seen in the literature (Merchant et al., 2015) and argue while not 

contradicting the previous findings, it does leave open the question as to the exact nature 

of the dynamics of these regions during beat perception (Tal et al., 2017).  

Bilateral auditory and sensorimotor regions of interest have also been studied in a 

temporal prediction task (Morillon & Baillet, 2017). In this study participants were 

required to separate two auditory streams at different temporal regularities, and judge 

whether the mean pitch height of a melody was higher or lower than the 4 isochronous 

tones used to introduce the tempo of the melody. The second auditory stream of distractor 

tones were played in antiphase to the tempo of the melody, such that the neural response 

to temporal prediction of the melody could be compared to the distractor tones. The 

authors used directed connectivity analysis and found significant right auditory to left 

sensorimotor directed connectivity during passive listening at the beat rate (3 Hz), and 

greater left sensorimotor to right auditory connectivity in the beta range (18 – 24 Hz) 

(Morillon & Baillet, 2017). The same patterns were shown in the left auditory to left 

sensorimotor connection, however the directed connectivity during passive listening in 

the right sensorimotor region of interest was not calculated. The passive listening 

condition was interspersed with a tapping condition in which participants tapped along to 

the frequency of the melody to help them attend to the pitches of the melody and ignore 

distractors. Participants completed two 1-hour sessions in the MEG on separate days. 

Behavioural performance during tapping was significantly better than passive listening 

(Morillon & Baillet, 2017). Yet the interspersed block design (20 trials of passive listening 

followed by 20 trials of tapping, repeated 5 times per session), may have influenced the 

auditory and sensorimotor connectivity, as the amount of sensorimotor engagement 

during passive listening has been found to be related to both short and long-term motor 

training (Krishnan et al., 2018; Ross et al., 2017). Hence it remains unclear whether 
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temporal prediction in passive listening would still show enhanced left sensorimotor to 

right auditory connectivity if the task had been completed with one session of passive 

listening and one session of tapping.  

Finally, Ross et al. (2017) investigated auditory-sensorimotor interactions and the 

effect of short-term motor training within a passive listening paradigm. In this study, 

participants passively listened to an unfamiliar instrument (Tibetan singing bowl struck 

with a wooden mallet) for 24 min, then participants actively made the sounds themselves 

by striking the bowl for 30 min, followed by another passive listening period of 24 min. 

A control group had identical listening blocks, but during the sound-making period, 

initiated the sound of the bell through a button press on keypad rather than striking the 

bowl. Comparing the passive listening trials pre and post training, Ross et al. (2017) found 

greater event-related desynchronisation in the beta-band in right auditory and left 

sensorimotor sources, as well as increased functional connectivity in the theta band 

between the left sensorimotor source and bilateral auditory sources. 

2.4 Neural Oscillations as an Index of Brain Function 

When enough neurons in a small region of the brain fire together, their electrical 

current summates and can be detected on the scalp. Techniques such as 

electroencephalography (EEG) detect potential differences in the current between active 

electrodes and reference electrodes. Magnetoencephalography (MEG) is a 

complementary technique that measures the change in magnetic flux resulting from this 

electrical activity (Hari & Salmelin, 2012). The M/EEG time series signal can be thought 

of a summed series of sinusoidal waves with different frequencies. One analysis technique 

is to divide the time series into physiologically and behaviourally meaningful frequency 

bands, which have been shown to be relevant. The most common division of frequency 

bands is gamma (30 – 100 Hz), beta (15 – 30 Hz), alpha (8 – 12 Hz), and theta (4 – 8 Hz). 
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Once a frequency band of interest has been isolated the relative change in power at that 

frequency –  either decreases or increases – are described as event related 

desynchronisation (ERD) or event related synchronisation (ERS) respectively 

(Pfurtscheller & Lopes da Silva, 1999). 

The dynamics of the beta-band (15-30 Hz) in auditory-motor regions often 

resemble or parallel modulations in the alpha-band (~ 8-12 Hz) in that power decreases 

with active engagement (Spitzer & Haegens, 2017). For example, in an isochronous 

regular beat, when a tone is heard, there is a characteristic ERD of beta-band power 

typically 200 ms after the onset of the tone, which is thought to reflect exogenous 

processing (Fujioka, Trainor, Large, & Ross, 2012). The beta-band will then rebound back 

to its original state prior to the onset of the next expected tone, with the slope of the 

rebound adapting to the anticipated next beat (Fujioka et al., 2012). This beta rebound is 

thought to reflect endogenous components, related to top-down predictive sensory 

processing (Fujioka et al., 2012).  

 Beta-Band (13 – 30 Hz) 

Historically the beta-band has been thought of as a motor rhythm (Cheyne, 2013) 

and has been implicated in motor imagery (Burianová et al., 2013). It was believed to 

reflect cortical idling, though more recent theories posit its role in maintaining the “status 

quo” in the sensorimotor regions (Engel & Fries, 2010). Others suggest that the beta-band 

reflects endogenous reactivation of cortical representations (Spitzer & Haegens, 2017). 

Beta-band has also been implicated in perceptual prediction and timing in auditory 

regions (Fujioka et al., 2014; Fujioka et al., 2012), as well as in the auditory-motor 

interactions (Morillon & Baillet, 2017; Ross et al., 2017). It has been suggested that music 

cognition is dynamically embodied, with motor-action and perception representations 
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actively interacting (Maes, Leman, Palmer, & Wanderley, 2014) and that the beta-band is 

an “open-line” of communication between the auditory and sensorimotor regions (Tang, 

Crain, & Johnson, 2016), and a mechanism supporting auditory-motor connectivity 

(Henry & Grahn, 2017). If auditory-motor regions are involved in explicit imagery, then 

beta oscillations should be well-suited to serve as neural markers of these processes. 

Explicit musical imagery studies using M/EEG have found modulations in beta- 

band activity. For example, Gunji, Ishii, Chau, Kakigi, and Pantev (2007) found that 

during imagined singing relative to a passive rest period, greater beta-band (15 – 30 Hz) 

ERD was seen in various motor regions including left SMA, right superior precentral 

gyrus, left inferior precentral gyrus, and left inferior postcentral gyrus. However no 

auditory regions showed significant changes in beta-band (Gunji et al., 2007). Yet this 

could be argued to be motor imagery activation rather than musical imagery, given the 

instruction for participants to explicitly imagine singing rather than imagine the music.  

Several studies have investigated beta-band activity as a result of imagined 

accents providing different metrical structures to tones. When a downbeat is accented by 

physically increasing the volume of the tone a greater beta ERD is seen after the tone 

(Fujioka, Ross, & Trainor, 2015). Importantly, this same pattern is seen even when the 

accent is merely imagined rather than physically heard (Fujioka et al., 2015). Iversen et 

al. (2009) also showed increased beta power when participants imagined accents in non-

isochronous rhythmic patterns.  

Implicit imagery tasks investigating temporal and spectral prediction have also 

reported modulation of beta-band activity. Morillon and Baillet (2017) found that 

temporal prediction is encoded in interdependent delta (which was the stimulus rate) and 

beta-band oscillations in the left sensorimotor source and directed towards bilateral 

auditory sources. Using mismatch negativity paradigms with predictable or unpredictable 
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deviant tones Chang et al. (2016, 2018) have demonstrated that beta-band is also 

modulated by pitch predictability. Recently this group reported that greater beta-band 

desynchronisation is seen prior to a predictable deviant than an unpredictable one, and 

that on a trial-by-trial basis the greater the desynchronisation prior to the predictable 

deviant tone, the less the P3a response to the tone, which suggests a reduced attentional 

response to the tone. Hence they concluded that larger beta desynchronisation depth 

indicates predictability of upcoming deviant pitch (Chang, Bosnyak, & Trainor, 2018). 

2.4.1.1 Theoretical Considerations for the Beta-Band 

To date there is no unifying theory of cortical beta oscillations (Spitzer & Haegens, 

2017) however several theories have been posited to account for beta-band activity in 

sensorimotor regions and imagery processes. For example, one of the main findings in 

the imagined accents of different metrical structure study of Fujioka et al. (2015) is that 

there was greater beta ERD in the auditory cortex for the downbeat relative to upbeats for 

both heard and imagined accents on the downbeat. Two potential theoretical explanations 

for this suggested by Teki and Kononowicz (2016) are predictive coding (Arnal & Giraud, 

2012; A. Clark, 2013), in which the ERD is reflecting the anticipation of the next event 

to occur,  and event tagging (Hanslmayr & Staudigl, 2014), in which the beta ERD is 

encoding the salient events that have previously occurred, such as a  downbeat. If 

predictive coding were true, the ERD should be larger in the time window preceding the 

downbeat, however if event tagging were true the ERD should be larger in the epoch 

following the downbeat. Results of a recent mismatch negativity paradigm that 

maintained isochronous timing of presentation of tones, with either a regular or 

pseudorandom presentation of deviants, revealed greater ERD prior to an expected 

deviant, which the authors argue is evidence for predictive coding rather than event 

tagging (Chang et al., 2018). However, these theories are not mutually exclusive, and both 
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may be true. Hence the authors posit that lower beta-band (< 20 Hz) may be described by 

event tagging mechanisms whilst the whole of the beta-band (15 – 30 Hz) may be 

understood by predictive coding mechanisms (Chang et al., 2018). One other aspect that 

may distinguish the two theories is the role of attention in the task, as the MMN paradigm 

of Chang et al. (2018) had participants passively listen to tones while watching a silent 

movie, whereas active tasks requiring participants to maintain pitch or rhythm through 

imagery may show different mechanisms at work. 

In addition the Action Simulation for Auditory Prediction theory (Patel & Iversen, 

2014) posits that beat perception is a complex brain function involving temporally-precise 

communication between auditory and motor planning brain regions. The authors argue 

that motor planning regions simulate a periodic movement, which  provides a neural 

signal, namely the beta-band, that helps the auditory system predict the timing of 

upcoming beats (Patel & Iversen, 2014). A testable prediction that arises from this theory 

is that the direction of beta-band activity in the auditory-motor subnetwork during beat 

perception is from motor to auditory regions. Their theory is consistent with inverse 

models of the dorsal auditory processing stream, that suggest perception involves input 

from motor to auditory cortex (Rauschecker, 2011; Rauschecker & Scott, 2009).  

In summary, the theories described above have been specifically constructed from 

perceptual studies in which participants use implicit imagery to perceive a beat or predict 

an upcoming auditory stimulus. They suggest that the motor cortex is generating 

predictions of timing of events, communicating this information to the auditory cortex to 

aid in their perception. However the notion of directionality of beta-band activity between 

auditory-motor systems is not well understood (Arnal & Giraud, 2012). Recent 

investigations provide preliminary evidence that in the beta-band, the left sensorimotor 

region drives the right auditory region during temporal prediction (Morillon & Baillet, 
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2017). It is also unclear exactly how the modulation of the beta-band is tracking what has 

just occurred as well as what is expected to occur next, and when it is expected to occur. 

 Alpha- / Mu-Band (8 – 12 Hz)  

There are several physiologically distinct brain rhythms in the alpha frequency 

band (8 – 12 Hz). The most prominent being the parieto-occipital alpha rhythm, and the 

rolandic mu rhythm localised to sensorimotor regions (Hari & Salmelin, 1997). There is 

also a temporal localised rhythm which has been described with various terminology 

including “tau rhythm” (Lehtelä, Salmelin, & Hari, 1997) or “auditory alpha rhythm” 

(Weisz, Hartmann, Müller, & Obleser, 2011). For the purposes of this review the term mu 

and alpha will be used interchangeably to refer to the 8 – 12 Hz frequency band activity 

in auditory and sensorimotor regions. 

Studies using different paradigms have shown that the alpha / mu band also plays 

an important role in imagery of music. First, greater ERD in alpha-band (defined in this 

study as 8 – 15 Hz) in the motor region of left superior precentral gyrus (BA 4) is seen 

during imagined singing relative to a passive rest period (Gunji et al., 2007). Second, 

when listening to white noise inserted in both familiar and unfamiliar music, as 

participants report experiencing the illusion of hearing the missing familiar songs during 

the noise, alpha power reductions (ERD) were most prominently found in bilateral 

secondary auditory cortex, possibly also in the primary auditory areas (Müller et al., 

2013). Though authors admitted they could not definitely state this from their data, they 

suggest it looked likely (Müller et al., 2013). Though it was not the focus of their study, 

Müller et al (2013) also note they found alpha power modulations in the inferior and 

medial frontal cortex and right precentral cortex.  
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Correlations between oscillatory power and behavioural performance have also 

been found. For example, both alpha and low beta (13.5 – 18 Hz) power were significantly 

negatively correlated with performance (accuracy/RT) in an EEG spatial / semantic 

auditory working memory task (Backer, Binns, & Alain, 2015). Better performance was 

associated with greater ERD in alpha and beta-bands. However, power was calculated 

from averaging the 15 electrodes for each frequency band that gave the largest 

desynchronisation during the encoding / maintenance phase. This may have led to biases 

in results.  

In contrast, alpha-band activity has also been shown to increase during imagery 

compared to perception. When comparing the imagery and perception of short well 

known (overlearned) musical phrases, many individual differences were found in the 

topography of alpha-band activity, with an overall increase in alpha-band activity seen 

found in parieto-occipital regions (Schaefer et al., 2011b). Maintaining a tone in working 

memory in a delayed-matched-to-sample task, a left temporal increase in 5 – 12 Hz band 

activity is seen compared to a control condition with no active maintenance (van Dijk et 

al., 2010).  

2.4.2.1 Alpha as Inhibition Hypothesis 

While such increases in alpha may appear to contradict the earlier studies showing 

greater ERD, in fact the distributions of activity reveal that both are consistent with the 

alpha as inhibition hypothesis (Jensen & Mazaheri, 2010) – with decreases in alpha seen 

in auditory and motor regions, and increases in visual areas suggesting an active inhibition 

of visual processing during the internally directed activity of musical imagery.  
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 Neural Entrainment 

Neural entrainment occurs when neural oscillations synchronise with an external 

or exogenous stimulus (Thut, Schyns, & Gross, 2011), and typically occurs in the delta 

frequency range (0.5 – 4 Hz) in sensory cortices corresponding to a rhythmic beat rate of 

250 ms - 2 seconds (Henry & Grahn, 2017). Nozaradan et al. (2011) has shown that 

imagining an accent of a downbeat in a binary or tertiary pattern on top of an isochronous 

pattern leads to changes in the entrainment of the brain to the beats, with peaks in the 

frequency spectrum (“steady state evoked potential”: SSEP) occurring at downbeat 

frequencies, even though these downbeats are not physically accented. Further, using both 

unsyncopated and syncopated rhythm stimuli, the authors found that this reflects 

exogenous and endogenous processing of the beat, with syncopated rhythms requiring 

greater endogenous beat perception (Nozaradan et al., 2016). In light of the proposed 

framework (Figure 2-1), this supports the notion that beat perception during syncopated 

rhythms requires greater implicit imagery. The authors found that stronger endogenous 

neural entrainment at the beat frequency was associated with enhanced temporal 

prediction abilities and greater tapping accuracy in a subsequent tapping synchronisation 

task (Nozaradan et al., 2016). Using a similar frequency tagging approach to investigate 

the auditory-motor interactions, Tal et al. (2017) found that only the right auditory source 

showed significant increase in amplitude at the silent downbeat frequency in syncopated 

rhythms.  

With a more realistic stimulus of high hat, snare drum and bass drum, Stupacher, 

Witte, Hove, and Wood (2016) had participants passively listen to repeating drum 

patterns, with one, two or three bars of silence inserted over the trial. They wanted to keep 

the drum break comparable to everyday music listening, and so participants were not 

explicitly instructed to try to imagine the drums during the silence. The results showed an 
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SSEP at the beat frequencies during listening but not silence. It was not reported if 

participants were asked if they imagined the drums during the silence, and so it remains 

unclear whether SSEPs would have been present had the participants been actively 

imagining the drums. In a follow up study comparing musicians and non-musicians, 

Stupacher et al. (2017) presented different 3 over 4 polyrhythms with drum kit and wood 

block playing separate rhythms. Silence was then inserted for at least one bar, and during 

the second bar of silence the woodblock returned either early, late or on time. Participants 

had to indicate the accuracy of the timing of the woodblock. This novel design required 

participants to actively maintain the pattern of the woodblock during the silence in order 

to accurately perform the task. They found that beat related neural oscillations were more 

pronounced in the silence in musicians than non-musicians, but also that the amplitude at 

these beat frequencies was positively correlated with performance accuracy (Stupacher et 

al., 2017).  

 Brain Stimulation Studies 

Finally, one way to explore coordination between regions is to use brain 

stimulation techniques such as repetitive transcranial magnetic stimulation (rTMS) or 

transcranial direct current stimulation (tDCS) to investigate the effect it has on 

performance of imagery tasks. Cathodal tDCS is understood to suppress cortical 

excitability and therefore have a detrimental effect on performance if the area stimulated 

is required for the task, whereas anodal tDCS has a facilitation effect, enhancing cortical 

excitability (Nitsche & Paulus, 2000).  

These techniques have been used in a series of pitch and rhythm memory studies 

by Nora Schaal and colleagues (Schaal et al., 2014; Schaal et al., 2017; Schaal, 

Williamson, & Banissy, 2013; Schaal, Williamson, et al., 2015). Stimulation was 

administered at CP3/CP4 locations corresponding to bilateral supramarginal gyrus 



REVIEW OF MUSICAL IMAGERY 

36 
 

(SMG) (BA 40), part of the inferior parietal region between the primary auditory and 

motor cortices. For non-musicians, anodal stimulation to the left SMG improved pitch 

recognition and memory recall (Schaal et al., 2013), and pitch memory capacity, but made 

no difference to rhythm memory capacity (Schaal et al., 2017). Conversely, cathodal 

stimulation to the left SMG lead to impairments in pitch recognition and recall (Schaal et 

al., 2014). Interestingly, anodal stimulation to the right SMG led to a facilitation of rhythm 

memory capacity, but had no effect of pitch memory capacity (Schaal et al., 2017). No 

effect in pitch memory performance was also found for cathodal stimulation in the right 

SMG (Schaal et al., 2014). Finally, non-musicians showed performance deficits if rTMS 

was administered to the left SMG during the retention phase of the task, but not during 

the encoding phase (Schaal, Williamson, et al., 2015). In contrast, musicians did not show 

the same deficits in pitch recognition and memory recall after cathodal stimulation to the 

left SMG, but were worse at pitch recognition after cathodal stimulation to the right SMG 

(Schaal et al., 2014).  

Recently the causal role of the left intraparietal sulcus, a region within the dorsal 

auditory pathway, in the mental reversal of simple melodies has been investigated using 

rTMS (Albouy et al., 2017). The task involved a delayed match to sample with two 

conditions: simple (in which a melody was maintained during the retention period) or 

manipulation (in which melody had to be reversed in time during the retention period). 

All melodies were played with an isochronous rhythm. In an initial M/EEG phase prior 

to stimulation, participant’s theta power and phase locking in the left intraparietal sulcus 

during the retention period for manipulation trials, predicted behavioural performance on 

the task. Subsequent stimulation of the region boosted performance on manipulation 

trials, but not the simple maintenance trials. However, this improvement was only seen 

for rhythmic TMS (at the theta frequency) and not arrhythmic TMS (which provided the 
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same number of stimulations, but at irregular frequency). The authors conclude that 

rhythmic TMS entrained theta oscillations in the left IPS and boosted participants’ 

accuracy, thereby establishing that theta activity in the dorsal stream is casually related to 

memory manipulation (Albouy et al., 2017). 

Taken together these results suggest that the left SMG is involved in maintenance 

of pitch information, specifically in non-musicians, and for higher memory load retention, 

while the right SMG is involved in maintenance of rhythm memory. While in musicians 

the right SMG was involved for pitch memory tasks, no comparison of pitch and rhythm 

memory capacity after stimulation has yet been studied in musicians. Further, for the 

manipulation of pitch, the left IPS is casually involved in pitch manipulation requiring 

reversal in time, in a group of participants with a range of musical training from 0 – 17 

years. Hence it remains unclear firstly whether in a sample of both musicians and non-

musicians there would be hemispheric differences in musical imagery tasks requiring 

maintenance of pitch and rhythm, and secondly whether differences would also be seen 

in manipulation of rhythm. 

2.5 Individual Differences in Musical Imagery 

One determinant of performance accuracy on musical imagery tasks could be 

subjective imagery vividness. Having participants provide a rating of vividness on a trial-

by-trial basis is one way to explore this. Neuroimaging evidence suggests when 

participants learned pairs of novel songs, (and during the silence between them 

experienced anticipatory imagery for the upcoming song), more activation in left inferior 

frontal gyrus and right putamen was seen in participants with increased trial-by-trial 

vividness scores (Leaver et al., 2009).  
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Rather than rely on imagery ratings throughout a task, several self-report imagery 

questionnaires have also been developed to assess imagery vividness (for review see: 

Hubbard, 2010; Hubbard, 2013). For example, in the Bucknell Auditory Imagery Scale 

(Halpern, 2015) the vividness subscale requires participants to imagine various sounds 

such as the sound of a trumpet beginning the piece “Happy Birthday” and rate the 

vividness of that sound image on a scale of 1 (“no image present at all”) to 7 (“as vivid 

as actual sound”), where 4 corresponds to “fairly vivid”. This is similar to the types of 

vividness surveys previously developed (Hubbard, 2013). Distinctively, the BAIS also 

has a control subscale, which seeks to measure the ease at which participants can 

manipulate sound images in their minds. For this second subscale, the same sound images 

are generated as in the vividness scale. For example, after bringing to mind the trumpet 

playing “Happy Birthday”, the participants are instructed to imagine that the trumpet 

stops and a violin continues the piece. Participants then rate how easily they could change 

the sounds on a scale from 1 (“no image present at all”) to 7 (“extremely easy to change 

the image”) where 4 would indicate that they “could change the image, but with effort”. 

Hence the two subscales of vividness (BAIS-V) and control (BAIS-C) try to capture the 

subjective individual differences that may be at work in both maintenance and 

manipulation imagery paradigms respectively. The scale has been used to screen 

participants to ensure they are capable of imagery before proceeding with studies (Alonso 

et al., 2016; Martin et al., 2017). 

The BAIS has been shown to correlate with activity and structure of several brain 

regions. During imagery of familiar songs, participants with higher BAIS-V scores had 

more cerebral blood flow in right superior temporal gyrus and right dorsolateral prefrontal 

cortex (Herholz et al., 2012). During a follow up recognition task, which required 

participants to recognise previously heard or imagined melodies, higher BAIS-V 



REVIEW OF MUSICAL IMAGERY 

39 
 

correlated with activity in the left temporal pole (Herholz & Zatorre, 2012). Activity in 

the right secondary auditory region was also found to correlate with the total BAIS score 

during maintenance, and the right intraparietal sulcus during manipulation in a group of 

trained musicians (Zatorre et al., 2010). Higher BAIS-V has also been found to correlate 

with grey matter volume in left anterior parietal lobule and left supplementary areas, 

which are both regions within the general and auditory specific imagery network (Lima 

et al., 2015).  

Finally, the relationship between musical training and imagery vividness has been 

explored in several studies. The BAIS has been found to correlate moderately (r ~ 0.3) 

with measures of musical training (Halpern, 2015). In addition, evidence from musicians 

suggests a relationship between subjective vividness and the amount of time spent using 

imagery in practice (T. Clark & Williamon, 2012). These studies suggest musical training 

may impact on imagery vividness, but it remains unclear whether imagery vividness is a 

stable experience or one that can be improved upon with practice. 

2.6 Movement and Musical Imagery 

Unsurprisingly, given the role of the motor system on musical imagery 

performance, as discussed above, the impact that movement has on the timing of musical 

imagery has been well studied. Tapping has been shown to improve temporal prediction 

(Manning, Harris, & Schutz, 2017; Manning & Schutz, 2013, 2015, 2016; Merchant et 

al., 2015; Morillon & Baillet, 2017; Morillon et al., 2014) and even in the absence of 

movement, auditory prediction cues motor preparation (Stephan, 2018). 

Given that even short-term motor training enhances the beta-band response in the 

contralateral sensorimotor region during subsequent passive listening (Ross et al., 2017), 

it is important to consider the design of musical imagery experiments that incorporate 
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motor engagement.  For example, in the neural entrainment study of Stupacher et al. 

(2016) discussed above, in which a drum beat pattern was followed by a silent retention 

period, in a second condition the participants tapped along to the downbeat both during 

the presentation of the drum pattern and in the retention period. Beat-related steady state 

evoked potentials (SSEPs) were found in both the non-tapping and tapping condition 

during the listening period of the drumbeat, but during the silent retention period, SSEPs 

were only seen in the tapping condition. The two conditions (tapping and non-tapping) 

were counterbalanced, but with only 14 participants in total, no analysis was done to 

compare the two groups. It is unclear whether the short-term training of tapping along to 

the beats for the “tapping first” group, may have influenced subsequent implicit or explicit 

imagery during the silent retention period, and whether SSEPs may have been stronger 

for the group whom did their tapping condition first. 

Similarly, several temporal prediction studies have compared tapping and “no-

movement” conditions (Manning et al., 2017; Manning & Schutz, 2013, 2015, 2016). In 

these studies participants heard a simple isochronous pattern 3 times, with an accent on 

every 4th beat (downbeat). After the 4th downbeat the subsequent beats weren’t sounded, 

but the next downbeat came in either slightly early, late or on time (Manning & Schutz, 

2013). Though imagery is not mentioned these studies, we argue this task would have 

required at least implicit if not explicit imagery to perform. The authors found that in the 

movement condition, the more motor effectors used to do the task (i.e. tapping with drum 

stick and using arm / wrist, rather than just finger tapping), the better the performance 

accuracy (Manning et al., 2017). Improvements in performance were not due to the 

auditory feedback gained through the act of tapping, but through the movement of tapping 

itself (Manning & Schutz, 2015). Interestingly, those in the non-auditory feedback 

condition (who heard white noise when the auditory pattern dropped out) appeared to 
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show better performance in the no-movement task than those who completed the task in 

silence (Manning & Schutz, 2015). This could suggest that the white noise made 

participants amplify their internal imagery in order to overcome the distraction and 

maintain tempo, and hence led to better performance. However, this is speculation, and 

follow up tests would be required to confirm whether white noise facilitates or impairs 

imagery performance on such tasks. These studies have also shown that there were no 

differences between percussionists and non-percussionists in non-movement conditions, 

suggesting that tapping experience may not be a strong predictor of rhythm imagery 

ability (Manning & Schutz, 2016). 

In summary, the literature suggests a clear improvement after rhythmic movement 

in temporal prediction, which we argue requires implicit imagery. It remains unclear 

whether short-term tapping practice shows facilitation in subsequent temporal prediction 

completed in no-movement contexts and if such facilitation of tapping would also be seen 

in explicit rhythm imagery. 

2.7 Implications for the Real World  

Historically, musical imagery ability has been used as a measure of musical 

aptitude (Gordon, 1989b, 1999; Seashore, 1919), and is said to be well developed in 

musicians (Aleman et al., 2000). Mozart reportedly experienced his compositions as 

complete works in his mind through his polyphonic imagery (Agnew, 1922), while 

Beethoven was (presumably) forced to rely on musical imagery to compose his late 

symphonies, a period when he was largely or completely deaf (Deutsch & Pierce, 1992). 

The pianist Glenn Gould had unimpaired hearing but preferred to study music by reading 

it rather than playing it, indicating that musical imagery can be a powerful strategy in and 

of itself, and not merely a backup strategy necessitated by deafness (Otto, 1990). Among 

contemporary composers, functional magnetic resonance imaging (fMRI) measurements 
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show that Sting uses highly similar brain regions when listening to or imagining music 

(Levitin & Grafton, 2016). Musical imagery can also occur in children, with concert 

pianist Anna Goldsworthy describing at age nine the first instance of experiencing 

polyphonic imagery: “I had to sing it in my head, follow its contour, tell its story. Then, 

when I put the parts together, by a sudden miracle I could hear them all at once. It was as 

though I had three minds, or three sets of ears, operating in parallel.” (Goldsworthy, 2010, 

p. 16). Hence the earliest application of the study of musical imagery was limited to music 

education; teaching young musicians to imagine the desired sound to coordinate their 

movement to enable that sound to occur (Goldsworthy, 2010). Music education, ensemble 

playing and even singing ability remain as important applications of musical imagery 

research today (Greenspon et al., 2017; Keller, 2012; Keller & Appel, 2010; Pfordresher, 

Halpern, & Greenspon, 2015) however there are many other ways in which this area of 

research can have benefits. 

As we have shown, musical imagery is related to memory, movement, and music 

perception, hence disorders in any of these domains may be a potential avenue of 

application for musical imagery. For example, the study of musical imagery and memory 

disorders such as dementia have been explored (Halpern, Golden, Magdalinou, 

Witoonpanich, & Warren, 2015), as has musical imagery in motor rehabilitation for 

Parkinson’s disease or stroke (Lee, Seok, Kim, Park, & Kim, 2018; Schaefer, 2017). The 

role of musical imagery in auditory hallucinations in clinical and non-clinical populations 

is also an area of application (Kumar et al., 2014; Linden et al., 2011; Shinosaki et al., 

2003). Future research areas could also involve developing musical imagery interventions 

for those with aided hearing such as recipients of cochlear implants. As yet it is unclear 

whether hearing loss also leads to a deficit in imagery ability. 
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Apart from clinical application for rehabilitation, mental imagery for music may 

provide a window into disorders of consciousness when instructing patients to wilfully 

change what they are imagining (Monti et al., 2010). In a recent study of 13 healthy adults 

using fMRI and EEG to decode brain responses during a range of different imagery tasks, 

the authors found mental arithmetic was the best imagery modality to be classified using 

machine learning techniques with decodability in fMRI and EEG being significant for 12 

and 11 participants respectively. However musical imagery (having the participants 

imagine their favourite song) was the next best, 10 out of 13 participants showing 

significant decodability in both imaging modalities (A. H. Harrison, Noseworthy, Reilly, 

Guan, & Connolly, 2017).   

Finally, while it has been shown that running to music results in entrainment of 

running cadence to the beat (Van Dyck et al., 2015), it is unclear if imagined music would 

show the same entraining effect. Hence another area of real-world application is the role 

of musical imagery on sporting activities such as swimming, where access to music 

listening is not as readily available, or in sporting competitions where the use of music is 

not allowed. 

2.8 Considerations for Future Research 

There are several important considerations and directions for future research as a 

result of this review. First, the various concepts and terminology found in the musical 

imagery literature were combined into a single conceptual framework, that included 

explicit and implicit imagery. This overview presented how voluntary musical imagery, 

(the blue box in Figure 2-1), the focus of this thesis, fits into the broader research 

literature. 
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Second, the literature highlights the need for well-designed tasks to induce and 

test musical imagery. Such tasks should (1) involve objective measures of performance 

(i.e. accuracy, reaction time); (2) be adaptable and flexible to cater for a range of ability 

levels; (3) ensure different aspects are studied separately where possible (e.g. pitch and 

rhythm); (4) confirm that a musical imagery strategy has been used to complete the task; 

(5) use participants with a range of musical ability to be able to generalise the findings; 

(6) be designed to clearly distinguish the influence of motor production on imagery 

performance, if production is being used as a comparison condition. The use of multiple 

modalities of tools such as questionnaires, behavioural studies and neuroimaging studies 

is also recommended (Hubbard, 2018). 

Third, as auditory-sensorimotor interactions have been the recent focus of implicit 

imagery tasks such as temporal prediction and beat perception, future research into 

explicit imagery should seek to explore these interactions, and directly compare imagery 

and music perception.  Specifically in MEG, functional localiser tasks (i.e. passive 

listening to a series of jittered tones; self-paced index finger tapping from both right and 

left hands) provide sufficient data to localise bilateral auditory and sensorimotor regions 

of interest (Morillon & Baillet, 2017; Tal et al., 2017). Even if only right hand tapping 

data is obtained, a mirror symmetric motor source in the right hemisphere can be used 

(Ross et al., 2017). 

Fourth, the role of oscillations in musical imagery is a growing area of interest 

with many potential avenues for future research. The beta-band has been argued to be an 

open line of communication between the auditory and motor regions (Tang et al., 2016), 

and has been found to be modulated in tasks predicting both timing and pitch in perception 

(Chang, Bosnyak, & Trainor, 2016; Chang et al., 2018; Fujioka et al., 2012). However, to 

date most studies in beta-band oscillations and imagery have involved imagined accents 
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on top of heard tones (Fujioka et al., 2014; Fujioka et al., 2015). When imagery has 

occurred in silence, the timing of imagined events have been hard to quantify, however 

the neural entrainment measures using frequency tagging approaches is a potential way 

to address this (Nozaradan et al., 2011; Stupacher et al., 2016).  

Fifth, one way to explore individual differences in musical imagery ability is 

through measurement of imagery vividness. The BAIS was discussed as a questionnaire 

that has been used to measure vividness and mental control (Halpern, 2015). To date there 

have been several behavioural studies that have correlated imagery performance and brain 

activity and structure, with BAIS scores (Herholz et al., 2012; Lima et al., 2015; Zatorre 

et al., 2010). However no behavioural tasks have correlated significantly with the control 

subscale alone, and no correlations between the BAIS and oscillatory activity in the brain 

have been found. 

Lastly, another outstanding question is the role that motor learning plays in 

explicit imagery performance. With musicians often showing superior imagery ability 

(Aleman et al., 2000) this may be in part due to the motor training they have undergone, 

since the brain’s response in auditory-motor regions to an instrument’s sound is changed 

through short and long-term practice of that instrument (Krishnan et al., 2018; Pantev & 

Herholz, 2011; Ross et al., 2017). Hence another avenue for future research is whether 

production impacts on imagery ability, particularly on rhythm imagery ability.  
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Abstract 

Musical imagery is a relatively unexplored area, partly because of deficiencies in existing 

experimental paradigms, which are often difficult, unreliable, or do not provide objective 

measures of performance. Here we describe a novel protocol, the Pitch Imagery Arrow 

Task (PIAT), which induces and trains pitch imagery in both musicians and non-

musicians. Given a tonal context and an initial pitch sequence, arrows are displayed to 

elicit a scale-step sequence of imagined pitches, and participants indicate whether the 

final imagined tone matches an audible probe.  It is a staircase design that accommodates 

individual differences in musical experience and imagery ability. This new protocol is 

used to investigate the roles that musical expertise, self-reported auditory imagery 

vividness and mental control play in imagery performance. Performance on the task was 

significantly better for participants who employed a musical imagery strategy compared 

to participants who used an alternative cognitive strategy and positively correlated with 

scores on the Control subscale from the Bucknell Auditory Imagery Scale (BAIS). 

Multiple regression analysis revealed that Imagery performance accuracy was best 

predicted by a combination of strategy use and scores on the Vividness subscale of BAIS. 

These results confirm that competent performance on the PIAT requires active musical 

imagery and is very difficult to achieve using alternative cognitive strategies. Auditory 

imagery vividness and mental control were more important than musical experience in 

the ability to perform manipulation of pitch imagery. 
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3.1 Introduction 

Musical imagery can be described as “hearing a tune in your head” (Zatorre & 

Halpern, 2005, p. 9). It is a common, everyday experience even for those with no musical 

training. Despite the ubiquity of musical imagery, research on the topic has often 

examined musicians and non-musicians separately. This is largely because of deficiencies 

in existing experimental protocols for inducing and measuring musical imagery. In some 

cases, imagery tasks are too difficult for non-musicians to complete (Zatorre et al., 2010); 

in other cases, they are too easy for musicians and susceptible to ceiling effects for this 

population (Yumoto et al., 2005). Other studies have considered musicians with a range 

of abilities and correlated their performance on imagery tasks with years of musical 

training (Bailes et al., 2012), or cumulative hours of training (Foster et al., 2013). In 

general, musicians perform better than non-musicians on musical imagery tasks 

(Hubbard, 2010; Zatorre et al., 2010). However, it is not always clear how to interpret 

such findings because musical knowledge is sometimes needed in order to understand 

and/or complete these tasks.  

Most studies of musical imagery require participants to maintain an image of 

familiar melodies or scales (Zatorre, 2012). These tasks require a variety of judgments 

including: pitch judgments about two syllables of the lyrics associated with an imagined 

tune (Zatorre et al., 1996); comparing the similarity of two imagined instrumental timbres 

(Halpern et al., 2004); imagining the continuation of ascending musical scales (Cebrian 

& Janata, 2010; Janata & Paroo, 2006); imagining familiar music during gaps in the 

presentation (Kraemer et al., 2005; Schaefer et al., 2011b); imagining the continuation of 

a familiar melody and judging an audible tone for accuracy, as the last tone of the melody 

(Herholz et al., 2008).  
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Other experimental paradigms are designed to induce dynamic musical imagery, 

and hence require participants to shift from one musical image to another through effortful 

manipulation. These paradigms have included tasks that require mentally transposing a 

melody into a different key or imaging the pitches of a melody in reverse (retrograde) 

order (Foster et al., 2013; Zatorre et al., 2010). 

This distinction – between maintenance and manipulation of mental imagery – has 

also been the subject of investigation in other modalities, particularly in visual imagery. 

Studies have shown that the ability to form vivid visual images is psychometrically 

distinct from the ability to manipulate those images in space. In one study, visual artists 

were found to excel at maintaining object imagery but had difficulty with spatial 

manipulation of images, whereas engineers and scientists exhibited the opposite pattern 

of performance (Kozhevnikov, Kosslyn, & Shephard, 2005).  In the auditory domain, 

Hansen, Wallentin, and Vuust (2013) found that musicians could recall longer sequences 

of spoken digits than non-musicians, but they were no better than non-musicians at a 

backward digit span task that required mental manipulation of that verbal image. These 

findings suggest that tasks requiring a large store of musical sequences in short-term 

memory, such as those required in maintenance paradigms, are biased towards musicians. 

As such, tasks requiring the mental manipulation of musical materials with minimal 

burden on short-term memory may be better suited to study the role of training on musical 

imagery. 

Another area of individual differences that has received relatively little attention 

is the vividness of auditory imagery among nonclinical populations (Hubbard, 2013). The 

Bucknell Auditory Imagery Scale (BAIS) is a self-report questionnaire that incorporates 

a vividness subscale (BAIS-V) and a control subscale (BAIS-C), with the former 

measuring the subjective clarity of an image and the latter measuring the ease with which 
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participants can change or manipulate an auditory image at will (Halpern, 2015). Previous 

studies have shown that results from the BAIS, particularly BAIS-V, correlate with 

performance on musical imagery tasks (Herholz et al., 2012; Pfordresher & Halpern, 

2013; Zatorre et al., 2010). The BAIS-C has also been shown to correlate significantly 

with performance on a pitch discrimination task where participants were required to 

indicate which of two tones was higher in pitch (Pfordresher & Halpern, 2013). 

Interestingly, BAIS scores have repeatedly been shown to correlate only mildly (r ~.30) 

with musical training or experience (Herholz et al., 2012; Pfordresher & Halpern, 2013).  

This investigation employed a novel protocol for evaluating musical imagery – 

the Pitch Imagery Arrow Task (PIAT). Several considerations informed the design of this 

task.  First, a number of paradigms that purport to measure musical imagery do not 

provide any objective behavioural confirmation that participants have actually used 

musical imagery (Hubbard, 2010; Zatorre & Halpern, 2005). For example, Kraemer et al. 

(2005) had participants passively listen to familiar and unfamiliar music that had silent 

pauses of 2–5 s inserted. They then examined brain activity during the period of silence. 

Although subjects were not instructed to imagine the tunes, all participants reported 

musical imagery during gaps in the familiar music but not during gaps in the unfamiliar 

music. Yoo et al. (2001) had participants familiarise themselves with a single pitch outside 

of the scanner and then were required to imagine the same pitch while their brain was 

scanned using fMRI. In these studies, imagery was assumed or argued to have occurred 

either because participants were explicitly instructed to form images or because the 

investigators created a context in which imagery was likely to occur (Hubbard, 2010; 

Zatorre & Halpern, 2005).  

Second, although some imagery tasks have an objective behavioural outcome 

measure, they are so simple or repetitive that musical imagery may be unnecessary to 
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perform the task. For example, Janata and Paroo used familiar ascending scales in a 

number of their studies, in order to “force listeners to move their mental images in pitch 

space” (Janata & Paroo, 2006, p. 836). However, these authors acknowledged that by 

using familiar scales and confirming their use of imagery only for the last note in the 

sequence (i.e. the tonic), participants may have used the initial (tonic) note to infer the 

final note of the scale (tonic one octave above the initial scale note). That is, they were 

not obliged to imagine each note of the scale (Janata & Paroo, 2006). Herholz et al. (2008) 

required participants to listen to one of nine familiar nursery rhyme introductions (16 

repetitions per melody), then imagine the series of missing tones and were tested on the 

last note of the sequence. This repeated exposure may have led to a learned association 

between the start of the sequences and the sounded last note, rather than the use of musical 

imagery to continue the missing tones. To combat this they asked participants whether 

they had used “any other strategy than imagining the melody, in order to fulfil the task of 

judging the correctness of the test tone” (Herholz et al., 2008, p. 2354). Having 

participants confirm the type of strategy used to complete a given imagery task can be an 

additional way of ensuring auditory imagery is used rather than an alternative cognitive 

strategy (Williamson, Baddeley, & Hitch, 2010), though such a question should be 

worded in a way that does not bias participants in their response. 

At the other extreme are protocols that are so difficult that only expert musicians 

can perform them, such as the mental reversal of familiar melodies (Zatorre, et al., 2010; 

see also: Foster et al., 2013; Zatorre, 2012). As only highly trained participants can 

complete this task, this limits the range and generalisability of the results.  

Finally it has been said that the study of imagery stands precisely at the 

intersection of two key branches of cognitive psychology - perception and memory 

(Neisser, 1972). As such, we have included both a Perception control condition and a 
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Mental Arithmetic control condition to be able to compare imagery performance 

(accuracy and reaction time) with both music perception and non-musical working 

memory.    

The PIAT has a number of advantages over existing protocols for evaluating 

imagery. Specifically, the task (1) requires a behavioural response to objectively measure 

accuracy and response times of imagery performance; (2) is extremely difficult to 

successfully perform using alternative cognitive strategies other than pitch imagery; (3) 

employs novel rather than familiar sequences of pitches that cannot be anticipated in 

advance; (4) employs a range of difficulties implemented in a staircase design, such that 

it can induce imagery in participants with a wide range of musical experience; (5) 

incorporates a pitch perception control condition, permitting the assessment of differences 

in strategies and brain mechanism for imagery versus perception; (6) incorporates a 

mental arithmetic control condition, permitting the assessment of differences in strategies 

and brain mechanisms for imagery tasks that employ different cognitive computations. 

Our primary goal was to verify the efficacy of the PIAT in inducing and training 

pitch imagery in musicians and non-musicians with a wide range of musical experience. 

We also investigated the role of musical training, imagery vividness, and mental control 

in predicting performance. We hypothesised that (1) participants who used a pitch 

imagery strategy would show significantly better performance than participants who 

employed alternative cognitive strategies; (2) successful task performance should be 

determined more by an individual’s vividness and control of musical images (as indexed 

by the BAIS), than one’s history of musical training.  
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3.2 Materials and Methods 

 Participants 

24 trained musicians and 16 non-musicians were recruited for the study. All 

participants self-reported to being right-handed, having normal or corrected-to-normal 

vision and normal hearing. Only right-handed individuals were recruited. Participants 

were classified as musicians if they had more than 5 years of continuous formal music 

lessons and have been actively playing their instrument in the last 2 years. Non-musicians 

were defined as those with less than 2 years formal training, or those who had been non-

active in their instrument for more than 10 years. All participants were classified as either 

a musician or a non-musician based on these criteria. All participants provided written 

consent and all procedures were approved by the Macquarie University Human Research 

Ethics Committee. Table 3-1 summarises the characteristics of the two groups. The 

musicians and non-musicians did not differ significantly in age, gender, daily hours spent 

listening to music, or education, but they did differ significantly in the Musical 

Experience Index (MEI). This was calculated as the number of years spent actively 

playing an instrument / singing, either through formal lessons or self-taught, divided by 

current age to obtain a percentage of musical experience over the lifetime. For example, 

if a participant had piano lessons for 2 years, then stopped playing, and later taught 

themselves to play guitar for 3 years, and are currently aged 25, their musical experience 

index was (2 + 3)/25 = 0.2. However, if these lessons had happened concurrently then the 

total years of playing music would be 3, and so their MEI would be 3/25 = .12. This index 

was used to normalise the musical training across the wide age range of participants. The 

musicians on average had spent 45% of their life’s years actively participating in music, 

while non-musicians had spent on average 12%, as seen in Table 3-1.   
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Table 3-1 
Summary of the demographic details of the participants. 

 Mean Age 
(Range) 

Number 
of 
Females 

Mean MEI 
(range) 

Mean daily 
hours spent 
listening to 
music(range) 

Musician (N=24) 26.2 (18-48) 15 .45 (.16-.72) 2.5 (0.12-10) 

Non-Musician (N=16) 22.6 (18-41) 7 .12 (0-.28) 1.5 (0.25-4) 

Total Sample (N=40) 24.7 (18-48) 22 .34 (0-.72) 2.1(0.12-10) 

 

 Stimuli 

3.2.2.1 Pitch Imagery Condition 

The PIAT, as outlined in Figure 3-1, consists of three successive components: (1) 

a set-up component in which the participant listens to a starting sequence of computer-

generated piano notes. Each successive note is immediately up or down the major scale 

relative to the preceding note, with the scale direction of the next note (ascending or 

descending) being random and unpredictable from note to note. (2) An imagery 

(continuation) component in which the piano notes stop while the participant is prompted 

to imagine a series of 1-5 notes continuing from the last heard note, prompted by vertical 

up or down arrows which indicate the scale direction for each succeeding note to be 

imagined; (3) A probe component which presents a heard piano note that either matches 

or does not match the last of the notes in the imagery sequence. After hearing the probe 

participants were required to indicate with a button press if the probe is a match or a 

mismatch to the last note of the imagined sequence.    
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Figure 3-1: Schematic of the Pitch Imagery Arrow Task (PIAT) 

 

The set-up component of each trial began with an ascending major scale that 

started and ended on the tonic, to provide participants with a tonal context that they could 

use as a frame of reference for their subsequent judgments (Halpern, 1992). Following 

the key-defining scale, the starting note of the test sequence is played for a duration of 2 

s, and a fixation circle appears in the middle of the computer screen. Following the 

starting note, each successive note was randomly selected from a position immediately 

up or down the scale from the last note at a rate of one per second and played for a duration 

of 500 ms. Each note was accompanied on the visual display with an up or down arrow 

that indicated the scale direction from the preceding note.  

In the imagery component, one to five arrows were then presented in silence at 

the same rate as the preceding note / arrow combinations of the set-up phase and 

participants were required to imagine the next scale note up or down from the previous 

(heard or imagined) note as indicated by the scale direction arrows.  
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In the probe component of each trial, a target screen with an image of a mouse 

indicating left click for “Correct” and right click for “Incorrect” was displayed for 1 

second to alert participants to an impending probe.  A probe tone was then played, and 

participants were required to indicate whether the probe tone matched or did not match 

the final note of the imagery component. If no response was recorded within 4 seconds 

the trial was coded as a missed trial, and participants received a warning message to 

respond more quickly on future trials. Feedback was provided on each trial to advise the 

participant whether their response was accurate or not. 

The PIAT was programmed with five levels of imagery difficulty, corresponding 

to the number of sequential notes (from 1-5) in the imagery component. Each imagery 

level contained three stages that manipulated the complexity of the set-up component, in 

terms of the maximum number of audible notes in the set-up sequence, the key signature 

for the sequence, and whether the starting note was a tonic or dominant. In particular, in 

stages 2 and 3 the key signatures were randomised from a possible 5 key signatures (C 

Major, C# Major, D Major, Eb Major or E Major). These were set so as not to repeat the 

previous trial to ensure variability in each stage (Janata & Paroo, 2006). Table 3-2 

summarises the attributes for each level and stage. The number of sequential notes in the 

set-up component was also randomised between trials so that participants were unable to 

predict when they would be required to begin the imagery component. 

The probe tone was a match for 50% of the trials. For incorrect probe trials the 

probe tone was always in the same key and within 2 steps of the correct answer. The 

maximum possible range of notes for each trial was set to 3 scale steps up or down from 

the starting note. For example, for a trial in C Major, beginning on Middle C (C4), the 

tones (both heard or to be imagined) were within the range of G below middle C (G3) and 

F above middle C (F4).  
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Table 3-2  

Summary of Level and Stage Design of the Imagery and Mental Arithmetic (MA) 
conditions. 
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1 1 C  tonic 3 1 1 4 1 

2 ⃰ C, C#, D, Eb, E tonic ⃰ 3 – 4  ⃰ 1 – 5  ⃰ 4 – 5  

3 ⃰ C, C#, D, Eb, E dominant ⃰ 3 – 6 ⃰ 1 – 5  ⃰ 4 – 7 

2 1 C tonic ⃰ 3 – 4 2 1 ⃰ 5 – 6 ⃰ 1 – 2 

2 ⃰ C, C#, D, Eb, E tonic ⃰ 3 – 5 ⃰ 1 – 5 ⃰ 5 – 7 

3 ⃰ C, C#, D, Eb, E dominant ⃰ 3 – 6 ⃰ 1 – 5 ⃰ 5 – 8 

3 1 C tonic ⃰ 3 – 4 3 1 ⃰ 6 – 7 ⃰ 1 – 3 

2 ⃰ C, C#, D, Eb, E tonic ⃰ 3 – 5 ⃰ 1 – 5 ⃰ 6 – 8 

3 ⃰ C, C#, D, Eb, E dominant ⃰ 3 – 6 ⃰ 1 – 5 ⃰ 6 – 9 

4 1 C tonic ⃰ 3 – 4 4 1 ⃰ 7 – 8 ⃰ 1 – 4 

2 ⃰ C, C#, D, Eb, E tonic ⃰ 3 – 5 ⃰ 1 – 5 ⃰ 7 – 9 

3 ⃰ C, C#, D, Eb, E dominant ⃰ 3 – 6 ⃰ 1 – 5 ⃰ 7 – 10 

5 1 ⃰ C, C#, D, Eb, E tonic ⃰ 3 – 4 5 1 ⃰ 8 – 9 ⃰ 1 – 5 

2 ⃰ C, C#, D, Eb, E dominant ⃰ 3 – 5 ⃰ 1 – 5 ⃰ 8 – 10 

3 ⃰ C, C#, D, Eb, E ⃰ tonic or 
dominant 

⃰ 3 – 6 ⃰ 1 – 5  ⃰ 8 – 11 

The Perception condition corresponded to the first five columns of the table.  ⃰ denotes 

when a random variable from those listed could be used at that stage. Only the key 

signature was set so as not to repeat for a concurrent trial 
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3.2.2.2 Pitch Perception Condition 

The Pitch Perception trials were identical to the imagery trials, except that arrows 

were always paired with heard notes during the continuation component. In this case the 

last note in the sequence then became the correct response for the probe.  

3.2.2.3   Mental Arithmetic Condition 

The Mental Arithmetic trial’s start screen showed “Begin Mental Arithmetic”, 

then a number appeared on the screen which was the starting point of the sequence. The 

up and down arrows also included a number at their point which indicated how much to 

increase (up) or decrease (down) the running total by. After a random number of arrows 

were presented, which varied from a minimum of 4 (Level 1, Stage 1) to a maximum of 

11 (Level 5, Stage 3), the same target screen with the mouse image then appeared. After 

1 second, a number appeared at the top of the screen indicating the probe number. 

Participants then responded in the same way as the music trials to confirm if the number 

was correct or incorrect. Incorrect answers were presented on 50% of the trials and were 

always 1 integer away from the correct number. The mental arithmetic trials also 

increased in difficulty as the levels progressed, as per Table 3-2, however the sequences 

were set to remain in a range of 0 – 10. This range was determined after pilot testing as 

participants reported being unable to successfully and consistently compute larger 

numbers at the required rate of one arrow per second (as per the music trials). 

3.2.2.4   Bucknell Auditory Imagery Scale 

In order to assess the role of self-reported auditory imagery vividness and control 

on pitch imagery performance, the participants also completed the Bucknell Auditory 

Imagery Scale (BAIS; Halpern, 2015). The scale includes two subscales, for vividness 

(BAIS-V) and control (BAIS-C), both of which have 14 items each. BAIS-V questions 

required participants to rate how clearly they could imagine a particular auditory image 



PITCH IMAGERY ARROW TASK 

77 
 

from 1 – 7, such as a trumpet beginning to play “Happy Birthday”, with 1 indicating that 

no image was present at all, 4 being fairly vivid and 7 being as vivid as actual sound. 

BAIS-C questions required participants to rate similarly from 1 – 7, how easily they could 

then change an image from, for example, the trumpet beginning the piece to a violin 

continuing the song. Previous studies have shown that results from the BAIS-V, correlate 

with performance on musical imagery tasks (Herholz et al., 2012; Pfordresher & Halpern, 

2013; Zatorre et al., 2010), but no previous studies have reported a correlation with BAIS-

C and imagery performance. 

 Procedure 

Presentation® software (www.neurobs.com) was used to control the experiment 

and to record responses. Acoustic stimuli were generated from the 'Piano' instrument 

sound by Finale 2012 software (Makemusic Inc; Eden Prairie, MN) and exported as .wav 

files for use in Presentation®. 

Upon being seated in front of the computer, participants were given a sound check, 

whereby they could manually adjust the volume of the tones to a suitable level. They were 

then introduced to the three types of trials, and given a simple example of a Pitch Imagery 

trial and a Mental Arithmetic trial. Participants were informed that no movement or 

humming was allowed to assist them with the task, but they should “as vividly as possible, 

imagine the tones and keep their bodies still”. An opportunity for questions was given 

prior to the start of the task. There were 90 Pitch Imagery Trials, 30 Pitch Perception 

Trials, and an average of 22 Mental Arithmetic Trials (range 14 - 40). The Pitch 

Perception trials were randomly interleaved with the Imagery trials after an initial 10 

Imagery trials were presented. The accuracy of response for the Perception trials did not 

impact on the progression of the participant through the task. Mental Arithmetic trials 

were presented as participants moved between stages; one trial if moving up a stage or 
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level, and two trials if moving down a level. The average time taken to complete the task 

was 53 mins. 

The task also included a fast exit in which participants who failed to successfully 

progress through Level 1 of the Imagery Trials on more than 3 attempts (that is, got more 

than 18 incorrect responses for Level 1 Imagery Trials) were excused from further trials. 

These participants were deemed to have found the task too difficult or failed to understand 

how to complete it. At each point of failing Level 1, the participants were given the 

opportunity to ask questions and the requirements of the task were reiterated verbally.  

Upon completion, participants were visually presented with their percent correct 

scores for each Imagery level, as well as overall percent correct for the Perception and 

Mental Arithmetic conditions. They were then asked verbally to rate from 1 – 5 overall 

how vividly or clearly they formed the musical images during the task (1 – not at all vivid; 

5 – very vivid) (Herholz et al., 2008; Leaver et al., 2009). They were also asked: “What 

strategies did you use to complete the musical imagery task?” Responses were written 

down and later categorised into one of several groups during analysis. Participants then 

completed a musical experience questionnaire which included questions of past and 

current, formal and informal musical participation, as well as the BAIS. 

3.3 Results 

Four participants failed to progress past Level 1 and were excluded from the final 

analyses. All four excluded participants were non-musicians with an average Musical 

Experience Index of .04, that is had actively participated in playing music for 4% of their 

lives (range 0 – .12).  



PITCH IMAGERY ARROW TASK 

79 
 

 Overall Accuracy and Reaction Times 

A 2 x 3 ANOVA of Accuracy (Group: Musician, Non-Musician) x Condition 

(Imagery, Perception, Mental Arithmetic) revealed a significant main effect for Condition, 

(F(2,102) = 4.46, p = .01, η2 = .07) but no significant main effect for Group (F(1,102) = 0.04, 

p = .83). The Group x Condition interaction was also significant (F(2,102) = 6.58, p = .002, 

η2 = .10), due to the fact that musicians were more accurate than non-musicians on the 

Imagery (musicians: M = .820, SD = 0.09; non-musicians: M = .763, SD = 0.05; t(34) = 

2.07, p = .046, d = 0.75) and Perception conditions (musicians: M = .906, SD= 0.11; non-

musicians: M = .833, SD = 0.14 ; t(34) = 1.714, p = .096, d = 0.61), while non-musicians 

were more accurate than musicians in the Mental Arithmetic condition (musicians: M = 

.795, SD = 0.16; non-musicians: M = .910, SD = 0.06; t(34) = 2.351, p = .025, d = 0.86).  

A 2 x 3 ANOVA of Mean Hit Reaction Times (Group (Musician / Non-Musician) 

x Condition (Imagery; Perception; Mental Arithmetic)) revealed a significant main effect 

of Group (F(1,102) = 6.167, p = .02, η2 = .05), with musicians showing slower overall 

reaction times than non-musicians. There was also a significant main effect of Condition 

(F(2,102) = 5.034, p = .008, η2 = .08). Post hoc paired t-tests showed that reaction times 

(ms) were not significantly different for the Imagery (M = 1027.9, SD = 215.6) and 

Perception conditions (M = 992.3, SD = 250.6), but differed significantly between 

Imagery and Mental Arithmetic (M = 845.1, SD = 317.6): (t(35) = 4.92, p < .001, d = 

0.82), as well as Perception and Mental Arithmetic: (t(35) = 3.38, p = .002, d = 0.56). All 

post hoc tests used the Bonferroni correction procedure with a critical alpha of 

.05/3.  There was no significant interaction Group x Condition interaction (F(2,102) = 0.589, 

p = .56, η2 = .01). Figure 3-2 shows a summary of these results. 
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Figure 3-2: Accuracy and reaction time on the PIAT. * = p < .05, ** = p < .01, *** = p 

< .001. 

 Bucknell Auditory Imagery Scale 

BAIS-V and BAIS-C were correlated across the three conditions for overall 

accuracy (percent correct) and mean hit reaction times. BAIS-V was significantly 

correlated with Imagery accuracy (r = .49, p = .002). BAIS-C was significantly correlated 

with overall accuracy for the Imagery (r = .59, p < .001) and the Perception condition (r 

= .33, p = .049) as well as significantly negatively correlated with the mean hit reaction 

times for both the Imagery condition (r = -0.51, p = .001) and the Perception condition 

(r = -0.39, p = .019). 

The BAIS measures were also correlated significantly with a number of other 

variables. The participant’s debriefing vividness rating was significantly correlated with 

BAIS-V (r = .51, p = .001), though not with BAIS-C (r = .25, p = .15).   
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The MEI showed a significant positive correlation with BAIS-C (r = .41, p = 

.014), but not with BAIS-V (r = .24, p = .17). However an independent t-test revealed 

musicians scored significantly higher than non-musicians only on BAIS-V; (musicians: 

M = 5.40, SD = 0.77; non-musicians: M = 4.71, SD = 1.13; t(34) = 2.16, p = .038, d = 

0.76), not BAIS-C (musicians: M = 5.53, SD = 0.91; non-musicians: M = 5.03, SD = 

0.88; t(34) = 1.57, p = .125, d = 0.55). Table 3-3 shows the correlation matrix for all 

variables of interest. 

 Strategy Use 

An open-ended question asked participants to describe the strategies they had used 

for performing the imagery task.  Responses fell into two broad categories, Musical 

Imagery, or Alternative Strategy. Musical imagery strategy users (N = 21) reported 

hearing the sound in their head or singing the notes in their head thereby following the 

arrows and hearing the sounds in their minds throughout the imagery (continuation) 

component of the task. Alternative Strategy users (N=14) reported a variety of alternative 

cognitive strategies such as counting arrows, using intuition or visual imagery. These 

participants were keeping track of the movement of the arrows but using musical imagery 

only at the end of the trial, to make a judgement regarding whether the test tone was 

correct. As the goal of the PIAT is to induce musical imagery throughout the imagery 

component of the trial, this later group was classified as using an alternative strategy; with 

only minimal musical imagery induced.   
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Table 3-3  
Correlation Matrix of key variables. 

M
ax

 
Le

ve
l 

            

1.
00

0 

St
ra

te
gy

 
U

se
d            

1.
00

0 

0.
65

0 
**

* 

 M
EI

 

          

1.
00

0 

0.
54

9 
**

* 

0.
45

8 
**

 

M
us

ic
ia

n 
Y

/N
 

         

1.
00

0 

0.
71

0 
**

* 

0.
27

0 

0.
32

3 
* 

D
eb

rie
f 

V
iv

id
ne

ss
 

        

1.
00

0 

0.
33

1 
* 

0.
30

7 

0.
51

7 
**

 

0.
57

6 
**

* 

B
A

IS
 

C
on

tro
l 

       

1.
00

0 

0.
28

1 

0.
27

5 

0.
40

8 
* 

0.
49

6 
**

 

0.
47

5 
**

 

B
A

IS
  

V
iv

id
ne

ss
 

      

1.
00

0 

0.
71

3 
**

* 

0.
54

6 
**

 

0.
35

7 
* 

0.
23

7 

0.
27

0 

0.
48

4 
**

 

A
ve

 R
T 

M
at

hs
 

     

1.
00

0 

0.
04

6 

-0
.3

09
 

-0
.0

73
 

0.
33

5 

-0
.0

25
 

-0
.2

55
 

-0
.1

61
 

A
ve

 R
T 

Pe
rc

ep
tio

n 

    

1.
00

0 

0.
63

9 
**

* 

-0
.0

64
 

-0
.3

80
 

* 

-0
.1

97
 

0.
17

5 

-0
.1

94
 

-0
.4

15
 

* 

-0
.3

00
 

A
ve

 R
T 

Im
ag

er
y 

   

1.
00

0 

0.
67

2 
**

* 

0.
73

5 
**

* 

-0
.2

03
 

-0
.5

1 
**

 

-0
.2

34
 

0.
16

5 

-0
.1

52
 

-0
.3

13
 

-0
.3

82
 

* 

%
  

C
or

re
ct

 
M

at
hs

 

  

1.
00

0 

-0
.2

53
 

-0
.2

52
 

-0
.6

74
 

**
* 

-0
.2

40
 

-0
.0

88
 

-0
.1

33
 

-0
.4

0 
* 

-0
.1

71
 

0.
10

8 

-0
.0

30
 

%
  

C
or

re
ct

 
Pe

rc
ep

tio
n 

 

1.
00

0 

0.
13

4 

-0
.2

19
 

-0
.4

78
 

* 

-0
.1

71
 

0.
27

1 

0.
35

3 
* 

0.
35

8 
* 

0.
26

8 

0.
37

0 
* 

0.
60

4 
**

* 

0.
51

9 
**

* 

%
  

C
or

re
ct

 
Im

ag
er

y 

1.
00

0 

0.
48

8 
**

 

0.
07

5 

-0
.4

79
 

* 

-0
.4

09
 

-0
.3

37
 

**
 

0.
55

5 
**

 

0.
67

4 
**

* 

0.
49

7 
**

* 

0.
31

5 
* 

0.
48

3 
**

 

0.
61

4 
**

* 

0.
79

1 
**

* 

  %
 C

or
re

ct
 

Im
ag

er
y 

%
 C

or
re

ct
 

Pe
rc

ep
tio

n 

%
 C

or
re

ct
 

M
at

hs
 

A
ve

 R
T 

Im
ag

er
y 

A
ve

 R
T 

Pe
rc

ep
tio

n 

A
ve

 R
T 

M
at

hs
 

B
A

IS
 

V
iv

id
ne

ss
 

B
A

IS
  

C
on

tro
l 

D
eb

rie
f 

V
iv

id
ne

ss
 

M
us

ic
ia

n 
 [Y

/N
]  

M
EI

 

St
ra

te
gy

  
U

se
d 

 

M
ax

  
Le

ve
l 

Significance is denoted as * = p < .05, ** = p < .01, *** = p < .001. 
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In addition, all participants who reached above Level 4 were asked if they 

possessed absolute pitch (AP), of which two self-reported they did. One reported that 

although they possessed AP they were not labelling the notes, just imagining the sound in 

their mind; hence they were categorised as using a musical imagery strategy. The other 

used an unusual alternative visual-motor strategy. This later individual was the only 

participant to reach above level 4 on the PIAT without the use of a musical imagery 

strategy. This participant was excluded from further analysis of strategy use and is 

considered in more detail in the discussion section. As it could be argued that AP 

possessors are likely to have clear long-term mental categories which are highly likely to 

influence performance on the task, the following analyses were later re-run excluding 

both AP possessors, but it had no effect on any of the current results; as such the AP 

possessor who reported using musical imagery remains included in the results below.  

Musical imagery strategy users were significantly more accurate on both Imagery 

(t(33) = 4.46, p < .001, d = 1.54) and Perception (t(33) = 4.35, p < .001, d = 1.50) trials. 

Significantly faster mean hit reaction times were found for musical imagery strategy users 

in the Perception condition (t(33) = 2.62, p = .013, d = 0.90), though not the Imagery or 

Mental Arithmetic condition.  

While musicians did not differ significantly from non-musicians in strategy use 

(t(33) = 1.61, p = .117, d = 0.56), there was a significant correlation between the MEI and 

strategy used (r = .55, p < .001), such that those with greater musical experience over 

their lifetime were more likely to report using a musical imagery strategy.  

Finally, an independent t-test revealed that musical imagery strategy users 

reported significantly higher BAIS-C (musical imagery: M = 5.75, SD = 0.86; alternative 

strategy: M = 4.82, SD = 0.76; t(33) = 3.28, p = .002, d = 1.13), though there was no 

significant difference on BAIS-V (musical imagery: M = 5.38, SD = 1.08; alternative 
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strategy: M =  4.86, SD = 0.66; t(33) = -1.61, p = .12, d = 0.56). They also had significantly 

higher debrief vividness scores (musical imagery: M = 3.93, SD = 0.84; alternative 

strategy: M = 2.96, SD = 0.75; t(33) = 3.47, p = .001, d = 1.20). 

 Additional Imagery Performance Measures  

The maximum level reached in the PIAT corresponds to the number of tones 

imagined per trial prior to the test probe. Both BAIS-V (r = .46, p = .005) and BAIS-C (r 

= .44, p = .007) were significantly correlated to maximum level attained. Musicians 

attained a significantly higher maximum level of performance than non-musicians 

(musicians: M = 4.04, SD = 1.00; non-musicians: M = 3.33, SD = 0.89; t(34) = 2.08, p = 

.045, d = 0.73). Maximum level was also correlated significantly with the MEI (r = .40, 

p = .015). Musical imagery strategy users reached a significantly higher level on the PIAT 

than alternative strategy users (musical imagery:  M = 4.79, SD = 0.98; alternative 

strategy: M = 3.45, SD = 0.34; t(33) = 5.781, p < .001, d = 1.69). Maximum level reached 

is a more useful measure of imagery accuracy than Imagery percent correct, which does 

not account for the variability of difficulty in the levels of the task. 

To capture how rapidly participants progressed up through the levels (i.e. whether 

repeated mistakes caused them to drop a level, or whether they progressed up swiftly 

through to Level 5 and remained there), ‘Rate of Progression’ was calculated as the slope 

of the line of best fit of the level number over the 90 Imagery trials, (setting the intercept 

at trial 1 as Level 1).  An independent t-test between the musicians and non-musicians 

revealed no significant difference in this Rate of Progression (musicians: M = 0.04, SD = 

0.02; non-musicians: M = 0.03, SD = 0.02; t(34) = 1.92, p = .06). However, there was a 

significant correlation with MEI (r=.44, p = .008). Musical imagery strategy users 

progressed significantly faster than alternative strategy users (t(33) = 4.56, p < .001). Rate 
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of Progression also correlated significantly with both BAIS-V (r = .45, p = .006) and 

BAIS-C (r = .43, p = .009). 

The rate of change in reaction time as a participant moved through stages and 

levels of a condition provides an index of how quickly participants improved and is also 

an indication of the relative difficulty of the three conditions. ANOVA confirmed 

significant overall differences in difficulty (F(2,105) = 6.24, p = .003, η2 = .11). Post hoc 

paired t-tests showed that Imagery (M = -8.11, SD = 6.10) was significantly more difficult 

than Perception (M = -31.27, SD = 28.12): (t(35) = 5.62, p < .001, d = 0.94), but there 

was no significant difference between the Mental Arithmetic condition (M = -20.32, SD 

= 38.67) and the other two conditions (See Figure 3-3).  

 

Figure 3-3: Rate of change of Reaction Time over trials 

 

 Multiple Regression Analysis 

Regression analyses were conducted to evaluate which variables best predicted 

accurate performance on the PIAT, taking maximum level reached as the criterion 

variable. Eleven predictor variables (overall accuracies for Perception and Maths 
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conditions; reaction times for Imagery, Perception, Maths Conditions; Musician [Y = 1, 

N = 0]; MEI; Strategy Use [Musical Imagery = 1; Alternative Strategy = 0]; BAIS-V; 

BAIS-C; Debrief Vividness) were included in an initial model and stepwise regression 

reduced the model to the minimal adequate hierarchical linear model, with only 

significant predictors. This resulted in a final model containing strategy use and BAIS-V, 

which significantly predicted the maximum level reached (F(2, 32) = 17.69, p < .001), and 

accounted for 53% of the variance in the maximum level score (R2 = .525; R2
adj = .495). 

The coefficients from this model are outlined in Table 3-4, under Model 2. 

A linear regression calculated the variance attributable to strategy use alone, given 

the high correlation between strategy use and maximum level (see Table 3-3). The result 

was significant (F(1, 33) = 24.11, p < .001), with strategy use alone accounting for 42% of 

the variance in maximum level (R2 = .422; R2
adj = .405). An ANOVA revealed that Model 

2 (Strategy Use + BAIS-V) was significantly better than Model 1 (Strategy Use alone) 

(F(2, 32) = 6.935, p = .013), as seen Table 3-4. 

Additional linear regressions assessed the effect of adding in musical training. 

Model 3 and 4 on Table 3-4 show the addition of musician category group and MEI 

respectively. Neither model was a significant improvement, with R2 increasing from 

Model 2 by only .003 and .008 respectively. This suggests that maximum level reached 

is either not strongly predicted from musical experience (only from Strategy Use and 

BAIS-V), or that the influence of strategy use or BAIS-V are mediating the relationship 

between performance of the PIAT and musical training.  
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Table 3-4  

Summary of multiple regression analysis for variables predicting Maximum Level 
Reached (N = 35) 

 
Significance is denoted as * = p < .05, ** = p < .01, *** = p < .001 

To test these possibilities, mediation analysis was run using MEI as the predictor, 

strategy use as the mediating variable and maximum level reached as the outcome 

variable. Logistic regression confirmed MEI significantly predicts strategy use (z = 2.817, 

p = .005), and linear regression confirmed strategy use significantly predicts maximum 

level (β = 0.64, p < .001). The direct effect of MEI predicting maximum level went from 

significant (β = 0.45, p = .006) to non-significant when controlling for strategy use (β = 

0.14, p = .37), suggesting the mediation was substantial. This result suggests that musical 

training, though related to the performance on the PIAT (as measured by the maximum 

level reached), is only predictive of performance due to the impact it has on strategy use. 

MEI did not significantly predict BAIS-V (β = 0.24, p = .171), and so it can be ruled out 

as a mediating factor in the relationship between musical training and performance. 

 
Model 1 Model 2 Model 3 Model 4 

Variable B SE B β B SE B β B SE B β B SE B β 

Strategy 
Use 

1.341 0.273 0.642 

*** 

1.155 0.261 0.553 

*** 

1.131 0.27 .552 

*** 

1.044 0.308 .50 

** 

BAIS-V 
   

0.356 0.135 .325 

* 

0.336 0.144 .307 

* 

0.346 0.137 .315 

* 

Musician [Y=1 / N=0] 
    

0.133 0.287 0.061 
   

MEI 
         

0.474 0.676 0.1 

R2
Adj; 

R2; ∆ R2 .405; .422; .422 .495 .525; .103 .483; .528; .003 .487; .533; .008 

F for 
change 
in R2 F[1,33] = 24.11*** F[2,32] = 6.935* F[3,31] = 0.215 F[3,31] = 0.492 
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Finally, the role of BAIS-C was investigated to see how it fits into this model of 

prediction. Logistic regression showed that BAIS-C significantly predicted strategy use 

(z = 2.635, p = .008). The direct effect of BAIS-C predicting maximum level went from 

significant (β = 0.44, p = .007) to non-significant when controlling for strategy use (β = 

0.20, p = .19), again suggesting that strategy use was substantially mediating the 

relationship between BAIS-C and maximum level reached. Linear regression also 

confirmed BAIS-C significantly predicted BAIS-V (β = 0.71, p < .001), but when 

controlling for BAIS-V, both variables were no longer significant in predicting maximum 

level reached. Figure 3-4 describes the final model for maximum level reached showing 

strategy use and BAIS-V as the main predictors, and MEI and BAIS-C separately 

predicting strategy use (though not when combined), and BAIS-C also predicting BAIS-

V. 

 

 

Figure 3-4: Regression model of maximum level of performance on the PIAT 

 

In summary, musicians were significantly more accurate than non-musicians for 

Imagery but not Perception trials, and there was no significant group difference in 
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reaction times. BAIS-C scores were positively correlated with performance on both 

Imagery and Perception trials, as well as other measures such as strategy used and MEI. 

In contrast BAIS-V was positively correlated with Imagery accuracy and debrief 

vividness. Regression analysis showed that the factors that contributed most to better 

performance on the PIAT were strategy use and BAIS-V. Participants with more musical 

experience were more likely to use a musical imagery strategy, and therefore perform 

better at the task. BAIS-C also predicted both strategy use and BAIS-V. Figure 3-5 

summarises the relationship between the main variables graphically and shows the 

differences in maximum level reached and both BAIS subscale scores, between the two 

strategy use categories. The size of the point on the graph is in proportion to the MEI, 

such that the larger points indicate a greater amount of life years spent participating in 

musical activity.  It is interesting to note from Figure 3-5 that within the subset of 21 

participants who used a musical imagery strategy, musical experience (MEI) did not 

predict the maximum level attained (r = .14, p = .536). However, there is a significant 

relationship between BAIS-V and maximum level attained (r = .53, p = .013), though not 

with BAIS-C and maximum level attained (r = .36, p = .105).  
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Figure 3-5:  Relationship between BAIS scores and maximum level of performance for 

the different strategy groups. Larger circles indicate greater musical experience. 

 

3.4 Discussion 

The present results confirm the effectiveness of the PIAT for inducing musical 

imagery, and provide insights into the roles that musical training, auditory imagery 

vividness and mental control play in successful imagery performance. The PIAT was 

highly effective in inducing mental imagery of musical pitch in participants, in that 

successful performance on the task was highly dependent on the use of a musical imagery 

strategy, rather than an alternative strategy that used minimal musical imagery. 

Participants using an alternative cognitive strategy were (bar 1) unsuccessful at reaching 

above Level 4 on the Imagery task, with musical imagery strategy users significantly 

outperforming alternative strategy users on all measures of accuracy. The exception, a 

participant with 10 years of piano training reported, reached level 5 using a visual-motor 

imagery strategy. This individual reported visualising the keys on a piano and playing 

them with their hand. However, this individual also possessed AP and knew which pitches 
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and scale degrees were being played. As the only individual to adopt a visual-motor 

imagery strategy, this participant was considered individually and excluded from the 

statistical analysis of strategy use and multiple regression analyses. The participant 

achieved 98% accuracy for the Imagery condition and was below one standard deviation 

of the sample’s mean for BAIS scores on both subscales. The other participant who also 

self-reported having AP, reported using pitch imagery. This participant was within one 

standard deviation of the mean for MEI, BAIS-V and BAIS-C among musical imagery 

strategy users, and her exclusion from the analyses did not significantly alter any of the 

findings (all p values remained within the stated significance level). Hence, this second 

AP participant was included in the analyses. 

In comparison to previous musical imagery tasks, the present procedure has 

several advantages. First, it provides a number of objective and complementary 

behavioural measures of accuracy (percent correct per condition, maximum level 

attained, rate of progression through the levels) and indices of reaction time (mean hit 

reaction time and rate of change of reaction time per condition). These behavioural 

measures revealed that better performance on the PIAT was associated with the use of a 

musical imagery strategy.  The measures also showed musicians were only significantly 

more accurate on the Imagery but not on Perception trials and were not significantly 

different in reaction times. This result is consistent with the findings of Aleman et al. 

(2000), who had participants mentally compare pitches of notes corresponding to lyrics 

taken from familiar songs. The pattern of results also suggests the PIAT is not biased 

towards musicians, unlike the maintenance paradigm used by Kuchenbuch et al. (2012), 

in which non-musicians are significantly worse than musicians on perception trials, and 

were at chance level for the imagery trials. 
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The second advantage of the PIAT is that it requires participants to actively 

manipulate a pitch image, rather than just maintain it. This type of manipulative pitch 

imagery investigation has only up until now been done with more difficult tasks such as 

mental reversal of melodies or simpler pitch transposition of melodies (Foster et al., 2013; 

Zatorre, 2012; Zatorre et al., 2010).  

Third, unlike previous protocols for inducing imagery, random sequences were 

manipulated in the imagery component of the trial.  This design confers variety and 

flexibility to help minimise confounds, such as a familiarity with a melody / or familiarity 

with a probe combination that could be learnt over a task. For example, Level 1, Stage 1 

(with number of initial arrows / tones set to 3, starting note of tonic, in the key of C Major, 

and with only 1 imagined arrow) had 14 different possible combinations. This number 

increased dramatically as the participants move through the levels and stages of the task. 

Not only did the pitch sequence vary randomly, but the length of the initial set-up 

sequence varied randomly, so that participants unaware when the imagery component of 

the trial would begin. 

Fourth, the staircase design allowed participants to progress through levels at their 

own rate, while at the same time accommodating individuals with a wide range of musical 

experience. While 4 non-musicians did fail to progress past Level 1, 3 non-musicians 

made up the group of 18 who progressed past Level 4 on the PIAT. One of these non-

musicians also had a MEI of 0 indicating no musical participation at all. As expected, 

musicians performed better on the task, with 96% of them getting to Level 3 or above. 

Nonetheless, 63% of the non-musicians were also able to attain a maximum level of 3 or 

above, confirming that the PIAT can be used to induce pitch imagery in both musicians 

and non-musicians. 
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Finally, the basic design of the PIAT allows for very comparable control 

conditions which do not require the use of explicit musical imagery. In the perception 

condition, the participants were only made aware when the probe screen appeared that 

the trial did not require imagery, and therefore was a Perception trial. This ensured 

participants were actively listening throughout the trial, in anticipation that imagery may 

be required at any point. It also provided an identical probe presentation for direct 

comparison to the Imagery trials. Importantly, the mean reaction times for Imagery and 

Perception trials were not significantly different (even though accuracy was higher in 

Perception trials), due to the use of identical probes in the two conditions.  

Mental arithmetic provided a second control condition that required no musical 

imagery but did require increasing mental capacity as the levels increased and the 

calculations became longer. The difficulty of the mental arithmetic trials were comparable 

to the imagery trials, given the similar accuracy measure scores, and decrease in reaction 

time over the task. These results suggest participants learned the two tasks at a similar 

rate. Interestingly, musicians performed more poorly than non-musicians on mental 

arithmetic trials, but the reasons for these differences are unclear. Musical imagery 

strategy users were generally faster than alternative strategy users (as seen in the negative 

correlations between reaction times (RT) and strategy use in Table 3-3), and musicians 

using an alternative strategy (N = 7), appear to be responsible for the overall slower 

reaction times by musicians.  

A second aim was to investigate the relative importance of musical training, 

imagery vividness and mental control in musical imagery. Regression analysis showed 

that musical experience did not contribute significantly to a linear model of prediction for 

maximum level reached in the PIAT. Further mediation analysis showed that the 

relationship between MEI and maximum level reached in the PIAT was substantially 
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mediated by strategy used; such that more musical activity over the lifetime increased the 

likelihood of a musical imagery strategy being used in the PIAT. It was the use of such a 

strategy that led to better performance, rather than simply musical experience.  These 

results, though surprising, may be due to the nature of the imagery task. Studies have 

shown in the visual domain that object imagery (maintenance) and spatial imagery 

(manipulation) had differing behavioural and psychometrical properties with visual artists 

excelling at object imagery and scientists excelling at spatial imagery (Kozhevnikov et 

al., 2005). A similar discrepancy in the auditory domain may be seen in expertise among 

musicians and non-musicians, with musicians performing better at maintenance than 

manipulation of musical images.   

Both BAIS subscales, though highly correlated to each other, were significantly 

correlated with different variables; confirming they index at least partially different 

aspects of the auditory imagery experience. BAIS-V correlated with the vividness rating 

participants gave after completing the PIAT (debrief vividness), suggesting that this more 

abstract auditory scale is associated with the subjective experience of musical imagery 

vividness during the PIAT. However it was the BAIS-C that correlated most significantly 

with Imagery and particularly Perception performance, suggesting that being able to 

manipulate sound images at will may be assisting with the anticipation of the perception 

of them. Pfordresher and Halpern (2013) also showed a significant relationship between 

a perception task involving judgement about the relative height of two tones, and BAIS-

C. However, this is the first study to show a significant correlation between imagery 

performance and BAIS-C, presumably because the PIAT involves manipulation or change 

of the pitch image, which requires greater mental control than maintenance paradigms. 

The three main variables of interest (MEI, BAIS-V and BAIS-C) all correlated with the 

various accuracy measures of the PIAT. However only the BAIS-C was significantly 
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correlated with imagery reaction times, indicating this measure is most strongly 

associated with overall imagery performance in this task.  

A more complete picture of the relationships between these variables emerged 

through regression analysis, with strategy use proving to be the biggest single predictor 

of maximum level reached on the PIAT. Figure 3-5 shows graphically that within the 

musical imagery strategy users, MEI is not as big a predictor of maximum level reached; 

with some participants with very little musical experience able to attain a higher level 

than others with considerable musical experience, but with lower BAIS-V and BAIS-C 

scores. The combination of strategy use and BAIS-V accounted for 53% of the variance 

within the maximum level reached. Although MEI and BAIS-C individually predicted 

strategy use, and BAIS-C predicted BAIS-V, their addition to the regression model was 

not a significant improvement. Hence BAIS-V is more important to predicting 

performance on the PIAT than MEI or BAIS-C.     

Therefore, while BAIS scores have been shown to be more important than musical 

experience in performance on this musical imagery task, it is clear the most important 

factor is the use of a musical imagery strategy. Interestingly, participants who reported 

using a musical imagery strategy were more accurate and had faster reaction times for 

Perception trials also, indicating that even when no manipulation of an auditory image 

was required, performance was facilitated by a musical imagery strategy.  

It could be argued that the use of up and down arrows in the PIAT reflects a spatial 

conception of pitch that may encourage the use of a spatial imagery strategy to complete 

the task. However, arrows were presented merely to indicate which pitch to imagine 

next, and participants were explicitly instructed to imagine the sounds of the pitches. 

Indeed, any learned association with pitch height could have been used to guide imagery. 

We asked participants to describe the strategies they used in completing the musical 
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imagery trials, and the most common and successful of strategy was musical imagery 

rather than visual imagery. More generally, the PIAT can be readily adapted to other 

culture-specific schemata. For example, the major scale reflects a western 

conceptualization of pitch, but the PIAT can easily be modified to alternate musical scales 

(e.g., pentatonic, slendro, whole tone). 

3.5 Conclusions 

In this investigation, the PIAT was introduced as a powerful new protocol for 

assessing musical imagery. We confirmed that the PIAT reliably induces pitch imagery in 

individuals with a range of musical experience, particularly above Level 4. It entails the 

active manipulation of an auditory image that most non-expert musicians can readily 

perform. Our results showed competent performance on the PIAT requires active musical 

imagery and is very difficult to achieve using alternative cognitive strategies. 

The PIAT provides a platform in which to address questions of individual 

differences in musical expertise in imagery performance, as well as the role of auditory 

imagery vividness and mental control. More musical training, increased self-reported 

BAIS-V and BAIS-C were associated with better performance on the PIAT. Both BAIS 

subscales were important, as success in the task required more than the ability to just hear 

an image in the mind, but involved the ability to successfully manipulate or change that 

musical image. Our results also support our second hypothesis that both auditory imagery 

vividness and the ability to control auditory images are more important than musical 

training in contributing to success in this type of imagery. 

The task is readily adaptable to neuroimaging studies of the neural correlates of 

pitch imagery. The basic protocol also lends itself to investigations of aspects of musical 

imagery including loudness, tempo or rhythm. For example, a future rhythm imagery task 
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could involve the presentation of a simple rhythmical pattern and arrows pointing either 

upwards/downwards to increase/decrease divisions in the beats or left/right to either 

mentally reverse or maintain the simple pattern. A future study could compare imagery 

performance on different types of pitch scales; though it is expected that both musicians 

and non-musicians would perform poorly when unfamiliar scales are used, and if the task 

is too difficult it may encourage the use of alternative strategies. 

Feedback in the PIAT was included to facilitate acquisition of task performance. 

It could be argued that feedback could have influenced ratings of the vividness of musical 

imagery, in that participants might assign lower ratings of vividness should their overall 

imagery performance have been perceived as poor. We acknowledge this possibility but 

maintain that the benefits of feedback (at least during initial learning of the task) outweigh 

the potential disadvantages. More explicit instructions of the types of musical imagery 

strategies that should be used, as well as the alternatives strategies that should be 

consciously avoided, may also lead to a higher percentage of participants adopting the 

desired auditory imagery strategy.  

Looking forward, the PIAT can also be used to address other theoretical issues 

surrounding musical imagery. First, unlike the visual domain, where it has been 

demonstrated that primary visual cortex is employed during visual imagery (Kosslyn & 

Thompson, 2003), there is debate concerning whether primary auditory cortex is involved 

in musical imagery (Kraemer et al., 2005; Zatorre & Halpern, 2005). Second, it is unclear 

how mechanisms underlying musical imagery can be integrated into current models of 

auditory memory (Baddeley, 2012; Cowan, 2008). Baddeley and Logie (1992) suggests 

auditory imagery may reside in the “phonological loop” which includes both an auditory 

memory store and an articulatory rehearsal process, rather than the “central executive”. 

Musical imagery also has practical implications. There is considerable interest in the use 
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of imagery and mental practice in music education, and in successful group performance 

(Keller, 2012; Pascual-Leone, 2003). Finally, a clearer understanding of the links between 

musical imagery and perception may prove beneficial for patients with hearing loss, or 

for post-lingual recipients of cochlear implants; who may have functional musical 

imagery capabilities but have reduced capacity to perceive music. For example, 

incorporating the PIAT in music-based training for these patients may be beneficial, 

particularly for individuals with higher BAIS-C scores, given its association with 

Perception performance.   
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Abstract  

The Pitch Imagery Arrow Task (PIAT) was designed to induce and evaluate pitch imagery 

in participants with a range of musical backgrounds (Gelding, Thompson, & Johnson, 

2015). Given a tonal context and an initial pitch sequence, arrows are displayed to elicit 

a scale-step sequence of imagined pitches, and participants indicate whether the final 

imagined tone matches an audible probe. Competent task performance requires active 

musical imagery and is very difficult to achieve using alternative cognitive strategies. 

However, the original version of the task (Gelding et al., 2015) itself is quite long (N = 

90 trials). Therefore, the present two-part study aimed at enhancing its validity and 

reliability through the use of modern psychometric techniques, including Item Response 

Theory (IRT) and Computerised Adaptive Testing (CAT) (P. M. C. Harrison, Collins, & 

Müllensiefen, 2017).  First, in an exploratory study, the original PIAT was completed by 

115 participants. The data were modelled using general mixed effects models to determine 

main predictors of item difficulty. A new item bank was then created that systematically 

varied these different aspects of music structure to manipulate the perceptual difficulty of 

items. Second, a calibration study made use of the new item bank (N = 3000 items) to test 

a second participant sample (N = 243), where each participant received 30 randomly 

selected items from the set of 3000. Using explanatory item response modelling 

(generalised mixed effects models) four predictors were identified as contributing 

significantly to item difficulty. Ability on the PIAT was found to require the ability to 

maintain and manipulate tones in mental imagery, as well as to resist perceptual biases 

that can lead to incorrect responses.  
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4.1 Introduction  

Mental imagery is the representation in the mind of a sensory experience in the 

absence of sensory input (Hubbard, 2018). Though ancient philosophers such as Aristotle 

believed that imagination was central to thought itself (MacKisack et al., 2016), it wasn’t 

until the 1970’s that modern research began to explore the phenomenon of visual imagery 

(Kosslyn, 1973; Shepard & Metzler, 1971). Visual images can be subjected to a number 

of operations such as inspection, zooming, rotation and transformation (Thagard, 2005). 

However only in the 1990’s was the first volume was written on the study of imagery in 

the auditory modality which aimed to explore analogous operations the auditory domain 

(Reisberg, 1992). 

Musical imagery is a subset of auditory imagery and has been described as the 

silent mental replaying of music in one’s own mind (Halpern, 2003). This ability to 

internally hear music has been argued to be fundamental to musical talent (Gordon, 

1989b; Seashore, 1919), hence the earliest application of the study of musical imagery 

was limited to music education; teaching young musicians to imagine the desired sound 

to coordinate their movement to enable that sound to occur (Goldsworthy, 2010). Music 

education and ensemble playing remain an important application of musical imagery 

research today (Keller, 2012; Keller & Appel, 2010), however current research is also 

exploring application to movement disorders such as Parkinson’s disease or stroke (Lee 

et al., 2018; Schaefer, 2017), memory disorders such as dementia (Halpern et al., 2015) 

as well as role of musical imagery in auditory hallucinations in clinical and non-clinical 

populations (Kumar et al., 2014; Linden et al., 2011; Shinosaki et al., 2003). To effectively 

study musical imagery in these various applications, efficient and reliable tests of musical 

imagery ability are required.  
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While numerous studies have attempted to test musical imagery abilities, 

particularly their neural correlates (Cebrian & Janata, 2010; Halpern, 1992; Herholz et 

al., 2012; Herholz et al., 2008; Leaver et al., 2009; Zatorre & Halpern, 2005; Zatorre et 

al., 2010; Zatorre et al., 1996), most to date have explored passive musical imagery, using 

paradigms requiring continuation of familiar melodies in silence (Herholz et al., 2008; 

Weir et al., 2015), or comparisons of pitches from lyrics of familiar songs (Aleman et al., 

2000; Halpern, 1992). Active musical imagery, which requires manipulation and control 

over the imagined content, has received less attention (Halpern, 2012; Zatorre et al., 

2010). Across both forms, several limitations in the study of musical imagery remain. 

These include lack of objective measures of performance (Kraemer et al., 2005); and 

inflexibility – tasks that are too easy for musicians (Janata & Paroo, 2006), or too hard 

for non-musicians (Zatorre et al., 2010). The Pitch Imagery Arrow Task (PIAT) was 

designed to address these limitations (Gelding et al., 2015).  

The PIAT has several advantages over existing protocols for evaluating imagery. 

Specifically, the task (1) requires a behavioural response to objectively measure accuracy 

and response times of imagery performance; (2) is extremely difficult to successfully 

perform using alternative cognitive strategies other than pitch imagery; (3) employs novel 

rather than familiar sequences of pitches that cannot be anticipated in advance; (4) 

employs a range of difficulties implemented in a staircase design, such that it can induce 

imagery in participants with a wide range of musical experience. However, one of the 

main disadvantages is the time taken to complete the task. With 90 trials, the task is time 

consuming and experienced as tedious by many participants. 

One way to optimise tests of individual differences, making them more time-

efficient and reliable, is through modern psychometric techniques such as Item Response 

Theory (IRT), and Computerised Adaptive Testing (CAT) (P. M. C. Harrison et al., 2017).  
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The main prerequisite for a PIAT version using IRT and CAT, is a psychometric model 

that predicts the difficulty of PIAT items. The aim of the present studies was to construct 

such a model. Firstly, an exploratory study using the original PIAT, tested 115 participants 

to determine the key variables that contribute to item difficulty. A cognitive model of the 

processes used to complete a PIAT trial was then developed on the basis of these 

exploratory results. Subsequently, a calibration study was conducted that systematically 

tested a large bank of pre-generated items and determined parameters of an explanatory 

IRT model. This final model serves to construct a future computerised adaptive version 

of the PIAT.  

4.2 Study 1: Exploratory Phase 

The aim of the first study was to identify features of musical structure and aspects 

of trial design that contribute to item difficulty on the original PIAT and hence to generate 

an initial psychometric model of task performance on the PIAT. 

 Materials and Methods 

4.2.1.1 Participants 

A total of 115 participants completed this study over three recruitment stages. The 

initial 40 participants (22 females) were recruited for the original PIAT study (Gelding et 

al., 2015).  An additional 24 participants (15 females) completed an identical task as 

outlined in Gelding et al. (2015), in order to qualify for a different study. All of these 

participants (n = 64) completed the original version of the PIAT along with 2 control 

conditions – perception and mental arithmetic. The remaining 51 participants (35 

females) completed the PIAT with only imagery trails included (that is, no mental 

arithmetic or perception control conditions). This latter group also completed a rhythm 

imagery task during the experimental session either before or after the PIAT.  
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4.2.1.2 Materials 

Pitch Imagery Arrow Task (PIAT) 

An individual trial on the PIAT begins with an ascending major scale to provide a 

tonal context. A start note (either tonic or dominant of scale) is then presented 

simultaneously with the visual presentation of a dot on the screen. A variable number of 

up / down arrows are next displayed in random order, with each arrow accompanied by a 

corresponding pitch that moves up / down the scale in a stepwise motion. Pitch changes 

always match the direction indicated by the arrows. These stimuli are followed by a 

continuation phase consisting of a number of silent arrows, in which participants are 

required to imagine the corresponding changes in pitch. Immediately after the sequence 

of silent arrows, a pre-probe screen appears, to allow participants time to consolidate their 

current pitch image and prepare to hear the probe. One second later, an audible probe 

pitch is sounded. Participants are then required to indicate whether the probe matches the 

final imagined tone. When the probe is incorrect, it is always within the same key 

signature, so that it is not obviously wrong, and a maximum of two steps away from 

correct answer. A staircase design was used in which all participants began on the easiest 

difficulty and progressed to increased complexity with accurate responses (2 correct 

answers or 90% correct on a given stage of the task).  See Gelding et al. (2015) for more 

details of the staircase design. 

Psychometric Questionnaires 

As well as completing the PIAT, participants also completed two questionnaires, 

one to measure musical background and the other to measure auditory imagery vividness 

and control. Firstly, participants in the first two recruitment stages (n = 64) completed a 

generic musical background survey, from which the years of active musical engagement 

was calculated. Participants from the third recruitment stage (n = 51) completed the 
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Goldsmith’s Musical Sophistication Index (Gold-MSI; Mullensiefen et al., 2014) to 

obtain a comprehensive profile of their musical skills and experiences. The musical 

training subscale of the Gold-MSI is of particular importance for the current study given 

the assumed link between the ability to imagine music and the amount of formal musical 

training received (Aleman et al., 2000). Participants in this study showed a good spread 

of musical training background with scale scores ranging from 10 to 44 (mean = 26.5, 

median = 27, SD = 10.46) which is similar to the distribution of musical training in the 

general population (median = 27 in Mullensiefen et al., 2014). In addition, a Musical 

Experience Index (MEI) was calculated as years of musical engagement / age for 

participants 1 – 63 and approximated for participants 64 – 115 as years of formal training 

or active practice (whichever was greater) / age.  Note the maximum years that could be 

approximated for later group of participants was 10 years, so maximum MEI for this 

group is 10/18 = 0.55. 

Secondly, all participants completed the Bucknell Auditory Imagery Scale (BAIS; 

Halpern, 2015). This 7-point Likert scale includes two subscales, for vividness (BAIS-V) 

and control (BAIS-C), both of which have 14 items each. Participants in this study 

showed a range of vividness scores from 2.85 to 7 (mean = 5.025, median = 4.929, SD = 

.960) and a range of control scores from 3 to 7 (mean = 5.202, median = 5.286, SD = 

.964), which is similar to the distribution of Halpern (2015) who found both BAIS-V and 

BAIS-C had mean scores of 5.1 and SD of 0.9.  

4.2.1.3 Procedure 

Presentation® software (Version 18.0, Neurobehavioral Systems, Inc., Berkeley, 

CA) was used to control the experiment and to record responses. Acoustic stimuli were 

generated from the 'Piano' instrument sound by Finale 2012 software (Makemusic Inc; 

Eden Prairie, MN) and exported as .wav files for use in Presentation®. 
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Upon being seated in front of the computer with headphones, participants were 

given a sound check, whereby they could manually adjust the volume of the tones to a 

suitable level. They were then introduced to the task. Participants were informed that no 

movement or humming was allowed, to assist them with the task, but they should “as 

vividly as possible, imagine the tones and keep their bodies still”. An opportunity for 

questions was given prior to the start of the task.  

The task has a fast exit in which participants who failed to successfully progress 

through Level 1 of the Imagery Trials on more than 3 attempts (that is, got more than 18 

incorrect responses for Level 1 Imagery Trials) were excused from further trials. Fourteen 

participants were triaged in this way, having completed a range between 41 and 77 trials 

at their point of exit. These participants were deemed to have found the task too difficult 

or failed to understand how to complete it. At each point of failing Level 1, the 

participants were given the opportunity to ask questions and the requirements of the task 

were reiterated verbally. 

Upon completion, participants were asked verbally to rate how vividly or clearly 

they formed the musical images during the task (1—not at all vivid; 5—very vivid). They 

were also asked: “What strategies did you use to complete the musical imagery task?” 

Verbal responses were noted down by the experimenter. Participants then completed the 

BAIS and musical experience or Gold-MSI questionnaires (as per Materials section).  

4.2.1.4 Ethics  

All participants provided written consent and all procedures were approved by the 

Macquarie University Human Research Ethics Committee. 
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 Results 

In a first step, correct responses of each participant were summed characterising 

each individual’s performance on the PIAT. Summed scores ranged from 41.5% to 99% 

correct responses with a mean of 75.2% (SD = 11.7%) and a median of 75.9% (1st quartile 

at 70% and 3rd quartile at 82.2%). Table 4-1 shows the correlations between PIAT sum 

scores and demographic as well as musical background variables. There were no 

significant correlations between performance on the PIAT and gender or age (p-values ≥ 

.62). In contrast, PIAT scores correlated substantially and significantly (all p-values < 

.005 after correcting for multiple comparisons using Holm’s (1979) procedure) with all 

indicators of musical background.  

Table 4-1 

Correlations with Performance Accuracy  

 Age Gender MEI 
 

Musical Training 
(Gold-MSI) 

BAIS-V 
 

BAIS-C 
 

N 115 115 115 51 115 115 

Performance 
Accuracy  
 

-.043 0.045 .534*** .498** .324** 
 

.386*** 

 
Significance is denoted as ** = p < .01, *** = p < .001 

 

In particular, the correlation of performance accuracy with the aggregated number 

of years of active musical training or engagement (MEI) of r = .53 (p < .001) supports a 

linkage between musical training and musical imagery ability (Aleman et al., 2000). 

In a second step, data at the level of individual trials were analysed with 

generalised mixed effects models using the packages lme4 (De Boeck et al., 2011), 

AICcmodavg (Mazerolle, 2017) and psyphy (Knoblauch, 2014) in the statistical 

computing environment R (R Core Team, 2014). We used the model selection strategy 
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based on the corrected Akaike Information Criterion (AICc) as described in Long (2012). 

A summary of the best logistic regression model predicting performance accuracy 

dependant variable (0 or 1), having the lowest AICc, is given in Table 4-2. This model 

used dummy coding for coding the contrasts of categorical variables. 

Table 4-2  
Generalised Mixed Effects Regression Model for Performance Accuracy  

Predictor  B SE z p 

(Intercept) 1.401     0.205   6.822 < .001*** 

Level  -0.357     0.054   -6.574 < .001*** 

ProbabilityProbe 2.926     0.297  9.848 < .001*** 

ProbeNoteisStartNote -0.680     0.126   -5.407 < .001*** 

Stage 2    -0.070     0.110 -0.631   .528     

Stage 3  0.119     0.127  0.934   .350     

Stage 4  0.772     0.299    2.583   .010** 

 
Significance is denoted as ** = p < .01, *** = p < .001 
 

The best model included random effects for participants and items, as well as 6 

fixed effects for (1) Level (i.e. the number of silent arrows), (2) the probability of the 

probe, (3) a binary variable indicating whether the probe note was identical to the start 

note of the audio-visual sequence, and 3 factors for the different Stages of the trial – that 

represent variability in key signature, start notes and the number of heard arrows in the 

set-up component of a trial (see Table 4-2). The lower asymptote (guessing level) and the 

upper asymptote (ceiling level) of the model were optimised given these fixed and random 

effects, and optimal values were identified at 0.3 (chance level) and 0.95 (ceiling). The 

classification accuracy of the final model was 64.9% without random effects (i.e. not 
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incorporating model-based ability estimates from the same participants) and 71.6% with 

random effects (i.e. including model-based ability estimates from the same participants).  

 Discussion 

The results of the exploratory study show that there are considerable individual 

differences between participants on the PIAT and that task performance is significantly 

correlated with musical training and self-reported ability to imagine auditory material. In 

addition, data modelling at the individual trial level showed that meaningful factors that 

affect task difficulty can be identified. Results of the model evaluation demonstrate that 

these factors (i.e. fixed effects) explain a sizeable proportion of model accuracy (64.9%). 

Including personal information (i.e. random effects of participant ability) further 

increases model accuracy to 71.6%. The sizable contributions of individual differences 

on the task suggest that it is especially suitable for computerised adaptive testing. 

The largest predictor of item difficulty was the number of tones that the participant 

had to imagine: more tones led to higher difficulty. The second largest predictor was the 

proportion of other items in the item bank that shared the same probe tone: less frequent 

probe tones led to higher difficulty. In addition, we found fewer correct responses for 

trials where the probe tone was identical to the first tone of the sequence, which suggests 

a perceptual bias when the start note is used as the probe. That is, for incorrect probes 

when the probe was the start note, participants were more likely to select it as correct and 

therefore make an error. Finally, simpler trial Stages (fixed key and start note) proved to 

be easier for participants.  

Taken together, the results of the exploratory study suggest that it is a well-suited 

task for constructing an effective test of pitch imagery ability based on a rigorous item 

response model. Results of the exploratory study also help to construct a hypothetical 
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cognitive model of task performance on the PIAT, which serves as the basis for the 

subsequent calibration study. 

4.3 Cognitive Process Model 

To simplify a PIAT trial, improvements were made to probe and response 

component of the trial. The original PIAT involved a pre-probe screen to alert participants 

of the need to maintain their current image and prepare them to hear the probe, which 

occurred 1 second later (Gelding et al., 2015). In the updated PIAT trial, the pre-probe 

screen was removed, and instead the final silent arrow included the word “hold” on it and 

was displayed for 2 seconds instead of 1 second. A cross appears on the screen when the 

probe is sounded (see Figure 4-1). The participants when answered the question “Does 

the probe match the last imagined note?”, with two buttons at the bottom of the screen 

(“Match” or “Non-Match”) to choose from.  

 
Figure 4-1: Schematic of the updated PIAT trial 

 

Using the participant’s descriptions of the strategies used to do the task, a 

cognitive process model was developed. The purpose of the cognitive process model was 
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to describe the stages of processing of a PIAT trial, to consider how different variables 

may be related to item difficulty, and therefore inform the future calibration modelling (P. 

M. C. Harrison et al., 2016). The cognitive process model included the following stages: 

perceptual set-up, auditory imagery generation, manipulation and maintenance, similarity 

comparison and decision-making (see Figure 4-2).  

Perceptual set-up occurs as the participant activates the tonality template for the 

trials from the presentation of the initial scale and start note. Next, coordinated audio-

visual processing is activated through the arrows and tones being presented together 

during the set-up component. Generation of the first auditory image occurs when the first 

silent arrow is presented. Given the uncertainty of when the first silent arrow will occur, 

expectation for a silent arrow increases once the initial number of heard arrows reaches 

3, given that all trials had at least 3 sounded arrows in the set-up component. Subsequent 

processing of the silent arrows guides the manipulation of the auditory image. When the 

arrow with “Hold” appears, participants then maintain the last imagined note in working 

memory. A similarity comparison is made when the probe is heard, with a participant then 

making the decision whether the probe matches the last note they were imagining. 

Figure 4-2: Schematic of the cognitive process model for the PIAT. Blue outlines 

represent processes of the model (Perceptual Set-Up, Auditory Imagery Generation, 

Manipulation and Maintenance) that are the same for all trials, regardless of the probe 

accuracy. Orange outlines represent the processes of the model (Similarity Comparison, 

Decision Making) that vary depending if the probe is correct or incorrect. 
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Item features that impair the imagery stages of the PIAT cognitive process model 

should increase item difficulty. For example, if the correct auditory image is not originally 

generated, then subsequent manipulations would lead to an incorrect response. Hence if 

participants fail to complete Level 1 items correctly, this suggests a lack of ability in 

generating a correct auditory image. Errors can also occur during manipulation: if 

participants are not paying full attention to the silent arrows (and lose one or more steps); 

if manipulations are performed incorrectly with more than a single step taken with each 

arrow; or if their imagery strength diminishes over the trial, leading to an impoverished 

or incorrect image being maintained prior to the probe. These types of errors are more 

likely at higher levels. In such cases participants may use the information still available 

to them to complete the task, some of which may cause biases in responses. For example, 

memory for important notes from the heard sequence (e.g. the tonic or fifth of the scale 

presented or indeed any note contained in sequence) may bias participants to respond as 

“correct” if imagery for the last note is not strong enough to compare to the probe, and 

the probe matches an important note from the sequence (Deutsch, 1970, 1972). This bias 

would increase accuracy for correct trials but result in errors for incorrect trials. Having 

several steps in one direction within a trial may also increase item difficulty as the correct 

probe would be further away from the last note heard (hence items with a larger distance 

between last heard note and probe may be more difficult).  

Other information available to participants if they lose their imagery may be the 

approximate direction of the probe relative to the last note heard, which could be tracked 

through counting arrows. If the direction of the probe relative to the last note heard is 

consistent with the direction of the arrow count (i.e. if the probe is above last heard note, 

and arrow count is positive), then incorrect trials will be more difficult to judge, leading 

to increased errors. Conversely, if the direction of the probe relative to the last note heard 
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is inconsistent with the direction of the arrow count (i.e. if probe is above last heard note, 

and arrow count is negative), then incorrect trials would be much easier to detect. 

Incorrect trials should also be more difficult if the probe is 1 step rather than 2 steps away 

from the true imagined note, as the further away the probe is to the true imagined note, 

the more obviously wrong it will be. The final information participants may also be using 

in lieu of accurate imagery representations are implicit probe probability approximations, 

to decide on the likelihood of a given probe being correct, either based from the last note 

heard or the start note or the total number of arrows in the trials. 

Once the probe is sounded, participants compare their imagined note with the 

probe and must decide whether it is correct. If the imagined probe matches the sounded 

probe, then a correct decision is straightforward. If it does not match, participants consider 

their confidence in their imagined note, and the other information at hand, to determine 

whether to select “incorrect” or whether they have made an error in their imagery and 

should instead respond as “correct”. Confidence in a response should be highest when the 

true imagined note matches the last note heard, or when the true imagined note is the tonic 

or dominant of the scale. Hence this cognitive process model suggests that any 

explanatory model of data collected from the PIAT should consider correct trials and 

incorrect trials separately, and that there are many variables that can be extracted from the 

musical structure of a trial that could potentially predict item difficulty. 

4.4 Study 2: Calibration Phase 

As a result of the exploratory phase and the development of the cognitive process 

model, several changes were made to the PIAT and a new calibration study was 

conducted. The aim of the calibration study was to explore how item difficulty relates to 

the different features of a new set of pre-generated experimental stimuli (N = 3000 items). 

In this new set, the stimuli systematically vary on predictors identified as important in the 
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exploratory phase. The output of the calibration phase is an improved explanatory model 

that can form the basis for the computerised adaptive version of the PIAT.  

 Materials and Methods 

4.4.1.1 Participants 

243 participants with a mean age of 21.8 years (SD = 3.8) took part in the 

calibration study. 156 (65%) of the participants were female, 81 (33.3%) were male, while 

3 indicated their gender as “other” and 3 preferred not to disclose their gender. 10 

participants were recruited among 1st year undergraduates at Goldsmiths University of 

London who participated for course credit and 233 were recruited through the online 

panel of the consumer insights company SoundOut and received a small monetary 

compensation.  

4.4.1.2 Materials 

Trials were pre-generated as movies using open source software Openshot 

(www.openshot.org) and FFMPEG (www.ffmpeg.org), with piano tones from the Alicia’s 

Keys piano plugin (Native Instruments GmbH) for Audacity (www.audacityteam.org). 

Stimuli were generated to systematically combine the variables: key signature (C, C#, D, 

Eb, and E Major), level (number of silent arrows in a trial from 1 – 5), number of heard 

arrows (3 – 5), start note (tonic or dominant), and accuracy (correct or incorrect). Hence 

there were 5 (keys) x 5 (levels) x 3 (heard arrows) x 2 (start notes) x 2 (accuracies) = 300 

trial types. Ten variations of each trial type from a random generation of arrow 

combinations resulting in 3000 video stimuli being created. The only constraint was that 

the probe could not be the start note of the trial, and the range of notes over the trial was 

bounded by +/- 4 steps from the start note. This was increased from +/-3 steps from the 

exploratory study to increase variability and decrease the probability of a given probe. 
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The presentation of the stimuli was through a custom-made interface implemented 

using the psychTestR package (P. M. C. Harrison, In Preparation) and delivered through 

the R Shiny interface (http://shiny.rstudio.com/). 

In addition, participants completed the Gold-MSI self-report questionnaire on 

their musical background, skills and expertise (Mullensiefen et al., 2014). Musical 

training of participants in this study was lower (mean = 23.37, median = 23) compared 

with the exploratory study. Gold-MSI musical training scores ranged from 7 to 49 with a 

standard deviation of 9.78.  

4.4.1.3 Procedure 

Participants were introduced to the task in several steps: explaining the set-up of 

the tonal context, the alignment of visible arrows and audible tones on the scale, and 

finally the silent arrows that require imagery of the corresponding tones. Participants were 

then presented with three practice trials where they were given feedback on their 

responses and were offered the opportunity to repeat the practice trials as many times as 

they wished. Subsequently, participants had to respond to 30 trials on the PIAT without 

any feedback. Items were presented quasi-randomly, with the only constraint being that 

participants received an equal number of items (n = 6) from each of the 5 levels. Finally, 

participants completed the Gold-MSI self-report questionnaire as well basic demographic 

questions and were asked to describe the strategy they used to complete the task by 

selecting one of several options. 

4.4.1.4 Ethics 

The experiment received ethical approval by the Ethics committee at Goldsmiths, 

University of London. 
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 Results 

The data analysis aimed to construct an explanatory item response model (De 

Boeck & Wilson, 2004) using a binary logistic regression models with the response score 

(correct / incorrect response) as dependent variable and 24 variables as potential 

predictors reflecting different aspects of the individual trials in terms of their musical or 

procedural features. The variables were derived from the cognitive process model 

described in Section 4.3 and a short definition of each predictor variable is given in Table 

4-3.  

In order to reduce the number of potential predictor variables, we performed an 

initial variable selection procedure employing random forest classification (Breiman, 

2001) to predict the correctness (0 or 1) of the responses at the individual trial level. 

Random forests have the advantage that they can handle a large number of predictors and 

provide an index of the importance of each variable for the classification accuracy of the 

model. We used three different random forest variable importance measures: (1) the mean 

decrease in model accuracy from Breiman’s (2001) original random forest 

implementation; (2) the mean decrease in accuracy in the conditional random forest 

implementation that is based on conditional inference from permutation tests of Strobl, 

Malley, and Tutz (2009); (3) the AUC-based variable importance measure as described 

by Janitza, Strobl, and Boulesteix (2013) also based on the conditional random forest 

implementation. 
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Table 4-3 
 Predictor variable names, definitions and range of values 

Predictor Variable Definition Range 
of 
Values 

Level Number of imagined arrows per trial 1 – 5 
Key Key Signature (1 – 5 corresponding to C Maj, C# 

Maj,  
D Maj, Eb Maj, E Maj) 

1 – 5 

StartNote Tonic (1) or Dominant (0) of scale 1 / 0 
HeardArrow Number of sounded arrows presented in Set-Up 

period 
3 – 5 

HeardRange The number of unique tones played during the Set-
Up period, including the start note. 

2 – 5  

ProbeStartNote 
Difference 

Probe number relative to steps away from the start 
note (at 0) 

-4 – +4  

Probe This is the probe note number in the scale where 1 is 
the tonic up to 8 which is the tonic up one octave, -
4, -5, -6 and -7 are the 4th, 5th, 6th and 7th notes of the 
scale in the lower octave  

-4 –  -7; 
1 – 9  

ProbePrevious Whether the probe was previously heard in the 
initial Set-Up period of the trial (1) or not (0) 

1 / 0 

LowProbe If probe was not heard in set-up and was lower than 
start note (so not heard in initial scale) then (1) else 
(0)  

1 / 0 
 

ProbeAccuracy Accuracy of the probe. If probe was correct = 1, if 
incorrect = 0 

1 / 0 
 

ProbabilityProbe Probability of the probe, given the total number of 
arrows presented in the trial 

0 – 
0.375 

ProbabilityProbe 
Constrained 

Probability of the probe, given the total number of 
arrows presented in the trial and the restraint that the 
start note cannot be used as a correct probe 

0 – 0.4 

LastHeard The last note heard in the sequence relative to start 
note 

-3 – 3 

Binomial 
ProbabilityProbeStart
Note 

Binomial probability of probe based on start note .003 –
.21 

ProbabilityProbeStart
Note 

Probability of probe based on actual data of distance 
between start note and probe 

.15 – 

.31 
Binomial 
ProbabilityProbeLast
Heard 

Binomial probability of probe based on last heard 
note 

.009 –

.24 

ProbabilityProbe 
LastHeard 

Probability of probe based on actual data of distance 
between last heard note and probe 

.0003 –

.40 
ProbeLastHeard 
AbsDiff 

Absolute value of the difference between last heard 
note and Probe 

0 – 6 

ProbeNote1 Takes a value of 1 only if the probe is the tonic; is 
derived from Probe = 1 or 8 

1/0 
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ProbeNote1or5 Takes a value of 1 only if the probe is the tonic or 
dominant; i.e. Probe = -5, 1, 5 or 8 

1/0 

ProbeTrueIm 
AbsDiff 

Absolute difference between the true imagined final 
note and the probe presented 

0,1,2 

DirectionSame Takes value of 1 only if the direction of the probe 
tone from the last note heard (up, down, same) is the 
same as the direction of the true imagine tone from 
the last note heard 

1/0 

LastHeardTrueImAbs
Diff 

Absolute value of the difference between last heard 
note and true Imagined final note 

0 – 4 

TrueIm1or5 Takes a value of 1 only if the true imagined final 
note is the tonic or dominant; is derived from true 
imagined note = -5, 1, 5 or 8 

1/0 

 

In accordance with the cognitive process model we allowed predictor variables to 

have different functions (i.e. coefficients) when modelling trials with a correct probe vs 

trials with an incorrect probe. To this end we created two data subsets for correct probe 

trials (3645 observations) and incorrect probe trials (3645 observations). Considering that 

the overall aim was to obtain a compact model of the data suitable as a basis for 

an adaptive test, we selected the ten most important predictors from each of the three 

random forest models for each dataset. Since the three sets of important variables showed 

a considerable overlap, the combined sets of the most important predictors contained 

twelve unique variables for each of the two datasets with correct and incorrect probe trials.  

The second variable selection step made use of generalised linear mixed effects 

models which are able to account for individual differences by including a random effect 

for participants, representing participant ability. For each of the two datasets, we 

constructed a null model (not including any predictor variables as fixed effects, but only 

the random intercept effect for participants) and a full model including all predictor 

variables as fixed effects. The parameters for the lower asymptote (guessing parameter) 

and upper asymptote (inattention parameter) were optimised for each model separately. 

In a final step we performed an exhaustive search through all possible subsets of predictor 
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variables as main effects and subsequently optimised the parameters for the lower and 

upper asymptote again. The best model (according to the Bayesian Information Criterion, 

BIC) for correct probe trials contained two predictor variables 

(ProbabilityProbeLastHeard and Level) and had a much better fit to the data 

(BIC=4492.411) than the null (BIC=4509.053) and the full model (BIC=4556.578). The 

classification accuracy of this model was 70.8%. As per Table 4-3, 

ProbabilityProbeLastHeard is defined as the probability of the probe based on the actual 

data of distance between last heard note and the probe.  

The final model for incorrect probe trials contained two predictor variables 

(ProbeTrueImAbsDiff and HeardRange). As per Table 4-3, ProbeTrueImAbsDiff is 

defined as the absolute difference between the true imagined final note and the probe 

presented, hence takes a value of 0 for correct trials but for incorrect trials is either 1 or 

2. HeardRange is defined as the number of unique tones played during the set-up period, 

including the start note. This model also had a much better fit to the data (BIC=4856.6) 

than the corresponding null model (BIC=4903.967) and full model (BIC=4909.979). Its 

classification accuracy was 66.83%. 

In a final step we combined the predictor variables from both models into a single 

model specifying an interaction effect of each predictor with the status of the probe 

(correct / incorrect). Coefficients for all predictors and parameters for the lower and upper 

asymptote were estimated on the full dataset (7290 observations).  The final model had a 

prediction accuracy of 63.8%. 

Table 4-4 provides summaries of all three models (i.e. correct probe trials, 

incorrect probe trials and joint model). The model summaries show that some of the 

predictors assume different functions for correct and incorrect probe trials. 

ProbeTrueImAbsDiff is only meaningfully defined for incorrect probe trials 
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and HeardRange has a negative coefficient for incorrect probe trials and a positive 

coefficient for correct probe trials. For ProbabilityProbeLastHeard only the coefficient 

for correct probe trails is significant. In contrast, Level has coefficients of similar 

magnitude for correct and incorrect probe trials, both of which are significant.  

Table 4-4 

Generalised Linear regression model predicting item difficulty from Correct probe trials, 
Incorrect probe trials and the joint model 

Correct Probe Trials 

Predictor  β SE z p 

(Intercept) 0.839     0.155    5.411  < 0.001*** 

ProbabilityProbeLastHeard 1.052 0.351   2.999   0.003 ** 

Level -0.116  0.027 -4.332 < 0.001*** 

Incorrect Probe Trials 

(Intercept) -1.633     0.342  -4.770 < 0.001*** 

ProbeTrueImAbsDiff 1.028     0.135    7.607 < 0.001*** 

Heard_Range -0.224    0.078   -2.886    0.004 ** 

Joint Model 

(Intercept) -0.918     0.305   -3.009 0.003 ** 

Incorrect : ProbabilityProbeLastHeard 0.228    0.768  0.296 0.767     

Correct : ProbabilityProbeLastHeard 2.778   0.600   4.627 < 0.001*** 

Incorrect : Level                      -0.157     0.064 -2.438 0.015 *   

Correct : Level                      -0.176     0.046 -3.795 < 0.001*** 

Incorrect : ProbeTrueImAbsDiff  1.151     0.169 6.823 < 0.001*** 

Incorrect : HeardRange                 -0.553     0.107  -5.164 < 0.001*** 

Correct : HeardRange                  0.157     0.073 2.162 0.031 *   

Note: In the Joint Model, Correct indicates ProbeAccuracy = 1, Incorrect indicates 
ProbeAccuracy = 0. 
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The selected predictors and the signs of their coefficients for correct and incorrect 

probe trials are consistent with the cognitive process model. Higher levels (i.e. more 

imagined tones) led to a lower performance which indicates that longer sequences make 

it more likely that participants can lose their imagery or imagine notes that are not 

congruent with the arrows shown. This applies to correct and incorrect probe trials alike. 

If participants are not able to correctly imagine the sequence of tones, they then must rely 

on alternative cognitive and perceptual heuristics. These heuristics include the probability 

of the probe given the number of arrows and the last note of the sequence heard, as well 

as the most salient traces in auditory memory, such as notes that were heard during the 

set-up sequence.  

The presence of perceptual biases in responding is evidenced by the significance 

of the predictor ProbabilityProbeLastHeard in both the model for correct trials only and 

in the correct trials within the joint model, but not in incorrect trials. This variable is the 

probability of the probe given the last note heard, calculated from the whole dataset of 

3000 items. Hence the last note heard and probe combinations that have higher probability 

were more likely to be selected as a “match” by participants. When the probes were 

correct, this means that the bias works in the participant’s favour, in that they are more 

likely to select “match” and hence give the correct answer. However, when the probes 

were incorrect, and participants still select “match”, this leads to an error in responding.  

 As predicted in the cognitive process model, for incorrect trials when the probe 

is 2 steps away from the true imagined note, the trials are significantly easier than when 

the probe is 1 step away. This is seen in the variable ProbeTrueImAbsDiff being 

significant both in the incorrect trial only model, and the incorrect trials in the joint model.  

HeardRange is another variable which suggests the presence of perceptual biases 

in responding. For the incorrect trials only model, this variable significantly and 
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negatively predicts performance. In the joint model again for incorrect trials, the 

coeffieicent is significant and negative, however for correct trials in the joint model the 

coeffieicent is significant and positive. This suggests that when the HeardRange is larger, 

(i.e. the difference between the lowest and highest notes of the set-up period is greater), 

participants are more likely to select the probe as a “match”, leading to accurate responses 

for correct trials, but inaccurate responses for incorrect trials.  

In a last step, performance on the PIAT was compared to participants’ musical 

background. Performance on the PIAT was measured as a sum score of correct responses 

as well as through the random effects coefficients extracted from the mixed effects model 

which represent the latent variable participant ability. Sum scores ranged from 26.7% to 

100% correct responses with a mean of 59.5% (SD = 13.5%) and a median of 60% (1st 

quartile at 50% and 3rd quartile at 67.7%). Participant’s random effects ranged from -1.78 

to 3.02 with a mean of 0.057 (SD = 0.87) and a median of -0.044 (1st quartile at -0.56 and 

3rd quartile at 0.56). The correlation between these two indicators of performance was r 

= .94. Table 4-5 shows the correlations between PIAT sum scores (performance accuracy) 

and random effects ability scores (participant ability) with demographic as well as 

musical background variables. There were no significant correlations between 

performance on the PIAT and gender or age (p-values ≥ 0.38). In contrast, PIAT scores 

correlated substantially and significantly (all p-values < 0.001 after correcting for 

multiple comparisons using Holm’s (1979) procedure) with self-reported perceptual 

abilities, emotional musical engagement and musical training. However, no significant 

correlations were found with self-reported active engagement, singing abilities or general 

sophistication.  
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Table 4-5  
Correlations with Performance Accuracy and latent variable Participant ability  
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-0.037 -0.042 0.162 0.296 

*** 

0.269 

*** 

0.333 

*** 

0.142 0.151 

Participant 
Ability 

0.00 -0.057 0.146 0.301
*** 

0.262
*** 

0.328
*** 

0.125 0.124 

 

Significance is denoted as *** = p < .001, (corrected for multiple comparisons using 
Holm’s (1979) procedure). 
 

 Discussion 

The calibration study resulted in an explanatory item response model (i.e. a mixed 

effects model) that explains performance on the PIAT through four variables of musical 

structure. As found in the exploratory study, task difficulty increased with the number of 

imagined arrows (Level), regardless of whether the probe matched the correctly imagined 

note or not. However, the variables capturing the heard range of notes in the set-up period, 

and the probability of the probe given the last note heard, differ in their function for trials 

with correct and incorrect probes, which is indicative of a perceptual bias towards higher 

probability probe tones and an association of large heard range with the “match” response. 

Incorrect trials with a probe that was 1 step away, rather than 2 steps away, from the 

correct imagined note also contributed to item difficulty. 

This explanatory model therefore defines ability on the PIAT as the ability to 

maintain and manipulate tones in mental imagery as well as to resist perceptual biases 

that can lead to incorrect responses. In this respect the model is in line with recent 

approaches (Thomas et al., 2018) that combine item response theory and signal detection 
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theory (SDT). In standard SDT, test performance is defined as a measure of participant 

ability and response bias, with the purpose being to remove response bias, to obtain a 

more accurate measure of true ability (Thomas et al., 2018). However, our explanatory 

model incorporates perceptual biases rather than eliminates it, by defining ability on the 

PIAT as ability to resist perceptual biases and to perform the pitch imagery task correctly. 

This incorporation of perceptual bias is particularly relevant to music cognition, as going 

against and playing with perceptual biases, and expectation, is part of active and passive 

musical behaviour (Aydogan et al., 2018; Herrmann, Henry, Haegens, & Obleser, 2016). 

Indeed, the knowledge and use of  perceptual bias may be linked to musical creativity, a 

notion consistent with definitions of musical creativity that involve statistical learning 

(Pearce et al., 2010; Wiggins & Forth, 2015).   

The model has an acceptable prediction accuracy and is plausible in terms of the 

suggested cognitive process model of the PIAT. In addition, model-based ability estimates 

along with sum scores from the test correlate significantly with self-reported musical 

training and perceptual abilities. However, performance on the PIAT is not associated 

with age nor gender and hence the PIAT represents a fair test with respect to these two 

variables. The explanatory model can therefore serve as the basis for a future 

computerised automated version of the PIAT.  

4.5 General Discussion 

 The explanatory model features two variables that suggest perceptual biases in the 

task: the probability of the probe given the last heard note and the range of notes heard in 

the set-up component. Cognitive or perceptual biases in music perception have not been 

studied systematically. While studies have shown visuo-spatial biases in pitch perception 

(Connell, Cai, & Holler, 2013) and perceptual biases in time perception towards regular 

rhythmic grouping and intensity (Penel & Drake, 2004), the role of perceptual bias is 
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often difficult to detangle from a given task.  Hence this improved PIAT provides a good 

opportunity to demonstrate and quantify the effect of these perceptual biases in future 

validations of the task. 

The model contributes to our understanding of Edwin Gordon’s concept of 

‘audiation’ (Gordon, 1985, 1989b, 1999). Audiation is “the hearing of music in one’s 

mind when the sound is not physically present” (p. 34, Gordon, 1985). The definition then 

is synonymous with “musical imagery” (Zatorre et al., 2010), yet to Gordon, audiation 

was a broader concept that encompassed the processes involved in understanding music 

that has just been heard, recalling music, composing as well as performing (Gordon, 

1989b). Gordon theorised that audiation is the central mental faculty that represents 

musical aptitude, and hence designed tests for measures of audiation for all ages of 

development from pre-schoolers to adults  (Gordon, 1989a). Today these tests continue 

to be used by music researchers (Puschmann, 2013; Schleuter, 1993), although most 

recently some have argued that the norms for children and different age groups have not 

been updated for three to four decades and may no longer be valid (Ireland, Parker, Foster, 

& Penhune, 2018). These batteries used simple same-different tests (i.e. hear a melody, 

insert pause, hear another melody and have participants indicate if second melody was 

the same or different as the first), where patterns differed either in pitch or rhythm 

(Gordon, 1989a). While Gordon does not provide a cognitive model of the processes 

underlying the performance on his tests, recently cognitive models of melodic 

discrimination tests have pointed to memory and similarity comparison as two core 

components (P. M. C. Harrison et al., 2016). Yet these same-difference tests cannot be 

simply equated to musical aptitude or melodic memory abilities as they draw on a number 

of distinct cognitive processes which contribute to individual differences (P. M. C. 

Harrison et al., 2016). In addition, Gordon’s tests do not require the internal mental 
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manipulation of sounds or musical elements which is a core component of his audition 

concept (Gordon, 1989b). In contrast, the PIAT explicitly requires internal manipulation 

(as well as memory and similarity comparison) as part of the cognitive process for solving 

the task, making it a better test of Gordon’s audiation theory. The results of the current 

studies show a positive association between self-reported musical training as well as 

perceptual abilities, and ability on the PIAT. Hence future work will use the PIAT 

longitudinally to assess ability as children are developing their musical skills, to 

determine whether this ability to maintain and manipulate tones does in fact predict 

musical aptitude.  

In conclusion, ability on the PIAT requires the skill to both maintain and 

manipulate tones in mental imagery, as well as to resist perceptual biases that can lead to 

incorrect responses. Future studies will seek to validate this explanatory model through 

computerised automated testing, which adapts the difficulty of subsequent items based on 

updated estimates of the participant’s ability on the task. Such validations will also 

compare performance on established measures of melodic discrimination (P. M. C. 

Harrison et al., 2016), visuo-spatial working memory (Vock & Holling, 2008), auditory 

working memory tasks such as the backwards digit span (Wechsler, 2008).  
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Abstract 

Recent magnetoencephalography (MEG) studies have established that sensorimotor brain 

rhythms are strongly modulated during mental imagery of musical beat and rhythm, 

suggesting that motor regions of the brain are important for temporal aspects of musical 

imagery. The present study examined whether these rhythms also play a role in non-

temporal aspects of musical imagery including musical pitch. Brain function was 

measured with MEG from 19 healthy adults while they performed a validated musical 

pitch imagery task and two non-imagery control tasks with identical temporal 

characteristics. A 4-dipole source model probed activity in bilateral auditory and 

sensorimotor cortices. Significantly greater β-band modulation was found during imagery 

compared to the control tasks of auditory perception and mental arithmetic. Imagery-

induced β-modulation showed no significant differences between brain sources, which 

may reflect a tightly coordinated mode of communication between sensory and 

sensorimotor cortices via β-oscillations. Directed connectivity analysis revealed that, in 

the θ-band, the left sensorimotor region drove bilateral auditory regions during imagery 

onset as well as during perceptual temporal prediction. These results add to the growing 

evidence that motor regions of the brain are involved in the top-down generation of 

musical imagery, and that imagery-like processes may be involved in perception.  
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5.1  Introduction  

The silent generation of music in one’s own mind is a common experience 

amongst both musicians and non-musicians. Musical imagery is well developed in 

musicians: Mozart reportedly experienced his compositions as complete works in his 

mind through his polyphonic imagery (Agnew, 1922), while Beethoven was (presumably) 

forced to rely on musical imagery to compose his late symphonies, a period when he was 

largely or completely deaf (Deutsch & Pierce, 1992). The pianist Glenn Gould had 

unimpaired hearing but preferred to study music by reading it rather than playing it, 

indicating that musical imagery can be a powerful strategy in and of itself, and not merely 

a backup strategy necessitated by deafness (Otto, 1990). Among contemporary 

composers, functional magnetic resonance imaging (fMRI) measurements show that 

Sting uses highly similar brain regions when listening to or imagining music (Levitin & 

Grafton, 2016). However, musical imagery is not restricted to the musical elite; the mental 

replaying of music is a routine, everyday experience for non-musicians, and involuntary 

musical imagery or “earworms” is common (Bailes, 2015; Farrugia et al., 2015).  

Imagery and perception are thought to use overlapping neural mechanisms 

(Kosslyn & Thompson, 2003), and auditory brain regions are active during musical 

imagery (Halpern, 2003; Halpern & Zatorre, 1999; Zatorre, 2012). Recent work has also 

pointed to an important role for motor regions of the brain in auditory perception and 

imagery. A number of fMRI studies have reported increased BOLD responses in motor 

areas during musical imagery including primary motor, pre-motor, parietal and inferior 

frontal cortex (Foster & Zatorre, 2010b; Herholz et al., 2012; Zatorre et al., 2010; 

Zvyagintsev et al., 2013). Supplementary motor area (SMA) and pre-SMA become active 

both during motor sequence learning and during anticipation of sound sequences, 

suggesting the use of motoric predictive mechanisms in both domains (Leaver et al., 
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2009). There is also evidence that individual differences in vividness of auditory imagery 

are correlated with grey matter volume in the SMA, parietal and prefrontal regions, 

suggesting that the generation of auditory images requires access to auditory-motor 

representations (Lima et al., 2015). Moore (2011) and Schaefer (2017) have theorised the 

overlap in imagery and perception activation may reflect a type of imagery (“constructive 

imagery”) that underlies perception, enabling temporal prediction. Taken together, these 

lines of evidence suggest that music perception and imagery require the coordination of 

both auditory and motor regions of the brain, even when no overt actions are required. 

Such findings are consistent with current neurophysiological frameworks that posit 

ventral and dorsal streams for processing auditory information comparable to those of the 

visual system (Chen et al., 2008; Rauschecker & Scott, 2009; Zatorre et al., 2007). 

Beta-band (β: ~13-30 Hz) oscillations provide a robust neurophysiological marker 

of motor cortical function that can be measured noninvasively with MEG (Cheyne, 2013; 

Engel & Fries, 2010). Recent work has implicated this rhythm in temporal predictions of 

sounds and sound sequences (Arnal, Doelling, & Poeppel, 2015; Fujioka et al., 2015; 

Fujioka et al., 2012; Iversen et al., 2009; Patel & Iversen, 2014). Beta-band responses to 

sounds show a characteristic event related desynchronisation (ERD) at a latency of around 

200 ms after sound onset, followed by a rebound event related synchronisation (ERS). 

Fujioka et al. (2012) found that the slope of the β-ERS peaks just before an expected tone.  

The β-ERD also varies as a function of a listener’s metrical interpretation of a simple 

rhythmic pattern (Iversen et al., 2009). Recent evidence has also confirmed that β-band 

modulation reflects predictability of pitch (that is, ‘what’) and not just timing (or ‘when’ 

an event will occur), with greater trial-by-trial β-ERD prior to a predictable tone related 

to reduced P3a amplitude after that tone (Chang et al., 2016, 2018). Finally, physical and 

imagined accents on a downbeat modulate the β-band response, suggesting that the β-
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band plays a role in the temporal coordination of auditory and motor operations in both 

music perception and imagery (Fujioka et al., 2015; Iversen et al., 2009). Thus, 

converging evidence suggests that β-band oscillations are functionally associated with the 

temporal and spectral features of music perception, as well as the temporal features of 

musical imagery including rhythm, accent and beat. 

Recent approaches using magnetoencephalography (MEG) have isolated the 

primary auditory and sensorimotor regions to investigate how they coordinate in 

perceptual activities, specifically in beat perception (Tal et al., 2017), temporal prediction 

(Morillon & Baillet, 2017) and passive listening (Ross et al., 2017). Results from these 

studies suggest the right auditory cortex is primarily involved in beat perception (Tal et 

al., 2017). Using directed Phase Transfer Entropy (dPTE), a connectivity analysis for 

measuring the direction of communication between regions at different frequency bands, 

Morillon and Baillet (2017) showed that in the β-band (18 – 24 Hz), the bilateral 

sensorimotor regions drive activity in the auditory cortex during temporal prediction, 

whilst in lower frequencies (2 – 4 Hz) the auditory regions drive the sensorimotor regions.  

Enhanced functional connectivity between the left sensorimotor and the bilateral auditory 

regions has also been found during passive listening to an unfamiliar instrument, after 

short-term motor training in the action required to play the instrument (Ross et al., 2017). 

Given the overlap in activation in these areas during perception and imagery, investigating 

the coordination and connectivity of the primary auditory and sensorimotor regions could 

prove to be fruitful in the exploration of similarities and differences between musical 

imagery and perception. 

Hence in the present study, we firstly investigated the functional specificity and 

neurophysiology of β-band oscillations during musical imagery in bilateral auditory and 

sensorimotor regions of interest. Secondly, we compared the directed connectivity 
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between the regions during musical imagery and perception. In the imagery task, 

participants were prompted with visual cues of up and down arrows to silently imagine 

successive changes in the pitch of a piano note up and down the major scale. Performance 

on this imagery task was then objectively measured by requiring participants to decide if 

a probe note did or did not correspond to the result of the specified manipulations. Beta-

band oscillations measured during the musical imagery task were compared to those 

measured during two tasks with identical temporal features but that did not require 

musical imagery: a music perception task, and a mental arithmetic task. 

Our experiment was designed to address three main questions: (1) Does musical 

imagery differentially modulate β-band oscillations relative to other mental operations 

(music perception, and mental arithmetic) with identical temporal features? (2) Are β-

band oscillations differentially modulated by musical imagery in different brain regions 

(sensorimotor versus auditory) or hemispheres (right versus left)?  (3) Do musical 

imagery and perception differ in how they direct functional connections between bilateral 

sensorimotor and auditory regions? 

5.2 Materials and Methods 

 Participants 

64 participants were initially trained and screened for imagery performance in a 

separate behavioural testing session. We selected those who obtained a score of greater 

than 70% in imagining 3 successive pitch transformations in the Pitch Imagery Arrow 

Task (PIAT; Gelding et al., 2015), and who reported using a musical imagery strategy to 

complete the task. 31 participants met the screening criteria and of these 19 participants 

(14 females, mean age = 25 years; range: 18 – 49 years) were recruited for the MEG 

study. All participants provided written consent and all procedures were approved by the 
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Macquarie University Human Research Ethics Committee. Participants ranged in musical 

training from novice (no formal training) to professional musicians. On average, 

participants had spent 63% of their life’s years actively engaging in musical activities, 

and 2 out of 19 had negligible musical training.  

 Stimuli and Apparatus 

Presentation® software (Version 18.0, Neurobehavioral Systems, Inc., Berkeley, 

CA) was used to control the experiment and to record responses. Acoustic stimuli were 

generated from the 'Piano' instrument sound in Finale 2012 software (Makemusic Inc; 

Eden Prairie, MN) and exported as .wav files for use in Presentation®.  

5.2.2.1 Pitch Imagery Arrow Task (PIAT) 

This task was designed to reliably induce pitch imagery in individuals with a range 

of musical training (Gelding et al., 2015), and was combined with two control conditions: 

Perception and Mental Arithmetic (Maths). The Imagery (PIAT) trials began with an 

ascending major scale to provide a tonal context. A start note (either tonic or dominant of 

the scale) was then presented simultaneously with the visual presentation of a dot on the 

screen. A variable number, between 3 – 5, of up / down arrows was next displayed in 

random order, with each arrow accompanied by a corresponding pitch that moved up / 

down the scale in a stepwise motion. Pitch changes always matched the direction 

indicated by the arrows. For the Imagery trials, these stimuli were followed by a 

continuation phase consisting of 3 silent arrows, in which participants were required to 

imagine the corresponding pitch steps. A pre-probe screen appeared 1 second before an 

audible probe pitch, and participants indicated whether the probe matched the final 

imagined tone. The probe was correct 50% of the time, and when incorrect was within 

the key signature and a maximum of 2 steps away from correct answer, so as not to make 

the probe obviously wrong.  



AUDITORY-MOTOR FUNCTION IN PITCH IMAGERY  

145 
 

Perception trials were identical to Imagery trials but with no continuation 

component. After the scale and start note, and a series of 3 or more sounded arrows, the 

pre-probe screen displayed, indicating that participants needed to maintain in memory the 

last pitch they had just heard. The probe was presented 1 second later, and participants 

indicated if the probe matched the last tone heard. In this way participants were not aware 

that they were completing a Perception trial until the pre-probe screen appeared, 

signalling the end of the sequence of arrows. The probe for Perception trials was set in 

the same way as for the Imagery trials.  

Maths trials began with the instruction “Begin Mental Arithmetic” in silence. A 

starting number then displayed on the screen, followed by a series of the same visual 

presentation of arrows, but this time in silence, with numbers above / below the point of 

the arrows corresponding to addition (up arrow) and subtraction (down arrow) of an 

ongoing mental calculation. The final probe was a visual number that corresponded to a 

correct or incorrect answer to this calculation. The complete trial was completed in 

silence. Accuracy was defined as the percent correct within each condition and mean hit 

reaction time (ms) was taken as the mean response time from the onset of the auditory 

probe (Imagery and Perception) or visual number (Maths) until the response was made. 

For more details about the task see Gelding et al. (2015).   

5.2.2.2 MEG Task 

The original PIAT was adapted and modified in several respects for the purposes 

of the MEG study. First, all Imagery trials required 3 imagined tones (rather than variable, 

ranging from 1-5). Second, conditions all had equal numbers of trials (n = 80 trials) and 

were randomly interleaved rather than blocked. Finally, no feedback was provided to 

participants during the task.  Figure 5-1 shows a schematic of a PIAT Imagery trial in the 

MEG study. The last three arrows presented in each condition, either silent (Imagery), 
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sounded (Perception) or with numbers in silence (Maths) were used in the analysis, as all 

had a similar visual presentation of arrows at the same rate (one per second). 

 

Figure 5-1: Schematic of example MEG PIAT trial. A modified PIAT was used with all 

Imagery trials set to have 3 imagined tones per trial. Number of heard arrows in set-up 

component ranged between 3 – 5, Start Note was either the tonic or dominant note of the 

scale. Key Signature varied randomly between C, C#, D, Eb, E Major. Arrows were 

presented at a constant rate of 1 per second. 

 

5.2.2.3 Bucknell Auditory Imagery Scale 

Participants completed the Bucknell Auditory Imagery Scale (BAIS; Halpern, 

2015). The 7-point Likert scale includes two subscales, for vividness (BAIS-V) and 

control (BAIS-C), both of which have 14 items each. BAIS-V questions required 

participants to rate how clearly they could imagine a particular auditory image. For 

example, “imagine the sound of a trumpet beginning to play the song Happy Birthday”. 
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The scale ranged from 1 (“no image present at all”) to 7 (“as vivid as actual sound”), with 

4 indicating “fairly vivid”. The BAIS-C questions required participants to rate how easily 

they could change or manipulate these images at will. For example, “imagine the sound 

of a trumpet beginning to play the song Happy Birthday. The trumpet stops, and a violin 

continues the piece.” Again, the scale ranged from 1 (“no image present at all”) to 7 

(“extremely easy to change the image”) with 4 indicating “could change the image, but 

with effort”. The scale items have high reliability (BAIS-V: α = .83, BAIS-C: α = .81, 

total scale: α = .91) (Halpern, 2015). 

 Data Acquisition and Analysis 

5.2.3.1 Data Acquisition 

Brain activity was recorded with a whole-head MEG system (Model PQ1160R-

N2, KIT, Kanazawa, Japan) consisting of 160 coaxial first-order gradiometers with a 

50 mm baseline. Prior to MEG measurements, five marker coils were placed on the 

participant's head and their positions and the participant's head shape were measured with 

a pen digitiser (Polhemus Fastrack, Colchester, VT). Head position was measured by 

energizing the marker coils in the MEG immediately before and after each block within 

the recording session. During acquisition MEG was sampled at 1 kHz and band-pass 

filtered between 0.03 and 200 Hz. Individual structural magnetic resonance images were 

not available for the present experiment so the adult template brain in BESA Research 

6.1 (BESA Research, Gräfelfing, Germany) was used for all participants, using a spherical 

head model.  

There were 80 trials in each of the three conditions. Approximately every 15 trials 

participants received rest time consisting of a blank screen for several seconds. 

Participants were asked to remain as still as possible and to limit eye blinks to the inter 
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trial period or beginning of each trial. Responses were made with the right index finger 

using a MEG-compatible 2 x 2 button box (Current Designs Inc: Philadelphia, USA 

Model: HHSC-2x2). Six practice trials were administered inside the MEG, two of each 

condition type, in which the participant received feedback if they were incorrect. The 

average time taken to complete the task in the MEG was approximately 56 minutes. 

Surface electromyography (EMG) using BrainAmp ExG MR 16P (BrainProducts 

Gmbh, Gilching, Germany) was also measured using two pairs of bipolar electrodes 

attached to the orbicularis oris and laryngeal muscle to rule out any systematic muscle 

activities during the experiment that would indicate vocalisation of the imagined notes or 

mental arithmetic.  

5.2.3.2 Source Localisation 

MEG analyses were carried out in BESA Research 6.1. Our spatial filtering 

approach used four dipole sources modelled in bilateral auditory cortices and bilateral 

sensorimotor cortices. Auditory sources were fit to each participant’s data using the rising 

half of the averaged M100 response to the onset of each (sounded) arrow in both Imagery 

and Perception trials (~400 tones). Locations of sensorimotor sources were obtained from 

beamformer analysis of the β-band ERD to all button press responses (240 trials) for each 

individual participant. The auditory and sensorimotor sources were then combined into a 

single model for each participant and time frequency analysis was conducted for each 

source.  

The source localisation procedure resulted in the reduction of the 160 channel 

surface MEG data to a 4-source montage and provided spatial filters in close spatial 

proximity to bilateral Auditory and Sensorimotor cortices (Figure 5-2). Subsequent 

analyses were computed using the 4-source montage and using data only from trials with 

correct responses.  
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Figure 5-2: A: Left auditory source waveform from single participant (19) of the average 

sounded arrow across both Perception and Imagery conditions (n = 422) with shaded 

region indicating time window used to fit the auditory dipole. B: Bilateral topographical 

plot of average sounded arrow across both Perception and Imagery conditions for single 

participant (1) at t = 110 ms. C: Mean auditory and sensorimotor sources from all 

participants. D: Time frequency plot for single participant (16) from central sensor, 

surrounding the average right-hand button press (t = 0 ms) for all conditions. For this 

participant, bilateral sensorimotor regions were identified through beamformer taken 

from 19 – 24 Hz; -150 to 150 ms. E: Topographic plot of single participant (1) at time of 

16 ms after button press from Maths trials, made in silence, (n = 80).  

 

Average Talairach coordinates of the auditory sources in the BESA Research 6.1 

standard template brain were x = 52.3 (right), y = -21.1 (posterior), and z = -1.6 (superior) 

in the right hemisphere (Right Superior Temporal Gyrus, BA = 21) and x = -52.1, y = -

23.3, and z = 2.3 in the left hemisphere (Left Superior Temporal Gyrus, BA = 22). To 

illustrate the presence of auditory sources, Figure 5-2A shows the left auditory evoked 

response calculated by averaging all sounded arrows across the Imagery and Perception 
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conditions, with the shaded region highlighting the time window used for this participant 

to calculate their dipole. Figure 5-2B also shows the bilateral topographical plots for 

another example participant at 110 ms after the sounded arrows, indicating the presence 

of bilateral auditory sources.  

To localise the sensorimotor sources for each participant, a beamformer analysis 

in BESA Research 6.1 was computed in the β-band (15 – 30 Hz) for 300 ms around the 

onset of the button presses on all trials (n = 240 trials). Bilateral sources within the 

sensorimotor cortices were found for each participant. The average Talairach coordinates 

of the BESA Research 6.1 standard template brain for these were: x = 38.5 (right), y = -

25.4 (posterior), and z = 45.4 (superior) in the right hemisphere (Right Postcentral Gyrus, 

BA = 3) and x = -40, y = -29.4, and z = 47.6 in the left hemisphere (Left Postcentral 

Gyrus, BA = 40).  Figure 5-2D illustrates the time frequency plot from a central sensor 

for a single participant, revealing the presence of the β-band ERD surrounding the average 

button press response. Figure 5-2E illustrates for a single participant a clear sensorimotor 

source at the button press for all Maths trials (n = 80) that occur in silence. The location 

of the group mean coordinates in bilateral superior temporal and postcentral regions is 

shown in Figure 5-2C. 

A 5 second analysis epoch was defined with t = 0 s aligning with the onset of the 

first of the last three arrows in the trial. Hence the epoch consisted of: the last three arrow 

presentations (0 – 3 s), the retention period (3 – 4 s) and the probe and response period (4 

- 5 s). Since there were a variable number of arrows in the set-up component (each trial 

randomly set between 0 – 2 arrows for Perception or Maths; 3 – 5 arrows for the Imagery 

trials), the baseline for each trial was defined as the last 900 ms of the 1000 ms inter-trial 

interval preceding the trial. Trials with MEG artefacts including blinks and eye-

movements during 0 – 5000 ms were rejected from the time-frequency calculations using 
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the artefact scan tool in BESA Research 6.1, which rejects trials based on abnormally 

high amplitudes (> 5000 μV) or abrupt rises or falls in amplitude (gradients > 2500).  

Time-frequency plots were generated in BESA Research 6.1 using Temporal-

Spectral Evolution with a frequency range of 2 to 80 Hz, a frequency sampling of 1 Hz 

and a time sampling of 50 ms. The plots show the amplitude for each time point 

normalised to the mean amplitude of the baseline epoch for that frequency. A value of the 

time-frequency plot describes the spectral change of activity at time t, relative to the 

activity during the baseline epoch. A value of +100% means the amplitude is twice as 

high as during the baseline epoch. The evoked (averaged) signal was subtracted from all 

trials prior to computing the mean time-frequency transform. Average time courses for 

the evoked response (3 – 10 Hz), β-band (15 – 25 Hz), and mu (μ) band (8 – 12 Hz) were 

calculated in MATLAB 8.2 (MathWorks Inc, MA, United States). The μ-band is another 

oscillation that has been strongly associated with the motor system (Cheyne, 2013). The 

β-band of 15 – 25 Hz was chosen based on Fujioka et al. (2015). To illustrate the 

effectiveness of the dipoles, the mean evoked response time courses of the Perception 

trials for all participants, from auditory and sensorimotor sources were plotted (Figure 5-

3). This shows the clear bilateral auditory evoked response at the onset of each arrow / 

tone presentation (0, 1 and 2 s) as well as the onset of the audible probe (4 s). The left 

sensorimotor source shows the typical readiness field, beginning from the pre-probe 

screen at 3 s, in anticipation of hearing the probe and making a response with the right 
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index finger. Hence this confirms that the auditory and sensorimotor sources were 

maximally sensitive to the activities expected in those brain regions.  

 

Figure 5-3: 3 – 10 Hz frequency band activity (reflecting the evoked response) from 

bilateral auditory and sensorimotor sources during Perception trials, for all participants. 

Stimulus timeline indicates audible tones at 0, 1, 2 s corresponding to the last 3 arrows / 

tones; square at 3 s indicates presentation of pre-probe screen marking the retention period 

as participants prepare to hear the probe; audible probe at 4 s and corresponding response 

with the right index finger. Arrow on left hemisphere plot shows start of the readiness 

field of sensorimotor cortex in response to the pre-probe screen, as participants prepare 

to hear probe and respond appropriately with right index finger button press.  

 

5.2.3.3 1 Hz Power Modulation 

Given the isochronous presentation of the arrows at a rate of 1 per second in all 

conditions, the 1 Hz power of the resulting time courses, for each condition and source, 
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during the last three arrows (0 – 2.95 secs), were calculated using a Fast Fourier 

Transform, that was zero padded with a frequency resolution of 0.2 Hz. ANOVAs then 

compared the 1 Hz Power in the three oscillatory bands of interest (Evoked Response, μ-

band and β-band) across conditions and sources. To further investigate this modulation, 

the Maximum ERD and ERS in the β-band and μ-band, relative to the arrow presentation, 

was calculated per subject. The timing and amount of Maximum ERD was measured at 

50 – 450 ms after each of the last three arrow presentations, and averaged per source. 

Similarly, the timing and amount of Maximum ERS was measured between 500 – 950 ms 

after each of the last three arrows, and averaged. The difference in both timing and amount 

of Maximum ERS and ERD were also calculated per arrow, and averaged, measuring the 

range of modulation as the average time from maximum desynchronisation to reach 

maximum rebound, as well as the range of amplitude change over this time. ANOVAs 

were then conducted (3 Conditions (Imagery; Perception; Maths) x 2 Sources (Auditory; 

Motor) x 2 Hemispheres (Right; Left)) for timing and amount of Maximum ERD and 

ERS, as well as the difference in timing and amount between Maximum ERD and 

Maximum ERS, separately for β-band and μ-band. Whenever Mauchley’s test of 

sphericity was significant a Greenhouse-Geisser correction was made. Multiple 

comparisons were also controlled for using False Discovery Rate (Benjamini & 

Hochberg, 1995). 

5.2.3.4 Directed Phase Transfer Entropy Connectivity 

Directed phase transfer entropy (dPTE) is a method that has recently been applied 

to measuring the effective connectivity between regions of interest (Hillebrand et al., 

2016; Lobier, Siebenhuhner, Palva, & Palva, 2014). This method calculates the 

instantaneous phase of the time series from each region of interest, and, like Granger 

causality, determines the direction of information based on temporal precedence and 
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influence of one region on another (Lobier et al., 2014). The advantage of this type of 

connectivity analysis is that it is model free, computationally straightforward and robust 

for various time windows and trial numbers (Lobier et al., 2014). To calculate dPTE 

values, for each participant the raw data time course for each of the last 3 arrows from the 

four regions of interest, were split into 3 equal epochs across the 1 second interval of an 

arrow presentation (i.e. 0 – 333 ms, 333 – 666 ms, and 666-999 ms relative to arrow 

onset). Epochs were concatenated, and band pass filtered into three frequency bands of 

interest θ (4 – 8 Hz), μ (8 – 12 Hz) and β (15 – 25 Hz). Theta was chosen due to evidence 

of increased phase connectivity in this frequency band between auditory and sensorimotor 

regions after short-term motor training (Ross et al., 2017). dTPE was calculated using 

PhaseTE_MF.m (Fraschini & Hillebrand, 2017) with a bin size (h) of Scott (1992): h = 

3.49σn-1/3 where σ is the standard deviation of the phase data calculated from the Hilbert 

transform for the time series, and n is the length (number of samples) of the time series. 

The default time delay was used, as determined by the frequency content of the data. The 

results were then normalised between -0.5 and 0.5 with the sign indicating the direction 

of the connectivity, as per Morillon and Baillet (2017). dPTE values for Imagery and 

Perception for each connection and each of the three epochs were then compared in t-

tests (FDR corrected), to identify significant epochs and connections.  

5.3 Results 

 Behavioural Results 

5.3.1.1 Behavioural data  

Mean accuracy on the Imagery task was 80.2% (SD = 14.9%), significantly lower 

than performance on Perception (M = 98.4%; SD = 3%) and Maths (M = 91.9%; SD = 

8%) conditions (F(2,54) = 16.18; p < .001; η2 = .37), reflecting greater difficulty of the 
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Imagery task. Mean hit reaction time (ms) was significantly slower for Imagery trials (M 

= 834 ms, SD = 169 ms) than for Perception (M = 707 ms, SD = 96 ms) or Maths trials 

(M = 685 ms, SD = 113 ms) (F(2,54) = 7.36; p = .002; η2 =.22).  

 Accuracy on the Imagery and Maths tasks was significantly correlated with 

musical experience index (MEI; r = .50, p = .028; and r = .47, p = .04, respectively). In 

contrast to the results of Gelding et al. (2015), accuracy on the Perception task was not 

significantly related to MEI, due to a ceiling effect in which all but 3 participants obtained 

100% accuracy on the Perception trials.  

Debrief vividness ratings (a 1 – 5 self-rated score of vividness experienced during 

task completion) were significantly positively correlated with Imagery accuracy (r = .71, 

p < .001), and negatively correlated with Imagery reaction time (r = -0.69, p = .001) and 

Perception reaction time (r = -0.536, p = .018). 

5.3.1.2 Bucknell Auditory Imagery Scale 

Imagery accuracy (percent correct) was positively correlated with both the 

vividness (BAIS-V) (r = .52, p = .023) and control (BAIS-C) (r = .48, p = .037) subscales 

of the BAIS, consistent with the results of our previous behavioural study (Gelding et al., 

2015). Neither subscale showed a significant correlation with accuracy in the Perception 

or Maths condition. The BAIS-C subscale showed a significant negative correlation with 

mean hit reaction times in both the Imagery (r = -0.54, p = .017) and Perception (r = -

0.56, p = .014) conditions.  

Taken together, the behavioural results provide strong support for our contention 

that participants performed the Imagery task with a pitch imagery strategy: imagery 

performance was gauged with an objective behavioural measure; performance was 

significantly positively correlated with an independent measure of individual imagery 
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ability (BAIS); and all participants confirmed the use of a musical imagery strategy to 

complete the task (i.e. hearing the sounds in their head or singing them in their head) in 

post-experimental debriefings. 

 MEG Results 

5.3.2.1 Normalised β-Band Time Course 

The mean β-band time course over 0 – 3 seconds, corresponding to the last three 

arrows presented in each condition, were calculated from the time-frequency plots. These 

were then normalised and plotted (Figure 5-4). The absolute area under the (rectified) 

curve from this figure showed greater mean β-modulation for Imagery (1.168%) than 

Perception (0.89%) or Maths (0.843%).  

 

 

 

 

 

 

 

 

Figure 5-4: Mean normalised β-band time course for Imagery, Perception and Maths 

Condition during the last 3 arrows of each trial (arrow onset at t = 0, 1, 2 s).  

 



AUDITORY-MOTOR FUNCTION IN PITCH IMAGERY  

157 
 

5.3.2.2 Power of 1 Hz Modulation  

Evoked Response (3 – 10 Hz) 

Repeated measures ANOVA (3 Conditions (Imagery; Perception; Maths) x 2 

Sources (Auditory; Sensorimotor) x 2 Hemispheres (Right; Left)) computed for the 1 Hz 

power of the evoked response time course, over the time window of 0 – 2.95 s were 

calculated. Given Mauchly’s test of sphericity was significant (p < .005), Greenhouse-

Geisser corrections were made. No significant main effects or interactions were found. 

Figure 5-5A confirms substantially greater 1 Hz power in the Auditory sources in the 

Perception condition relative to the Imagery and Maths conditions, however correcting 

for sphericity revealed these differences were not significant.  

Figure 5-5: 1 Hz Power during continuation period for all three conditions. A, B: Evoked 

Response (3- 10 Hz); C, D: μ-band (8 – 12 Hz) and E, F: β-band (15 – 25 Hz). 1st Column 

shows mean results and 95% Confidence Intervals for each of the four sources for the  

three conditions (Imagery: blue; Perception: red; Maths: black), with auditory sources 

having solid lines and sensorimotor sources having dashed lines (A, C, E).  2nd Column 

shows mean results and 95% Confidence Intervals of all sources for each of the three 

conditions (B, D, F). 
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μ-Band (8 – 12 Hz) 

A 3 x 2 x 2 repeated measures ANOVA for the μ-band 1 Hz power also showed 

no significant main effects or interactions. This is seen in Figure 5-5D. 

β-Band (15 – 25 Hz) 

A 3 x 2 x 2 repeated measures ANOVA for the β-band 1 Hz power showed a 

significant main effect of Condition after correcting for sphericity using Greenhouse-

Geisser (F(2,216) = 4.826, p = .0197, GG  = 0.839). Post hoc comparisons (Tukey HSD, α 

= 0.05) showed that Imagery power was significantly greater than Perception (p = .011), 

but there was no significant difference between Perception and Maths (p = .735) or 

Imagery and Maths (p = .076). This confirms that β-band magnitude was modulated 

significantly more during pitch imagery than during pitch perception, as seen in Figure 

5-5F. 

5.3.2.3 Exploratory analyses  

β-Band  

We carried out additional analysis to explore the sensitivity and power of 

additional metrics of β-power modulation: timing, and magnitude of Maximum β-ERD 

(Max ERDTIME and Max ERDAMP, respectively) and Maximum β-ERS (Max ERSTIME 

and Max ERSAMP, respectively), and the difference between them (Time Difference and 

Magnitude Difference). All ANOVAs were corrected for Sphericity – where Mauchly’s 

test was significant – as well as False Discovery Rate. Figure 5-6 provides a schematic of 

the various metrics calculated. 
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Figure 5-6: Schematic of metrics calculated for exploratory analysis for each 1 second 

time interval during the continuation period.  

 

Timing of β-ERD  

A significant main effect of Condition was found for Max ERDTIME (F(2,216) = 

20.26, p = .0001, GG  = 0.866, FDR corrected). Post hoc Tukey HSD comparisons 

revealed that the Max ERDTIME in Perception (M = 225.23 ms, SD = 61.19 ms) occurred 

significantly earlier than both Imagery (M = 262.06 ms, SD = 71.68 ms) (p = .003) and 

Maths (M = 310.96 ms, SD = 71.42 ms) (p < .0001), and Imagery was earlier than Maths 

(p < .0001). 

Timing of β-ERS  

A significant main effect of Condition was also found for Max ERSTIME (F(2,216) = 

12.51, p = .003, GG  = 0.839, FDR corrected). Post hoc Tukey HSD comparisons showed 

that Max ERSTIME in Perception (M = 679.83 ms, SD = 83.86 ms) occurred again 

significantly earlier than both Imagery (M = 736.62 ms, SD = 87.01 ms) (p =.0002) and 

Maths (M = 766.67 ms, SD = 87.73 ms) (p < .0001), but there was no significant 

difference in the timing of the rebound for Imagery and Maths (p = .083). Figure 5-7 
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shows a summary of these main results for Max ERDTIME and Max ERSTIME, with 

Perception β-ERD and β-ERS occurring earlier than the other conditions.  

 

Figure 5-7: β-band: Max ERDTIME (light grey) and Max ERSTIME (dark grey) for all 

conditions, averaged across all sources.  Perception condition was significantly earlier for 

Max ERDTIME and Max ERSTIME than Imagery or Maths. Imagery condition was faster 

than Maths for Max ERDTIME but no difference for Max ERSTIME. 

 

Magnitude Difference 

A main effect of Condition was also found in Magnitude Difference (F(2,216) = 

6.43, p = .0338, FDR corrected). Post hoc Tukey HSD comparisons showed that Imagery 

(M = 2.6%, SD = 1.2%) had a significantly larger Magnitude Difference (i.e. greater 

difference between Max ERSAMP and Max ERDAMP) than Perception (M = 2.2%, SD = 

0.75%) (p = .029) and Maths (M = 2.2%, SD = 1.1%) (p = .019). There was no difference 

between Perception and Maths.  

These results corroborate the 1 Hz Power analysis and suggest that β-band 

magnitude was more significantly modulated during Imagery than Perception. Moreover, 
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given β-band modulation, as measured by the Magnitude Difference metric, was greater 

for Imagery than Maths, the modulation appears to be specific to pitch imagery, and less 

evident during silent mathematical computations. No other significant main effects were 

found in Time Difference or Magnitude Difference.  

In addition, to validate the use of the 1 Hz Power FFT as a measure of modulation, 

the correlation between Magnitude Difference and 1 Hz Power in β-band was calculated, 

and found to be significant (r = .811, p < .0001). This finding confirms that both metrics 

provide similar information about the modulation of oscillations occurring during the last 

three arrows across conditions.   

μ-Band  

Although the 1 Hz power ANOVAs in the μ-band did not reveal significant effects, 

it is still informative to use the same exploratory metrics to compare results with the β-

band. The only significant results, after controlling for Sphericity if Mauchly’s test was 

significant, and for False Discovery Rate, were found in the Timing of μ-ERD and μ-

ERS. 

Timing of μ-ERD 

A significant main effect of Condition was found for Max ERDTIME (F(2,216) = 

11.75, p = .0028, FDR corrected). Post hoc Tukey HSD comparisons showed that μ-ERD 

in Perception (M = 222.59 ms, SD = 91.72 ms) was significantly earlier than Maths (M = 

287.06 ms, SD = 100.69 ms) (p < .0001), but not significantly different to Imagery (M = 

254.17 ms, SD = 84.81 ms) (p = .095). There was no significant difference between 

Imagery and Maths (p = .078).  
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Timing of μ-ERS 

A significant main effect of Condition was found for Max ERSTIME (F(2,216) = 

8.557, p = .011, FDR corrected). Post hoc Tukey HSD comparisons revealed that μ-ERS 

in Perception (M = 689.91 ms, SD = 117.22 ms) was significantly earlier than both 

Imagery (M = 738.82 ms, SD = 104.33 ms) (p = .013) and Maths (M = 768.20 ms, SD = 

90.03 ms) (p < .0001). There was no significant difference between Imagery and Maths 

in the timing of the μ-ERS (p = .198).  

5.3.2.4 Connectivity Analysis 

The comparison of Imagery and Perception dPTE values revealed several 

significant differences after FDR correction for the θ-band only. The mean and standard 

error of the dPTE values for Imagery and Perception are plotted for the right auditory 

source connections (Figure 5-8A,B), the left auditory source connections (Figure 5-8C,D) 

and for the hemisphere connections across same sources (Figure 5-8E,F). At the onset of 

the arrow and tone in the Perception condition (0 – 333 ms epoch), in the θ-band, the 

bilateral auditory regions (rAUD, lAUD) lead the sensorimotor regions (rSM, lSM) more 

than during the Imagery condition where the results suggested the opposite direction of 

information flow (rAUD to lSM: t(18) = -3.575, p = .0194; rAUD to rSM: t(18) = -3.175, 

p =.0315; lAUD to lSM: t(18) = -3.772, p =.0195, FDR corrected). Interestingly, this 

pattern is reversed during the last epoch (666 – 999 ms), for the left sensorimotor to right 

auditory connection, where the left sensorimotor region leads the right auditory in the 

Perception condition, but the right auditory leads the left sensorimotor in the Imagery 

condition. However, this difference between conditions was not significant after FDR 

correction (p = 0.051). 
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Figure 5-8: dPTE mean values for the three frequency bands of interest, θ (1st, 4th row), 

μ (2nd, 5th row), and β (3rd, 6th row) during Perception (red) and Imagery (blue) for all 

connections (via column): A) rAUD to lSM; B) rAUD to rSM; C) lAUD to lSM; D) 

lAUD to rSM; E) rAUD to lAUD; F) rSM to lSM. Values were calculated over three 

equal epoch divisions of the 1 second arrow presentation. Shaded regions are the standard 

error of the mean. (A – D): positive values indicate the sensorimotor region activity 

leading the auditory region (top-down), negative values indicate the auditory region 

activity leading the sensorimotor region (bottom-up). (E, F): positive values indicate the 

left source activity leading the right source, negative values indicate the right source 

activity leading the left source. * = p < .05 FDR corrected. 
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During the middle epoch (333 – 666 ms), when the image of the tone was being 

updated, following the visual perception of the arrow, the left auditory region leads the θ-

band connectivity to all other regions (Figure 5-8 C,E (1st  row); D (4th row)), whilst the 

left sensorimotor regions also leads both the right auditory region (Figure 5-8 A (1st  row) 

and the right motor region (Figure 5-8 F(4th row)). No significant difference between 

Imagery and Perception were found in the dPTE in μ-band or β-band between any 

connections. 

Taken together these results show that in the Perception condition, information 

flow in the θ-band is directed from the auditory to the sensorimotor regions at the onset 

of sound; however, the (left) sensorimotor cortex drives the bilateral auditory regions 

during the anticipation of a sound. The latter pattern, is also seen at the onset of silent 

arrows for the Imagery condition, suggesting the invocation of motorically-driven 

predictive mechanisms. Further, the left auditory source driving the bilateral sensorimotor 

and the right auditory activity, along with the left sensorimotor source also driving both 

right hemisphere sources, during the middle epoch of Imagery, supports the notion of the 

left hemisphere playing an important role in pitch memory (Schaal et al., 2017; Schaal, 

Williamson, et al., 2015) and in pitch manipulation (Albouy et al., 2017).   

5.3.2.5 Regression Modelling 

The above results show that in the θ-band, the left sensorimotor cortex leads the 

right auditory region in the last epoch in the Perception condition. Since it has been 

posited that temporal prediction in perception may require imagery (Schaefer, 2017), we 

explored the nature of this relationship further through regression modelling to determine 

if imagery ability is facilitated by sensorimotor processing that precedes auditory 

processing. Linear regression was calculated using the dPTE value of the right auditory 

to the left sensorimotor connection in Perception condition in the last epoch (666 – 999 
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ms) as the criterion variable. The predictor variable in the initial regression was Imagery 

accuracy (percent correct Imagery condition) alone. The result was significant (F(1, 17) = 

6.951, p = .017), with Imagery accuracy alone accounting for 29% of the variance in the 

dPTE value (R2 = .290; R2
adj = .248) (see Figure 5-9). The addition of BAIS total scores 

or Imagery reaction time made no significant improvements to the model.    

 

Figure 5-9: A: dPTE for the right auditory to the left sensorimotor connection in the 

Perception condition, in the time window preceding to the next arrow (666 – 999 ms). B: 

Schematic of directed connectivity between the left sensorimotor and the right auditory 

region during this period. Imagery accuracy is positively associated with greater top-

down directed connectivity from the left sensorimotor region to the right auditory region 

 

5.4 Discussion 

The results of this investigation show that greater β-band modulation occurred 

during pitch imagery than pitch perception or maths, and that connectivity within the θ-

band was directed from sensorimotor to auditory regions during imagery generation as 

well as during perceptual temporal prediction. Whilst the β-band has previously been 

shown to be involved in predictive timing of ‘when’ events will occur in both perception 

(Fujioka et al., 2012) and imagery (Fujioka et al., 2015), only recently has evidence 
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emerged that it is also important in perception for predicting ‘what’ events they may be 

(Chang et al., 2016, 2018). For the first time, our study shows that even in silence, while 

imagining pitches, increased β-band modulation is observed, suggesting that β-band is 

also involved in ‘what’ is being imagined. Contrary to our expectations, our analyses 

showed no significant hemispheric or regional differences in β-band modulation for any 

type of cognitive operation. There was also no evidence for a differential connectivity 

during perception and imagery in the β-band. However, in the θ-band different patterns 

of directed connectivity were seen between perception and imagery. Our results may have 

implications for our understanding of how sensorimotor brain regions interact to support 

musical imagery, and how imagery-like processes may support perception. 

In any study of a subjective phenomenon such as mental imagery, it is necessary 

to ensure that the activity of interest is taking place. Our results support the notion that 

participants were using pitch imagery to complete the task. Firstly, objective behavioural 

measures of accuracy and reaction time gauged performance and were significantly 

correlated with a subjective measure of individual imagery ability (BAIS). Secondly, all 

participants confirmed in post-experimental debriefings the use of a musical imagery 

strategy to complete the task (i.e. hearing the sounds in their head or singing them in their 

head). 

 Modulation of β-Band During Pitch Imagery 

Greater β-band power modulation is seen during pitch Imagery than Perception, 

as evidenced both in the initial normalised time course plot (Figure 5-4) and in the 1 Hz 

power calculations (Figure 5-5F). The follow up analysis of modulation metrics 

confirmed that Imagery showed significantly greater Magnitude Difference than both 

Perception and Maths. This suggests that pitch imagery, completed in silence, not only 
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significantly modulates the β-band more than perception, but also that this modulation is 

specific to pitch imagery (and not other silent manipulations such as mental arithmetic).  

The dynamics of the β-band in response to sound has been argued to contain both 

exogenous components, seen in the initial β-ERD, and endogenous components, seen in 

the subsequent rebound, β-ERS (Fujioka et al., 2012; Ross et al., 2017). Much attention 

has been given to the latter, suggesting a role of the β-band rebound in predictive timing 

and rhythm perception over intervals of less than 1 second (Arnal et al., 2015; Arnal & 

Giraud, 2012; Fujioka et al., 2012), with the same predictive effect not seen in longer 

inter-stimulus intervals (Meijer, te Woerd, & Praamstra, 2016). In addition, auditory β-

band activity tracks the location in time of imagined beats during a presentation of a 

syncopated rhythm (Snyder & Large, 2005).  

 In this task the ‘when’ of arrow presentation was kept constant, while the ‘what’ 

varied (i.e. pitch to be imagined or heard, or a mathematical operation). Hence the 

emphasis during imagery was on pitch manipulations, and not the predictive timing of 

events. This is due to the arrows providing a visual isochronous metronome at a rate of 1 

per second, which minimised the anticipatory timing (Colley, Keller, & Halpern, 2018), 

and was a slower rate than the human preferred tempo (Patel & Iversen, 2014). Flashing 

visual metronomes are much less effective for synchronising than auditory metronomes 

at the same tempos (Iversen, Patel, Nicodemus, & Emmorey, 2015) and do not induce a 

strong sense of beat (McAuley & Henry, 2010).  

 Whilst β-band dynamics have been extensively studied in the role of anticipation 

of auditory beats, recently the role of β-band in predicting not only ‘when’ but ‘what’ a 

pitch will be, have also been explored (Chang et al., 2016, 2018). Chang et al. (2016) used 

a mismatch negativity paradigm with either 10% or 20% deviant tones and two different 

presentation rates (500 ms, 610 ms). Discrete Fourier Transforms were calculated for the 
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resulting β-band time courses and peaks were found at the presentation rate of 2 Hz and 

1.6 Hz respectively. They use this as evidence that the β-band entrains to the different 

inter-onset intervals in isochronous sequences (Chang et al., 2016). Though not compared 

statistically, the left auditory region 2 Hz power in the 20% deviant appears larger than 

the 10% deviant condition, suggesting greater entrainment when the deviant is more 

predictable. This is confirmed in a follow up study, in which Chang et al. (2018) showed 

that greater β-band modulation was seen prior to a predictable rather than an unpredictable 

tone in a MMN paradigm. Further, a trial-by-trial analysis revealed that greater β-ERD 

prior to a predictable deviant tone was related to reduced P3a amplitude after that tone, 

suggesting a reduced attention-prediction error response (Chang et al., 2018). Our study 

has shown greater modulation of the β-band during pitch imagery in a task that crucially 

has a constant presentation rate across all conditions, thereby minimising unexpectedness 

surrounding timing. This confirms that the β-band is involved not only in ‘when’ but also 

‘what’ is to occur.  Even in the absence of a sound, the internal generation or manipulation 

of a sound image corresponded to greater modulation of β-band than for perception.  

 β-band Communication 

Our neurophysiological measures were analysed to provide sufficient spatial 

sensitivity to discriminate broadly between neural activity in the two hemispheres, and 

between auditory and sensorimotor regions within hemispheres. Within each of the three 

conditions, similar time courses were seen between the auditory and sensorimotor sources 

in the β-band. Evidence for this is seen in the 1 Hz power calculation were no differences 

were found in source or hemisphere in the β-band (Figure 5-5E). In addition, no 

differences in the timing or amount of Maximum β-ERD or β-ERS were seen between 

sources or hemispheres. The β-band has historically been viewed as a sensorimotor 

rhythm (Cheyne, 2013; Engel & Fries, 2010; Kilavik, Zaepffel, Brovelli, MacKay, & 
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Riehle, 2013). Our results are consistent with the concept of the β-band as an “open line” 

of communication between the regions (Tang et al., 2016), as predicted by forward and 

inverse feedback loops on the dorsal pathway (Rauschecker & Scott, 2009). This open 

line of communication appears to be present during perception, imagery as well as mental 

arithmetic.  

 Our behavioural results showed that participants were significantly less accurate 

in the Imagery task, raising the possibility that the obtained physiological results are due 

to differences in task difficulty. However, there is a considerable literature showing that 

mental effort (workload, fatigue and drowsiness) is associated with frequency bands 

lower than β (i.e. delta, theta and alpha) (Borghini, Astolfi, Vecchiato, Mattia, & Babiloni, 

2014). Further, μ/α-band power is known to be strongly and monotonically suppressed as 

a function of increased listening effort (Obleser & Weisz, 2012). The present results 

showed a quite different pattern of results, with an enhancement of β-band power during 

mental imagery and no significant power modulation in lower frequency bands.  

Condition effects in the μ-band were found only for the timing of μ-ERD and μ-ERS, with 

faster rebounds in Perception than both Imagery and Maths, as would be expected since 

time locking should be tighter in the Perception condition. This profile of physiological 

responses is not readily attributable to differences in the difficulty of our tasks. 

 Directed Connectivity of Auditory and Sensorimotor Cortices  

Our connectivity analysis revealed that during the generation of imagery, in the θ-

band, the left sensorimotor region is leading the activity in the bilateral auditory regions. 

Conversely during the onset of a tone/arrow in the Perception condition, this 

directionality is reversed. Interestingly, the opposite pattern is seen in the last 333 ms of 

the arrow presentation, with the temporal prediction of the next arrow resulting in greater 

left sensorimotor to right auditory region direction of connectivity in the Perception 
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condition, whilst the Imagery condition showed more right auditory to left sensorimotor 

region directed connectivity. The regression finding that Imagery accuracy significantly 

predicted 29% of the variance in connectivity during perceptual temporal prediction 

suggests there is some overlap between temporal prediction and imagery. This has been 

theorised previously by Moore (2011) and Schaefer (2017) as two different types of 

imagery, with perception involving a “constructive imagery” and voluntary musical 

imagery, as is required in the PIAT, involving “sensory imagery”.  To our knowledge, this 

is the first empirical evidence for this proposition.  

In addition, during the middle epoch of each silent arrow in the Imagery 

Condition, a left hemisphere dominance was seen with the left auditory region leading 

the θ-band connectivity to all other regions and the left sensorimotor region also leading 

the right auditory and sensorimotor regions. This suggests the left hemisphere plays an 

important role during pitch imagery. Whilst the right auditory regions have repeatedly 

been found to be involved in musical imagery (Herholz et al., 2012; Hubbard, 2013; 

Zatorre & Halpern, 2005), the majority of the paradigms used have not isolated pitch 

imagery from other aspects of the musical image (ie rhythm, melody). In contrast, our 

results are consistent with the brain stimulation studies of Schaal and colleagues that show 

the left supramarginal gyrus, but not the right, having a causal role in pitch memory 

(Schaal et al., 2017; Schaal et al., 2013; Schaal, Williamson, et al., 2015). Further, 

stimulation to the left intraparietal sulcus at the θ-band frequency has been shown to boost 

performance on manipulation of melodies (i.e. mental reversal) but no improvement after 

stimulation is seen for maintenance of melodies (Albouy et al., 2017). Hence the left 

hemisphere dominance seen in the present study may also be due to the manipulation 

required in the task. 
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Finally, whilst Morillon and Baillet (2017) found β-band top-down directed 

connectivity during temporal prediction of a melody, and such connectivity was also 

expected to be found in during imagery (Gelding & Sun, 2018), we found no evidence 

for a significant difference in connectivity between perception and imagery in the β-band. 

For all connections, the normalised dPTE values in both conditions remained around 0. 

However, our finding that θ-band top-down directed connectivity during temporal 

prediction was related to imagery performance does confirm the role of the sensorimotor 

region in both perceptual temporal prediction and musical imagery. 

5.5 Conclusion 

This is the first study to show that the β-band auditory and sensorimotor 

oscillations are modulated more by pitch imagery manipulation than by perception, and 

the first to show opposite directed connectivity during perception and imagery onset. 

Further, our data provide evidence that imagery performance is associated with the degree 

of connectivity directed from sensorimotor to auditory regions during temporal prediction 

in perception.  

Previously in perception studies, the β-band has been shown to be involved in 

predictive timing of both ‘when’ events will occur, and ‘what’ these events will, however 

up until now, musical imagery studies have only shown the β-band’s involvement in 

temporal prediction. Our study shows that even in silence, while imagining pitches, 

increased β-band modulation is seen in comparison to perception suggesting the β-band 

is also important for ‘what’ imagined events are. In this task, timing or beat is held at a 

constant rate and pitches – heard or imagined – varied. Future research should investigate 

if the same increase in modulation, compared to perception, would be seen in rhythm 

imagery tasks, in which the pitch is held constant, but the rhythmic patterns vary. While 

the β-band is proposed to track the temporal location of imagined beats in syncopated 
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auditory rhythms (Iversen et al., 2009), it remains unclear if the β-band will also track 

imagined sound onsets in a rhythmic pattern, both on and off the beat. Future research 

could also confirm whether the presence of imagery-like top-down connectivity is present 

during other temporal prediction tasks and whether this is an association with explicit 

musical imagery ability. If so, it would not only suggest the presence of a type of imagery 

occurring implicitly during perception (Schaefer, 2017), but could lead to new avenues 

of research into the benefits of imagery training on perceptual abilities, and potential 

imagery interventions for hearing loss.  
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Abstract 

Mental imagery of rhythm has been relatively unexplored, partly due to the difficulty of 

maintaining tempo in silence. To overcome this, a new Rhythm Imagery Task (RIT) was 

developed. This task required participants to mentally maintain simple piano rhythms, in 

time with a bass drum metronome, for a continuation period. Accuracy of imagery was 

objectively measured by requiring participants to respond to an audible probe that was 

played either in time or out of time with one of the imagined piano notes. A motor version 

of the task required participants to tap out the piano rhythm during the continuation 

period. Participants completed 40 Imagery trials, then 40 Tapping trials, followed by 

another 40 Imagery trials. Firstly, we validated the task behaviourally with 52 

participants, finding that participants improved their imagery accuracy after short-term 

tapping training, even when tapping white noise masked the sound consequences of the 

taps. Next, using magnetoencephalography (MEG), 19 new participants were tested on 

the same paradigm. The β-band time course was extracted from bilateral auditory and 

sensorimotor sources, and modulation at the bass drum frequency (0.625 Hz) and the beat 

frequency (2.5 Hz) was compared. Greater β-band modulation was seen in the 

sensorimotor than auditory regions at the bass drum frequency for both heard and 

imagined patterns. The effect of tapping was seen most strongly in changes to directed 

connectivity in θ-band from the right sensorimotor region. More accurate imagery 

performance after tapping was related to increased right sensorimotor to left auditory 

driven connectivity during the silent on-beat in the syncopated patterns, both heard and 

imagined. Taken together, these results support the conclusion that precise timing 

provided by the right sensorimotor region facilitates accurate imagery of rhythm.  
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6.1 Introduction 

Rhythm and pitch are considered the two primary dimensions of music 

(Krumhansl, 2000), one temporal and the other spectral. Musical rhythm is defined as the 

pattern of time intervals in a sequence (Grahn, 2012), which encapsulates tempo, meter 

and patterns of timing. Several studies of music cognition have indicated that the 

perceptual mechanisms of pitch and rhythm may be dissociable, with selective 

impairments possible in one domain not but not the other (Hyde & Peretz, 2004; Phillips-

Silver et al., 2011). Pitch and timing of musical imagery are also dissociable as evidenced 

by behavioural tasks of musical imagery, where temporal accuracy is worse than pitch 

accuracy (Janata & Paroo, 2006; Weir et al., 2015). 

 While different spectral aspects of music including pitch, timbre, and loudness 

have been investigated in musical imagery studies, fewer studies have investigated 

temporal aspects of imagery. Most of these have investigated tempo and meter rather than 

rhythmic patterns (Hubbard, 2013). Imagery for tempo and changes in tempo have been 

explored using adjustable metronomes (Halpern, 1992) and tapping tasks (Jakubowski et 

al., 2018). In a study by Colley et al. (2018) participants were presented with 5 tones that 

were either speeding up or slowing down. After a gap of 2 beats, participants were 

required to respond to a probe tone that was presented too early or too late for a given 

temporal pattern. The gap between the timing of the probe and the correct answer was 

reduced over trials such that a discrimination threshold was reached when performance 

was at chance. Performance on this tempo imagery task was a significant predictor of 

performance on two behavioural tasks involving expressively timed music: A 

sensorimotor synchronisation task in which participants tapped along with the beat of the 

music; and a beat alignment task in which participants judged whether or not a click track 

was playing in time to the beat of the excerpts. Participants also completed a modified 
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version of the Pitch Imagery Arrow Task (Gelding et al., 2015) however pitch imagery 

performance, did not predict beat alignment performance. Hence Colley et al. (2018) 

concluded that tempo imagery is dissociable from pitch imagery, concordant with the 

results described above for pitch and rhythm perception.  

Metrical hierarchy of beats has been explored in several studies requiring 

participants to imagine different metrical structures on top of heard beats and comparing 

patterns of brain activity for imagined accents and actual accents. Imagined accents can 

be decoded successfully using brain activity from perceived accents and vice versa, 

suggesting considerable overlap in processing of perceived and imagined metrical 

structure (Vlek et al., 2011). In addition, both heard and imagined accents on downbeats 

show greater β-band desynchronisation than for unaccented beats (Fujioka et al., 2015). 

The β-rhythm has also been shown to be more strongly modulated during the omission of 

accented vs unaccented tones (Snyder & Large, 2005). Further, when participants were 

required to imagine a beat to a syncopated pattern, the induced β-band was found to be 

modulated according to the imagined beat, not the auditory notes that occurred off the 

beat (Iversen et al., 2009). Right auditory cortex activity was shown to track the beat in 

syncopated rhythms in which there is no energy at the beat frequency, even when 

participants were not instructed to maintain the beat while listening (Tal et al., 2017).   

Of the few studies that have explored imagery of rhythmic patterns, both 

manipulation and maintenance paradigms have been used. Zatorre et al. (2010) reported 

that mental reversal of familiar melodies was associated with activation of the 

intraparietal sulcus. However since this study involved mental manipulation of both 

rhythm and pitch attributes of melodies, it is unclear if there are mechanisms that may be 

specific to the manipulation of each of these dimensions. Stupacher et al. (2017) used a 

complex rhythm task in which participants had to maintain the rhythmic pattern in order 
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to judge the timing of a probe during a silent interval. In this task musicians showed 

enhancement of brain rhythms at the beat frequency, and the amplitude of beat-related 

rhythms was positively correlated with task accuracy. This design is promising, but the 

long silent periods of this task are likely to result in a gradual drift of the internal tempos. 

The role of neuromotor systems in tracking tempo has received considerable 

attention (Manning et al., 2017; Manning & Schutz, 2013, 2015, 2016). These studies are 

relevant because their control tasks required ongoing rhythm imagery to complete 

successfully, although they were described simply as “no-movement” conditions. In these 

studies participants heard a simple isochronous pattern with an accent on every 4th beat 

(downbeat). After the 4th downbeat the subsequent beats were not sounded, but the next 

downbeat came in either slightly early, late or on time (Manning & Schutz, 2013). 

Tapping with a drumstick rather than finger tapping (i.e. using more motor effectors) led 

to better performance (Manning et al., 2017), and these improvements were maintained 

when auditory feedback was eliminated by masking with white noise (Manning & Schutz, 

2015). When comparing results of the “no-movement” conditions in these tasks, there 

were no differences between percussionists and non-percussionists (Manning & Schutz, 

2016), suggesting that tapping experience may not be a strong predictor of tempo imagery 

ability. However due to the interleaved block design of movement and “no-movement” 

conditions, it is not possible to investigate the precise role of tapping on imagery  

Activity of and connectivity between auditory and sensorimotor regions has also 

been shown to be affected by both short-term motor training and long-term motor 

experience (Krishnan et al., 2018; Ross et al., 2017; Zatorre et al., 2007). Passive listening 

to a Tibetan singing bowl after a short period of learning to strike the bowl with the right 

hand, showed greater θ-phase connectivity between the right auditory and the left 

sensorimotor region (Ross et al., 2017). Such changes appear to be dependent on the 
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modality of training, as recent evidence has shown beat-boxers and guitarists show 

enhanced sensorimotor activation when passively listening to unfamiliar beat-box and 

guitar music respectively (Krishnan et al., 2018). This suggests that internal motor models 

are generated when participants listen to sounds they are experienced at producing 

(Krishnan et al., 2018). It remains unclear whether short-term tapping training on a 

rhythmic task would also cause neuroplastic changes during rhythm imagery.     

In the present study we designed a novel Rhythm Imagery Task (RIT) to address 

these gaps in the literature. The RIT required participants to maintain simple rhythmic 

piano rhythms in their minds in time with a bass drum metronome. Imagery performance 

was objectively measured by requiring participants to determine whether an audible probe 

was played in time or out of time with one of the imagined piano notes. A “motor” version 

of the task required participants to physically tap out the piano rhythm during the 

continuation period. We first examined RIT performance comprehensively with a 

behavioural study, and then carried out a MEG study designed to elucidate the neural 

mechanisms associated with rhythm imagery.     

Based on the results of Manning and Schutz (2015) we hypothesised that tapping 

would improve performance (i.e. performance accuracy in Block 2 of imagery would be 

greater than Block 1) and that participants who tapped in silence would improve more 

than those who tapped in white noise. From the results of Ross et al. (2017), we also 

predicted that tapping would increase directed connectivity between sensorimotor and 

auditory brain regions, as indexed by MEG measurements of brain activity during 

imagery and perception of rhythmic patterns. 
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6.2 Study 1: Behavioural Study 

The two aims of this behavioural study were to test: (1) whether rhythm 

production improves rhythm imagery performance by comparing RIT performance 

before and after a block of tapping; and (2) the effect that auditory feedback of the tapping 

has on subsequent rhythm imagery performance. We predicted that both groups of 

participants would improve after short-term motor production, and that participants who 

tapped in silence would improve more than those who tapped in white noise.  

 Materials and Methods 

6.2.1.1 Participants 

52 participants were split into two experimental groups, tapping in silence 

(‘Silence’) or tapping in white noise to mask auditory feedback from the taps (‘Noise’). 

50 participants were right-handed and 2 participants were left-handed. All participants 

reported having normal or corrected-to-normal vision and normal hearing. All 

participants provided written consent and all procedures were approved by the Macquarie 

University Human Research Ethics Committee. After data collection, 4 participants were 

excluded because they tapped during the imagery condition or tapped out the rhythmic 

patterns incorrectly (see below for more details of the exclusion criteria). Of the 

remaining participants, 25 were in the Silence condition and 23 were in the Noise 

condition. All participants completed the Goldsmith Musical Sophistication Index (Gold-

MSI; Mullensiefen et al., 2014) musical ability subscales, and the Bucknell Auditory 

Imagery Scale, with subscales for vividness (BAIS-V) and control (BAIS-C) (Halpern, 

2015). 
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The characteristics of the two groups are summarised in Table 6-1. There were no 

significant group differences for any of variables except gender (p< 0.04), with more 

females in the silent group.  

Table 6-1  
Participant Demographics and Psychometric Scores (Behavioural Study) 

 Gold-MSI  
Subscales 

BAIS 
Subscales 

 

A
ge

  

N
o.

 o
f F

em
al

es
 

A
ct

iv
e 

E
ng

ag
em

en
t 

Pe
rc

ep
tu

al
 

A
bi

lit
ie

s 

M
us

ic
al

 
Tr

ai
ni

ng
 

E
m

ot
io

ns
 

Si
ng

in
g 

A
bi

lit
ie

s 

G
en

er
al

 
So

ph
is

tic
at

io
n 

V
iv

id
ne

ss
 

C
on

tr
ol

 

Silence 
Tapping 
(N = 25) 

24.5  
(18 – 
53) 

21 39.4 
(20 – 
55) 

48.6 
(38 – 
63) 

30.2 
(7 – 
43) 

33.8 
(25 – 
40) 

33.28  
(23 – 
46) 

84 
(60 – 
114) 

4.9 
(1.5 – 
7) 

5.2 
(1.8 – 
6.9) 

Noise 
Tapping  
(N = 23) 

21.1 
(17 – 
46) 

13 40.7 
(21 – 
61) 

50.8 
(37 – 
63) 

30.7 
(10 – 
48) 

32.9 
(20 – 
42) 

35.2 
(26 – 
49) 

87 
(55 – 
120) 

5.1 
(3.8 – 
6.1) 

5.2 
(4 –  
6) 

 

6.2.1.2 Stimuli and Apparatus 

Rhythm Imagery Task 

A rhythmic pattern for each trial was made from the combination of two simple 

rhythmic units: a syncopated and a non-syncopated rhythm (see Figure 6-1). Each unit 

consisted of a bass drum on the first beat of the bar (downbeat), and piano tones, on 2 of 

the other beats in a 4-beat bar (as seen in Figure 6-1), with a constant beat rate of 400 ms. 

Trials began with a white fixation cross for 1.6 s, which remained on the screen until the 

end of the trial. A rhythmic pattern was played twice at the start of the trial, and then the 

piano component dropped out and the bass drum continued at a constant rate (1 per 1.6 

seconds). The tempo remained constant throughout the whole task. Participants were 

instructed to imagine the sound of the piano pattern during this continuation phase, 
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keeping timing as accurately as possible. They were also instructed not to move or sing 

in any way to help them imagine, but to remain as still as possible.  

In standard trials the whole pattern was imagined at least 3 times before a single 

piano tone probe was played. This piano tone was either in or out of time with one of the 

expected piano notes in the rhythmic pattern. Across the whole task there were 4 

differently timed probes (see orange box, Figure 6-1). 50% of probes were in-time 

(correct) and 50% were out of time (incorrect). Half of incorrect probes (25% of trials) 

were on the rest beat: beat 2 of the unsyncopated unit (at 400 ms) or beat 3 of the 

syncopated unit (“on-beat”, at 800 ms). The remaining incorrect probes (25% of trials) 

were midway between beat 3 and 4 (at 1000 ms) for both units. The probe was presented 

with equal probability during the first or second unit of the pattern. The probe was the 

same the piano note used in the trial. 

Once the probe was played, the white fixation cross turned blue, and participants 

had to indicate with a button press whether the probe was in time or out of time with the 

imagined pattern. Feedback was given on every trial and the blue fixation cross turned 

green for correct responses and red for incorrect responses. To ensure that participants 

were maintaining the rhythmic pattern in imagery throughout the silent period, on 10% 

of trials (catch trials) the probe was played after maintaining the pattern just once. Pilot 

testing showed that active imagery was required for accurate task performance over a 

maintenance period of 3 repetitions (9.6 seconds).  
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Figure 6-1: Schematic of a RIT trial. Each rhythmic pattern was a combination of two 

possible units (Unsyncopated, blue and/or Syncopated, purple), both of which had a bass 

drum on the first beat of each unit. Each rhythmic pattern was heard twice, then during 

the continuation period participants imagined the patterns along with a sounded bass drum 

on the first beat. In a standard trial, after 6 or 7 units, when the rhythmic pattern had been 

imagined at least 3 times, one of 4 possible probes (orange) was sounded, and participants 

were required to indicate if the probe was correct (green options) or incorrect (red 

options). 

 

Given the 2 rhythmic units (Syncopated (S) and Unsyncopated (U)), there were 4 

possible rhythmic pattern combinations (SS, SU, US, UU). For each of these, one of 4 

possible probes (orange box in Figure 6-1) was presented either during the first or second 
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unit of the pattern (that is after 6 or 7 units have been imagined). For example, in Figure 

6-1, the “US” pattern is imagined for 7 units, which means the participants should be 

imagining the “S” unit when the probe (orange box) is played. For standard trials there 

was equal probability of the probe falling on the first or second unit, hence for each pattern 

there are 4 possible probes for the first unit and 4 possible probes for the second, making 

8 possible probe combinations for each of the 4 patterns (8 x 4 = 32 trials), of which half 

were correct and half were incorrect.  Each block also contained 8 catch trials, where the 

probe was played earlier in the continuation period, after maintaining the pattern just 

once. The piano tone used in trials varied between C4, D4, E4, F4 and G4, but was 

constant within a given trial. Rhythmic patterns and pitch for a given trial were selected 

quasi-randomly so that there was no direct repeat of any pitch or rhythmic pattern 

presented.  

Rhythm Tapping Task 

In this task a white fixation cross appeared on the screen, and then participants 

were introduced to one of the simple rhythmic patterns of the RIT, that featured a bass 

drum (on downbeat) and piano tones. After hearing the pattern just once, the fixation cross 

then turned orange, and participants then tapped along with the piano part on a designated 

keyboard button (down arrow, which was labelled with an orange cross), as the pattern 

repeated. Then the piano part dropped out and the bass drum continued to keep 

participants in time. They were instructed to continue tapping out the piano pattern on the 

down arrow keyboard button.  

In standard trials, the total pattern was tapped out at least three times (minimum 

of 9.6 seconds), and during the fourth repetition of the tapping at some point in the pattern 

a single piano note was played as a probe, that was either in time with one of the piano 

notes in the pattern or was out of time. After a 500 ms pause, a blue fixation cross 
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appeared, indicating that participants had to choose if the probe note was in time with the 

pattern they were playing or out of time. Feedback was given on every trial and the cross 

turned green for correct responses and red for incorrect responses. Forty trials were 

presented, with an opportunity for a break after 20 trials. For catch trials (20%), the probe 

was introduced after just one complete tapping of the pattern. These were included to 

ensure that participants maintained vigilance throughout the task for the probe.  

For participants in the “Noise” group, white noise was inserted during the 

continuation period to mask the auditory consequences of tapping. The bass drum was 

audible over the noise. The masking noise stopped exactly when the probe tone was 

played.  

6.2.1.3 Procedure 

Presentation® software (Version 18.0, Neurobehavioral Systems, Inc., Berkeley, 

CA, www.neurobs.com) was used to control the experiment and record responses. Audio 

files were created in Audacity (www.audacityteam.org) using the Alicia’s Keys piano 

plugin (Native Instruments GmbH) and the bass drum from the EZDRUMMER™ 2 

(www.toontrack.com) software and exported as .wav files for use in Presentation®.  

Upon being seated in front of the computer, participants were given a sound check, 

whereby they could manually adjust the volume of their headphones to a suitable level. 

They were then introduced to the RIT and given two example trials. There were 40 RIT 

trials, with an opportunity for a rest after 20 trials. Participants then completed the Gold-

MSI survey. They were then introduced to the tapping task and given two example trials. 

An opportunity for questions was given prior to the start of the task.  The BAIS survey 

was then completed before starting the second block of RIT. After each condition, 

participants were asked to rate vividness of musical imagery of the piano tones on a scale 
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of 1 (not vivid and all) and 5 (very vivid), and to describe the strategies they used to 

complete the task.  

6.2.1.4 Data Analysis 

A 2 (Group: Silent, Noise) x 3 (Condition: RIT Block 1, Tapping, RIT Block 2) 

ANOVA was conducted for both accuracy and hit reaction time.  A t-test compared Block 

1 and Block 2 RIT for both accuracy and reaction time for all participants to determine if 

the tapping condition led to improved performance. Measures of tapping accuracy were 

calculated including absolute mean asynchrony of taps, as well as the coefficient of 

variation (CV), which is the standard deviation of the inter-onset interval (IOI) / mean 

IOI, for each of the inter-onset gaps (400 ms, 800 ms). Hence CV_400 is a measure of 

how consistently participants tapped the 400 ms gap found in the unsyncopated pattern 

and CV_800 is a measure of how consistently participants tapped the 800 ms gap in the 

syncopated pattern. Individual differences of musical sophistication (Gold-MSI), imagery 

vividness (BAIS-V) and control (BAIS-C) as well as measures of tapping accuracy were 

correlated with the performance measures (accuracy and reaction time) of the RIT Block 

2 and tapping conditions. Multiple regression analysis used a hierarchical linear model 

through step-wise reduction with RIT accuracy from Block 2 as the criterion variable to 

determine significant predictors of rhythm imagery performance.  

 Results 

6.2.2.1 Accuracy and Reaction Time 

A 2 x 3 ANOVA of Accuracy revealed a significant main effect of 

Condition (F(2,138) = 7.392, p < .001, η2 = .09) and Group (F(1,138) = 4.096, p = .045, η2 = 

.03), but no significant interaction (F(2,138) = 0.593, p = .55). Post hoc paired t-tests showed 

accuracy in tapping condition (M = 78.9%, SD = 15.1%) was better than both RIT Block 
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1 (M = 67.6%, SD = 16%; t(47) = -7.782, p < .001, 95% CI [-0.148, -0.087], Hedges g = 

.751) and RIT Block 2 (M = 73.8%, SD = 14.2%; t(47) = 3.995, p < .001, 95% CI [0.028, 

0.084], Hedges g = .377). Crucially, performance was significantly more accurate in RIT 

Block 2 compared to RIT Block 1, confirming the hypothesis that short-term tapping 

training improves performance on the task (t(47) = -3.742, p < .001, 95% CI [-0.095, -

0.029], Hedges g = .406).  

Participants in the Noise condition (M = 76.2%, SD = 16.8%) out-performed 

participants in the Silent condition (M =71.2%, SD = 14.5%) as indicated by a significant 

main effect of Group. As Figure 6-2 illustrates, in RIT Block 1, even before the sound 

manipulation takes place in the Tapping Block, the Noise group had higher accuracy than 

the Silent group, however this difference was not statistically significant (t(46) = -1.951, 

p = .057, 95% CI [-0.178,  0.003], Hedges g = .554). As there was no interaction between 

Group and Condition, this suggests both groups show similar patterns of improvement 

after the tapping task, regardless of the auditory feedback manipulation. Results in the 

Noise Group show a ceiling effect for some participants. 
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Figure 6-2: Performance Accuracy on each of the Blocks (RIT Block 1, Tapping, RIT 

Block 2) for the Silent and Noise groups separately. Median values of groups are white 

dots, black dots are individual accuracy scores. Solid black lines indicate 1st and 3rd 

quartiles, with the overall length of the violin plot showing maximum and minimum 

values per group.  

 

A 2 x 3 ANOVA of mean hit reaction time revealed a significant main effect of 

Condition (F(2,138) = 13.07, p < .001, η2 = .158). Post hoc paired t-tests showed reaction 

times were faster in tapping  (M = 466.6 ms, SD = 164.99 ms) than RIT Block 1 (M = 

661.7 ms, SD = 220.27 ms; t(47) = 6.961, p < .001, 95% CI [138.74, 251.52], Hedges g 

= .995) and RIT Block 2 (M = 520.2 ms, SD = 186.54 ms; t(47) = -2.56, p = .014, 95% 

CI [-95.64, -11.49], Hedges g = .302). RIT Block 2 was also significantly faster than RIT 

Block 1 (t(47) = 4.864, p < .001, 95% CI [83.01, 200.12], Hedges g = .688). 



MENTAL IMAGERY OF MUSICAL RHYTHMS 
 
   

194 
 

6.2.2.2 Individual Differences 

The scores on the Gold-MSI and BAIS subscales and three measures of tapping 

accuracy (Absolute Mean Asynchrony, CV_400 and CV_800) were correlated with 

accuracy (percent correct) and hit reaction time for tapping and RIT for Block 2 (see Table 

6-2). The only significant correlations after Bonferroni correction were positive 

correlations for accuracy in both conditions, with both Musical Training and General 

Sophistication. In addition, there was a significant negative correlation between CV_800 

and tapping accuracy. That is, participants with less variable and more consistent 800 ms 

gaps in the syncopated pattern (i.e., lower CV_800) showed higher tapping accuracy 

(percent correct). 

6.2.2.3 Multiple Regression Analysis 

Regression analyses were conducted to evaluate which variables best predicted 

accurate performance on the RIT in Block 2, taking percent correct as the criterion 

variable. Eighteen predictor variables (Percent correct RIT Block 1 and Tapping; Reaction 

times for RIT Block 1, Tapping, RIT Block 2; Absolute Mean Asynchrony; CV_400 

CV_800; 6 Gold-MSI subscales, 2 BAIS subscales, Strategy Use from RIT Block 2 [1 = 

“Musical Imagery”, 0 = “Alternative Strategy”]), Group [Noise = 1, Silent = 0]) were 

included in an initial model and stepwise regression reduced the model to the minimal 

adequate hierarchical linear model, with only significant predictors. This resulted in a 

final model containing only tapping accuracy and hit reaction time for Block 2 RIT, which 

together significantly predicted accuracy on RIT Block 2 (F(2, 45) = 43.18, p <.001) and 

accounted for 66% of the variance in RIT accuracy (R2 = .657; R2
adj = .642). (See Table 

6-3).  
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Table 6-2  

Correlation of Key Variables with Accuracy and Reaction Time (RT) – Behavioural 
Study 

 Gold-MSI  
Subscales 
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Tapping  
Measures 
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40

0 

C
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80

0 

Tapping 

Accuracy 

.281 .312 .603 

*** 

.206 .318 .511 

** 

-.178 .046 -.413 -.414 -.602 

*** 

Tapping 

RT 

.038 .174 .393 .187 .016 .186 .052 .184 .019 .091 -.137 

RIT Block 

2 Accuracy 

.248 .295 .464 

* 

.127 .348 .473 

* 

-.211 .003 -.340 -.359 -.408 

RIT Block 

2 RT 

.060 .131 .335 .159 .048 .163 .056 .026 -.039 .004 -.181 

 
Correlations were Bonferroni corrected to account for multiple comparisons. Significance 

is denoted as ***= p< .001, **= p<.001, *= p <.05.  

 

Table 6-3  
Multiple Regression Results 

Variable β SE t p 

(Intercept) 0.234 0.075 3.106 0.003 

Tapping Accuracy  0.739 0.082 8.958 <0.0001*** 

RIT Block 2 RT -0.0002 0.00007 -2.38 0.022* 

R2 adj; R2 .642; .657 

 F[2,45] = 42.18*** 

 
Significance is denoted as * = p < .05, *** = p < .001. 
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 Discussion 

The two main predictions of this behavioural study were that tapping would 

improve performance, and that participants who tapped in silence would improve more 

than those who tapped in white noise. Our results confirm the first prediction, with both 

higher performance accuracy and faster reaction times in the RIT of Block 2 compared to 

Block 1 across all participants. In addition, the multiple regression analysis revealed that 

performance accuracy in Block 2 of the RIT was best predicted by tapping accuracy 

(percent correct) and reaction time in Block 2 RIT. Taken together this suggests that 

tapping significantly improved task performance. 

However, the second prediction was not confirmed as the Silent condition 

participants did not out-perform Noise condition participants. In fact, overall, there was 

a significant main effect of Group in the ANOVA for performance accuracy, with the 

Noise condition group performing more accurately than the Silent condition participants. 

However, follow up t-tests revealed no significant difference between the individual 

blocks (RIT Block 1, Tapping or RIT Block 2). While participants in both groups were 

matched in musical training and auditory imagery vividness, the ceiling effect in the 

Noise group at RIT Block 1 meant there was less room for improvement after tapping in 

RIT Block 2. Hence the results do not conclusively address whether noise or silence 

during tapping leads to differential rhythm imagery performance. Even so, the present 

results do show both groups improve, suggesting that even in the absence of auditory 

feedback, tapping training helps enhance rhythm imagery performance.  

 These findings show that overt motor production during practice facilitated 

subsequent imagery performance and support the interpretation that the brain’s motor 
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systems are involved in rhythm imagery (Manning et al., 2017; Manning & Schutz, 2015). 

In the following experiment, this interpretation was further evaluated with MEG 

measurements of auditory-sensorimotor brain function during rhythm imagery. 

6.3 Study 2: MEG Study 

The MEG study was designed to assess the relative activations and connectivity 

profiles of auditory and sensorimotor brain regions during rhythm imagery. We predicted 

that any plastic changes induced by practice with tapping should result in increased 

directed connectivity from sensorimotor to auditory brain regions.  

 Materials and Methods 

6.3.1.1 Participants 

19 participants were recruited. All had participated in a RIT screening task, which 

included additional rhythmic units than just the two featured in the present study and had 

completed the Gold-MSI and BAIS questionnaires. All participants obtained greater than 

68% accuracy on the screening task and self-reported to being right-handed, having 

normal or corrected-to-normal vision and normal hearing. All participants provided 

written consent and procedures were approved by the Macquarie University Human 

Research Ethics Committee. Data from one participant who tapped overtly with their left 

hand during the imagery blocks was excluded.  

6.3.1.2 Stimuli and Apparatus 

The conditions of RIT Block 1, Tapping block and RIT Block 2 were identical to 

the behavioural study outlined above (Silent condition), except that no trial feedback was 

provided. Each block contained 40 trials, with a short break inserted after 20 trials. 

Between blocks participants had the opportunity to rest while marker coil measurements 

were taken.  
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6.3.1.3 MEG measurements 

Data Acquisition 

Brain activity was recorded with a whole-head MEG system (Model PQ1160R-

N2, KIT, Kanazawa, Japan) consisting of 160 coaxial first-order gradiometers with a 

50 mm baseline. Prior to MEG measurements, five marker coils were placed on the 

participant's head and their positions and the participant's head shape were measured with 

a pen digitiser (Polhemus Fastrack, Colchester, VT). Head position was measured by 

energising the marker coils in the MEG immediately before and after each block within 

the recording session. During acquisition MEG was sampled at 1 kHz and band-pass 

filtered between 0.03 and 200 Hz. Individual structural magnetic resonance images were 

not available for the present experiment so the adult template brain in BESA Research 

6.1 (BESA Research, Gräfelfing, Germany) was used for all participants, using a spherical 

head model.  

Responses were made on a MEG-compatible 4 button stick cylinder (Current 

Designs Inc: Philadelphia, USA, Model HHSC-1X4-CYL-2) with the right index finger. 

Three practice trials with feedback were administered inside the shielded room, before 

Block 1 (RIT) and the Tapping Block, but no practice trials were given in RIT Block 2. 

Functional localiser tasks (Arnal et al., 2015; Tal et al., 2017) after RIT Block 2. The 

auditory localiser was a random presentation of the same 5 piano tones used in the rhythm 

tasks. Tones were presented (n = 100) at a rate of 500 ms +/- 200 ms. The motor localiser 

tasks were self-paced button presses at a rate of approximately 1 per second for a total of 

100 presses for each of the left and right index fingers. Participants were monitored with 

a video camera throughout. Upon completion participants were asked what strategies they 

used to complete the imagery task. 
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Surface electromyography (EMG) was monitored to rule out movements during 

the imagery task. EMG was measured with two pairs of bipolar electrodes attached to the 

forearm and underarm muscle, and recorded using BrainAmp ExG MR 16P 

(BrainProducts Gmbh, Gilching, Germany).  

Behavioural Analysis 

Accuracy was computed as the percent correct across completed trials. Hit 

reaction time (RT) was measured as the time between onset of the blue cross after the 

probe, indicating a response should be made, and the response. A t-test was calculated to 

confirm if rhythm imagery accuracy and RT improved between Block 1 and 2 of the RIT. 

Measures of tapping accuracy were also computed (Absolute mean asynchrony, CV_400, 

and CV_800). Individual differences in musical sophistication (Gold-MSI) and imagery 

vividness (BAIS-V) and control (BAIS-C) were compared to the performance measures 

(accuracy and reaction time) of RIT Block 2 and Tapping.  

6.3.1.4 Source Localisation 

MEG analyses were carried out in BESA Research 6.1 (BESA Research, 

Gräfelfing, Germany). Our spatial filtering approach used four dipole sources modelled 

in bilateral auditory cortices and bilateral sensorimotor cortices. Auditory sources were 

fit to each participant’s data using the rising half of the averaged M100 response to the 

auditory localiser task. Average Talairach coordinates of the auditory sources in the BESA 

Research 6.1 standard template brain were x = 47.1 (right), y = -19 (posterior), and z = 

3(superior) in the right hemisphere (Right Superior Temporal Gyrus, BA22) and x = -

45.8, y = -20.4, and z = 3.6 in the left hemisphere (Left Superior Temporal Gyrus, BA22).  

Bilateral sensorimotor sources were obtained for each participant, using a 

beamformer analysis of the β-band activity (15 – 30 Hz) for 300 ms around the onset of 
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the button presses from the motor localiser task, on left and right hand separately (n = 100 

trials each). Bilateral sources within the sensorimotor cortices were found for each 

participant. The average Talairach coordinates of the BESA Research 6.1 standard 

template brain for these were: x = 38.9 (right), y = -19.8 (posterior), and z =47.7 (superior) 

in the right hemisphere (Right Postcentral Gyrus, BA3) and x = -36.9, y = -20.3, and z = 

44.2 in the left hemisphere (Left Postcentral Gyrus, BA3).   

The auditory and sensorimotor sources were then combined into a single model 

for each participant. The source localisation procedure resulted in the reduction of the 160 

channel surface MEG data to a 4-source montage and provided spatial filters in close 

spatial proximity to bilateral auditory and sensorimotor cortices. Subsequent analyses 

were computed using the 4-source montage and using data only from trials with correct 

responses. Trials with MEG artefacts including blinks and eye-movements during 

baseline period -1100 – 0 ms were rejected from the time-frequency calculations using 

the artefact scan tool in BESA Research 6.1, which rejects trials based on abnormally 

high amplitudes (> 5000 μV) or abrupt rises or falls in amplitude (gradients > 2500).  

Time-frequency plots were generated in BESA Research 6.1 using Temporal-

Spectral Evolution using a frequency range of 4 to 50 Hz, a frequency sampling of 2 Hz 

and a time sampling of 25 ms over an epoch of -1100 ms – 16000 ms for standard trials. 

The baseline period (-1100 ms – 0 ms) had a silent white fixation cross on the screen. 

Two heard patterns (0 – 6400 ms) were then followed by 3 repeats of the imagined pattern 

(6400 – 16000 ms), while the bass drum played. The plots show the amplitude for each 

time point normalised to the mean amplitude of the baseline epoch for that frequency. A 

value of the time-frequency plot describes the spectral change of activity at time t, relative 

to the activity during the baseline epoch. A value of +100% means the amplitude is twice 

as high as during the baseline epoch. The evoked (averaged) signal was subtracted from 
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all trials prior to computing the mean time-frequency transform. Average time courses for 

induced β-band (16 – 26 Hz) were calculated in MATLAB 8.2 (MathWorks Inc, MA, 

USA). Analyses focussed on the β-band based on the results obtained in the pitch imagery 

MEG study (Chapter 5). While Chapter 5 used a 50 ms time bin, the present analyses used 

a smaller time bin of 25 ms in order to more precisely capture temporal evolution of 

rhythmic patterns. This required an increase of frequency bin size from 1 Hz to 2 Hz. 

Hence in the present study, the β-band was sampled over the range of 16 – 26 Hz, 

maintaining a band width of 10 Hz.  

6.3.1.5 β-Band Modulation 

The β-band activity was analysed in the frequency domain for modulations 

corresponding to the power spectrum of the acoustic stimuli, which had greatest power at 

the beat frequency (2.5 Hz) and the bass drum frequency (0.625 Hz). Fast Fourier 

Transforms were computed for the mean β-band time course for all rhythmic patterns 

(combination of 2 rhythmic units = 3.2 seconds total), averaged across both blocks.  

Repeated measures ANOVAs were computed for power obtained at 0.625 and 2.5 Hz.   

6.3.1.6 Connectivity Analysis 

Directed phase transfer entropy (dPTE) is a method that has recently been used to 

measure the effective connectivity between regions of interest (Hillebrand et al., 2016; 

Lobier et al., 2014). This method calculates the instantaneous phase of the time series 

from each region of interest, and, like Granger causality, determines the direction of 

information based on temporal precedence and influence of one region on another (Lobier 

et al., 2014). The advantage of this type of connectivity analysis is that it is model free, 

computationally straightforward and robust for various time windows and trial numbers 

(Lobier et al., 2014). To calculate dPTE values, for each participant, the raw data time 

courses for each unit (syncopated, unsyncopated), were epoched into the individual beats 
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of the bar (2nd: 400 – 800 ms, 3rd: 800 – 1200 ms, 4th: 1200 – 1600 ms) and separately 

concatenated for imagined and heard patterns, for Block 1 and 2 of the RIT. The bass 

drum beat was excluded from analysis since it was heard in all patterns. These were then 

bandpass filtered in the θ-band (4 – 8 Hz). We focussed our analyses in the θ-band based 

on the results of Chapter 5, and because increased auditory-sensorimotor phase 

connectivity in this frequency band after motor training has been reported previously by 

Ross et al. (2017). dTPE was calculated using PhaseTE_MF.m (Fraschini & Hillebrand, 

2017) using the bin size (h) of Scott (1992): h = 3.49σn-1/3 where σ is the standard 

deviation of the phase data calculated from the Hilbert transform for the time series, and 

n is the length (number of samples) of the time series. The default time delay was 

determined by the frequency content of the data. The results were then normalised 

between -0.5 and 0.5 with the sign indicating the direction of the connectivity, as per 

Morillon and Baillet (2017). This resulted in dPTE values per participant for each beat 

(2nd, 3rd, 4th), each condition (heard, imagined) and each block (first, second) and each of 

the 6 connections between regions. dPTE values were then tested statistically with 

ANOVAs. 

 Results 

6.3.2.1 Behavioural Results 

Accuracy and Reaction Time 

RIT accuracy was not significantly different between Blocks 1 and 2 (Block 1: M 

= 79.7%, SD = 13.5%; Block 2: M = 80.3%, SD = 12.5%; t(17) = -0.229, p = 0.822, 95% 

CI [-0.057,  0.046], Hedges g = .042). However hit reaction times were significantly faster 

after the tapping block (Block 1: M = 555.93 ms, SD = 172.09 ms, Block 2: M = 436.90 

ms, SD = 119.05 ms, t(17) =3.437, p = .0031, 95% CI [45.97, 192.10], Hedges g = .042). 
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Individual Differences 

Scores on the subscales of the Gold-MSI and BAIS and three measures of tapping 

accuracy (absolute mean asynchrony, CV_400 and CV_800) were correlated with 

accuracy (percent correct) and hit reaction time for Tapping and RIT for Block 2. 

Correlations were Bonferroni corrected to account for multiple comparison, and no 

correlations survived correction. The largest correlations were between CV_800 and both 

Tapping accuracy and RIT Block 2 accuracy, however General Sophistication and 

Musical Training did not correlate strongly with performance on either task (see Table 6-

4). 

Table 6-4 
Correlations of Key Variables from with Accuracy and Reaction Time (RT) – MEG 
Study 
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80

0 
Tapping 

Accuracy 

.326 -.001 -.031 .152 .317 .195 .466 .321 -.398 -.230 -.564 

Tapping RT -.142 -.121 .006 -.195 -.459 -.259 -.439 -.476 .341 .028 .486 

RIT Block 2 

Accuracy 

.142 -.149 .025 -.096 .117 .036 .329 -.009 -.321 -.393 -.531 

RIT Block 2 

RT 

-.088 -.254 -.294 -.118 -.493 -.448 -.238 -.363 .254 -.124 .340 

 
Correlations were Bonferroni corrected to account for multiple comparison and no 

correlations survived correction. 

 



MENTAL IMAGERY OF MUSICAL RHYTHMS 
 
   

204 
 

6.3.2.2 MEG Results 

Normalised β-band Time Course 

Normalised β-band time courses are plotted in Figure 6-3. The absolute area under 

the (rectified) curve from this figure showed greater mean β-modulation for heard units 

(Unsyncopated: 0.273%, Syncopated: 0.196%) than for imagined units (Unsyncopated: 

0.171%, Syncopated: 0.143%). 

Figure 6-3: Mean β-band time course for 4 sources, for Perception (Red) and Imagery 

(Blue) of the A) Unsyncopated (piano tones: 800 ms, 1200 ms) and B) Syncopated (piano 

tones: 400 ms, 1200 ms) units.  

 

Modulation at Bass Drum and Beat Frequencies  

A repeated measures ANOVA of 2 Conditions (Imagery; Perception) x 2 Beat 

Frequencies (Bass Drum (0.625 Hz), Beat (2.5 Hz)) x 2 Sources (Auditory; Sensorimotor) 

x 2 Hemispheres (Right; Left) was computed across both blocks. A significant main effect 

was found for both Beat Frequency (F(1,272) = 38.53, p < .001, ηp
2= .124) and Condition 

(F(1,272) = 4.109, p = .0436, ηp
2 = .014) with the bass drum frequency (0.625 Hz) having 

greater β-band power than the beat frequency (2.5 Hz), and heard patterns showing greater 
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modulation than imagined patterns. In addition there was a significant Hemisphere x 

Source interaction (F(1,272) = 4.645, p = .032, ηp
2= .017). Post hoc comparisons (Tukey 

HSD α = 0.05) revealed this was due to the right sensorimotor region having significantly 

greater power than right auditory in both conditions (p = .025). 

To examine the main effect of Beat Frequency in more detail, additional ANOVAs 

(2 Conditions x 2 Sources x 2 Hemispheres) were computed for the bass drum frequency 

and beat frequency separately. For the bass drum frequency, the only significant main 

effect was Source (F(1,136) = 4.592, p = .034, ηp
2= .033), with sensorimotor regions 

showing greater modulation than auditory regions. At the beat frequency the only 

significant main effect was Condition (F(1,136) = 7.532, p = .007, ηp
2= .052), with heard 

patterns showing greater modulation than imagined. 

To examine the main effect of Conditions in more detail, additional ANOVAs (2 

Beat Frequencies x 2 Sources x 2 Hemispheres) were conducted for heard and imagined 

patterns separately. In the heard patterns, a significant main effect was found for beat 

frequency (F(1,136) = 12.881, p < .001, ηp
2= .087) confirming greater power at 0.625 Hz 

than 2.5 Hz. There was also a significant Hemisphere x Source interaction (F(1,136) = 

5.570, p = .020, ηp
2= .039). However, post hoc comparisons (Tukey HSD α = 0.05) 

revealed none of these differences survive correction for multiple comparisons.  

For imagined patterns, a main effect was seen for both beat frequency (F(1,136) = 

30.330, p < .001, ηp
2= .182) and Source (F(1,136) = 4.669, p = .033, ηp

2= .033). There was 

also a significant Beat x Source interaction (F(1,136) = 4.669, p = .033, ηp
2= .033). Post hoc 

comparisons (Tukey HSD α = 0.05) revealed a significant difference at the 0.625 Hz 

frequency, with the sensorimotor sources showing greater β-band power than the auditory 

sources (p = .015), but no significant difference at the 2.5 Hz frequency between auditory 
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and sensorimotor sources (p = .999). The sensorimotor region bass frequency modulation 

was also greater than beat frequency modulation in both auditory (p < .001) and 

sensorimotor regions (p < .001). 

In summary, the results showed greater β-band modulation at 0.625 Hz frequency 

than 2.5 Hz. At 0.625 Hz, sensorimotor sources showed greater β-band modulation than 

auditory sources during both heard and imagined patterns. At 2.5 Hz no Source 

differences were found, but heard patterns showed greater modulation than imagined 

patterns. As Figure 6-4 shows, the right auditory source for both the bass drum and beat 

frequency showed no significant difference between heard and imagined patterns. 

Figure 6-4: β-band power at the Bass Drum (0.625 Hz) and Beat (2.5 Hz) frequencies. 

1st and 2nd plot show mean results and 95% Confidence Intervals for each of the four 

sources for the two conditions (Imagery: Blue; Perception: Red), with auditory sources 

having solid lines and sensorimotor sources having dashed lines.  3rd plot shows mean 

results and 95% Confidence Intervals of all sources for each of the two conditions for 

both frequencies. (** = p < .01, *** = p < .001) 

 

Connectivity Analysis 

The dPTE values were calculated for the two rhythmic units, for both heard and 

imagined patterns in both blocks separately (Block 1 before tapping and Block 2 after 

tapping), see Figure 6-5. To determine if there were differences in dPTE values before 

and after tapping, repeated measures ANOVAs were calculated for each of the 6 
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connections separately: 2 Condition (Heard, Imagined) x 2 Units (Syncopated, 

Unsyncopated) x 2 Block (1st, 2nd) x 3 Beats (2nd: 400 – 800 ms, 3rd: 800 – 1200 ms, 4th: 

1200 – 1600 ms). Although tapping was completed by the right hand, and hence changes 

in connectivity would be expected between the left sensorimotor region and the auditory 

regions, both the right and the left auditory connection to the left sensorimotor region 

showed no significant effects of tapping. However the left auditory to the right 

sensorimotor connection showed a significant interaction effect of Block x Beat (F(1,408) 

= 3.050, p = .049, ηp
2= .015) as well as effects of Unit x Block (F(1,408) = 4.193, p = .041, 

ηp
2= .010), and Condition x Block x Beat (F(2,408) = 3.401, p = .034, ηp

2= .003). This was 

due to greater right sensorimotor to left auditory activity in imagined units during the 2nd 

beat in Block 1, and greater left auditory to right sensorimotor activity in heard units 

during the 4th beat in Block 2. This is to be expected given that in both syncopated and 

unsyncopated units, the 4th beat has a piano tone sounded in the heard units.  In addition, 

the right auditory to the right sensorimotor connection also showed a significant 

interaction effect of Block x Beat (F(1,408) = 3.806, p = .023, ηp
2= .018), although post hoc 

comparisons (Tukey HSD α = 0.05) revealed no significant differences.   

The hemispheric connection between the auditory regions showed a main effect 

for Unit x Beat (F(2,408) = 4.492, p = .012, ηp
2= .022), however post hoc Tukey HSD 

comparisons revealed no significant differences. Finally, the hemispheric connection 

between the sensorimotor regions showed significant interaction effects of Condition x 

Block (F(1,408) = 4.562, p = .033, ηp
2= .011), and Block x Beat (F(2,408) = 4.474, p = .012, 

ηp
2= .021). Post hoc Tukey HSD comparisons revealed in the first interaction, heard units 

showed greater left to right driven connectivity before tapping, but reversed direction 

from right to left driven connectivity afterwards (p = .044). The second interaction is due 
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to this same change from left to right driven connectivity before tapping to right to left 

driven connectivity seen in the on-beat (3rd beat: 800 – 1200 ms) (p = .011). 

 

Figure 6-5: dPTE values for θ-band for RIT Block 1 (B1) and Block 2 (B2). Red is heard 

units; Blue is imagined units; shaded regions represent the standard error of the mean. 

Grey shaded region over music shows the time window of the row, corresponding to the 

musical beat. Columns 1 – 4 show sensorimotor regions as positive values and auditory 

regions as negative. Columns 5,6 show left regions as positive values and right regions 

as negative values.  
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Exploratory Analysis 

Given the previous relationship found between imagery accuracy performance 

and directed connectivity from sensorimotor to auditory regions during temporal 

prediction (Chapter 5), correlations of the dPTE values with performance accuracy of RIT 

in Block 2 were also explored. The left auditory to right sensorimotor connection was 

chosen for this exploratory analysis as the right sensorimotor region showed greater 

modulation of the β-band at the bass drum frequency and showed significant differences 

between its connection to the left auditory region in the dPTE analysis. To compare with 

the results of Chapter 5, epochs were chosen in the syncopated and unsyncopated units 

during a rest beat. That is, the 2nd beat in the unsyncopated unit (top row, Figure 6-6) and 

the 3rd beat in the syncopated unit (bottom row, Figure 6-6). Correlations between RIT 

Block 2 accuracy and the dPTE values in both Block 1 and 2 for imagined and heard units 

were calculated, to determine if there was an effect of tapping. After FDR correction the 

only significant correlations found were for the Block 2 syncopated unit at the on-beat 

for both heard (r = .647, p = .023 FDR corrected) and imagined (r = .593, p = .038 FDR 

corrected) units. This suggests that participants with better rhythm imagery ability 

showed more right sensorimotor to left auditory driven activity after tapping during the 

silent on-beat. This association was not seen in the silent rest of the unsyncopated unit, or 

in the syncopated unit prior to tapping. This neuroplastic change at the on-beat was seen 

in both heard and imagined units.  
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Figure 6-6: Correlations between Imagery accuracy in RIT Block 2 (percent correct) and 

dPTE values for the left auditory (lAUD) to right sensorimotor (rSM) connection in both 

heard (red) and imagined (blue) units in Block 1 (first column) and Block 2 (second 

column) during silent rests. Positive values indicate more sensorimotor driven activity, 

negative values indicate more auditory driven activity. Top row are unsyncopated units, 

bottom row are syncopated units. The only significant correlations after FDR correction 

were for both heard and imagined units in Block 2 for the syncopated rhythm (bottom 

right; * = p < .05 FDR corrected) 

 

 Discussion 

The results of this MEG study support the interpretation that tapping modulates 

sensorimotor to auditory directed θ-band connectivity, for both imagined and heard 
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patterns. In particular, results showed that participants with more accurate imagery show 

an increase in the right sensorimotor to left auditory directed connection during the silent 

on-beat in a syncopated rhythmic pattern. During passive listening, increased θ-band 

functional connectivity has previously been seen between the left sensorimotor and right 

auditory regions after short-term motor training (Ross et al., 2017). However that used 

study weighted Phase Lagging Index which does not provide directionality of 

connectivity (Gelding & Sun, 2018). The advantage of using dPTE is that it provides 

evidence for the direction of phase activity between sources (Lobier et al., 2014).   

In addition, the results of this study show 4 salient features of β-band modulation 

during imagery and perception of rhythms. First, for both heard and imagined patterns, 

β-band modulation in the sensorimotor regions was greater than auditory regions at the 

bass drum frequency (0.625 Hz), particularly the right sensorimotor region. As the bass 

drum frequency marks an important time point in the hierarchical structure of the pattern, 

namely the downbeat at the onset of the bar, this is consistent with the proposal that motor 

regions are involved in beat perception (Grahn & Brett, 2007). Second, for both heard 

and imagined patterns, the β-band modulation at the bass drum frequency was greater 

than the beat frequency. Recent studies have shown that rhythmic stimulation by bass 

sounds leads to enhanced neural representation of the beat and meter (Lenc, Keller, Varlet, 

& Nozaradan, 2018), hence this effect may be due to the use of the bass drum rather than 

piano tone at the start of each bar. The bass drum was chosen to be more ecologically 

valid as a marker of beat, and hence help participants in their task of maintaining tempo 

for their imagery. An alternative interpretation of this result is that the bass drum marks 

an important strong beat in the metrical hierarchy, and supports the notion that the β-band 

is modulated more to an imagined beat rather than auditory notes on the off-beat in a 

syncopated pattern (Iversen et al., 2009). 
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Third, at the beat frequency (2.5 Hz) β-band modulation was greater for heard 

patterns than imagined patterns. This finding stands in contrast to the pitch imagery 

results described in Chapter 5, showing greater β-band modulation during imagery than 

perception. It is possible that this result may be due to less precise timing of imagined 

beats, resulting in less power at the 2.5 Hz frequency. Alternatively, given recent evidence 

that the β-band desynchronisation may be related to upcoming predictability of the 

following tone (Chang et al., 2018), it may reflect the fact that in the heard rhythmic 

patterns, the timing of the onset of the next heard note was more predictable than in the 

imagined condition, where participants were anticipating hearing a probe tone at any time, 

whilst continuing to imagine the pattern in their minds. 

Fourth, at the 2.5 Hz beat frequency no differences were found between the 

auditory and sensorimotor regions during imagined patterns. These results are consistent 

with Chapter 5 which also showed no differences between sources in the β-band 

modulation at 1 Hz (rate of imagined tone), during manipulation of pitch imagery. Hence 

this is further evidence that imagery involves the coordination of auditory and 

sensorimotor regions, consistent with the notion of the β-band being an “open line” of 

communication between the regions (Tang et al., 2016).  

Taken together these results suggest the right sensorimotor cortex supports beat 

tracking during both heard and imagined patterns; and that the tapping manipulation 

produced neuroplastic changes in the form of enhanced connectivity from right 

sensorimotor to left auditory regions during the on-beat in syncopated patterns. In the β-

band, sensorimotor regions modulate more than the auditory regions at higher levels of 

the metrical structure (that is, the bass drum), however at the beat/note level, no 

differences between the regions are seen suggesting a coordination of auditory and 

sensorimotor regions that enable imagery of rhythmic patterns. 
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6.4 General Discussion 

The main results of these studies have shown that tapping enhances the 

involvement of the sensorimotor brain regions during subsequent imagery of rhythms. 

This is seen in the behavioural study, which showed that tapping practice improved 

subsequent rhythm imagery performance; and in the MEG study, where imagery accuracy 

was associated with increased directed connectivity between the right sensorimotor and 

left auditory cortices.  

In the behavioural study, rhythm imagery accuracy significantly improved after a 

block of tapping, regardless of whether the auditory consequences of the taps were 

masked by white noise. This has been reported previously for maintenance of tempo 

(Manning & Schutz, 2015), but the present results are the first to show this effect for  

imagery of rhythmic patterns. In addition, imagery accuracy was best predicted by 

tapping accuracy and rhythm imagery reaction time, and both rhythm imagery and 

tapping accuracy positively correlated with musical training and general sophistication 

subscales of the Gold-MSI. Hence participants with more musical training were more 

accurate at imagining rhythmic patterns as well as tapping them out. Whilst Manning and 

Schutz (2016) found that percussionists were no better than non-musicians in a “no-

movement” condition of tempo tracking, this result may have been due to the more 

difficult nature of their task, in which participants tracked the tempo for one bar, and 

judged the timing of probe tones that were on-time or late by either 75 ms or 150 ms. In 

comparison the RIT incorrect probes were offset by 200 ms or 400 ms. 

Whilst the MEG study did not show an improvement in RIT accuracy after 

tapping, 2 significant changes related to behavioural performance did occur. Firstly, there 

was a significant improvement in hit reaction time after tapping for RIT trials. Secondly, 
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after tapping, a significant positive relationship emerged between imagery accuracy and 

the amount of directed connectivity in θ-band, between the right sensorimotor region and 

the left auditory region. This change occurred only for the on-beat (i.e. 3rd beat in the bar) 

in the syncopated pattern, where the pattern has a rest on a strong beat. Previous research 

had shown that passive listening to a Tibetan singing bowl after a short period of learning 

to strike the bowl with the right hand, showed greater θ-phase connectivity between the 

right auditory and left sensorimotor region (Ross et al., 2017). Our results suggest training 

in tapping out rhythmic patterns led to greater recruitment of the right sensorimotor region 

in tracking the strong beats in silence and points to similar mechanisms that are involved 

in beat perception for heard and imagined patterns. 

  The β-band modulation results suggest that the right sensorimotor region also 

plays an important role in tracking the bass drum frequency. Previously the right auditory 

cortex has been implicated in tracking the beat in syncopated rhythms in which there is 

no energy at the beat frequency (Tal et al., 2017), however in that task participants were 

passively listening to the patterns and were not instructed to maintain the beat. In the RIT 

maintaining the beat was explicitly required to competently perform the task.   

Finally, the present results complement those seen in Chapter 5 which also showed 

a significant relationship with imagery accuracy and sensorimotor to auditory driven 

activity during musical imagery. However, in Chapter 5 pitch imagery accuracy was 

associated with increased left sensorimotor to right auditory regions, during the period 

just before the onset of a sound, that is, during temporal prediction. In the present MEG 

study rhythm imagery accuracy was associated with increased right sensorimotor to left 

auditory regions driven connectivity at the silent strong beat. This suggests left 

sensorimotor regions may be more involved in pitch imagery and right sensorimotor 

regions may be more involved in tracking the beat in rhythm imagery and perception.  
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Pitch and tempo imagery have previously been found to be dissociable (Jerde, Childs, 

Handy, Nagode, & Pardo, 2011; Schaal et al., 2017). Colley et al. (2018) found 

participants with better pitch imagery performance on a modified version of the PIAT 

(Gelding et al., 2015), had higher synchronisation scores when tapping along to 

expressive music with varying tempo but were not able to necessarily anticipate 

upcoming beat intervals. Rather, tempo imagery ability was found to be associated with  

prediction tracking of the beat (Colley et al., 2018). In addition,  brain stimulation studies 

have shown pitch and rhythm memory are differentially affected when stimulating the 

supramarginal gyrus in each hemisphere, with the left hemisphere more responsible for 

pitch memory and the right hemisphere more responsible for rhythm memory (Schaal et 

al., 2017; Schaal, Williamson, et al., 2015).  

Taken together these studies have introduced a novel rhythm imagery task and 

shown that performance on rhythm imagery improves after tapping, even in the absence 

of auditory feedback. Successful performance on the RIT requires precise timing of 

musical imagery. The MEG results show that the brain’s sensorimotor systems, 

particularly the activity in the right sensorimotor region, are associated with accurate 

imagery of rhythms, and that the auditory-sensorimotor interactions show similar β-band 

modulation at the rhythmic beat level. Participants with better rhythm imagery ability 

showed increased right sensorimotor to left auditory driven connectivity during silent 

strong beats, which is consistent with the notion that beat perception involves implicit 

imagery.  
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By its nature, mental imagery is private and relatively inaccessible, and requires 

considerable experimental ingenuity to study. However, research efforts have been richly 

rewarded with insights into the structure of human cognition, insights bearing on 

fundamental questions including: whether imagery re-uses the neural machinery of 

perception (Kosslyn & Thompson, 2003); the nature of  mental representations and their 

transformations (Cooper & Shepard, 1973; Shepard & Metzler, 1971); and whether 

mental representations of body parts are transformed freely or incorporate knowledge of 

their biomechanical linkages and constraints  (Parsons, 1987; Sekiyama, 1982).  

Over the last three decades there has been increased interest in the study of musical 

imagery from a variety of disciplinary approaches applying a variety of concepts (and 

confusingly in some cases, a variety of different terms for a given concept) and 

methodologies  (Godøy & Jørgensen, 2001; Schaefer, 2017). This work has shown that 

many of the features of music (e.g. pitch, rhythm, timbre, loudness) are represented in the 

musical image (Hubbard, 2013); and that although some studies have shown primary 

auditory cortex activation (Kraemer et al., 2005), the majority of studies have shown it is 

the auditory association areas that are most active during imagery, particularly in the right 

hemisphere (Halpern, 2003; Halpern & Zatorre, 1999; Herholz et al., 2012; Nolden et al., 

2013; Otsuka et al., 2008; Zatorre & Halpern, 2005).  

The broad aims of this thesis were to (1) develop, test and validate new musical 

pitch and rhythm imagery tasks that reliably induce musical imagery and are suitable for 

use in neuroimaging studies; (2) test hypotheses of auditory-sensorimotor brain function 

during performance of these tasks, using MEG to measure brain function. In the 

following, we summarise the results of these studies and assess their contributions to the 

literature. 
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7.1 Summary of Findings 

A review of the literature (Chapter 2) shows that a number of the “inherent 

methodological limitations” of mental imagery research noted by Pearson et al. (2015) 

also apply to the musical imagery tasks employed in previous studies. The first study of 

this thesis (Chapter 3) aimed to develop a new musical pitch imagery task (PIAT) 

designed to avoid some of these limitations, as follows: first, the PIAT provides objective 

behavioural confirmation that participants were actually using musical imagery 

(Hubbard, 2013; Zatorre & Halpern, 2005). Second, each trial is a novel sequence of pitch 

steps that cannot be anticipated in advance (Herholz et al., 2008; Janata, 2012; Janata & 

Paroo, 2006). Third, it employs a range of difficulty levels that can accommodate 

individual differences in musical experience and imagery ability: both musicians and non-

musicians are able to complete the task. This is in contrast to previous studies that  have 

either used tasks that are too easy for musicians, such as imaging ascending scales or 

repeating short patterns of notes (Boh, Herholz, Lappe, & Pantev, 2011; Janata & Paroo, 

2006), or too difficult for non-musicians, such as the mental reversal of melodies like 

Greensleeves (Zatorre et al., 2010). Finally, the imagery task is readily adapted to produce 

highly comparable control conditions, including music perception and mental arithmetic.  

In Chapter 3 we aimed to verify the efficacy of the PIAT in inducing pitch 

imagery; and to validate it against an established psychometric measure of musical 

imagery abilities (BAIS). Taken together, the following results provide good evidence 

that the PIAT is both a selective and valid index of imagery of musical pitch in both 

musicians and non-musicians: (1) use of an imagery strategy was positively correlated 

with accuracy of performance on imagery and perception tasks, but was not associated 

with performance of mental arithmetic; (2) accuracy of imagery was positively correlated 

with scores on both the vividness and control subscales of the BAIS inventory; (3) 
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accuracy of performance on the perception task was positively correlated with imagery 

control but not imagery vividness; (4) accuracy of mental arithmetic was not significantly 

associated with either of the BAIS scale scores.     

Regression analysis confirmed that the most important predictors of PIAT 

performance were musical imagery strategy use and vividness. While participants with 

more musical experience did perform better on the PIAT, this relationship was mediated 

by strategy use. That is, musically trained participants were more likely to use a musical 

imagery strategy, and therefore do better on the task. Hence Chapter 3 showed that 

competent performance on the PIAT required an active musical imagery strategy; and that 

imagery vividness and mental control were more important than musical training for task 

performance. 

Our contention that PIAT indexes musical imagery specifically is further 

supported by a more detailed examination of the task using Item Response Theory (IRT) 

(Chapter 4). IRT is a modern psychometric technique used to optimise tests of individual 

differences. (P. M. C. Harrison et al., 2017). It incorporates two main features in model 

generation: first, an estimate of the difficulty of a given item based on a generalised mixed 

effects regression model; second, an estimate of how likely a given participant will 

complete an item correctly, that is, a model-based ability estimate from the participants. 

In an exploratory phase a generalised mixed effects regression model was calculated to 

determine the main predictors of item difficulty. The results showed that performance 

accuracy was significantly correlated with musical experience and both subscales of the 

BAIS, but no significant correlations were found between performance and age or gender. 

The best model of item difficulty found that an item was more difficult if it had (1) higher 

level (i.e. the number of silent arrows in a trial), (2) lower probability of the probe, (3) 

the probe note matched the start note of the sequence, (4) higher stages of the task. In 
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addition the prediction accuracy of the model increased once the random effects of 

participant ability were added, suggesting that it is a suitable candidate for computerised 

adaptive testing (CAT) (P. M. C. Harrison et al., 2017). The exploratory phase provided 

insight into predictors of item difficulty that may be related to perceptual bias (i.e. 

probability of the probe and probe note matching start note), however due to the staircase 

design in which higher stages varied in multiple factors it is difficult to isolate the 

individual contributing factors in order to manipulate. As a result of the exploratory phase, 

a cognitive process model for the PIAT was developed to describe the steps involved in 

completing the PIAT. This cognitive process model suggested the need to consider correct 

and incorrect probes separately in the IRT modelling due to the different cognitive 

processes that take place.  

In the calibration phase, a model was developed that explained performance on 

the PIAT as the ability to maintain and manipulate pitch representations as well as to resist 

perceptual biases that can lead to incorrect responses. The advantage of this modelling is 

that firstly, it provides an opportunity to quantify the effect of perceptual bias in the task, 

an area of music cognition which is often difficult to study systematically; secondly, while 

internal mental manipulation of sounds or musical elements is a core component of 

Gordon’s audiation concept, tests of audiation to date have not required such 

manipulation to take place (Gordon, 1989a). The results of Chapter 4 show that the PIAT 

is an effective index of Gordon’s conceptualisation of audiation. 

Previous neuroimaging and neurophysiological studies (Chapter 2) have shown 

that brain networks connecting auditory and motor processing centres are importantly 

involved in the mediation of music perception. The MEG studies of Chapters 5 and 6 

were designed to examine the activities and connectivity of these brain regions during 

mental imagery of musical pitch and rhythm, respectively.      
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The work described in Chapter 5 used the PIAT to induce musical pitch imagery 

while beta-band activity in auditory and sensorimotor cortical sources were measured 

with MEG. The spatial sensitivity of the sources was confirmed as the bilateral auditory 

sources were maximally sensitive to the onset of tones, whilst the left sensorimotor source 

showed a typical readiness field in anticipation of hearing the probe and making a 

response with the right index finger. The results showed (1) greater beta-band modulation 

during imagery than perception; (2) no regional or hemispheric differences in beta-band 

modulation; (3) connectivity directed from auditory to sensorimotor cortex during 

perception, but the opposite during imagery (sensorimotor to auditory); (4) the degree of 

sensorimotor to auditory connectivity in anticipation of a tone in perception was predicted 

by imagery accuracy. 

Beta oscillations have been argued to track both the ‘what’ and the ‘when’ of 

auditory events. Beta-ERS has been related to anticipated timing of future events (Fujioka 

et al., 2012) whilst beta-ERD has been related to the predictability of what a future note 

may be (Chang et al., 2018), as well as marking a salient event that has just occurred 

(“event tagging”) (Hanslmayr & Staudigl, 2014; Teki & Kononowicz, 2016). The results 

of Chapter 5 show greater beta modulation during pitch imagery in a task that crucially 

has a constant presentation rate. Hence if beta modulation is related to event tagging this 

suggests that beta-band is involved not only in ‘when’ but also ‘what’ is to occur, even 

when this event is an internal generation or manipulation of a sound image. Alternatively, 

if beta modulation is related to predictive coding, then the greater modulation in the 

imagery condition could be due to the predictability of the event following. That is, once 

the first silent arrow appeared in a trial, participants would have known there were 2 more 

silent arrows and a pre-probe screen to follow in the imagery trial. However, in the 

perception trial throughout the final 3 arrows participants were not aware they were 
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completing a perception trial and were most likely actively preparing in case a silent 

arrow was about to appear. Thereby making the perception trials less predictable than the 

imagery trials. Future studies could clarify which interpretation is correct by indicating 

when the last 3 arrows were occurring in both trials (i.e. through colour change of arrow), 

and therefore making trials equal in predictability. If imagery trials still show greater beta 

modulation than perception this would be evidence for an event tagging mechanism.   

The similar time courses of the beta-band in the auditory and sensorimotor regions 

in all three conditions is consistent with the notion of “communication through 

coherence” (Fries, 2015); that the beta-band is an “open line of communication” between 

the regions (Tang et al., 2016), and a mechanism that supports auditory-motor 

connectivity (Henry & Grahn, 2017). Such coordinated activity is predicted by forward 

and inverse feedback loops between these regions in the dorsal pathway (Rauschecker & 

Scott, 2009).  

Connectivity analysis showed a left hemisphere dominance during mental 

manipulation of pitches, consistent with the results of brain stimulation studies showing 

stimulation to the left supramarginal gyrus enhances pitch memory but not rhythm 

memory (Schaal et al., 2017) and TMS at the theta-band frequency to the left intraparietal 

sulcus enhances melody manipulation but not melody maintenance (Albouy et al., 2017). 

Further, the positive association found between pitch imagery accuracy and the degree of 

left sensorimotor to right auditory region directed connectivity during the 666 – 999 ms 

epoch after a sounded arrow (i.e. the 333 ms epoch before the next arrow) shows the first 

evidence for an association between temporal prediction in perception and imagery 

ability. While it has been argued that imagery is involved in perception, in what Janata 

(2001b) refers to as “expectant imagery” or Moore (2011) and Schaefer (2017) refer to as 
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“constructive imagery”,  no clear empirical evidence has been found for such a link 

between explicit musical imagery and implicit processes involved in music perception. 

The PIAT requires mental imagery of changing pitch but maintains a constant 

timing or rhythm. Chapter 6 describes a converse task with constant pitch and variable 

rhythm, in a maintenance paradigm: the Rhythm Imagery Task (RIT). In an initial 

behavioural study, results showed that performance (both accuracy and reaction times) in 

imagining rhythms was significantly improved after a block of tapping out the patterns, 

even when the auditory consequences of the taps were masked by white noise. Imagery 

accuracy and tapping accuracy were both positively correlated with Musical Training and 

General Sophistication subscales of the Gold-MSI, whilst no significant correlations were 

found with either BAIS subscale. In addition, better performance on tapping trials was 

associated with lower variability in tapping during the syncopated pattern. Multiple 

regression analysis revealed that tapping accuracy and reaction time in the RIT after 

tapping were the most significant predictors of RIT accuracy in Block 2. 

These findings are consistent with previous movement and no-movement (i.e. 

imagery) isochronous rhythm studies that have shown that moving to the beat leads to 

greater temporal precision than no-movement (Manning & Schutz, 2013, 2015), and that 

in non-percussionists, less variability in tapping was associated with greater accuracy in 

the movement conditions (Manning et al., 2017; Manning & Schutz, 2016). As tapping 

accuracy was the most important factor in subsequent rhythm imagery performance, this 

supports the interpretation that the brain’s motor systems are involved in rhythm imagery 

(Manning et al., 2017; Manning & Schutz, 2015).  

The MEG study in Chapter 6 confirmed that RIT performance did improve after 

tapping, but only as seen in faster reaction times, with accuracy remaining relatively high 

across both imagery blocks. This may have been due to a ceiling effect. No significant 
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correlations between performance measures and musical training, BAIS subscales or 

tapping measures were found. The main results of the MEG study were (1) greater beta-

band modulation of sensorimotor regions than the auditory regions at the bass drum 

frequency during perception and imagery, particularly in the right sensorimotor region; 

(2) no differences between sensorimotor and auditory regions at the beat frequency (2.5 

Hz) during perception or imagery; (3) greater beta-band modulation at the beat frequency 

(2.5 Hz) in perception than imagery; (4) effect of tapping was seen most strongly in 

changes in directed connectivity in theta-band from the right sensorimotor region for both 

perception and imagery; (5) rhythm imagery accuracy was associated with greater right 

sensorimotor to left auditory driven connectivity after tapping during the strong beat rest 

in the syncopated pattern.  

Taken together these results point to the importance of the right sensorimotor 

region in both perceiving and imagining rhythmic patterns, suggesting that the region 

plays a leading role at points of metrical importance, namely the bass drum frequency 

(0.625 Hz in the beta-band modulation) and the strong 3rd beat of the bar (800 – 1200 ms 

in the theta band dPTE analysis). These results are consistent with the proposal that motor 

regions are involved in beat perception (Grahn & Brett, 2007) and that rhythmic 

stimulation by bass sounds leads to enhanced neural representation of the beat and meter 

(Lenc et al., 2018). Previously the right auditory cortex has been implicated in tracking 

the beat in syncopated rhythms in which there is no energy at the beat frequency (Tal et 

al., 2017), however in that task participants were passively listening to the patterns and 

were not instructed to maintain the beat. Given the need to actively maintain the rhythmic 

pattern in silence, our results may have resulted in greater recruitment of the sensorimotor 

region, however the right hemisphere dominance was consistent. In addition, brain 
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stimulation studies have shown stimulation to the right supramarginal gyrus leads to 

enhanced rhythm memory capacity (Schaal et al., 2017). 

7.2 Contributions to the literature 

The results of this thesis make the following methodological and empirical 

contributions the musical imagery literature.  

 Validated Test of Pitch Imagery 

To date, limited tools exist for researchers to approximate the pitch imagery ability 

of participants. While melodic discrimination tasks have been used to obtain a measure 

of audiation ability (Gordon, 1989a), and pitch memory spans, equivalent to digit spans, 

have been used to determine pitch working memory capacity (Schaal et al., 2014; Schaal 

et al., 2013), neither of these tasks provide a measure of active musical imagery in which 

participants must both maintain and manipulate the sound image. In addition, the 

literature review showed several short comings of other pitch imagery tasks that have 

been previously used (Chapter 2). The outcome of this thesis is an efficient measure of 

pitch imagery ability in an adaptive online task that takes just 10 minutes to complete. 

Ability on this task involves both the ability to maintain and manipulate pitch images, as 

well as the ability to overcome perceptual biases; an aspect of music cognition that up 

until now has been difficult to measure objectively. A demonstration of the updated PIAT 

is available online (http://shiny.pmcharrison.com/piat-demo/) and future studies are 

underway to validate this task against established measures of melodic discrimination (P. 

M. C. Harrison et al., 2016), visuo-spatial working memory (Vock & Holling, 2008), and 

auditory working memory tasks such as the backwards digit span (Wechsler, 2008). The 

ultimate goal is to establish the task as a simple tool for other researchers in the field to 

use as a validated measure of pitch imagery (see for example, Colley et al., 2018).  
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 Auditory-Sensorimotor Interactions 

The primary aim of this thesis was to investigate auditory-sensorimotor brain 

function during performance of pitch and rhythm imagery, using MEG. While auditory-

sensorimotor interactions have recently been explored in the music perception literature 

(Morillon & Baillet, 2017; Ross et al., 2017; Tal et al., 2017), the MEG studies discussed 

in Chapter 5 and 6 were the first to examine the oscillatory mechanisms at work in these 

regions during silence as participants imagined pitches and rhythms.  Both studies showed 

that during imagery, beta rhythms in the auditory and sensorimotor regions were 

modulated in a similar fashion, and that imagery accuracy is related to greater top-down 

(sensorimotor to auditory) directed connectivity during silences in perception. 

Hemispheric differences were found between pitch and rhythm imagery, as well as 

differences in the relative amount of beta-band modulation when compared to perception. 

The similar beta-band modulation seen in auditory and sensorimotor regions 

during imagery of pitch manipulation and rhythm maintenance is consistent with a 

mechanism supporting auditory-motor connectivity (Henry & Grahn, 2017), and an 

“open-line” of communication between the regions (Tang et al., 2016). This has been 

previously shown in passive listening (Fujioka et al., 2012), with the right postcentral 

region showing a similar time course of beta coherence to the right Heschl’s gyrus, 

however this is the first evidence for co-modulation during imagery in silence. This 

contributes new evidence to the field: that the auditory-sensorimotor regions are 

coordinating their activities during internal generation of music in the mind. While this 

effect in the pitch imagery study could be argued to be in response to the visual onset of 

the arrow at 1 Hz, in the rhythm imagery study the only external stimuli was the bass 

drum beat at 0.625 Hz. 
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Both pitch and rhythm imagery accuracy were related to increased sensorimotor 

to auditory directed connectivity during silences in pitch and rhythm perception 

respectively. The notion that musical imagery can be conceived as both a voluntary mental 

act as well as an implicit act required for music perception is not new (Janata, 2001b; 

Schaefer, 2017), however to date limited studies have shown evidence for a relationship 

between imagery ability and neural activation during music perception. One study that 

has looked at structural correlates of subjective vividness of imagery found a significant 

positive relationship between BAIS-V scores and grey matter volume in a cluster centred 

in the left SMA and extending to the left and right paracentral lobules (Lima et al., 2015). 

In addition, that study had participants passively listen to 5 different types of human vocal 

sounds and found the representational similarity of these sounds in the SMA was 

negatively associated with BAIS-V scores, indicating that participants with greater 

vividness had more distinct  representations of different auditory sounds (Lima et al., 

2015). In a study of verbal imagery, activity in the SMA preceded the auditory regions 

during imagery of speech, however in auditory hallucinations such directed activity was 

not seen, with the two regions activating at the same time (Linden et al., 2011). Hence 

this thesis has shown for the first time, an association between objective imagery ability 

and increased sensorimotor to auditory directed connectivity during music perception. 

Using the same MEG analysis pipeline, the results of this thesis showed 

hemispheric differences in neurophysiological activities during pitch and rhythm 

imagery. The literature (Chapter 2) had previously shown that pitch and rhythm are 

dissociable, as evidenced by behavioural tasks where temporal imagery was more 

difficult that pitch imagery (Janata & Paroo, 2006; Weir et al., 2015) and by brain 

stimulation studies showing left hemisphere effects on pitch memory and right 

hemisphere effects on rhythm memory (Schaal et al., 2017). Left hemisphere brain 
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stimulation also improved performance on manipulation (i.e. reversal) but not 

maintenance of short melodies (Albouy et al., 2017). The current results showing an 

association between pitch imagery ability and left sensorimotor to right auditory directed 

connectivity is consistent with the results of both brain stimulation studies. Conversely, 

the association between right sensorimotor to left auditory directed connectivity during 

the strong beat of the rhythmic patterns after tapping is consistent with the role of the 

right hemisphere in rhythm memory. 

Finally, while the amount of beta-band modulation during pitch imagery was 

greater than pitch perception (Chapter 5), this was not true for rhythm imagery, where the 

beta-band modulation at the beat rate was greater during heard patterns than imagined 

patterns (Chapter 6). This may have been due to the temporal nature of the rhythm 

imagery task, where imagined tones were not as consistently in time as heard tones. It 

may also be due to the predictability of temporal events in each task.  

 Individual Differences 

This thesis addressed individual differences in musical training, as well as 

psychometric measures of imagery ability and compared them with performance on pitch 

and rhythm imagery tasks. Musical training has been shown to improve both pitch and 

temporal acuity of imagery (Aleman et al., 2000; Janata & Paroo, 2006). This thesis has 

shown that performance on the PIAT (Chapter 3) was best predicted by the variables of 

strategy use (musical imagery vs alternative strategy) and vividness, and that vividness 

and control were more important than musical training to be able to do the task. With 

larger numbers of participants (Chapter 4), a positive association was found between 

PIAT performance and musical training, vividness as well as mental control. In the 

behavioural study of the rhythm imagery task (Chapter 6) musical training and general 

sophistication were significantly correlated with accuracy of both rhythm imagery and 
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tapping, whereas vividness and control were not significantly related to performance. In 

contrast to the PIAT, the best predictors of performance accuracy on the RIT were higher 

tapping accuracy and faster reaction times on RIT. Taken together these results suggest 

auditory imagery vividness and control may be more important for pitch imagery than for 

rhythm imagery, and that musical training is associated with better pitch and rhythm 

imagery performance but are not the most important predictors of performance. This is 

consistent with previous research that has shown musicians can recall longer sequences 

of spoken digits than non-musicians, but perform no better at a backward span task in 

which the verbal image must be manipulated (Hansen et al., 2013). Hence the finding that 

musical training was more associated with RIT performance than PIAT performance may 

be due to the fact that mental manipulation was required to successfully complete the 

PIAT, where mental maintenance was employed for the RIT. 

 Movement and Musical Imagery 

The findings of Chapter 6 confirmed that short-term motor engagement improves 

subsequent rhythm imagery performance, and that the right sensorimotor region plays a 

role in tracking the downbeats (and strong beats) of both heard and imagined rhythmic 

patterns. This overlap in processing of the beat could be one potential explanation for the 

overlap in processing seen between perception and imagery in general (Hubbard, 2013; 

Schaefer, 2017). While previous studies have compared movement and no-movement 

conditions during temporal prediction and beat perception, these studies have either 

interspersed conditions (Manning et al., 2017; Manning & Schutz, 2013, 2015, 2016; 

Morillon & Baillet, 2017), or if a block design was used, did not compare performance in 

the movement first and no-movement first conditions (Stupacher et al., 2016). Hence 

these designs do not comprehensively answer the question of the role of movement in 

temporal prediction or beat perception. By using an Imagery-Tapping-Imagery design in 
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chapter 6, this thesis overcomes this issue and presents the first study to show an 

immediate effect of short-term tapping training on rhythm imagery performance, as well 

as providing evidence for the neuroplastic changes that occur in connectivity from the 

right sensorimotor region as a consequence of tapping. 

7.3 Conclusions 

The aim of this thesis was to develop, test and validate new musical imagery tasks; 

and to use them to test hypotheses of auditory-sensorimotor brain function during mental 

imagery of pitch and rhythm. The results support the following conclusions: auditory-

sensorimotor brain regions coordinate their activities during pitch and rhythm imagery; 

individual differences in imagery ability are related to perceptual processing; imagery 

vividness and mental control are more important for pitch imagery than for rhythm 

imagery; musical training is associated with better imagery performance but is not the 

most important factor for either pitch or rhythm imagery performance; and short-term 

motor training improves subsequent rhythm imagery performance and modulates the 

amount of right sensorimotor activity in both rhythm imagery and perception.  

The results of the thesis provide new tools for research, and the PIAT has recently 

been used by other investigators including Colley et al. (2018). These new tools may also 

have utility in clinical settings. One growing area of applied research is the use of music 

education for cochlear implant recipients, for improving perceptual outcomes and music 

appreciation (Lo, McMahon, Looi, & Thompson, 2015). A simplified version of the PIAT 

/ RIT may be of utility in this setting by virtue of their features including: computerised 

adaptive design allowing for efficient testing of participants with a range of ability levels 

from very simple to challenging, validation against established psychometric measures of 

musical ability, and objective behavioural measures of performance.  
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The results of the thesis also contribute to our understanding of the 

neurophysiological mechanisms that support our ability to imagine music. Taken together, 

the MEG results indicate that representations and transformations of musical images draw 

on the same auditory-sensorimotor brain networks that have been suggested to support 

music perception (Krishnan et al., 2018; Morillon & Baillet, 2017; Ross et al., 2017; Tal 

et al., 2017). The notion that imagery and perception draw on common sets of neural 

machinery is entirely consistent with a consensus emerging from results of functional 

imaging studies in the visual modality (Pearson et al., 2015).       
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Please note the following standard requirements of approval: 
 
1. The approval of this project is conditional upon your continuing 
compliance with the National Statement. It is the responsibility of the 
Principal Investigator to ensure that the protocol complies with the 
HREC-approval and that a copy of this letter is forwarded to all project 
personnel.  
 
2. The National Statement sets out that researchers have a "significant 
responsibility in monitoring, as they are in the best position to observe 
any adverse events or unexpected outcomes. They should report such events 
or outcomes promptly to the relevant institution/s and ethical review 
body/ies, and take prompt steps to deal with any unexpected risks" (5.5.3). 
 
Please notify the Committee within 72 hours of any serious adverse events 
or Suspected Unexpected Serious Adverse Reactions or of any unforeseen 
events that affect the continued ethical acceptability of the project.  
 
3. Approval will be for a period of five (5) years subject to the provision 
of annual reports. 
 
NB. If you complete the work earlier than you had planned you must submit a 
Final Report as soon as the work is completed. If the project has been 
discontinued or not commenced for any reason, you are also required to 
submit a Final Report for the project. 
Progress reports and Final Reports are available at the following website: 
http://www.research.mq.edu.au/for/researchers/how_to_obtain_ethics_approval/ 
human_research_ethics/forms 
 
4. If the project has run for more than five (5) years you cannot renew 
approval for the project. You will need to complete and submit a Final 
Report and submit a new application for the project. (The five year limit 
on renewal of approvals allows the Committee to fully re-review research in 
an environment where legislation, guidelines and requirements are 
continually changing, for example, new child protection and privacy laws). 
 
5. All amendments to the project must be reviewed and approved by the 
Committee before implementation. Please complete and submit a Request for 
Amendment Form available at the following website: 
 
http://www.research.mq.edu.au/for/researchers/how_to_obtain_ethics_approval/ 
human_research_ethics/forms 
 
6. At all times you are responsible for the ethical conduct of your 
research in accordance with the guidelines established by the Hospital and 
University. This information is available at the following websites: 
 



3/6/2019 Macquarie University Student Email and Calendar Mail - Approved - HREC App REF 5201300453

https://mail.google.com/mail/u/3?ik=339fd40f23&view=pt&search=all&permthid=thread-f%3A1441575041270433467&simpl=msg-f%3A14415750… 3/4
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