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Abstract

Information leakage is the undesired output of information from a program that reveals

the value or nature of a piece of private information that should not be shared. Detecting

information leakage is a problem that has been approached using methods including

taint tracking and analysis which deals with the marking of private data in a program

and tracking its flow to detect if that flow is connected to an undesired output.

In this thesis, a technique is presented to specify information leaks in programs

with regard to assertions (program annotations) and demonstrate that this technique

can be used to unveil common information leakage using current software verification

tools.

This method is then compared with information leakage examples from current

publications and current taint analysis benchmarks for detecting information leakage

to demonstrate its effectiveness.

Motivation for this work is driven by a need for a formal method for defining and

encoding leaks through program annotation, that leads to more effective future work

into accurately detecting information leakage, both in malicious programs (malware)

and unintentional leaking programs.
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Chapter 1

Introduction

1.1 Introduction

Information leakage can be defined loosely as any output from a computer program

that provides information that should not be shared outside the program to an external

observer. This type of information may include personal information such as passwords,

GPS coordinates, pin codes, id numbers, names, addresses, and other personal details

of users. If any of this data needs to be kept private within the program but is not,

this is considered information leakage. When a program performs an information leak

deliberately, it is called malware i.e. a malicious program.

Why information leakage is such a serious problem can be seen by considering the

nature of data handled in many software systems. If a personal banking application

on a mobile device leaks the pin code out to an observer, the security of the user’s

bank account is compromised and an attacker can potentially steal funds from them

by logging in using that pin code. Similarly, if another program on a mobile device

leaks the GPS coordinates of the device to outside observers, the privacy and security

of the user is compromised by that leak and malicious actors can use that information

to locate them.

Software is a complex and changing landscape and with many different approaches

to handling information flow that can result in leakages both by malicious intent or by

accident. Accuracy in detecting these leaks is essential, so programs with damaging

leaks can be identified and stopped, while programs that do not leak are able to

continue unhindered.

1



2 Introduction

1.2 Motivation

As will be discussed in Chapter 2, a major problem with current methods of detecting

information leakage is the inability to absolutely confirm that there are no leaks

occurring in a given program. This is due in part to the lack of formal methods for

defining leaks which results in many inaccuracies in the detection process. Current

methods of identifying information leakage are often only concerned with the possible

relation between private data and an output, and does not address whether the output

actually provides any compromising information.

Current methods of leakage detection (such as taint analysis) can result in the

incorrect identification of program outputs as leaks when they are not (false positives),

or identifying them as not leaks when they are (false negatives). Examples of these

cases will be discussed in Section 2.2 of Chapter 2.

Identification of false positives and false negatives in current leakage detection

methods demonstrates the need for a more precise and formal way of defining infor-

mation leakage before proceeding to check if leaks are occurring. To better assist the

work of detecting information leakage in programs, this work will present a method for

defining information leakage that can be used to specify what is considered a leak by

developers at specific points where an observer can read the values of public variables.

Motivation for this work is driven by a need for a formal specification for defining

and encoding leaks through program annotation will lead to more effective techniques

to detect information leaks and malicious programs.

1.3 Goals

The goals of this thesis are to formally define what a leak is; show that this formal

definition can be used to annotate programs with predicates that characterise infor-

mation leakage; and demonstrate how to use software model checking techniques to

automatically identify information leaks.
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1.4 Overview of Thesis

Chapter 2 presents background on information leakage and malware detection. Chapter

3 provides basic definitions and demonstrates a method for formally defining leaks and

annotating programs with the predicates that characterise them. Chapter 4 demonstrate

the annotation technique in a range of examples addressing information leakage

examples of different forms. Chapter 5 present the method for detecting leaks using

software verification techniques and the Skink tool for static analysis of programs.

Chapter 6 presents a literature review of current methods of malware detection through

information leakage detection. Chapter 7 provides a conclusion and discussion of

potential future work.



Chapter 2

Background

2.1 Information Leakage

Information leaks are the undesired output of information from a program that reveals

the value of, or nature of, some private information handled by the program. This

undesired output could be the direct output of private data in full, such as a password

being sent out to a third party system or a private calendar entry being made public, to

an output that provides derivative information, such as leaking that a bank account

contains more than five hundred dollars.

It is important to note that some applications are not malicious but still uninten-

tionally leak information as a by-product of carrying out their purpose.

Information leakage is described by Li et al. as the path flowing from the source of

the sensitive information through an application and then back out of the application

(a point usually referred to as the sink) [4]. However, what happens to that information

along that flow can influence whether that information is still compromising by the

end of the flow or if it gets missed by the tracking software before being sent out of

the program.

Boreale investigated this issue when looking at quantifying information leakage

in his example of the PIN-Checking function which explored whether or not the pin

would be considered as leaked or not when multiple rejections of non-matching pins

were given [5]. Boreale then defined two models for assessing information leakage,

one where an attacker to the application is assumed to have full control and one where

the attacker has a more limited control over the application.

The rest of this chapter outlines the basic features of taint analysis and discusses

why there is a need for formal definitions of leaks with examples of information leakage

4
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highlighting this need.

2.2 Taint Analysis

A prominent method currently employed in the process of malware detection is taint

tracking and analysis for identifying information leakage, both malicious and unin-

tentional. Taint tracking involves marking (tainting) information which is considered

private and should not be leaked outside of the application being analysed. Taint

tracking can be defined as the process of observing the flow of the tainted pieces

of information throughout the execution of an application, making note of what it

influences and raising an alarm if the tainted data, or some important information

about its nature, is leaked out of the program in some form.

The tainted information is tracked throughout the execution of the program, noting

when it is transferred between variables or if it influences the formation of other

information in a way that may still reveal nature of the original tainted information.

According to this logic all variables affected are also tainted.

When public variables (which are variables that are shared outside the program)

become tainted, information is leaked.

Taint analysis is dependent on the taint propagation rules it is based on which

defines how taint propagates across variables during the program execution. These are

dependent on factors such as, whether the tainted variable is passed along to a new

variable, or whether a new variable is written due to that code’s execution dependence

on a decision using the tainted data. Different taint propagation rules used by different

publications are discussed in Section 6.2.1 of the literature review in Chapter 6.

A simple example of a taint tracking scenario is a program that takes a variable

containing tainted secret data. When that data is moved to a new variable, that new

variable is also marked as tainted. The new variable is then leaked in some form, such

as being printed on the screen, and a flag is raised by the taint analysis software to

indicate that tainted data is being leaked.

There is no perfect implementation of taint tracking and propagation, all current

implementations have cases which will result in over-tainting or under-tainting during

tracking, which in turn lead to false positives and false negatives. Over-tainting is
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the result when an output is marked as a leakage of information when it is not. This

is because of an issue in propagation rules that leads to the incorrect taint labels

being assigned to variables that should not have them and ultimately results in a false

positive for leaks. Under-tainting is the opposite case, where information leakage is not

detected. This can be the result of the propagation logic not continuing to assigning

taint to new variables as information moves through the system and ultimately results

in a false negative for leaks.

Some methods even take conservative approaches of deliberately producing false

positives to avoid false negatives. A prime example of where false positives commonly

occur can be seen in the tools HybridDroid, FlowDroid and TaintDroid where all

elements of arrays are considered to be sensitive when the data being tracked is put in

just one of its elements [6, 7, 8]. This is done as a trade off of accuracy for minimising

overhead during analysis.

Some analysis methods also allow false negatives when they consider those leaks to

be inconsequential because they only leak a small part of the original secret information.

Kang et al. state this directly as part of their approach when they present a program

example that they believe demonstrates a case that does not require tracking [2].

These types of inaccuracies can be because some outputs of information may be

considered leaks where in other cases they may not be. An example of such might be

when information is obscured enough in the program before leaking that it might be

considered by some to no longer be compromising to leak, but for others, any derivative

output or the secret information is enough to count as a leak.

There are two main types of taint analysis, static and dynamic. Static analysis that

is usually performed on the code without executing it, minimising risk but also taking

up a lot more processing power and time as it generally concerns itself with all possible

branches in the code and all possible inputs of data.

Dynamic analysis is performed alongside the program as it is executed and can

be more efficient compared to static analysis as it only concerns itself with the path

that execution actually takes and the data it actually uses, it does however incur an

overhead for the program being analysed at run-time.

Sometimes combinations of both static and dynamic approaches are employed to
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benefit from features of both [9][2][10].

Perfect taint analysis will probably never be fully attainable. With static analysis,

this is due to requiring to make approximations during analysis [11] or not being able

to account for dynamic language features which can lead to false negatives [12]. With

dynamic analysis, this is due to the inherent unsoundness of dynamic analysis, that is

that the result of one run of dynamic analysis cannot be generalised.

2.3 Non-Interference and Other Approaches to Infor-
mation Security

Non-interference is the case first presented by Goguen and Meseguer [13] of identifying

information leakage focused on if changes in the private data in a program (often

referred to as high security data) should not cause any obvious change in the state to

the public data (low security) coming out. Often variables of these natures are referred

to as h and l respectively in examples. This is similar to how private data and public

data is represented in this thesis.

Language based security is the approach taken to enforcing security by imple-

menting security rules at the language level. In a survey of the area, Sabelfeld and

Myers discussed the various approaches to information flow security and the policies

implemented to enforce them [14]. Foundational to this type of work is the work

from Denning which focused on implementing static analysis to verify secure flow of

information through systems [15].

2.4 The Contextual Impact of Leaks

Across the literature in taint analysis there is a trend of not precisely defining leaks

beyond the assumption that a compromising leak exists if there is a possible flow of

information between a source of private data and an output.

This work builds upon an informal definition of a leak as being any compromising

output from program that provides information to an observer that should not be

shared outside the program. Drawing from this, it is important to give leakage formal

definitions that are specific to a program, its data, and its specific locations in the
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program where the information can be viewed by an external observer.

To illustrate this, take the example of a simple program on a smart phone that

has access to the device’s GPS coordinates. A program that handles GPS data can

possibly afford to leak the first digits of each coordinate (displaying coordinates such

as "4x.xxxx,4x.xxxx") as it might not even be possible to discern the country of origin

from such general coordinates. But if the first two digits or more were leaked (such as

"41.xxxx,41.xxxx"), then it might be possible to even discern not only the country of

origin but the city too.

Kang et al. show that in constructing taint propagation rules, this determines what

is and isn’t labelled as a leak for taint analysis [2]. In consequence, some outputs can

occur undetected that carry risk of revealing compromising features of the original

information.

Schwartz et al. discussed how these rules can be configured for analysis of specific

contexts by changing the taint propagation rules for different analysis cases [1]. They

attempted to address this partially with their example of the "tainted jump policy" table

defining what would and would not be defined as a case for propagating taint. This

approach though is still not as granular as a check at a specific output point that defines

what should and should not be allowed out at that point.

This is why it is important to define leaks formally in the context of the program

being analysed. Taking into account the nature of the private data and how it is handled

in a program can influence whether a leak actually has an impact in that program’s

context and help eliminate false positives and false negatives in analysis.

The next chapter outlines an approach to representing programs, specifying leaks,

and identifying where leaks can occur in programs.



Chapter 3

Formal Definitions for Information
Leakage

3.1 Introduction

To be able to detect leaks, there must first be a formal definition of what a leak is.

There must also be formal definitions provided for how programs will be represented,

how they handle sensitive data, and where leaks can occur. This chapter describes how

control flow graphs (CFGs) are used to represent programs, how they handle private

information with public/private variables in these programs, how these programs can

leak information from these variables at locations called observation points, and how

these leaks can be specified as predicates. The final section demonstrates how these

observation points and leak predicates can be annotated onto the CFGs of programs.

3.2 Programs

In this thesis, programs are represented by their control flow graphs (CFGs), showing

the flow between different locations in a program (Prog) made up of nodes and edges,

C FG(Prog) = (NProg , EProg). The nodes (NProg) in graphs represent the different states

or locations in programs, including what commands have been executed and what

command is to be executed next. The edges (EProg) represent the paths between nodes

in a program that are taken when the next command is executed. Such commands

could include the assignment of an expression to a variable (such as v1 := 10+ 2), or

the choosing a path at a branch based upon a condition (such as v1 < 20).

CFGs are a standard representation of programs and are used in this thesis with

the goal of making the analysis of programs and their paths of execution easier. CFGs

9



10 Formal Definitions for Information Leakage

are used to map this method of leak detection to programs and demonstrate their

effectiveness. This representation of programs and their clear description of a program’s

operation makes it easy to convert them to any programming language as required, as

shown in Chapter 5.

1start

2

3 4

5 end

v1 := 20

v1 > 10 v1 <= 10

v2 := v1 v2 := 5

Figure 3.1: CFG for Program Prog1

1 v1 := 20
2 i f (v1 > 10)
3 v2 := v1

4 else
5 v2 := 5

Figure 3.2: Program Prog1

1start

2

3

4 end

v1 := 0

v1 >= 10

v1 < 10 v1 := v1 + 1

Figure 3.3: CFG for Program Prog2

1 v1 := 0
2 while(v1 < 10)
3 v1 := v1 + 1

Figure 3.4: Program Prog2

Figures 3.1 and 3.3 provide basic examples of CFGs. Figure 3.1 shows a simple CFG

that contains two paths based on a decision at location point 2. It starts by assigning

the value of 20 to the variable v1 and then checks to see if it is greater than 10. If it is

greater than 10, the left path is taken and v2 is then assigned the value of v1. If it is

not, the right path is taken and v2 is assigned the value of 5. Figure 3.3 shows a simple

loop in a CFG that assigns 0 to the variable v1 and loops through the action of adding

one to its value before finally exiting the loop after v1 is found to be equal to or greater

than 10.

Pseudo-code examples of these two CFGs are presented in Figures 3.2 and 3.4 to

show how these programs would be written in a programming language. The indented
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code below the i f () and while() commands represent the commands that are only

executed while their conditions are true.

As part of these programs rules surrounding variables and how they can be used

are added. The following sections outline what public and private variables are and

how their nature influences the definition of leaks.

3.3 Public and Private Variables

Programming languages make use of variables, V , which are a set of memory locations

that contain values of varying types including numerical, boolean and strings. To

represent how programs handle private data, public and private variables are introduced

here.

Public variables are a subset of all variables, P ⊆ V , that can potentially be

observed by outside actors and be sent outside of the application. Private variables

are a different subset of all variables, S ⊆ V , that should be kept secret from observers

who seek to discern their value.

A private variable’s contents can be transferred to a public variable but a variable

itself cannot be both a public and private. Hence the intersection of the public (P) and

private (S) variables is an empty set, (S ∩ P =∅).

Other variables within programs may be referred to as general variables like v1

or as conditions such as c1. In these cases, these variables are not public or private

variables.

These definitions of public and private variables draw inspiration from the public

and private variables seen in current popular programming languages such as Java and

C# where the private variables within a class are not directly accessible from outside

the class.

It should be noted that just like in the case of private variable data still being

accessible via alternative means (such as the use of a getPrivateData() function in

the same class as the private data variable), the private variables in our definition can

easily be worked around with the simple act of assigning of the private variable’s data

to a public variable (p1 := s1). This can be seen in the program discussed in Figure 3.5.
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3.4 Information Leaks

Information leaks occur when the contents of a private variable either influence the

contents of, or is assigned directly to, a public variable which is then observed by an

outsider.

Leaks are formally defined in this thesis as a predicate which is true for all possible

executions of a given program at a specific location. This predicate is specified as a

logical formula that will be checked during static analysis of a program at a location

where observation can occur. Doing so provides a method to prove precisely that there

is a leak occurring at that point. The predicate is a logical formula on all variables

within a program.

This method for defining leaks is different to the more standard and general defini-

tions of leaks discussed in Section 2.1 of Chapter 2, this is because this thesis is focused

on the detecting precisely leaks that occur consistently at a point in a program. More

general leaks that can occur but don’t occur consistently are not within the scope of

the work in this thesis and can potentially be addressed in future work.

Take, for example, the program comprised of three commands in Figure 3.5 that

has a private variable, s1, that contains private data that should not be leaked, the

contents of which is then assigned to a public variable, p1 := s1, followed by that public

variable being readable to an observer in location 3. The predicate for defining the

leak in that program is s1 = p1, where it holds true for all possible values of s1 at the

observation point (Section 3.5 will explain observation points in more detail). If the

predicate is true at program point 3, then an external observer can use this knowledge

to retrieve the value of s1 by reading p1.

This way of specifying leaks is focused on consistent leaks, that is, a leak which

with each possible execution, the variable being read at the observation point has a

reliable and repeatable way to be used to work out some compromising aspect of the

private data. If there is one or more possible executions for which this is not the case

then it is not possible to be considered a consistent leak because the external observer

cannot consistently retrieve the secret information.

The main separating feature of the predicate annotation method compared to other
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methods like taint analysis for detecting leaks is that it is only concerned with the leaks

that consistently occur at that given point in the program. Unlike the taint analysis

method that tracks multiple flows of information, this method is specifically focused on

checking for a consistent leak at the location where leaks are able to happen avoiding

the extra work involved in tracking multiple flows of information to that observation

point.

3.5 Observation Points

1start

2

3 end

s1 := SecretData

p1 := s1

Figure 3.5: Simple Leaking Program

Observation points are locations in pro-

grams that allow for the observation of a

public variable’s contents from outside

the program. These are the locations

in programs where information from in-

side the program is made observable and

hence where leakages of sensitive infor-

mation can potentially occur.

An observation map O : NProg → 2P

is a map from all nodes to subsets of all

public variables. An observation point is

a node n where O(n) is not an empty set (O(n) 6=∅).

For easier readability in this thesis, observation points in a program CFG are repre-

sented by red nodes in the graph as demonstrated in Figure 3.5.

Figure 3.5 shows a program that assigns the value of some secret data to the secret

variable s1, the value from s1 is then assigned to the public variable p1, finally the value

of p1 is able to be observed at location point 3, O(3) = {p1}.

Observations of a program are presented in an accompanying table. Table 3.1

shows how annotations are mapped to the control flow graph with the annotation on

the left and the contents of the observation on the right. Observations that are empty

are not included in the table.
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Node Observation
3 {p1}

Table 3.1: Observation Map for Figure 3.5

3.6 Specifying Leaks Using Observation Points and Pred-
icates

A leak predicate can be annotated to a location n in a program in the same way as an

observation point with a leak predicate annotation. It is used to state the leak predicate

in an annotation that should be always be true at that specific location within the

program for a leak to be consistently occurring.

The leak predicate map L : NProg → 2F is a map from nodes to subsets of leak

predicate formulas F .

An example of this can be done for Figure 3.5 by annotating the leak predicate at

location point 3 of L(3) with (s1 = p1) along with the observation point annotation.

Table 3.2 shows the updated annotation table with the leak predicate added.

Node Observation Leak Predicate
3 {p1} p1 = s1

Table 3.2: Observation and Leak Predicate Maps for Figure 3.5

If the annotated predicate at program point 3 of Figure 3.5 is found to be consistently

true for all possible paths through the program (as is the case for this program), then

there is a leak confirmed to be occurring because an attacker can discover the value of

the secret data based upon the contents of this observation point and the knowledge

of the predicate.

3.7 Leaks Involving Calculation

There are cases of leaks which can be defined as the result of a calculation such that

there is still a consistent way for every execution of the program for an observer to

deduce relevant data from the output.

In Figure 3.6, the contents of the private variable, s1, is passed to a public variable,

p1, while being modified through the addition of a constant, 5, to its value and then
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shared at the observation point at program point 3.

In this case the annotated leak predicate would be defined as p1 = s1+5 at program

point 3. A more general definition of this leak would be the ∃k s.t. p1 = s1 + k. Where

k is the constant, 5, in this program.

1start

2

3 end

s1 := secretData

p1 := s1 + 5

Figure 3.6: CFG of a Program Containing
a Leak Involving a Calculation

Node Observation Leak Predicate
3 {p1} p1 = s1 + 5

Table 3.3: Observation and Leak Predicate
Maps for Figure 3.6

The clear present limitation for this method of defining leak predicates is the

limitation of defining then when they are rely on functions outside the analysis scope.

At present these are not addressed in this thesis but is identified as an area required to

be addressed in future work.

Another factor that is outside the current scope of this thesis is the complexity of

these maps when more private variables and observation points need to be accounted

for. This is discussed in the future work section of the final chapter of this thesis.

Figure 3.6 and Table 3.3 represent the simplest example of a leak involving a

calculation of some form. Chapter 4 provides further examples where leak predicates

need to account for more complex cases. Before progressing to these examples, there

is a need to explain some assumptions made when presenting these program examples

and their annotations.

3.8 Considering Observer Capabilities

In specifying observation and leak annotations, assumptions are made about the

observer’s capabilities in these scenarios, that is, if they can perform calculations upon

the observed data and how much memory they have to store the observed data.
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With Figure 3.5 there is the assumption that there is the minimum ability to at least

observe and use the information attained at the observation point.

Other assumptions might be made in defining a predicate such as if they have the

computing power to consistently perform an operation on the received data such that

they can reconstruct the secret data from the observed value. This is the case shown in

the Figure 3.6 and Table 3.3 where it is assumed that the observer can perform the

simple addition/subtraction calculation to reconstruct s1.

For the examples used in this thesis, the assumption is made that the observer can at

least observe one item at an observation point and perform some simple computation

upon it as presented in the corresponding leak predicate.

Chapter 7 will briefly discuss more complex considerations relating to observer

capabilities in the future work section.

3.9 Summary

This chapter has presented a way for leaks to be formally defined as specific predicate

annotations that are used to verify accurately if a leak is occurring. When the annota-

tions of these predicates consistently hold true for all possible executions of a program

being analysed, these leaks are proven to be occurring.

Chapter 4 demonstrates how this method can be applied to a variety of example

programs, some of which are adapted from current published literature on information

leakage. Chapter 5 discusses how to automate this analysis.



Chapter 4

Specifying Leakages with Program
Annotations

4.1 Introduction

This chapter will demonstrate how the annotation technique is used to encode informa-

tion leakage with program annotation in a range of examples and show how predicates

are designed for each annotation case.

These examples are both original, and draw from current published literature

showing different program cases of importance when detecting information leakage.

These examples are intended to show how this method can be applied to accurately

define leaks in different scenarios.

The benefit of annotating a CFG with a leak predicate is that the program and its

annotations (predicates) are in a form that is compatible with current software model

checking techniques and tools (which will be covered in Chapter 5).

4.2 Specifying Leaks for Explicit Flows

The example presented in Figure 3.6 for simple calculations in leaks demonstrated

a case with a minor step involving a calculation on the value of s1 before allowing

the its leak through the observation of p1. This is an example of a simple obfuscation,

an act of trying to hide secret information’s flow in the program before it is leaked.

In this case it is done by changing its value in a way that is easily reversed after it is

observed. This is a similar case to some of the examples presented by Schwartz et al.

when discussing different cases where they need to track the flow of information to

detect resulting information leaks [1].

17
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These examples are included here to demonstrate how this predicate annotation

method can be used to clearly identify leaks already being detected by other methods.

This is done before going on to prove the method’s accuracy in examples where other

methods do not detect leaks accurately.

The examples have been adapted into the CFGs displayed in Figures 4.1 and 4.2

and have annotated to show how this method can be applied in these cases. In both

cases the sensitive data being tracked was originally a user input, but in these examples

it is a private variable being assigned some general value of secretData.

1start

2

3 end

s1 := secretData

p1 := 2× s1

Figure 4.1: CFG of Example 1
from Schwartz et al. [1]

1start

2

3 end

s1 := 2× secretData

p1 := 5+ s1

Figure 4.2: CFG of Example 3
from Schwartz et al. [1]

Node Observation Leak Predicate
3 {p1} s1 =

p1
2

Table 4.1: Observation and Leak Predicate
Maps for Figure 4.1

Node Observation Leak Predicate
3 {p1} s1 =

p1−5
2

Table 4.2: Observation and Leak Predicate
Maps for Figure 4.2

Figure 4.1 is an adaptation of Example 1 from Schwartz et al. which was originally

solely focused in on the task of tracking the transfer of sensitive data to a new variable

[1]. For analysis this example is extend by adding an observation point containing p1

at the end of the program. This was added since that is when the flow of information

ultimately becomes compromising. In this case the predicate for defining a leak here

would be s1 =
p1
2 , or more generally as s1 =

p1
k where k = 2. The annotation table for

this observation point and leak predicated can be seen in Table 4.1.

Figure 4.2 is an adaptation of Example 3 from Schwartz et al. [1]. Once again

the input is replaced with secretData. Additionally, instead of leaking the value with

a goto command, the observation point annotation at location point 3 is used. The
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annotation table for this observation point and leak predicated can be seen in Table

4.2.

These examples are some of the simpler cases for detecting leaks, in which the

observer can see just one variable and make calculations from there. In Section 4.3 a

program will be introduced which is used to show how leaks are defined in a slightly

more complex scenario.

4.3 The Influence on Specifying Leaks From Observa-
tion Points

The contents of an observation point can drastically influence how a leak predicate is

defined. The program in Figure 4.3 demonstrates how the variables the observer has

the ability to read at an observation point influences how a leak predicate is defined.

In Figure 4.3, based on an arbitrary value or condition c1 at location point 2, the

program either adds or subtracts 5 from the value of the private data, s1, before reaching

an observation point at location point 5.

1start

2

3 4

5 end

s1 := secretData

c1 = t rue c1 = f alse

p1 := s1 + 5 p1 := s1 − 5

Figure 4.3: CFG of a Program Demonstrat-
ing How an Observation Point’s Contents
Influences Leak Predicate Definition

Node Observation Leak Predicate

5 {p1, c1}
(c1 =⇒ s1 = p1 − 5)∧
(¬c1 =⇒ s1 = p1 + 5)

Table 4.3: Observation and Leak Predicate
Maps for Figure 4.3 with c1

Node Observation Leak Predicate

5 {p1}
(s1 = p1 + 5)∨
(s1 = p1 − 5)

Table 4.4: Observation and Leak Predicate
Maps for Figure 4.3 without c1

The leak predicate to be defined here is heavily influenced by what is being observed

at the observation point.

Here if the observer is able to observe both p1 and c1 at location point 5 (such that
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O(5) = {p1, c1}) they can fully reconstruct the value of s1 using this information. The

resulting predicate would be s1 = p1 − 5 if c1 was true and s1 = p1 + 5 if c1 was false.

Or more simply put, (c1 =⇒ s1 = p1−5)∧ (¬c1 =⇒ s1 = p1+5). The annotations for

this case are presented in Table 4.3.

If the observer can only observe p1 at the observation point (such that O(5) = {p1}),

it is not possible for them to fully reconstruct the value of s1. Without knowing

the condition c1 at location point 2 the leak predicate can only be defined as either

p1 = s1 + 5 or p1 = s1 − 5. The observer cannot know which path was taken and hence

does not know which calculation was carried out when assigning the value to p1. The

observation and leakage annotations for the case where only p1 is observed without c1

is presented in Table 4.4.

In this example, the more variables an observer can view at an observation point,

the more power they have to discern the value of s1, as seen by the difference in leak

predicates between Tables 4.3 and 4.4.

The example of the second leak predicate case shown in Table 4.4 shows how leak

predicates can be constructed precisely for cases where a leak does not lead to the

full reconstruction of s1 but can still be considered compromising. Depending on the

context, cases with outputs like these may be considered acceptable.

In both of these cases though, predicate annotation is used to precisely define what

the leak predicate is and can be used to verify that the corresponding leak is occurring.

The next section will discuss an example of a leak that is considered acceptable by

many, and hence considered inconsequential for tracking purposes.

4.4 Specifying Leaks for Implicit Flows

There are some cases where publications present programs involving leaks that they

do not attempt to detect because they consider them to be inconsequential. This can

be seen in the program from Kang et al. with an implicit flow that does not preserve

enough of the secret information for them to consider it worthy to track [2]. This

program has been adapted into a CFG in Figure 4.4.

Implicit flows are cases where the secret information is passed on by more indirect

means as a result of control flow rather than a direct passing of secret information
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from one variable to another [16]. In this case, the information being passed through

this implicit flow is preserving just a small detail about the secret information but other

implicit flows can certainly preserve it fully (this can be seen later in the discussion

around Figure 4.11).

The program they present only outputs a message revealing if the secret information

was a value smaller or larger than 100. They did not consider the output of either

"large" or "small" as a compromising leak for their taint tracking system to track due to

it leaking such a small part of the program’s secret information.

It is suggested that this kind of program could be seen as a compromising leak too,

depending on the nature of the secret information being protected. In one scenario,

the secret information could be a bank account balance and the leak could be enough

to make someone a target for scamming or other cyber-attacks.

1start

2

3 4

5

end

s1 := secret

s1 > 100 s1 <= 100

p1 = t rue p1 = f alse

Figure 4.4: CFG of the small/large program
from Kang et al. [2]

This example demonstrates how

the predicate annotation method can

be implemented to detect these forms

of leaks due to the ability to exactly

specify the leak predicate for that

given observation point context.

The CFG in Figure 4.4 is simpli-

fied in some ways from the original

example to be more compatible with

the analysis techniques and coding

language used in Chapter 5. The

main change that has been made

here is that instead of the observation

containing a string saying "large" or

"small" it is simplified it to a boolean

variable being either true when it is larger than 100 or false if it is equal to or less than

100.

If there is concern about leaking information of if s1’s value being above or below

100, the leak predicate can be defined as p1 = (s1 > 100) for the annotation of this
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program, which is used to verify that there is a consistent leak of this nature occurring.

This annotation is presented in the annotations in Table 4.5.

Node Observation Leak Predicate
5 {p1} p1 = (s1 > 100)

Table 4.5: Observation and Leak Predicate Maps for Figure 4.4

This annotation example shows how we can be precise with the leak predicate

annotation techniques used to detect leaks involving implicit flows that are usually

ignored due to their minimal data preservation in the implicit flow. Section 4.5 demon-

strates an example where different predicates can defined for different observation

points, each crafted based on a different idea about what is considered a leak at that

point.

4.5 Adjusting Leak Specifications for Specific Leakage
Concerns

Section 4.4 discussed an example that some would consider to be an inconsequential

leak and in Section 4.3 presented an example that could have different predicates

depending on what was being observed. In this section a program is presented that

can have different predicates specified for it depending on what we consider to be a

compromising leak.

Figure 4.5 presents a CFG of a program that leaks the first two digits of a four

digit pin code which is stored in array S1 and leaked through the observation of array

P1 at location point 6. Figure 4.6 presents a pseudo code version of the program

to help provide a better understanding of what is happening with the program with

observe(P1) representing the observation point.

For this program, depending on the requirements surrounding the program’s security

this might be considered a leak or it might not, the PIN code is not useful unless the

attacker has all four digits but they are closer to knowing the full PIN than they were

before, and that could be enough to count this as a leak. In either case, the leak

predicate can be defined precisely to verify if these leaks are occurring.
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1start

2

34

5

6

end

S1 := secretP INArra y

i := 0

i < 2

P1[i] := S1[i] i := i + 1

i => 2

Figure 4.5: PIN Leak CFG

1 S1 := secretP INArra y
2 i := 0
3 while(i < 2)
4 P1[i] := S1[i]
5 i := i + 1
6 observe(P1)

Figure 4.6: Pseudo Code for the CFG of
Figure 4.5

Node Observation Leak Predicate
6 {p1} (S1[1] = P1[1])∧ (S1[2] = P1[2])

Table 4.6: Observation and Leak Predicate Maps for Figure 4.5

If there is a concern for leaking only those two first digits then a predicate could

be specified as (S1[1] = P1[1])∧ (S1[2] = P1[2]) and in the case of this program this

predicate would be found consistently true for all executions. This is the predicate

included in the annotations in Table 4.6.

Alternatively, if the concern was only for the program in Figure 4.5 leaking all digits

of the pin then the following predicate might be appropriate, where the intersection

of the secret pin and the observed array is such that (S1[0] = P1[0]) ∧ (S1[1] =

P1[1]) ∧ (S1[2] = P1[2]) ∧ (S1[3] = P1[3]). This predicate would be not true for all

possible executions in Figure 4.5 and a consistent leak of the full pin code array is

confirmed as not occurring.

This is a similar case to the GPS program described in Section 2.3 of Chapter 2

when discussing the contextual impact of leaks which could leak the first two digits of

each coordinate. As demonstrated with the above program leaking the first two digits

of a pin code, we could similarly construct a predicate to confirm a leak of the first two

digits of each GPS coordinate. We could also similarly construct a predicate to check

for just one digit of each coordinate or all digits as demonstrated with predicate for



24 Specifying Leakages with Program Annotations

checking for a consistent full PIN leak.

These examples show how we can design leak predicate annotations which account

for not only each observation point, but also account for the tolerance level of what

we consider a leak for that location in its program context. Taint analysis methods of

leakage detection do not provide this level of granularity.

4.6 Specifying Leaks via Loop Counters

Another case where leaks can be obfuscated from detection are within loops. The

following program illustrated in Figure 4.7 contains a loop that is used to obfuscate

the passing of a private variable’s data to a public one before it is being observed.

The purpose of this example is to show how it is possible to annotate leaks that are

obfuscated this way by loops.

In Figure 4.7 there is an implicit flow with a loop that attempts to obfuscate the

assignment of p1 to the value of s1. This is done incrementing p1 as a loop counter

until it is equal to the value of s1, at which point the loop ends and p1 is observed at

location point 5.

1start

2

3

4 5 end

p1 := 0

s1 := secretData

p1 < s1 ¬(p1 < s1)
p1 = p1 + 1

Figure 4.7: Leak Through a Loop Counter
CFG

Node Observation Leak Predicate
5 {p1} p1 = s1

Table 4.7: Observation and Leak Predicate
Maps for Figure 4.7

The leak predicate in this example would be the same leak predicate as in the first

leak example from Figure 3.5 of p1 = s1. The leak predicate presented in Table 4.7 will
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hold true at location point 5.

Although the leak predicate here is simple to define, this leak can be hard to detect

with information flow tracking because the variable being observed has never been

directly assigned the value of the secret data but has instead been incremented to the

value of the secret data through its use as a loop counter.

4.7 Annotating Examples From Benchmarks

Benchmarks for leakage detection exist which contain sets of programs addressing sets

of different scenarios where programs can leak information. They are created so that

leakage detection methods can be tested on them to discern their accuracy. There are

a few benchmarks in current literature that have relevance to the predicate annotation

method, such as JInfoFlow-bench [17], SecuriBench Micro [18], Droidbench 2.0 [3]

and ICC-Bench [4], provide test cases for measuring leakage detection accuracy for

taint tracking implementations.

Section 4.7.1 presents some example cases selected from the Droidbench 2.0 [7]

and SecuriBench Micro [18] benchmarks adapted to CFGs to demonstrate how the

annotation method can be used to detect leaks in these test cases and meet benchmark

requirements.

4.7.1 Leaks Through Arrays Commonly Resulting in False Positives

The predicate annotation method has been demonstrated with an example involving

arrays in Figure 4.5, but that example was not a type of case commonly resulting in

false positives for some leakage detection methods. As discussed in Section 2.2 of

Chapter 2, some taint tracking methods do not have the precise accuracy to confirm a

leak is not occurring when the secret information is passed into an array and another

piece of information is passed out.

The purpose of this thesis is to present predicate annotation as a way to improve

the accuracy of information leakage detection, so it is important to demonstrate the

method against cases well known for their common false positives.

Figures 4.8 and 4.9 present the CFG adaptations of ArrayAccess1 and ArrayAccess2

benchmark test cases from the DroidBench 2.0 benchmark [3]. Both programs are
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designed to test for the common occurrence of false positives caused by information

flows involving arrays.

These two test cases are important because many taint tracking tools consider the

whole arrays tainted when tainted data is added to just one item in the array and, as a

result, any output of any value from the array will often be labelled as a leak when

there is actually no leak occurring.

ArrayAccess1 is a case where an array is assigned three separate values, one being

from the source of secret data, and then an observation is performed on one of the

non-compromising pieces of data in the array. ArrayAccess2 is a case where an array is

assigned two values, one from the source of secret data and one that isn’t, and then the

element from the array that is not compromising is accessed after an attempt to slightly

obscure the index of the element being accessed using the function calculateIndex().

1start

2

3

4

5 end

s1 := secretData

P1[0] := v1

P1[1] := s1

P1[2] := v2

Figure 4.8: ArrayAccess 1 CFG

1start

2

3

4 end

s1 := secretData

P1[5] := s1

P1[4] := v1

Figure 4.9: ArrayAccess 2 CFG

Node Observation Leak Predicate
5 {P1[2]} P1[2] = s1

Table 4.8: Observation and Leak Predicate
Maps for ArrayAccess1

Node Observation Leak Predicate
4 {P1[4]} P1[4] = s1

Table 4.9: Observation and Leak Predicate
Maps for ArrayAccess2

To verify that ArrayAccess1 is not leaking the value of s1 the predicate P1[2] = s1

can be used to confirm that the output of P1[2] does not consistently share the value

of the secret data. To verify that that ArrayAccess2 is not consistently leaking, the
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predicate P1[4] = s1 can be used to prove this. 4 being the consistent result of the

calculateIndex() function in the case of this program. In other scenarios it may still

be necessary to define as P1[calculateIndex()] = s1 with the function still involved

(this is still possible to verify using the verification tool used in the coming chapter

on software model checking), or with another formula representing the result of the

function if required.

With their corresponding predicates being annotated, both ArrayAccess1 and Ar-

rayAccess2 would be found to be false and hence not consistently leaking. Tables 4.8

and 4.9 demonstrate how they can be annotated for analysis for leakage detection,

and confirm that there are not consistent leaks occurring in these programs.

Using these test cases it can be demonstrated how the method of predicate annota-

tion can avoid the false positives often occurring in current taint analysis methods.

These test cases hold similarities to the array test cases from the older SecuriBench

Micro benchmark which is more focused on Java web applications and their potential

security vulnerabilities [18]. There are 10 cases in this set of array test cases and

demonstrating against each of them individually would take up too much space in this

thesis. Therefore only a CFG adaptation and annotation table for SecuriBench Micro

benchmark case Arrays1 in Figure 4.10 and Table 4.10 is presented so as to show a

true positive case for detecting a consistent leak occurring through an array.

1start

2

3 end

s1 := secretData

P1[0] := s1

Figure 4.10: SecuriBench Micro Arrays1
CFG

Node Observation Leak Predicate
3 {P1[0]} P1[0] = s1

Table 4.10: Observation and Leak Predi-
cate Maps for Arrays1

Figure 4.10 shows a program that assigns the secret data to the first element in an

array and the observation point annotation shows that that element is then observed.

The leak predicate to check for this is then defined as P1[0] = s1 to prove that there is

a consistent leak occurring.
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4.7.2 A More Complex Implicit Flow Benchmark

As discussed in Sections 4.4 and 4.6, implicit flows in programs can result in information

leaks that are more likely to result in false negatives from many taint tracking methods.

We have already discussed examples involving some form of implicit flow in the previous

examples, but in this section seeks to prove our technique against a much more complex

case.

1start

2

3

4

5 end

S1 := deviceI M EI

P1 := ob f uscateI M EI(S1)

P2 := cop y I M EI(S1)

Figure 4.11: ImplicitFlow1 Test Case

The DroidBench "ImplicitFlow1" test

case is used as a more complex example of

a leak involving implicit flows [3]. This pro-

gram tries to deliberately obfuscate the leak

of the 15 digit identification code for a mo-

bile device, called an IMEI, by obscuring its

flow through the conversion from an integer

to an array of characters and sending that

array out. It then also converts the original

IMEI to a character array and then makes an

array using the ASCII values of those charac-

ters (e.g. "1" becomes 49) before compiling

them back into a string and leaking the newly reconstructed IMEI out. This test case

has been simplified and adapted to the CFG method in Figure 4.11.

In this example adapted into a CFG in Figure 4.11, the command of ob f uscateI M EI()

contains a switch case that takes in the original IMEI and returns it converted into

an array of characters where 0 becomes "a", 1 becomes "b", and so on. cop y I M EI()

represents a function that converts the IMEI to a char array of the ASCII values of the

numbers in the id code and returns a string of the IMEI reconstructed after the process.

The expectation of the benchmark in this test case is that the leak at the second of

the two observation points, location point 5, will be the more difficult to detect due to

the implicit flows involved. With the annotation of predicates introduced in this thesis,

this becomes much easier to detect as the check of the output is now being done right

before the observation point.

Defining predicates in this case becomes more complex when involving string and
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Node Observation Leak Predicate

3 {P1}
(P1[0] = S1[0] + 97)∧ (P1[1] = S1[1] + 97)∧

(P1[2] = S1[2] + 97)∧ ... ...∧ (P1[14] = S1[14] + 97)

5 {P2}
(P1[0] = S1[0] + 48)∧ (P1[1] = S1[1] + 48)∧

(P1[2] = S1[2] + 48)∧ ... ...∧ (P1[14] = S1[14] + 48)

Table 4.11: Observation and Leak Predicate Maps for Figure 4.11

character variables but after treating the ASCII values of each character in a string as

the integer of its ASCII value the predicates for each observation point can be easily

defined. The leak predicate to check for the leak at the first observation point is

(P1[0] = S1[0] + 97)∧ (P1[1] = S1[1] + 97)∧ (P1[2] = S1[2] + 97)∧ ... ...∧ (P1[14] =

S1[14] + 97) where 97 is the ASCII value of the character "a". The predicate for the

second observation point would be (P1[0] = S1[0]+48)∧(P1[1] = S1[1]+48)∧(P1[2] =

S1[2] + 48) ∧ ... ... ∧ (P1[14] = S1[14] + 48) where 48 is the ASCII value of the

character "0". Table 4.11 outlines the annotations for both observation points and their

corresponding leak predicates.

Specifying these leaks with the leak predicates allows confirmation that there are

leaks in this program for which other tools such as FlowDroid [7] return false negatives.

4.8 More Complex Predicates

This method of annotation can be successfully applied to program examples with

increasing complexity, addressing common information leakage issues. Therefore, it is

considered this will continue to apply in more complex program examples.

A more complex example could involve observations of encrypted data or cases

where the leak is the result of a calculation using data observed at multiple observation

points. While defining more complex predicates for outputs dealing with leaks like

these is possible, these are outside the scope of this current thesis. This thesis focuses

on methods for automating this detection. Discussion of more complex extensions of

this method is included in Section 7.3 on potential future work in Chapter 7.

Chapter 5 focuses on how to automate the process of detecting these leak predicates

and verifying if they are true for all executions using, Skink, the static analysis tool for

software verification [19].



Chapter 5

Software Model Checking for
Detecting Leaks

5.1 Using Skink for Static Analysis

This thesis demonstrates its method in action by using the static analysis tool for

software verification, called Skink [19], which can confirm if a C program is running

correctly based on conditions specified as assertions within the program being analysed.

Since Skink was developed to analyse C programs, the CFG examples in this thesis

will be adapted to C code so as to be compatible for analysis. The following sections in

this chapter will outline the process of adapting examples to C programs, analysing

them, the accuracy of these cases, and comparing them to cases from other publications.

5.2 Adapting Examples to C Code for Verification

Take the simplest of the program CFGs presented in the previous chapter with Figure 3.5.

A C code adaptation of the CFG is presented in Figure 5.1. Here s1 and p1 are defined as

integers and the leak predicate annotation is now encoded with __VERIFIER_assert()

at the location in the program where it was annotated in its CFG. Variables that can

have different values every execution like s1 are assigned non-deterministic values

using the function __VERIFIER_nondet_int().

The program is only found to be correct by Skink when the predicate within

__VERIFIER_assert() is always found to be true at that program point.

Analysing the program presented in Figure 5.1 with Skink returns that the predi-

cate here, asserted at line 5, holds true for all possible executions, confirming that a

consistent leak is indeed occurring in this basic example.

30
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1 in t main () {
2 in t s1 = __VERIFIER_nondet_int ( ) ; // s e c r e t
3 in t p1 = s1 ; // p u b l i c
4
5 __VERIFIER_assert ( s1==p1) ;
6 }

Figure 5.1: C code for the program of Figure 3.5

5.3 Verifying Leaks Influenced By Observation Points

Figure 5.2 presents the code adaptation of the CFG from Figure 4.3 which had a leak

that could only be deduced the original value of s1 to a set of possible values. For the

non-deterministic condition c1 from the original CFG, it is also set to a non-deterministic

boolean using the function __VERIFIER_nondet_bool().

The first leak predicate in this example was (c1 =⇒ s1 = p1−5)∧(¬c1 =⇒ s1 = p1+

5) but predicates may need to be written differently to be compatible with the C environ-

ment for analysis, hence a predicate is rewritten to (c==(p == s + k))&&(!c==(p == s − k))

while still preserving the predicate’s original definition.

Similarly the second predicate of (s1 = p1 + 5) ∨ (s1 = p1 − 5) was rewritten to

(p == s + k)||(p == s − k) while preserving the original definition’s function.

1 in t main () {
2 in t s = __VERIFIER_nondet_int ( ) ; ; // s e c r e t
3 in t p ; // p u b l i c
4 in t k = 5;
5 _Bool c = __VERIFIER_nondet_bool ( ) ;
6
7 i f ( c ){
8 p = s + k ;
9 } else {

10 p = s − k ;
11 }
12 __VERIFIER_assert (( p == s + k )||(p == s − k ) ) ;
13 __VERIFIER_assert (( c==(p == s + k))&&(! c==(p == s − k ) ) ) ;
14 }

Figure 5.2: C code for the program of Figure 4.3

Running the code with both assertions included from Figure 5.2 with Skink also

returns that the asserted leak predicates holds consistently true for all possible execu-

tions.



32 Software Model Checking for Detecting Leaks

5.4 Verifying Implicit Flow Leaks

Figure 5.3 is the C code adaption of Figure 4.4. The predicate is relatively unchanged in

the adaption to its assertion in C code at line 13. Skink again verifies that the asserted

leak predicate holds true for all possible executions, confirming that the resulting leak

after this implicit flow is occurring.

1 in t main () {
2 in t p ; // p u b l i c
3 in t v1 = 1;
4 in t v2 = 0;
5 in t s = __VERIFIER_nondet_int ( ) ; // s e c r e t
6
7 i f ( s > 100) {
8 p = v1 ;
9 } else {

10 p = v2 ;
11 }
12
13 __VERIFIER_assert ( p == ( s>100) ) ;
14 }

Figure 5.3: C code for the program of Figure 4.4

5.5 Verifying Leaks via Loop Counters

1 in t main () {
2 in t s = __VERIFIER_nondet_int ( ) ; // s e c r e t
3 in t p = 0; // p u b l i c
4
5 while (p<s ){
6 p = p +1;
7 }
8
9 __VERIFIER_assert (p == s ) ;

10 }

Figure 5.4: C code for the program of Figure 4.7

Figure 5.4 is a C adaptation of the CFG from Figure 4.7 demonstrating the example

which, as part of its process, incremented the value of p1 and was leaked when its

value was equal to s1 by slightly obfuscated means. Again, when analysed by Skink,

the assertion of the leak predicate p1 = s1 was found to be true in all executions where
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the observation point was reached, confirming a consistent leak in the program after

the loop has run its course.

5.6 Verifying Leaks Adjusted for Specific Leakage Con-
cerns

Figure 5.5 is the code adaptation of the PIN leak example form Figure 4.5 with some

extra alterations, primarily that the program now leaks all four digits of the pin code

and there are now three leak predicates being asserted. In the discussion of potential

leak predicates for this program in Section 4.5, two predicates were originally discussed,

based on the context of the program and the focus on what was considered to be a

compromising leak.

1 in t main () {
2 in t S [4 ] ; // s e c r e t p in
3 in t P [4 ] ; // p u b l i c
4
5 S [0] = __VERIFIER_nondet_int ()%10;
6 S [1] = __VERIFIER_nondet_int ()%10;
7 S [2] = __VERIFIER_nondet_int ()%10;
8 S [3] = __VERIFIER_nondet_int ()%10;
9

10 for ( in t i=0; i <4; i=i+1){
11 P[ i ] = 0;
12 in t temp = S[ i ] ;
13 P[ i ]=temp ;
14 }
15
16 // check f o r f i r s t 2 d i g i t s l eak :
17 __VERIFIER_assert (( S [0] == P[0])&(S [1] == P [1 ] ) ) ;
18
19 // check f o r any 2 or more d i g i t l eak :
20 __VERIFIER_assert (2<=((S[0]==P[0])+(S[1]==P[1])+(S[2]==P[2])+(S[3]==P [3 ] ) ) ) ;
21
22 // check f o r a l l 4 d i g i t s l eak :
23 __VERIFIER_assert (( S[0]==P[0])&(S[1]==P[1])&(S[2]==P[2])&(S[3]==P [3 ] ) ) ;
24 }

Figure 5.5: C code for the program of Figure 4.5

In this C code three different predicate assertions are presented to show how they

can be used to test for slightly different cases depending on what was could be con-

sidered to be a leak in that context. In the first predicate being asserted at line 17 of

the code in Figure 5.5, (S[0] == P[0]) & (S[1] == P[1]), is used to check for the con-

sistent leaking of only the first two digits of the PIN code. The second predicate

line 20, 2 <= ((S[0]==P[0]) + (S[1]==P[1]) + (S[2]==P[2]) + (S[3]==P[3])),

is used to verify if the program is leaking two or more of the PIN code digits. The final
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predicate at line 23, (S[0]==P[0]) & (S[1]==P[1]) & (S[2]==P[2]) & (S[3]==P[3]),

verifies if the program leaks all four digits.

Analysing this program with Skink finds that all three predicates hold true since

the program leaks all four digits of the PIN code array every time. This shows how

differently designed predicates can be used to test for slightly different leakage concerns.

Other example cases from current literature exist, such as the coming section on

taint analysis benchmarks which are written in Java, where the code being tested is

adapted from another programming language not presently compatible with Skink. In

these cases, the programs have been manually translated to C code to aid in analysis

while still working to maintain the purpose of these benchmark programs.

5.7 Verifying Java Based Benchmark Cases in C Code

DroidBench 2.0 is a benchmark for testing taint analysis methods for Android Java

applications [3]. To prove the effectiveness of the leakage detection method in Skink

against these benchmarks, these examples were adapted to C code for annotation and

analysis. It must be noted that many of these test cases are built around features of the

object oriented Java language and elements specific to the Android environment, as

a result not all benchmarks are ideal for conversion to C and are left for future work

when potentially applying this analysis method directly to Java code.

1 public s t a t i c S t r ing [ ] arrayData ;
2
3 @Override
4 protected void onCreate ( Bundle saved Ins tanceS ta te ) {
5 super . onCreate ( saved Ins tanceS ta te ) ;
6 setContentView (R . layout . a c t i v i t y _ a r r a y _ a c c e s s 1 ) ;
7
8 arrayData = new S t r ing [3 ] ;
9

10 arrayData [0] = " element 1 i s t a i n t e d : " ;
11 arrayData [1] = (( TelephonyManager ) getSys temServ ice ( Context . TELEPHONY_SERVICE))
12 . ge tDev ice Id ( ) ; // s ou r c e
13 // arrayData [2] i s not t a i n t e d
14 arrayData [2] = " neu t ra l t e x t " ;
15
16 SmsManager sms = SmsManager . ge tDe fau l t ( ) ;
17
18 //no data l eak : 3rd argument o f s endTextmessage () i s not t a i n t e d
19 sms . sendTextMessage ( "+49 1234 " , null , arrayData [2 ] , null , nul l ) ; // s ink , no l eak
20 }

Figure 5.6: Original Java code for ArrayAcces1 from DroidBench 2.0 [3]
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Figure 5.6 presents the original Java code from the Droidbench 2.0 ArrayAccess1

test case and Figure 5.7 is the C code adaptation of the test case made for compatibility

purposes. Here since the focus is on tracking the tainted elements in arrays, C does not

have string type and only character arrays which would result in a multi-dimensional

array if it was attempted to replicate the act of using strings as array elements. Since

there is a whole separate test case in the same benchmark set for leaks involving

multidimensional arrays, this example works with integer values instead to avoid

adding extra complexity when adapting the code.

1 in t main () {
2 in t s = __VERIFIER_nondet_int ( ) ;
3 in t P [3 ] ;
4 in t v1 = __VERIFIER_nondet_int ( ) ;
5 in t v2 = __VERIFIER_nondet_int ( ) ;
6 P [0] = v1 ;
7 P [1] = s ;
8 P [2] = v2 ;
9

10 __VERIFIER_assert (P[2]==s ) ;
11 }

Figure 5.7: C code for the program
ArrayAcces1

1 in t main () {
2 in t s = __VERIFIER_nondet_int ( ) ;
3 in t P [5 ] ;
4 P [0] = __VERIFIER_nondet_int ( ) ;
5 P [1] = s ;
6 P [2] = __VERIFIER_nondet_int ( ) ;
7 P [3] = __VERIFIER_nondet_int ( ) ;
8 P [4] = __VERIFIER_nondet_int ( ) ;
9

10 __VERIFIER_assert (P[ ca l cu l a t e Index ()]== s ) ;
11 }
12
13 in t ca l cu l a t e Index (){
14 in t index = 1;
15 index++;
16 index ∗= 5;
17 index = index%10;
18 index += 4;
19
20 return index ;
21 }

Figure 5.8: C code for the program
ArrayAcces2

Figures 5.7 and 5.8 present the C code of the two benchmark cases for which

annotations were discussed alongside the CFGs of their programs in Figures 4.8 and

4.9. Here the other elements in the arrays are also assigned non-deteministic integers

to confirm that their values do not affect the outcome in the assertion.

For the assertion for Figure 5.7 is simply written as P[2]==s, whereas the assertion

for Figure 5.8 can be written as P[calculateIndex()]==s using the index obfuscation

function of calculateIndex() in the predicate definition.

Analysing both of these C code adaptations in Skink return false confirming that

there is not a consistent leak occurring in this example program.
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1 in t main () {
2 in t s = __VERIFIER_nondet_int ( ) ; // s e c r e t
3 in t P [10 ] ; // p u b l i c
4 P [0] = s ;
5
6 __VERIFIER_assert (P[0]==s ) ;
7 }

Figure 5.9: C code for the program Arrays1

Figure 5.9 presents the C code adaptation of the simple Arrays1 benchmark case.

Here it is asserted with the predicate annotated in Table 4.10 to verify that the obser-

vation of the array element P[0] at that point will result in a consistent leak.

5.8 Complex Implicit Flows

An example of a more complex case from the DroidBench 2.0 benchmark is that of the

ImplicitFlow1 case originally discussed alongside Figure 4.11. Cases involving implicit

flows are not detectable by taint analysis tools like TaintDroid due to their difficulties

if they were attempting to track them usually leading to an overabundance of false

positives [8].

The adapted and annotated C code of this test case is displayed in Figure 5.10.

Here some changes were made to adapt the original test from Java to C code. The

biggest change is the incorporation of separate functions to be inline within the main

function to facilitate analysis, treating strings as character arrays due to the lack of

string variables in C. As a result, this test case has some similarities to the PIN leak

example from Figure 5.5, in particular the definition of predicates using arrays.

It is important to note that the secret id number in this program was changed

from the 15 digit id array to a 4 digit id array. This is done purely for presentability

and minimising the space in this thesis that the predicates and code will take up for

addressing the array of such length. The method is demonstrated with the 4 digit array

knowing that this can easily be extended to a 15 digit one.

Here defining predicates became more complex but could be worked out by testing

with extra non-deterministic values assigned to k. In the obfuscation in this test case,

each digit is changed to a corresponding letter. The original test predicate designed

to find the relationship between each digit and its corresponding output letter was to
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1 in t main () {
2 in t S [4 ] ;
3 in t P1 [4 ] ;
4
5 S1 [0] = __VERIFIER_nondet_uint ()%10;
6 S1 [1] = __VERIFIER_nondet_uint ()%10;
7 S1 [2] = __VERIFIER_nondet_uint ()%10;
8 S1 [3] = __VERIFIER_nondet_uint ()%10;
9

10 __VERIFIER_assume (S1[0]<10&&S1[0]>0);
11 __VERIFIER_assume (S1[1]<10&&S1[1]>0);
12 __VERIFIER_assume (S1[2]<10&&S1[2]>0);
13 __VERIFIER_assume (S1[3]<10&&S1[3]>0);
14
15 for ( in t i = 0; i <4; i++){
16 switch (S1 [ i ] ) {
17 case 0:
18 P1 [ i ] = ’ a ’ ;
19 break ;
20 case 1:
21 P1 [ i ] = ’ b ’ ;
22 break ;
23 case 2:
24 P1 [ i ] = ’ c ’ ;
25 break ;
26 case 3:
27 P1 [ i ] = ’ d ’ ;
28 break ;
29 case 4:
30 P1 [ i ] = ’ e ’ ;
31 break ;
32 case 5:
33 P1 [ i ] = ’ f ’ ;
34 break ;
35 case 6:
36 P1 [ i ] = ’ g ’ ;
37 break ;
38 case 7:
39 P1 [ i ] = ’ h ’ ;
40 break ;
41 case 8:

42 P1 [ i ] = ’ i ’ ;
43 break ;
44 case 9:
45 P1 [ i ] = ’ j ’ ;
46 break ;
47 }
48 }
49
50 //Check f o r f i r s t o b f u s c a t e d
51 // l e ak and o b s e r v a t i o n po in t here :
52 __VERIFIER_assert (S1[0]+ ’ a ’==P1 [0 ] ) ;
53 __VERIFIER_assert (S1[1]+ ’ a ’==P1 [1 ] ) ;
54 __VERIFIER_assert (S1[2]+ ’ a ’==P1 [2 ] ) ;
55 __VERIFIER_assert (S1[3]+ ’ a ’==P1 [3 ] ) ;
56
57 // c o n v e r t i n t e g e r s to ASCII v a l u e s s i n c e
58 //C does not have c a s t i n g l i k e in JAVA
59 in t P3 [4 ] ;
60 P3 [0] = S1[0]+ ’ 0 ’ ;
61 P3 [1] = S1[1]+ ’ 0 ’ ;
62 P3 [2] = S1[2]+ ’ 0 ’ ;
63 P3 [3] = S1[3]+ ’ 0 ’ ;
64
65 in t numbers [58] = {0 ,1 ,2 ,3 ,4 ,5 ,6 ,7 ,8 ,9 ,
66 10 ,11 ,12 ,13 ,14 ,15 ,16 ,17 ,18 ,19 ,
67 20 ,21 ,22 ,23 ,24 ,25 ,26 ,27 ,28 ,29 ,
68 30 ,31 ,32 ,33 ,34 ,35 ,36 ,37 ,38 ,39 ,
69 40 ,41 ,42 ,43 ,44 ,45 ,46 ,47 ,48 ,49 ,
70 50 ,51 ,52 ,53 ,54 ,55 ,56 ,57} ;
71 in t P2 [4 ] ;
72
73 for ( in t i = 0; i < 4; i++){
74 in t tmp = numbers [P3 [ i ] ] ;
75 P2 [ i ] = tmp ;
76 }
77
78
79 __VERIFIER_assert (S1[0]+48==P2 [0 ] ) ;
80 __VERIFIER_assert (S1[1]+48==P2 [1 ] ) ;
81 __VERIFIER_assert (S1[2]+48==P2 [2 ] ) ;
82 __VERIFIER_assert (S1[3]+48==P2 [3 ] ) ;
83 }

Figure 5.10: C code Adaptation ImplicitFlow1

assert that S1[1]+k 6= P1[1]. This test found that when k was equal to 97 this assertion

would fail, 97 being to be the ASCII value of the character "a". Taking this information,

the predicate S1[1]+97 = P1[1] (or it could even be written as S1[1]+"a"= P1[1] in

the C code since char variables will be treated as their integer ASCII values in the

calculation) was asserted to identify that in all executions this predicate held true

and a consistent leak was occurring for that digit of the id number. Extending this

predicate to check all four digits proved that there was a consistent leak occurring for

the whole id number. A similar method was used to construct the predicate for the

second observation point resulting in the predicates listed below.

Leak Predicate 1:



38 Software Model Checking for Detecting Leaks

(S1[0]+97 = P1[0]) & (S1[1]+97 = P1[1]) & (S1[2]+97 = P1[2]) & (S1[3]+97 = P1[3])

Leak Predicate 2:

(P1[0] = S1[0]+48) & (P1[1] = S1[1]+48) & (P1[2] = S1[2]+48) & (P1[3] = S1[3]+48)

These predicates are broken down into separate assertions, as seen on lines52-55

and 79-82, for the purpose of readability. This provides the same result during analysis

as if they were still one whole predicate since Skink will only return true for this

program if all assertions within it are found to be true.

5.9 Comparison Alongside Taint Analysis Accuracy

DroidBench [3] Leak FlowDroid Predicate Annotation
ArrayAccess1 No FP TN
ArrayAccess2 No FP TN
ArrayCopy1 Yes N/A TP
MultidimensionalArray1 Yes N/A TP
Loop1 Yes TP TP
Loop2 Yes TP TP
UnreachableCode No TN TN
ImplicitFlow1 Yes FN TP
ImplicitFlow2 Yes FN TP
SecuriBench Micro [18] Leak FlowDroid Predicate Annotation
Arrays1 Yes TP TP
Arrays2a Yes TP TP
Arrays2b No FP TN
Arrays3a Yes TP TP
Arrays3b No FP TN
Arrays4 Yes TP TP
Arrays5 No FP TN
Arrays6 Yes TP TP
Arrays7 Yes TP TP
Arrays8a Yes TP TP
Arrays8b No FP TN
Arrays9 Yes TP TP
Arrays10a Yes TP TP
Arrays10b No FP TN

Table 5.1: Comparison on Taint-Analysis Benchmarks
TP: True Positive FP: False Positive
TN: True Negative FN: False Negative

The annotation method was tested against other benchmark cases to show leaks

can be accurately detected where other methods often get false positives and false
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negatives.

Table 5.1 lists some taint analysis benchmark cases used from DroidBench 2.0 [3]

and SecuriBench Micro [18] and shows where the method presented in this paper

clearly determines whether or not a leak is occurring alongside FlowDroid [7]. Predicate

annotation is compared to FlowDroid, since it was presented with the DroidBench

benchmark and has been tested against both DroidBench and SecuriBench Micro.

Their results are recorded as true positives (TP), true negatives (TN), false positives

(FP), and false negatives (FN). There are two cases for FlowDroid where their results

are listed as N/A, this is because results weren’t available in publications for how it

performed in those tests.

5.9.1 Benefits Compared Taint-tracking Methods

A major benefit of using predicates and assertions in annotations for leakage detection

as opposed to taint tracking methods is the removal of the need to track the each

individual step along the way making the decision at each stage whether the tracking

should continue for the pieces of derivative information generated at each point. Using

our method, the checking can be done at the point of observation, affording a greater

accuracy at those points as reflected by some of the results listed in Table 5.1.

Compared to taint analysis methods, use of leak predicate assertions can reduce

the instances of unnecessary false positives. Take the example of the PIN code program

discussed earlier in Figure 5.5 and the multiple predicates presented for different

leakage concerns. Under normal taint analysis methods, all outputs discussed would

result in being being labeled as leaks where as with a more specific leak predicate

definition provided in this thesis’s method would result in only the compromising one

being considered a leak.

The other major benefit is the elimination of a variety of false positive cases con-

nected to information flowing through arrays and implicit flows. Some taint analysis

tools deliberately do not try tracking implicit flows (TaintDroid [8]) or do attempt to

do so resulting in extra false positives (DTA++ [2]). The benefits of using predicate

annotation in these cases have been demonstrated through a variety of examples in

this and the previous chapter.
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5.9.2 Drawbacks Compared to Taint-tracking Methods

The biggest drawback of the predicate annotation method in its present form is the

required pre-knowledge and understanding of the program’s leak so as to be able to

construct a leak predicate.

This predicate annotation method requires the clear definition of leaks as predicates

based on the program’s context. If a predicate is not specified correctly, it may fail to

identify a leak correctly and therefore produce a result stating there is no consistent

leak for that predicate, when a correct predicate is specified it would return that there

was a consistent leak. For example, the leak predicate defined in Table 3.3 is p1 = s1+5

and correctly identifies the leak in program in Figure 3.6, but if the incorrect leak

predicate was defined for this program as p1 = s1 then the predicate would never hold

true with no leak being detected.

Taint tracking has similar drawbacks when it comes to defining taint propagation

rules, if the rules aren’t defined correctly, leaks will be missed. The difference here is

that these rules can be defined once for whole program analysis, predicate annotation

requires predicates to be designed for every observation point.

Predicate annotation method cannot confirm both true positives and true negatives

at the same time for programs that have multiple observation points where one leaks

consistently and the other does not. If one assertion in Skink returns false, the whole

program’s analysis returns with a false.

Taint analysis methods can identify both types cases in one analysis (depending

on the quality of their taint prorogation rules) as they only flag leaks when a flow of

sensitive information reaches an output, any other output is not considered a leak.

5.10 Conclusion

This chapter demonstrated how, using the software model checking tool Skink [19],

analysis of programs with leak predicate assertions can be automated to confirm if a

program is consistently leaking. Chapter 6 provides a literature review of related work

in malware detection and taint tracking before final conclusions in Chapter 7.



Chapter 6

Literature Review

6.1 Introduction

This chapter presents a literature review of current related works. It explores the

current state of taint analysis and other malware detection methods (including signature

detection and machine learning), examining their accuracy and some of the benefits

and drawbacks from these approaches.

6.2 Taint Analysis

6.2.1 Taint Propagation Logic

One of the first implementations of data tainting was in the Perl programming language

that allowed for the basic tracking and would throw fatal errors if tainted data was

leaked [20]. Early work in taint analysis can be traced back to the 1980s with Ferrante

et al.’s work into data and control dependencies, graphing out what pieces of data and

sections of code are dependent on preceding lines of code [21].

In more recent research, work has continued to improve the process of tracking

tainted data throughout the execution of a program, by implementing a range of new

rules and methods for tracking more complex flows of information.

Schwartz et al. defined a series of rules for taint propagation in a dynamic analysis

but observed that control dependencies could not be accounted for in dynamic analysis

alone, as dynamic only concerned itself with the code path that was executed and not

the others that were not taken by the application in that execution [1].

Bao et al. introduced the use of strict control dependencies, the idea that there are

some control dependencies that should not result in the tainting of another variable

and helped to remove cases of over-tainting arising from using more basic control
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dependencies [22].

Kang et al. observed cases within the strict control dependencies base rules from

Bao et al. that they worked to correct by presenting their system that worked to identify

unlabelled under-tainting cases when analysing an application and then generated it’s

own taint propagation rules to account for these cases in analysing that application

[2].

For Android systems specifically, Enck et al. presented TaintDriod which looked at

four levels for taint propagation (variable, message, method and file) to more effectively

track taint in the smart phone environment [8]. Zhang et al. presented VetDroid that

had the added benefit of identifying information leakage relating to the devices network

state (which TaintDroid did not detect) [23]. Tam el at. observed that TaintDroid and

VetDroid both had the drawback of requiring heavy modification of the Android OS to

implement their own methods. Tam el at.’s implementation, CopperDroid, focused on

using behavioural profiles instead to identify malware [24].

Graa et al. also sought to reduce under-tainting in the android environment and

did so by identifying cases such as leakages that occur when a variable is not changed,

leaking that another branch of code was taken upon a decision using the private data

[25]. Extending upon this work in a later study in 2014, they explored how to detect

further obfuscation attacks used to hide information leakages and introduced new rules

to propagate taint thorough these cases [26]. In both cases, the focus was purely on

the more pressing need to reduce under-tainting rather than reduce over-tainting.

A method of using static taint analysis as part of a malware signature detection

was employed by Feng et al., however, they noted they were not fully prepared for

obfuscation methods [27]. Not being prepared for obfuscation could lead to under-

tainting.

Arzt et al. in 2014, presented FlowDroid which claimed to take into account the

context of input data during its taint analysis. They demonstrated how it could be

used to detect leaking apps and malicious apps from multiple sources, along with their

own benchmark set that they developed called DroidBench which they used to test

FlowDroid against various key leakage scenarios [7].

You el at. looked into identifying implicit flows in the Android environment and
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demonstrated how they could be exploited, leaving a window for future work in

detecting and defending against these cases [28]. Li et al. presented their own inter-

component communication information leakage detection application, IccTA, which

used static analysis methods and was tested against their own set of benchmarks they

created [4], extending from DroidBench [7].

Table 6.1 compares different approaches to tracking taint and how they perform

specifically in regard to over-tainting and under-tainting based on their own observa-

tions (stated). Another column for unstated under-taint is added based on evaluations

from other papers or based upon simple observation of the propagation rules, to list

cases of under-taint that are not mentioned in the original papers. If no identified

unstated under-taint exist, the entry is listed as "unclear" as there is the potential for

still undiscovered cases to exist.

Paper Year Stated
Over-taint

Stated
Under-taint

Unstated
Under-taint

Bao et al.[22] 2010 No No Yes
Schwartz et al. [1] 2010 No No Yes
Kang et al [2] 2011 Yes Yes Yes
Graa et al. [25] 2013 Yes No Unclear
Enck et at. [8] 2014 Yes No Yes
Graa et al. [26] 2014 Yes No Unclear
Feng et al. [27] 2014 No Yes Unclear
Arzt et al. [7] 2014 Yes No Unclear
Wei et al. [29] 2014 Yes No Unclear
Lee et al. [6] 2016 Yes No Unclear
Fu et al [30] 2018 Yes Yes Unclear

Table 6.1: Taint Propagation Logic

6.2.2 Dynamic Taint Overhead

A complication that comes with dynamic taint analysis is the overhead it brings to

the execution of the application being analysed. Overhead being the extra processing

power required alongside to carry out the analysis.

Moore & Chong presented a way to minimise overhead by using preliminary static

analysis to identify areas where it is no longer necessary to track information [10].
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Taint analysis implementations, including HybriDroid [6], FlowDroid [7] and Taint-

Droid [8], have taken a different approach to minimise overhead in their dynamic

analysis by allowing for over-tainting, by tainting whole arrays when a value within

them are tainted. This is done to avoid dealing with the overhead incurred with

tracking different taint tags for each entry within the array in the Java environment

[8].

Ming et al. took a new approach again to tracking taint by making use of multi-core

processing but depended on straight-line code which had a small amount of variables

that it needed to track at runtime [31]. The same team presented StraightTaint in 2016

which minimised overhead by making use of offline symbolic taint analysis [32].

Table 6.2 outlines the overhead percentages of dynamic taint analysis methods that

supply an overhead percentage in their articles.

Paper Environment Claimed Overhead
Bao et al [22] N/A 76%

Zhang et al [23] Android 32.294%
Enck et al. [8] Android 14%

Wei and Lie [33] Android 10-20%
Fu et al. [30] WebAssembly 5-12%

Table 6.2: Dynamic Taint Analysis Overhead

6.3 Signature Detection

Signature detection methods are being used in malware detection and are the process

of generating signatures that represent applications or segments of applications based

on specific features, such as code structure, behaviour or other identifiable aspects.

These can then be used to compare against signatures that have already been generated

for already existing applications that are known to be malicious. If there is a match

then the new application is also identified as malicious and appropriate action can be

taken.

6.3.1 Signature Detection and Code Obfuscation

Since changing one feature can lead to a new signature, a variety of methods can

be employed to obfuscate code including; inserting redundant code, shuffling code
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ordering, replacing functions with new ones that still get the required result, and much

more [34].

Apposcopy presented a way of using taint tracking to develop an application sig-

nature based on the semantic nature of its code instead of the syntactic, as a way of

getting around some forms of obfuscation [27]. However, it was pointed out by others

that Apposcopy was still vulnerable to the more complex forms of obfuscation [35].

Schrittwieser et al. performed an analysis of the existing methods for obfuscation,

and obfuscation detection finding techniques that relied on pattern recognition, like in

signature detection, were still highly susceptible to obfuscation [36].

Wang and Rountev later presented techniques for detecting obfuscated code in

Android applications by the application of machine learning techniques to train a model

for identifying features of the application that would indicate that it had undergone

some form of obfuscation process [37].

6.3.2 Machine Learning in Signature Detection

Many of the existing implementations of machine learning take various ways of using

the API calls of an application to generate signatures for training [38, 39, 40, 41, 42].

Yuan et al. highlighted the effectiveness of machine learning methods in the

detection of malware that is the repackaging of existing malware features and identified

how current popular anti-virus software did not handle repackaging as well [43].

Mariconti et al. presented MAMADroid, a method that involved constructing Markov

chains of abstracted API calls as representation of application behaviour, both benign

and malicious, then training a machine learning model to identify malware on them

and then demonstrated how effective it was in detecting newer forms of malware

without any new training over different year sets of training data [44].

6.4 Evaluation

6.4.1 Taint Propagation

At present, no taint analysis method has demonstrated a way to propagate taint that

results in 100% accuracy. All cases seem to result in over-tainting or under-tainting.
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Sometimes these issues are deliberately for the sake of reducing overhead, such as the

case of array over-tainting discussed in Section 6.2.2 on dynamic taint overhead.

Many current taint analysis methods rely on the manual definition of sources and

sinks which leaves analysis vulnerable to the introduction of new unforeseen sources

and sinks. Machine learning methods have been employed, as seen in SUSI by Rasthofer

et al., to try and account for the introduction of new taint sources and sinks that could

be introduced through new or unfamiliar APIs [45].

6.4.2 Machine Learning & Signature Detection Methods

A major issue that is apparent from the methods involving machine learning and

signature detection is that of new methods of malicious activity for which there is no

current signature built or machine learning model trained on, either as a result of

deliberate obfuscation or normal replacement of old API functions with new ones.

It is demonstrated in some cases that it is possible to protect against new malware,

as demonstrated by Mariconti et al. with their malware detection system, MAMADroid,

but it still demonstrated a drop in detection accuracy across each following year of

malware samples after training on a given year’s training data [44].

A clear focus for improvement is the vulnerability to the new signatures not seen

before. Significant work has been done to account for this but it is clear that further

work is required to improve accuracy duration.

6.5 Conclusion

In this literature review, the current state of taint analysis methods for information

leakage (both malicious or otherwise) and other methods of malware detection based

on signature detection has been discussed.

The current state of taint propagation logic was reviewed and the still present inac-

curacies of over-tainting and under-tainting that exist in current solutions, resulting

partially from issues such as overhead and focusing on efficiency, was identified. Signa-

ture detection and machine learning methods in malware detection were considered.

Challenges faced in the area of identifying new threats that do not share features with

samples of malware already detected and categorised continue to be a concern.
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Conclusion

7.1 Thesis Summary

This thesis has demonstrated how the problem of information leakage is best addressed

through the development of formal definitions of what constitutes a leak. The method

of specifying leaks through the use of predicate annotation is shown to allow for

the verification of whether leaks are occurring in a program when used with current

software model checking tools (such as Skink).

This method’s effectiveness has been demonstrated against constructed examples,

examples from published literature and taint analysis benchmark cases.

Working with examples from current taint analysis literature show how the tech-

nique could be applied in these cases to generate the same results, and potentially

detect leak cases that other methods considered not to be worth the effort.

Examples of programs have been provided that could be annotated with different

leak predicates, depending on factors such as what was being observed at an observation

point and what could be considered a leak for a program in that specific context.

When looking at benchmarks, there was a focus on demonstrating predicate an-

notation with examples in which current methods commonly result in false positives

and false negatives due to complications in their techniques or trade-offs made for

efficiency purposes.

The benefits of the predicate annotation method can be seen in the removal of the

need for step by step tracking of secret information through a program’s flow and the

potential errors that come with that process. These benefits the of annotation method

address issues with taint tracking methods that result in false positives with arrays and

false negatives with some implicit flow cases.

47



48 Conclusion

Drawbacks with the method currently include the effort that can be involved in

designing predicates for each given scenario and how false negatives and false positives

can result if predicates are not defined precisely.

7.2 Final Conclusions

This thesis has demonstrated how information leakage can be addressed with formal

definitions of leaks and demonstrated a way to do so with leak predicates and program

annotation. This provides a precise and accurate way to specify leaks in their given

contexts and verify that they are occurring using embedded definitions within the

program code.

The predicate annotation method has been proven in a variety of scenarios where its

benefits over taint analysis methods have been shown to avoid common false positive

and false negative scenarios.

This thesis provides a basis for more accurate leakage detection that can now be

applied in other contexts. There is further work that can be done on this technique to

make it easier to define leaks in different scenarios of much more intense complexity.

This thesis provides the groundwork upon which this future work can build upon.

7.3 Potential Future Research

The application of the predicate annotation method to a range of actively used program-

ming languages is an important focus for future work. This would allow for application

of this method in detecting leaks in programs such as those designed for mobile devices.

This is where the main focus of current information leakage detection work is focused.

Java is a primary language this could be applied to since this is the language used

for android device applications and the primary focus of much of the current published

literature in taint analysis. A benefit of this is the ability to test this method against the

benchmarks written in Java more directly and no longer need to convert them to C for

testing. There are existing Java verification tools that could be used in applying this

method to the language, such as Java PathFinder [46].

Exploring automating the annotation method, potentially developing a tool that
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can analyse the given CFG of a program and provide a list of suggested points for

annotations and suggested variables to include in the leak predicate.

Complex cases of leaks involving encryption need to be addressed in future work.

Predicate annotation has not been applied in cases involving encryption and would

present significant challenges due to the nature of encryption’s deliberate difficulty in

reversing it without the right information.

Work can also be done to extend the evaluation of the predicate annotation method

by comparing to traditional encodings of noninterference analysis with product pro-

grams such as those presented by Eilers et al. [47].

7.3.1 Multiple Points of Observation

A more complex case for consideration in future work is a case in programs where

more than one point of observation occurs within a program and the leak occurs only

if the observer can make a calculation using values from multiple observation points.

Figure 7.1 has two points of observation at locations 3 and 5, where the leak is only

compromising if the observer can perform a calculation using the information from

both points. In this example, it is possible for the observer to discern the precise value

of the s1 by observing the change in the public variable p1 at the end of the program.

v1 is assumed to be a constant value that is the same for any program execution.

1start

2

3

4

5 end

s1 := secretData

p1 := v1

p1 := p1 + s1

Figure 7.1: Program with two
observation points

Node Observation Leak Predicate
3 {p1}

5 {p′1} s1 = p
′

1 − p1

Table 7.1: Observation and Leak Predicate
Maps for Figure 7.1
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Here the predicate to determine if there is a leak would be the difference between

the value of p1 at the first observation point subtracted from its value when it is observed

again at the second observation point. To define the leak and make predicate checking

easier, the annotation process could benefit from some simplification of variables for

this context and the shifting of observation points.

Note that in the annotation table there is only an annotation of a leak predicate

for the second observation point as there is not a concern with the first observation of

p1 leaking s1 at that point. The leak predicate for L(5) can be defined as s1 = p
′

1 − p1

where p
′

1 is the changed value of p1 at the second observation of location point 5.

This example assumes that the observer has the capability to remember two different

outputs from the program while it is running, as it needs both the value of p2 and

p1 to calculate the original value of s1. If p1’s output overwrites that of p2 then both

can be remembered at the same time, and without the ability to remember both for

calculation, no leak can occur as it is not possible to reconstruct s1. The following

sections will begin to look at how the capabilities of an observer can influence how a

leak can be defined also.
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