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Abstract

The central argument of this thesis is that Economic Science requires a methodological re-
orientation in order to re-align with contemporary philosophy of science. This is argued
with reference to both the history of general philosophy of science - in particular the
literatures on scientific explanation and the structure of scientific theories —and the history
of the methodology of economics. It is also argued that the heterodox school of economic
thought known as Complexity Economics offers a valid basis for achieving such a

reorientation.

Matthew Tuxford



Page |8

Statement

The core ideas and preliminary explication of this book were explored in a Master of
Research degree at Macquarie University, culminating in a thesis that was submitted as
partial fulfilment of that award. The objectives of that short report have been expanded
upon, filled in, and validated in this book. Readers who have not read the prior work will
not be at a disadvantage, given that all preliminary material is recreated in the current

production.

Matthew Tuxford



Page |9

Acknowledgements

First, I'd like to thank Albert Atkin, who infused me with the confidence that my project

was both worthwhile, and capable of fulfiiment.

Next, many thanks go out to Colin Klein and Woylie Bradford, for accepting the

responsibilities implied in supervising this project.

Further, I'd like to express my gratitude to Karola Stoltz for taking over the primary

supervisor role when required.

But the greatest part of my gratitude must go to my wife Alicia, who fully supported me in
taking a mid-career break to pursue my ambitions, to the severe detriment of the family
finances. Without her, this project would have been neither financially nor practically

possible.

Matthew Tuxford



Page |10

Introduction

The primary purpose of this book is to argue for a reorientation of methodological practice
within the economics profession. This argument, which occupies the content of Parts 1

and 2, takes the following form:

P1: Scientific methodology should be consistent with up-to-date philosophy of science

P2: Historically, economic scientists have sought to develop methodologies consistent with up-to-

date philosophy of science, but have failed to adjust in recent decades

C: Economic science requires a methodological reorientation

The secondary purpose of this book is to argue that the heterodox school of economic
thought known as Complexity Economics works within a methodological framework that
does meet the normative requirements of up-to-date philosophy of science, and so offers
a solution for the reorientation of methodological practice within economic science. This

argument, which is contained in the content of Parts 1, 3 and 4, takes the following form:

P1: The Neo-Mechanistic model of scientific explanation and theory structure is the dominant

account within the philosophy of science

P2: The methodological framework of Complexity Economics conforms to the normative strictures

of the Neo-Mechanistic model of scientific explanation and theory structure

Matthew Tuxford
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C: Complexity Economics offers a methodological framework that is appropriate for modern

economic science

Why do | believe that establishing the conclusions of these two arguments has warranted
the amount of research time and ink spilled to produce this book? The theories that are
constructed and propagated by the economics community have deep and profound effects
on almost every aspect of our lives. If these theories have been constructed on an ill-
informed basis, then it is likely that adherence to them by policy makers will have
deleterious effects. This practical dimension of economic theorising has much more
potentially destructive implications than the theoretical dimension of simply failing to

provide valid explanations of economic phenomena.

Why do | believe that this is an appropriate time for the message of this book to be
disseminated? A somewhat stretched historical comparison may provide some context.
The onset of the Great Depression in the year 1929 spurred the Keynesian revolution.
Classical economic theory was incapable of explaining the phenomena constituting the
unfolding protracted decline in economic indicators. Fast forward to the year 2007 and the
onset of the Global Financial Crisis, when all key economic indicators fell at a faster rate
than they had during the early 1930s (Crafts & Fearon, 2010). Perhaps the environment is
right for another revolution. In fact, in a recent article documenting the concerns that the
most prominent central bank chiefs currently have regarding the adequacy of their models,

the author states:

Matthew Tuxford
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“With central bankers credited for keeping the economic show on the road over the past decade, it
will come as a shock to many to hear how little confidence they have in their models, their policies

and their tools.” (Giles, 2017).

This lack of confidence is most likely due to the fact that central bank forecasts have never
been as inaccurate in the modern period as they have been since 2007 (Morgan, 2009,
p.589). And as mentioned above, the consequences of using faulty models are not limited
to failures of understanding and prediction, but also, as one academic economist has

noted:

“the central banks did not only fail to respond adequately and early to the potential for financial

crisis—they contributed to it.” (Morgan, 2009, p.953)

There are several intended audiences for this book. Firstly, those active in, or interested
in, the discipline of the methodology of economics should find the content of more than
just passing interest. | suspect that this audience will likely be the most critical of the
arguments | put forward herein. Secondly, since my project can be viewed as an extended
piece of descriptive analysis that assesses various schools of economic thought through the
lens of the new mechanical philosophy, those with interests in general philosophy of
science, specifically in the areas of scientific explanation and theory structure, should find
this book of some interest. Thirdly, although | suspect them likely to be the most dismissive
of this work, | hope that both academic and professional economists will find it, in the very

least, interesting, and more hopefully, disturbing. Another audience that | believe would
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show interest in what | have to say herein, is the intelligent layman. Since this book covers
a vast amount of separate literatures, it has been written with as little technical detail as

possible, making it, hopefully, accessible to the non-academic reader.

This book is structured as follows. Part 1 is concerned with the philosophy of science.
Specifically, the sub-disciplines of scientific explanation and theory structure. In Chapter 1,
| present and critique the Deductive Nomological model of scientific explanation that
dominated the general philosophy of science literature for most of the twentieth century,
and which arguably has remained the dominant account for working scientists within many
scientific disciplines down to this day, despite being rejected by the philosophical
community decades ago. In this chapter | also present several successor accounts to the
Deductive Nomological model that have been developed in response to the deficiencies of
that model. In each case, | show that these models do not appear to provide a basis for

generating normative suggestions for theory construction and development.

In Chapter 2, | present the Neo-Mechanistic model of scientific explanation that has come
to dominate the philosophical literature over the past two decades. | show that, in contrast
to the models critiqued in Chapter 1, this model does in fact provide a basis for generating
methodological norms for the construction and development of theoretical constructs.
Succinctly put, the Neo-Mechanistic account states that a valid scientific explanation is one
in which a representative model is provided of the mechanism responsible for the

generation of the phenomenon to be explained.

Part 2 is concerned with the philosophy of economics. Specifically, it addresses issues of

methodology. Chapter 3 explores the history of the methodology of economic science prior

Matthew Tuxford
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to modern mainstream economics. Beginning with the Classical School of economics, it
also covers the Historical, Austrian and Institutionalist schools of thought, highlighting the
philosophical influences that cemented the methodological convictions of each school. In
all instances, | conclude that neo-mechanistic strictures are not satisfied. In Chapter 4 |
repeat the exercise of the previous chapter, this time addressing modern mainstream
economic methodological practice. | find that current practice also fails to conform to Neo-

Mechanistic standards.

Part 3 explores the heterodox school of economic thought known as Complexity
Economics. In Chapter 5, | examine the origins of this school of thought and explore the
methodological convictions of its most prominent members. Chapter 6 evaluates the
methodological framework of Complexity Economics in terms of its Neo-Mechanistic

credentials. The findings are positive.

Part 4 presents a case study. In Chapter 7, | compare and contrast the standard
contemporary asset pricing model with the Complexity Economics alternative. | argue
there that while the standard model fails the normative criteria of the Neo-Mechanistic

explanatory framework, the presented alternative appears to satisfy these same criteria.
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Part 1: Philosophy of Science
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Chapter 1 — Scientific Explanation & the Structure of Scientific
Theories

The purpose of this chapter is to show that the account of scientific explanation that
underlies the orthodox paradigm within Economic Science does not provide an adequate
standard from which to build, develop and revise scientific theories within the discipline. |

will establish this conclusion by presenting and critiquing this model.

1.1 Introduction

In this chapter, | present and critique the Deductive Nomological model of scientific
explanation that dominated the general philosophy of science literature for most of the
twentieth century, and which arguably has remained the dominant account for working
scientists within many scientific disciplines down to this day, despite being rejected by the
philosophical community decades ago. Also in this chapter, | present several successor
accounts to the Deductive Nomological model that have been developed in response to
the deficiencies of that model. In each case, | show that these models do not appear to
provide a basis for generating normative suggestions for theory construction and

development.

This chapter is structured as follows. In Section 1.2, | introduce the concept of scientific
explanation via some preliminary comments. In Section 1.3, | present and critique the
Deductive-Nomological model of scientific explanation. In Section 1.4, | present a variety

of successor theories to the DN model, covering both top-down and bottom-up approaches
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across a number of categories, including those of unificationist, causal, statistical and

pragmatic. | conclude in Section 1.5 by summing up the arguments presented.

1.2 Preliminaries

In this sub-section, | will motivate the research project by arguing that the concept of
explanation lies at the heart of the scientific enterprise and by presenting a preliminary

explication of the concept of scientific explanation.

1.2.1 Is Explanation a Goal of Science?

It is broadly agreed that three of the primary goals of the scientific enterprise are the
explanation, prediction and control of the phenomena we encounter in the world. Of these

three goals, explanation has proven by far the most controversial.

Michael Strevens opens his book Depth with the following assertion:

“If science provides anything of intrinsic value, it is explanation. Prediction and control are useful,
and success in any endeavour is gratifying, but when science is pursued as an end rather than a
means, it is for the sake of understanding — the moment when a small, temporary being reaches out

to touch the universe and makes contact.” (Strevens, 2008, p.3).

This is a sentiment in which | heartily share, but it by no means represents an uncontested

position. Over the centuries, many prominent philosophers of science - as well as
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philosophically minded scientists - have defended an alternative position; that the scientific
enterprise merely provides descriptions of the world we encounter. The attitude
underpinning this position is based on the belief that explanation is a suspicious
metaphysical activity involving extra-empirical elements. This sentiment was forcefully

endorsed by Karl Pearson in 1911:

“Nobody believes that science explains anything; we all look upon it as a shorthand description, as

an economy of thought.” (Pearson, 1957, p.xi).

In 1923, pointing to a commonly-held view that to explain something is to demonstrate the
necessary truth of a proposition, and noting that the experimental methods of science can
detect no absolute or logical necessity in the phenomena which are the ultimate subject

matter of every empirical enquiry, Ernest Hobson contended that:

“The very common idea that it is the function of Natural Science to explain physical phenomena
cannot be accepted as true unless the word ‘explain’ is used in a very limited sense...Natural Science
describes, so far as it can, how, or in accordance with what rules, phenomena happen, but it is wholly
incompetent to answer the question why they happen.” (Hobson, 1923, pp.81-82, emphasis in

original).

According to this viewpoint then, at best, the sciences can hope only to provide
comprehensive and accurate systems of description, not of explanation.  This

methodological claim was also made by Paul Samuelson with reference to Economic
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Science, over four decades later. Writing in the mid-1960s, Samuelson claimed that an

explanation is simply:

“..a better kind of description and not something that goes ultimately beyond description”

(Samuelson, 1965a, p. 1165).

In 1961, Ernest Nagel disputed the opinion expressed by Karl Pearson, that to explain is to
demonstrate the necessity of. Nagel argued that this commonly-held view was predicated
on the false premise that there is a single context in which why questions can be raised.
And so, breaking from the tradition of earlier positivists such as Auguste Comte! and Ernst
Mach?, the logical positivist movement expressly endorsed explanation as a legitimate goal

of science. Writing in the heyday of the received view, Nagel stated that:

“...the distinctive aim of the scientific enterprise is to provide systematic and responsibly supported

explanations.” (Nagel, 1961, p.15).

By 1984, Wesley Salmon could rightfully claim that:

“It is now fashionable to say that science aims not merely at describing the world; it also provides
understanding, comprehension and enlightenment. Science presumably accomplishes such high-

sounding goals by supplying scientific explanations.” (Salmon, 1984, p.9).
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And in more modern times, both economists and philosophers of economics have placed
high importance on the value of explanation in economic science, as the following quotes

attest:

“..the impossibility of engineering, and the absence of spontaneously occurring, closed social
systems, necessitates a reliance on non-predictive, purely explanatory, criteria of theory

development and assessment in the social sciences.” (Lawson, 1997, p.35).

“The main task of the social sciences is to explain social phenomena. It is not the only task, but it is

the most important one, to which others are subordinated or on which they depend.” (Elster, 2007,

p.9).

“All of the Sciences are known to have advanced from description to explanation” (Bunge, 2004,

p.182).

1.2.2 What is Scientific Explanation?

When considering the concept of Scientific Explanation, two key contrasts are immediately

suggested: scientific vs unscientific explanation; and explanation vs non-explanation.

I'll explore the second of these contrasts first. What are the distinguishing features of an
explanation? The various models that have been developed to explicate the concept of
scientific explanation disagree on what they consider to be the difference between

explanation, and something less than explanation, such as for example, mere description.
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This is a quest that dates back to at least the ancient Greeks, who sought to distinguish
between knowledge that and knowledge why (Aristotle, Posterior Analytics, 71b18-25),
thatis, between descriptive knowledge and explanatory knowledge. For Aristotle, scientific

explanations are deductive arguments.

It has been commonplace to regard an explanation as an answer to a why question. This
means that in order to assess the validity of an explanation, a set of principles would need
to be established for determining the validity of answers to why questions. Ernest Nagel
argued that there are numerous ways in which why questions can be posed, creating
different sets of explanatory requirements. He identified four different classes of why
questions, thus delineating four explanatory structures: deductive; probabilistic;

functional/teleological; and genetic (Nagel, 1961).

Sylvan Bromberger and Wesley Salmon (Bromberger, 1966; Salmon, 1984) argue that a
request for scientific explanation can always be reframed as a why question. This is not
however a universally accepted point. Peter Achinstein’s lllocutionary Act model for
example, is a model of scientific explanation intended to account for all manner of
guestions, not just why questions (Achinstein, 1983). And James Woodward states
explicitly that his difference-making account of causal explanation is designed to account

for a variety of explanatory claims (Woodward, 2003, p.4).

The neo-mechanist movement that dominates current discussion within the literature, also
does not consider a scientific explanation to be an answer to a why question. Instead,
adherents take the thing to be explained to be the phenomenon itself. Thus, for Carl
Craver, the exhibition of a mechanism is an explanation; the mechanism itself is an

explanation of the phenomenon it produces. William Bechtel disagrees with this highly
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ontic conception of explanation, proclaiming instead that it is not the mechanism itself that
is an explanation, but rather, a description of the mechanism. What both agree on for the
purposes here though, is that explanation is not restricted to the practice of answering why
questions. The neo-mechanist model of scientific explanation is the subject of Chapter 2
below. It will be argued there that this model provides a suitable standard for assessing
the explanatory validity of theoretical structures within the various branches of the

sciences.

What about the other contrast then? What demarks a scientific explanation from a non-
scientific one? This is a heavily contested, and controversial topic. The philosophical
literature reflects this uncertainty by the way it draws its examples from all manner of

explanatory practice. Ernest Nagel has recognised that:

“..no sharp line separates beliefs generally subsumed under the familiar but vague rubric of

“common sense” from those cognitive claims recognised as “scientific”.” (Nagel, 1961, p.2).

But he does provide a few useful pointers to help navigate the divide (Nagel, 1961).

And Stephen Toulmin has argued that:

“the search for a permanent and universal demarcation criterion, between ‘scientific’ and ‘non-

scientific’ considerations, appears in vain.” (Toulmin, 1972, p.259).
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In Bas Van Fraassen’s account of explanation — Constructive Empiricism - the only difference
between a scientific explanation and an ordinary explanation, is that the former includes
scientific information (van Fraassen, 1980). And James Woodward is quite clear that his
account of causal explanation is designed to account for explanatory claims in everyday life
(Woodward, 2003, p.4). Wesley Salmon is not so relaxed about the scientific vs non-
scientific division of explanations. He argues strongly that it is only scientific explanations
that the literature seeks to explicate, and that most why questions do not represent
requests for scientific explanation (Salmon, 1984, pp.10-11). The obvious Neo-Mechanist
response here is that scientific explanations aren’t answers to why questions, they are

instead, models of phenomena of interest to scientists.

A third important contrast runs through the literature on scientific explanation: ontological
conceptions versus communicative conceptions. Pragmatic accounts of explanation focus
on the communicative act of explanation. These accounts highlight the linguistic
performances of explainers. For example, in Peter Achinstein’s Illocutionary Act Model,
the focus is firmly on the intention of the explainer to make information understandable.
On the other hand, are those accounts that emphasise the relevant mind-independent
facts. For example, causal models of most stripes emphasise the objective facts leading up
to the phenomena to be explained. Salmon, for one, has spilt much ink expounding a
requirement for objective relevance relations. This contrasting focus between ontological
and communicative notions can be traced back to an early twentieth century disagreement
between adherents of logical positivism and followers of Wittgensteinian ordinary

language philosophy. The logical positivists emphasised the objective features of logical
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language, focusing on syntax and semantics, whereas Wittgensteinians emphasised the

pragmatic features of ordinary language.

The vast majority of the contemporary literature on scientific explanation has arisen, in
some way or another, in response to the classic Hempel-Oppenheim paper published in
1948. The model presented in that paper — known as the Deductive-Nomological (DN)
model - was championed by the logical positivist movement, for its conformity to strict
empiricist stipulations, in particular, its underlying Humean conception of causation.
Logical positivist philosophy of science centred on an analysis of scientific theories as
empirically interpreted deductive axiomatic systems. The DN model encompasses
knowledge of both particular facts and general regularities. This model will be presented

in Section 1.3.1 below, and critiqued in Section 1.3.2.

1.2.3 Methodological Monism

Francis Bacon is often cited as the fountainhead of modern scientific rationality (Perez-
Ramoz, 1991). Although he primarily concerned himself with the physical sciences, Bacon

conceived of his method as applicable to the social sciences as well, stating:

“It may also be asked ... whether | speak of natural philosophy only, or whether | mean that the other
sciences, logic, ethics and politics, should be carried by this method. Now | certainly mean what | have
said to be understood of them all; and as the common logic ... extends ... to all science; so does mine

also, which proceeds by induction, embrace everything.” (Quoted in Rashid, 1985, p.246).
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During the seventeenth century, Descartes and Newton, working within the dominant
mechanical philosophy, sought a unifying framework for natural philosophy (science). This
penchant for unification was also embraced by the logical positivist philosophers of science
during the twentieth century, as will be shown below. Rudolph Carnap and Otto Neurath
were particularly strong evangelists for monism (Carnap, 1934; Neurath, 1930). In this
book | also champion methodological monism. However, as will be shown in subsequent
chapters, asserting a Neo-Mechanistic explanatory framework for theoretical construction
and development is consistent with a variety of pluralist positions concerning

methodology.

1.3 The Deductive-Nomological Model

Modern accounts of scientific explanation have developed in response to perceived
deficiencies in the Deductive-Nomological model. This model is presented and critiqued
here so that the reader can more readily understand how the features of successor theories

represent resolutions of long-debated issues.

1.3.1 The Model

The dominant philosophical account of scientific explanation throughout the majority of

the twentieth century, was the Deductive-Nomological (DN) model (also known - amongst
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other labels - as the covering-law model, and the subsumption theory). This account was
championed by the logical positivist movement and took physics as its model science. The
earliest published version of the DN model was by Rudolf Carnap in the first quarter of the
twentieth century (Carnap, 1923), with an early, classic, re-statement published in 1948
(Hempel & Oppenheim, 1948). Further comprehensive expositions by high profile
philosophers were published by Carl Hempel, Richard Braithwaite, and Ernest Nagel
(Hempel, 1965; Brathwaite, 1953; Nagel, 1961). Collectively, the elements propounded in

this body of work became known as “the received view”.

According to Carl Hempel, a scientific explanation is an answer to a why-question, and if an
explanation-seeking request is initially presented in some other form, it can always be
restated in terms of a why-question. (Hempel, 1965, p.334). Succinctly put, under the DN
account, a theory explains a phenomenon by showing how it was expected to result from
a set of particular circumstances in accordance with the laws of nature. Hempel puts it like

this:

“..the argument shows that, given the particular circumstances and the laws in question, the
occurrence of the phenomenon was to be expected; and it is in this sense that the explanation

enables us to understand why the phenomenon occurred.” (Hempel, 1965, p.337, italics in original).

The essence of the DN model, is that a scientific explanation takes the form of a sound
logical deduction from explanans to explanandum, where the explanandum is a sentence

describing the phenomenon to be explained, and the explanans contains a group of true
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sentences at least one of which states a law of nature acting as an essential premise. An

explanation is thus a linguistic entity. This structure is represented by Hempel as:

C1, C2,...,Ck (facts)
L1, L2,...,Lr (laws)

(logical implication)

E (that which is to be explained)

For a scientific theory to be considered a valid explanation, it was deemed necessary to
conform to this structure. The DN model is designed to apply to both explanation of
particular events and explanation of laws of nature, by more general laws. The structure

can be illustrated by a simple example of event explanation:

Why did the price of oil rise?

L1: The Law of Demand (for all commodities, if the demand for a commodity increases, while the

supply remains unchanged, the price increases)

C1: Oil is a commodity; C2: The demand for oil increased; C3: The supply of oil remained unchanged

E: Therefore, the price of oil rose

Underlying the DN model is a Humean conception of causation3. David Hume’s regularity
theory of causation was designed to avoid problematic metaphysical notions. This strict

empiricist account states that all we can really mean when we say that A causes B, is that
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our experience has shown A and B to be constantly conjoined. It will be shown in Section
1.4, how successive attempts at explicating the concept of explanation, have mostly
centred on efforts to re-characterise the notion of causation, while attempting to remain

broadly consistent with empiricist concerns.

While there are a number of important implications of the DN model, I'll mention here just
two of these. These two implications provide significant points of contrast with the
mechanistic model of scientific explanation that will be introduced in Chapter 2 below.
Firstly, given the structure of the DN model, explanation and prediction constitute
symmetrical concepts: they have exactly the same logical structure. The only difference
between them is that explanations come after events, whereas predictions come before
events. A second important consequence is that a strictly reductive concept of explanation
is implied, in which laws of nature are explained by reference to more general laws, with
the consequence that ultimately, the most general law of nature discovered would

constitute an explanatory “theory of everything”.

1.3.2 Criticisms of the DN Model

The DN model has faced criticism on a vast number of fronts. An early seminal piece of
work cataloguing a broad range of substantial and technical issues, was published by
Frederick Suppe (Suppe, 1974). The work grew out of a symposium held in 1969 that

brought together the main proponents and critics of the traditional account at the time.
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| will briefly outline below, several of the most prominent objections that have been
recurrently raised in the literature: the symmetry objection, the irrelevance objection; the

appeal to laws objection; and rejection of the logical empiricist program.

Numerous counterexamples have been constructed to show that the DN model judges as
valid, many instances of explanations that do not intuitively appear to be so, thus calling
into question the sufficiency of the account. Several inter-related problems relating to the
symmetrical logical structure of the DN model have been especially prominent targets of
criticism. The first of these regards temporality. It was a deliberate decision on the part of
Hempel & Oppenheim to omit a temporality constraint from their model (Hempel, 1965,
pp.317-318). A simple illustration will serve to show why such an omission creates
problems for the model: It may seem reasonable to explain a consumer’s choices on the
basis of his/her preferences and beliefs, along with laws of decision-making, however, a
deductive explanation of these choices on the basis of subsequent preferences and beliefs

does not strike one as being satisfactory.

To illustrate this further, I'll revisit the oil price example in Section 1.3.1 above. The
following patently false argument, according to the DN model, is a valid scientific

explanation:

Why did the demand for oil increase?

C: The price of oil increased

L: The law of demand
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E: Therefore, the demand for oil increased

A second problem relating to the symmetrical structure of the DN model regards causality.
A primary reason why an explanation of a consumer’s choices in terms of prior preferences
and beliefs seems to have some merit whilst a symmetrical explanation in terms of
subsequent preferences and beliefs appears intuitively unappealing, is because we can
understand how prior states of affairs can cause subsequent states of affairs, but not vice
versa. It therefore would appear that a satisfactory model of explanation must incorporate
a notion of causal relations that is not symmetric in the way that Humean constant

conjunction, simply constructed, is.

A third problem relating to the symmetrical structure of the DN model regards what
Hempel refers to as the thesis of structural identity. The idea behind this thesis is that every
adequate singular explanation is a potential prediction, and vice versa. This is a
straightforward implication of Hempel’s view that an adequate explanation is one for which
the explanans provides grounds upon which the explanandum is to be expected, i.e.,

predicted. This thesis has two subcomponents, which, in Hempel’s words, are:

“ (i) that every adequate explanation is potentially a prediction...;

(ii) that conversely every adequate prediction is potentially an explanation,” (Hempel, 1965,
p.367)

Hempel maintained that sub-thesis (i) is correct, but due to concerns at the time with

statistical explanations concerning probabilistic inference, he declared that sub-thesis (ii)
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was an open question. It has struck many as obvious however, that sub-thesis (ii) is clearly
false, irrespective of probabilistic issues. The difficulty can be traced back to the failure of
the causal relations as outlined above, since it is possible for adequate predictions to be
constructed by conditioning on perfectly correlated instruments, without this information

providing a reasonable basis for explanation.

The criticism of the structural identity thesis | have just identified also points to a broader
problem for the sufficiency of the DN account of explanation. This broader problem may
be referred to as the irrelevance objection. This objection relates to the situation where
the law cited in the explanans is irrelevant to the explanation. As has been the case for the
problems relating to symmetry, this objection has generated a number of counterexamples
to illustrate the point. For example, the following (widely discussed) patently absurd

explanation meets the DN criteria for validity (Kyburg, 1965):

P1 (L): All batches of salt that have been hexed by a witch, dissolve when placed in water
P2: X is a batch of salt that has been hexed by a witch

C: X will dissolve when placed in water

An equivalent example from economic science would be:

P1 (L): All highly leveraged companies that have bald chairpersons will be interest rate sensitive

P2: Company X is a highly leveraged company with a bald chairperson

Matthew Tuxford



Page |32

C: Company X is interest rate sensitive

It is easily seen that these arguments are valid under DN since: the explanandum C is
logically entailed by the explanans P1 and P2; and, the explanans contains a premise — P1
— that contains a universal generalisation acting as an essential premise. But of course,
both the hexing of the salt and the baldness of the chairperson are facts completely

irrelevant for the respective conclusions.

Another category of irrelevance that poses problems for the DN model is that of common
cause. When the occurrence of two different phenomena are effects of a common cause,
we do not consider it appropriate to declare that either of the effects explains the other,
however the DN model does not constrain the concept of explanation in such a common-

sense way, so that the following would be considered valid (Salmon, 1989, p.47):

Why did the storm occur?
L: Whenever the readings of a barometer drop, a storm will occur
P: The barometer readings dropped

C: Therefore, a storm occurred

But of course, barometers do not cause storms. Storms and barometer readings are both
common causes of drops in atmospheric pressure. The explanation does not therefore

strike us as credible.
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A third common objection to the DN model relates to the insistence for the citation of laws
in the model. Philosophers such as James Woodward, have pointed out that without a
clear explication of the concept of laws, it is hard to accept that they are required for
legitimate explanations (Woodward, 2017). And this is just the situation we find ourselves
in. Hempel and Oppenheim characterised laws as be true law-like sentences conforming

to the following stipulations (Hempel & Oppenheim, 1948):

1. They are universal,
2. They have unlimited scope;
3. They contain no designation of particular objects; &

4. They contain only purely qualitative predicates.

Despite this characterisation, Hempel lamented:

“The characterization of laws as true lawlike sentences raises the important and intriguing problem
of giving a clear characterization of lawlike sentences without, in turn, using the concept of law. This

problem has proved to be highly recalcitrant...” (Hempel, 1965, p.338).

The DN model, with its Humean conception of causation, which views laws simply as
universal regularities, thus has trouble distinguishing between genuine laws and accidental
regularities. One reason why this strategy fails, is that it does not provide support for

counterfactual inferences. For example, in the barometer-storm example above, we can
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see that the following counterfactual statement is false: if the barometer readings had not
dropped, the storm would not have occurred. The storm would still have occurred because
it was caused by a drop in atmospheric pressure, not by the drop in barometer readings.

Had the barometer been broken for example, the storm would have occurred regardless.

More fundamentally, Nancy Cartwright takes issue with the concept of universal
generalisation underlying so-called laws, claiming that wherever such laws hold, they only

do so under extreme ceteris paribus conditions. She argues extensively that:

“..the laws of physics apply only where its models fit, and that, apparently, includes only a very
limited range of circumstances. Economics too...is confined to those very special situations that its

models can represent.” (Cartwright, 1999, p.4).

There is another problem with the DN model relating to laws that Hempel also never found
an adequate resolution to. The DN model is intended to account for both individual events
and general regularities. The model says that to explain a law (general regularity) is to
derive it from other, more general, true laws. Translated into expectability language, this
says that a law is explained by showing that its truth was to be expected, given the truth of
other laws. However, in the early Hempel & Oppenheim paper of 1948 this idea was not
explicated, due to an acknowledged inability of the authors to provide a solution to a self-
presented counter-example. Almost twenty years later in an extended treatment of the
DN model, Hempel also offers no explication®. The problem is that the DN structure allows

for the derivation of a law statement from the conjunction of this very same law statement
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along with other statements, effectively permitting a law to explain itself. This can be

illustrated as follows:

L1: The law of Demand & The Law of Gravity
Therefore,

E: The Law of Demand

Another objection targets the DN characterisation of explanation as an argument. It will
be shown in Section 1.4 below that many successor models break with this idea. For
example, Wesley Salmon’s Statistical Relevance model reveals that an explanation is an
assembly of information that is statistically relevant to an explanandum, and under the
mechanistic model of scientific explanation (See: Chapter 2), an explanation of a
phenomenon is the presentation of a particular type of representative model of the

phenomenon.

The final category of criticism levelled against the DN model that | will discuss here, is the
rejection of the logical positivist program upon which the DN model of explanatory
structure is built upon. The program has long been considered as self-refuting. The primary
assertion is that any statement that cannot be empirically tested is meaningless. However,
the assertion itself is a statement that is not empirically testable. Further, cognitive
meaning was initially tied to verification, so that unless some finite procedure could

conclusively determine the truth of a proposition, it was considered meaningless. But of
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course, it is impossible to verify every instance of a universal statement to evaluate its
truth, rendering such statements meaningless, and so Rudolph Carnap replaced verification
with the weaker principle of confirmation (Carnap, 1936; 1937), and Alfred Ayer replaced
verification with weak verification (Ayer, 1946). Carnap attempted to build a model of
inductive logic in which probability is construed in terms of degrees of confirmation, while

the idea behind Ayer’s account is also that experience can render propositions probable.

Willard Van Orman Quine published a highly influential paper, which has been described
as the most important in all of twentieth century philosophy (Godfrey-Smith, 2003, pp. 30-
33), which challenged the analytic-synthetic distinction central to the logical positivist
program (Quine, 1951). He did so by arguing that any term in any proposition gains its
meaning contingently upon the speaker’s conception of the entire world; meaning is
holistic not atomistic. The logical positivist program has also been criticised along a number
of alternative fronts, but since the associated arguments have less to do with the subject

of this thesis, | will set them aside here.

Although the DN model has been almost universally rejected by philosophers of science for
some decades now, the general principles behind the model remain highly influential
within the social sciences, including economic science. As will be shown in Chapter 3, from
the birth of economics as a separate scientific discipline in the nineteenth century, right
through to current times, deductivism has held a core methodological position in the

methodology of economics. Wade Hands remarked in 2001 that:
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“As it currently stands, the D-N model has been harshly criticized, but no other alternative model
has gained enough support among philosophers of science to be seriously regarded as a viable
replacement. The D-N model remains the standard, if highly criticized, characterisation of scientific

explanation.” (Hands, 2001, p.85)

Speaking on a similar note with regards to other sciences, and referring to the vast

literature of fatal criticism of the DN model, James Woodward also noted in 2003 that:

“...all this discussion has had surprisingly little impact on philosophers (e.g., those working in
philosophy of psychology and biology) who are not themselves specialists in causation/explanation
but who draw on ideas about these subjects in their own work. To the extent that there is any single
dominant view among this group, it probably remains some hazy version of the DN model.”

(Woodward, 2003, p.4)

Coming back to economic science, the disregard of more recent developments in the
philosophy of science by economic practitioners has been poignantly recognised by

Lawrence Boland as recently as 2014, when he stated:

“There was a time many decades ago when practicing academic economists were openly well versed
in the latest view of the philosophy of science, but, needless to say, few if any economic model
builders today see themselves in engaging in such an explicit philosophical program such as that
which philosophers and would-be philosophers of economics today spend so much time discussing.”

(Boland, 2014, p.230)
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1.4 Responses to the Deductive-Nomological Model

In the wake of the obvious shortcomings of the Deductive-Nomological model of scientific
explanation, a number of alternative models were developed and promoted. These models
have taken a wide variety of approaches. One dimension upon which these models can be
differentiated is top-down versus bottom-up. Both of these categories include models that
would appear to have application for economic science. I'll discuss the most prominent of

each of these below.

1.4.1 Unificationist Models

Hempel, it was noted in Section 1.2.1 above, was wedded to the idea of scientific
explanation as nomic expectability. But as Salmon points out, what elevates explanation
above mere description in the DN model seems to be deductive systematisation (Salmon,
1989, p.131). Strevens also makes this same general point, using the term pattern
subsumption (Strevens, 2008, p.10). What these two authors are suggesting, is that the
force of understanding deriving from the descriptive knowledge required by the DN model,
comes from the particular organisation of this body of descriptive knowledge. Both Salmon
and Strevens make these claims with reference to passages from Hempel such as the

following:
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“The understanding it conveys [scientific explanation] lies...in the insight that the explanandum fits
into, or can be subsumed under, a system of uniformities represented by empirical laws or

theoretical principles.” (Hempel, 1965, p.488).

Unificationist models of scientific explanation elevate this principle to the position of key
explanatory relation. The recognised founder of the unificationist approach is Michael
Friedman. Friedman claims that although the DN model provides a “clear, precise, and
simple condition” for the explanatory relation — logical entailment, and that it makes

explanation relatively objective:

“DN theorists have not succeeded in saying what it is about the explanation relation that provides

understanding of the world.” (Friedman, 1974, p.9).

Friedman goes on to state explicitly what he thinks provides scientific explanations with

the power to induce understanding:

“...this is the essence of scientific explanation — science increases our understanding of the world by
reducing the total number of independent phenomena that we have to accept as ultimate or given.”

(Friedman, 1974, pp.14-15).

And he goes on to elaborate that:
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“...the kind of understanding provided by science is global rather than local. Scientific explanations
do not confer intelligibility on individual phenomena by showing them to be somehow natural,
necessary, familiar, or inevitable. However, our over-all understanding of the world is increased;
our total picture of nature is simplified via a reduction in the number of independent phenomena

that we have to accept as ultimate.” (Friedman, 1974, p.18).

Unificationist accounts of scientific explanation thus view such endeavours as attempts to
gather various different phenomena into unified accounts. Although Friedman is
recognised as the founder of the unificationist approach, it is Philip Kitcher who has
developed the model most extensively. As was the case with the DN model, unificationist

models aim to remain faithful to a Humean conception of causation. Kitcher claims that:

“..the ‘because’ of causation is always derivative from the ‘because’ of explanation.” (Kitcher, 1989,

p.477)

This attitude exemplifies the top-down approach to scientific explanation, in which
explanatory relations are primary, and causal relations derivative. In making causal
judgements, the story goes, we are simply pointing to relationships that derive from our
attempts at creating unified accounts of phenomena; causal relations have no independent
existence outside of our explanatory endeavours. Also in common with the DN account,

Kitcher claims that:

“...in a certain sense, all explanation is deductive.” (Kitcher, 1989, p.448)
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According to Kitcher’s unificationist model, a valid explanation is one that can be derived
from the set of argument patterns that maximally unifies the set of beliefs accepted at a
particular time by the scientific community. The maximal unification is the optimal
combination of the attributes: generality, simplicity, and cohesion (Strevens, 2004). This
set of argument patterns is called the explanatory store. To show how the explanatory

store is constructed, I'll very briefly introduce some of Kitcher’s technical machinery.

A schematic sentence is a sentence which has had some non-logical vocabulary replaced
with dummy letters. Filling instructions provide direction for filling in the dummy letters in
schematic sentences. Schematic arguments are chains of schematic sentences.
Classifications provide rules of inference and designate schematic sentences as premises

and/or conclusions.

An argument pattern is constructed by combining all the elements above together. They
are constituted by a schematic argument, a set of filling instructions for each term of the
schematic argument, and a classification. An argument pattern is said to be more stringent
to the degree that it imposes restrictions on its instantiating arguments. The unification
process that provides valid explanations can be characterised as one in which different

phenomena are collected under as few and as stringent argument patterns as possible.

This model has been subjected to many criticisms. One major criticism is the contention
that the model fails to provide an account that is not merely descriptive, since the guiding
principle seems to be simply one of descriptive economy. Another major criticism is that

the model classifies explanations as either completely valid, or completely invalid; there is

Matthew Tuxford



Page |42

no facilitation of the idea that an explanation can be less explanatory than a competing
explanation, but nevertheless still be considered explanatory to some degree. Given these
characteristics of the model, it does not seem to provide an adequate descriptive account
of scientific explanation, let alone as a basis on which to build a normative standard for the

generation and development of scientific theories.

Julian Reiss, however, claims that Phillip Kitcher’s unificationist model (Kitcher, 1981)
provides resources for launching an argument in defence of the claim that economic
models accepted by the economics community as explanatory, are in fact so (Reiss, 2012).
He argues that the model helps to make sense of the fact that theories are demanded to
be mathematised, and to make use of the principles of rational choice theory and

equilibrium. He states that:

“...all these form part of argument patterns from which descriptions of a large range of empirical
phenomena can be derived. A credible model is one that is explanatory because it is unifying” (Reiss,

2012, p.57).

Similar claims have been made by Uskali Maki, and Aki Lehtinen and Jaakko Kuorikoski

(Maki, 2001; Lehtinen & Kuorikoski, 2007). (See also: (Reiss, 2002)). Maki states that:

“I want to put forward three interrelated claims that | find uncontroversially true: first, much of the
most respected parts of economics is motivated by the ideal of unification; second, many
developments in economics are celebrated because they are regarded as advancing explanatory

unification; and third, the claim that a given theory is not unified and that it does not unify is
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recognised by large portions of the economics profession as one of the most powerful arguments

that can be used against a theory.” (Maki, 2001, p.490).

Maki rightfully points out that vast swathes of contemporary theoretical achievements in
economics are based upon market co-ordination and rational choice principles. Market co-
ordination is a macro level principle that proceeds by way of finding equilibrium solutions
using the laws of demand and supply. Rational choice is a micro level principle that relies
on solving problems conceived as optimisation under constraint; individuals aim to
optimise utility and firms aim to optimise profits. There have been prominent debates
within the economics profession over the need for micro-foundations for macroeconomic
theory. One way of interpreting the motivations of the proponents of this proposition,

could be in terms of greater unification.

Some potential evidence for the unificationist viewpoint can be found in the imperialistic
tendencies of economic theorising. One need only consider that for the majority of the
most prominent economists of the classical period, the scope of economic science was
confined to the material wealth accumulating activities of human beings. J.B. Say for

instance defined political economy as:

“Political economy, from facts always carefully observed, makes known to us the nature of wealth;
from the knowledge of its nature deduces the means of its creation, unfolds the order of its

distribution, and the phenomena at tending its destruction.” (Say, 1880, p.11).
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The neo-classical school led by Alfred Marshal accepted a broadened scope for economic
science by changing the subject matter from material wealth, to human welfare, with the

former being a means to the end of the latter. Marshal thus defined economic science as:

“Economics is a study of mankind in the ordinary business of life; it examines that part of individual
and social action which is most closely connected with the attainment and with the use of the
material requisites of well-being. Thus it is on the one side a study of wealth; and on the other, and

more important side, a part of the study of man.” (Marshal, 1890, p.1).

In 1932, Lionel Robbins, attempting to eradicate logical inconsistencies in previous
definitions of economic science, devised his own, which has dominated conventional

understanding through to current times:

“Economics is the science which studies human behaviour as a relationship between ends and scarce

means which have alternative uses.” (Robbins, 1932)

For the purposes here, the main characteristic of this definition is that it is universal, in that
its purported laws are independent of all legal and political frameworks. By the mid-20t
century, the Austrian School, expounding the theoretical framework of Praxeology
developed by Ludwig von Mises, viewed economic science as only the most worked out
branch of a larger, unified, science of Human Action. The categories of ends, means and
alternative uses are, for this school of thought, logically implied by the notion of “human

action” (see: Section 3.4.3).

Matthew Tuxford



Page |45

Practical outcomes of this broadening scope are easily come by. Nobel laureate Gary
Becker, for example, produced much work in traditional sociological fields, including racial
discrimination, family organisation, crime, and drug addiction (Becker, 1964; 1968; 1971).
James Buchannan, another Nobel laureate, is best remembered for his contribution to
political theory. His public choice theory extended the economic concept of utility
maximisation to the decision problems of politicians and bureaucrats (Buchanan & Tullock,
1962). As just one more example, Richard Posner is well known for extending economics
into legal theory (Posner, 1973; 1981). However, in the aftermath of the global financial
crises of 2008, Posner has questioned the rational choice theory basis upon which he has

derived his theories of law and economics (Posner, 2009).

One can also look toward works within popular culture to observe an imperialistic unifying
impulse within the realm of economic theorising. One prominent example is the best-
selling series of books titled Freakonomics - a collaboration between Chicago economist
Steven Levitt and journalist Stephen Dubner - whose success has spawned, amongst other
things, a regular blog and radio show®. The authors propose to solve “the riddles of

everyday life” by using cornerstone concepts from economic science.

But are these unifying exercises successful in terms of the unificationist models explicated

within the philosophy of science literature? Reiss gets it right when he laments that:

“It is unfortunate, therefore, that the argument patterns economics tends to produce are at best
spuriously unifying...Whatever economists think when they say they provide explanations of this or
that phenomenon, the accounts they give are not explanatory qua the unifying power of the

argument patterns from which they are derived.” (Reiss, 2012, pp.58-59).
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So, the top-down approach to scientific explanation as codified in prominent unificationist
models neither provides a suitable normative standard for economic science, nor does it

provide a credible descriptive account.

1.4.2 Causal Models

The dominant accounts of scientific explanation that sprang up in the wake of the widely
recognised failures of the DN model, and that have remained highly relevant right through
to current times, have taken a bottom-up approach. The vast majority of these centred on
a re-characterisation of causal relations. Wesley Salmon’s response was typical, when he

stated that the time had come:

“...to put “cause” back into “because””. (Salmon, 1977, p.160).”

In this sub-section, I'll present three of these models: Wesley Salmon’s Causal Mechanical
model; Michael Strevens’ Kairetic model; and James Woodward’s Difference-Making

model.

1.4.2.1 Salmon’s Causal Mechanical Model
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As was shown above in Section 1.3, the particularly bare conception of causation
embedded in the DN model is incapable of distinguishing between genuine causal relations
and purely accidental regularities. Process theories of causation were developed partially
in response to this problem. Wesley Salmon’s Causal Mechanical model is the most
prominent of this type of account (Salmon, 1984). The conception of causality underlying
this account is one that construes it as being a feature of continuous processes, rather than
a relation between events. The two central notions deployed in the model are those of
causal process and causal interaction. Together, these notions provide the concept of
causal mechanism. A causal mechanism is characterised as a sequence of events or
conditions, governed by law-like regularities. Salmon explains the centrality of causal

mechanism to his account of explanation when he states:

“Causal processes, causal interactions, and causal laws provide the mechanisms by which the world
works; to understand why certain things happen, we need to see how they are produced by these

mechanisms.” (Salmon, 1984, p.132)

So, how does Salmon cash out the notions of causal process and causal interaction? A
causal process is said to be a continuous physical process, characterised by consistency of
structure over time. The process must be capable of transmitting a mark that is introduced
at a spatiotemporal location. That is, once a mark is introduced, it persists to other
spatiotemporal locations even in the absence of any further interaction. A causal
interaction involves a spatiotemporal intersection between two causal processes, whereby

the structures of both are modified.
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An explanation of an event under the Causal Mechanical model is a case of showing how
the event fits into a causal nexus. This is achieved by citing etiological and constitutive
features of the event. The etiological condition is achieved by citing the causal processes
and interactions preceding the event, and the constitutive aspect is satisfied by citing the

processes and interactions that comprise the event.

The Causal Mechanical model as presented by Salmon is obviously not a suitable model of
causal explanation for Economic Science, since the requirement of citing spatiotemporally
continuous causal processes is not appropriate. For example, to require a stock market
model to cite such features in an explanation of security price determination is simply
ludicrous. This same issue also creates severe problems for the application of the model in
other higher-level sciences such as Biology and Psychology. Phil Dowe has modified and
extended Salmon’s Causal Mechanical model with his Conserved Quantity model (Dowe,

2000), but the primary problems remain.

It has also been widely appreciated that the causal nexuses resulting in phenomena contain
both elements that appear essential to the production of the phenomena to be explained,
as well as factors that would appear to make little difference. Michael Strevens has argued
that this problem of discerning the distinction between relevant and irrelevant causal
factors points to the need for a modular two-factor approach to causal explanation
(Strevens, 2008). In his Kairetic model of scientific explanation, Strevens delineates two
separate concerns. The first concern is to establish the relevant metaphysical account of
causal dependence. The second concern is to establish a relevance relation that picks out

the correct causal factors in a particular explanatory case.
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1.4.2.2 The Kairetic Model

The Kairetic (K) model was developed by Michael Strevens (Strevens, 2004; 2008). The K
model is an attempt to appropriate the technical apparatus of the unificationist model to
derive a realist causal model. Strevens strives to analyse explanation in an ontological

sense. He contends that explanation is:

“something out in the world, a set of facts to be discovered” (Strevens, 2008, p.6).

And so, for Strevens, explanatory facts are prior to causal claims. In taking such a stance,
Strevens can be seen as making a rather minimal metaphysical commitment to causal
relations. His two-factor theory emphasises the difference between causation and causal
explanation. Explanation is viewed as a process of selecting from the totality of causal
influences, those that are explanatorily relevant to understanding a phenomenon. To this
end, Strevens takes a difference-making approach to screen out the explanatorily irrelevant
causal influences. He rejects the two most prominent accounts of difference-making in

favour of one derived by himself.

The first traditional approach to difference-making he rejects is the probabilistic account
most famously associated with Wesley Salmon (see: Section 1.4.4.2 below). In this
approach, as will be shown, Cis said to have made a difference to an event E, if it is shown
to have changed the probability of E. The problem Strevens identifies with this approach,
is that while it is good at identifying the types of factors that typically act as difference-

makers, it is incapable of attributing these factors in individual cases.
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The second account of difference-making Strevens take issue with, is the counterfactual
approach he identifies with David Lewis (Lewis, 1986a) and James Woodward (see: Section

1.4.2.3 below). The counterfactual criterion states that:

“a causal influence C on an event E counts as having made a difference to whether or not E occurred

just in the case, had C not occurred, E would not have occurred” (Strevens 2004, p.161).

Strevens cities the pre-emption problem® and argues that attempted solutions should be
considered failures’. And so, given the perceived deficiencies of the probabilistic and
counterfactual approaches, Strevens presents an alternative perspective on difference-
making. He devises a process to extract a set of difference-makers from any veridical causal
model for an explanandum event E, where such a model is comprised of a set of true
statements that causally entails E. The process starts with a deterministic model for E,
which represents the causal processes by which E was produced. As many abstractions as
possible are made to the features of the model, with the condition that the model remain
deterministic. The abstracted veridical model that optimises for generality, cohesion and
accuracy is called an explanatory kernel for E. This deterministic model is claimed to contain
only difference-makers. An explanatory kernel for an event E constitutes a full explanation
of it. Individual statements are considered partial explanations of E, if they are members

of some explanatory kernel for E.

The K model is an innovative approach that combines elements of the unificationist, causal
mechanical and difference-making models. It incorporates: the cohesion criteria of the

unificationist model within the abstraction process; the appeal to causal mechanisms of
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the causal mechanical model; and, although not referred to above due to space limitations,
nods in the direction of the counterfactual dependence approach of the difference-making
model in the exposition of entanglement as an explanatory relevance relation in the
explanation of generalisations®. It also exhibits a pragmatic dimension through the concept

of frameworked explanation®.

But, although Strevens provides an intellectually compelling case that incorporates many
of the best elements of prior accounts, his Kairetic model provides a rather abstract
account of theoretical development, which arguably provides little in the way of practical

benefit for working scientists.

1.4.2.3 Woodward'’s Difference-Making Model

The Difference-Making (DM) model is a causal account of scientific explanation associated
with James Woodward (Woodward, 2000; 2003). The DM model is built upon a
manipulationist account of causation. Under the manipulationist account, what
distinguishes causation from mere correlation, is information concerning manipulability.
Facts about manipulability are treated as metaphysically prior to facts about causation.
Under the DM model, explanations appeal to a notion of causation characterised as:
systematic patterns of counterfactual dependencies related to interventions. Explanations
are explanatory because they contain information that can be used to answer a range of
what if things had been different questions. In this way, the space of valid explanations is

constrained so as to screen out explanatorily irrelevant information.

Woodward tells us that:
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“...explanatory relationships are relationships that in principle can be used for manipulation and
control in the sense that they tell us how certain (explanandum) variables would change if other

(explanans) variables were to be changed or manipulated.” (Woodward, 2000, p.198)

Woodward’s manipulationist account rejects the notion of lawfulness in favour of that of
invariance. Invariant generalisations, unlike laws, may have exceptions outside of limited
domains, and can come in degrees. The account of invariance is built upon the notion of
intervention, which Woodward characterises as an idealised experimental manipulation.
The idea is that there must exist some interventions for variables figuring in the

relationship, under which the generalisation would continue to hold.

The DM model contains three core elements: a theory of type causation; a theory of
singular causation; and a theory of event explanation. Type level causal relations provide
the metaphysical basis for causal explanation by determining the facts about singular
explanation. They determine the possible causal pathways. This is a theory that construes
causation as a relation between types. It is only a theory about the relation between
particulars in a derivative sense. Woodward uses the term variable to refer to a type. A
variable X is a direct cause of another variable Y, relative to a variable set V, just in case
there is an intervention on X that will change the value of Y when all variables in V except

X and Y are held fixed.

The theory of singular causation provides an algorithm to test for counterfactual
dependence. The test is not simply one of a single event but also involves information

about the causal path determined by the higher level type relations. It is also couched in
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manipulationist terms. An event is rendered a cause of the explanandum via the
designated path, in the case where the explanandum occurs when the event is activated
but does not occur when the event is deactivated. The events in all other causal paths are

held fixed at their actual values.

According to the DM theory of event explanation, some explanations can be better than
others, because they convey more manipulatory information. The best explanation for an
event E, will not only contain information about the actual causal path of E, but also

information pertaining to how E might have been caused.

Two serious issues have been raised to question the adequacy of the DM model. Firstly, it
is not clear that Woodward manages to escape vicious circularity in his explication of the
concept of causation. For the definition of causation requires the concept of intervention,
which itself seems to presuppose the notion of causation. One way of arguing this point is
to see that in order to distinguish a genuine intervention on X relative to V from a mere
manipulation, one needs to have knowledge of the causal pathways connecting the
elements of V. But this is to presuppose the information sought for'®. Nevertheless, a
model of explanation that incorporates a non-reductive account of causation is not a priori
inferior to one that does. This is especially true where the overarching motivation is to

provide a practical account for working scientists.

A second issue has to do with the way that causation is relativised to a variable set V. The
causal pathways determined by the type level causal relations are dependent on the set V
chosen. Our initial intuitions might suggest that our notions of explanation are not
relativised in such a way. However, some consideration of the pragmatic elements of the

explanatory enterprise reveals that in practice they are.
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Technical issues aside, the DM model does not seem to provide guidance for the
development of explanatory theories, nor is it obvious how it could be implemented — at
least without supplementation - as a normative test for explanatory validity. However, the
idea of manipulability will be seen to be important for the mechanistic model that will be

adopted in Chapter 2.

1.4.3 Pragmatic Models

Pragmatic models of scientific explanation have been developed in recognition of the fact
that explanatory requests are not exhausted by their syntactic and semantic expression. |
present here the two most prominent and influential of the pragmatic models that have
been developed: Bas van Fraassen’s Constructive Empiricism model and Peter Achinstein’s
lllocutionary Act model. Both models will be shown to be unsuitable for the purposes of

my thesis.

1.4.3.1 Constructive Empiricism Model

Bas van Fraassen has argued that explanation is not an aim of pure science; the only aim is
the construction of theories that provide accurate descriptions of observables (van
Fraassen, 1980). Instead, he considers explanation to be merely a pragmatic virtue of
theories. Van Fraassen rejects the logical structure of the DN model, in which explanations
are captured in the relation of premises to conclusions. In his Constructive Empiricism (CE)

model, the logical structure is construed as having a pragmatic relation of questions to
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answers, and has been developed to specifically address the structure of why questions
and answers. The only difference between scientific explanations and ordinary everyday
explanations under CE, is that the former include scientific information. The CE model is

an anti-realist account that draws on Bayesian interpretations of probability.

Under the CE model, why questions are construed as having two features. Firstly, the
guestion is explicated as having the form: why the explanandum E obtained rather than
any other of the possible alternatives. These other possibilities are collectively referred to
as the contrast set X. Secondly, some relevance relation R is assumed to be implicitly
contained within the question. The relevance relation is defined by the interests of the
questioner in posing the question. In this way, the CE model aims to constrain the space

of possible explanations to exclude those that are explanatorily irrelevant.

Answers to why questions (explanations) take the form: E in contrast to X because A, where
A bears the relevance relation R to [E, X]. According to van Fraassen, the main problem
with prior accounts of explanation is that they had been conceived as two-term relations
between theories and facts, whereas an adequate account in his view would have to view
explanation as a three-term relation between theories, facts and contexts (van Fraassen,
1980, p.156). Van Fraassen’s pragmatic account of explanation, under CE, is deeply
subjectivist, since what constitutes a valid explanation for one person need not do so for

another.

One devastating objection that has been raised against the CE model, is that the relevance
relation R is completely unconstrained (Kitcher & Salmon, 1987). The consequence of this
is that for any case where an event E and an answer A are true propositions, there exists a

relevance relation R such that A explains E. The CE model thus appears to provide a rather
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trivial account of scientific explanation, and certainly not one that could be adopted as a

normative standard.

1.4.3.2 lllocutionary Act Model

Like the CE model, the lllocutionary Act (IA) model is a pragmatic account of scientific
explanation designed as a general model of explanation, focusing on the intention of the
explainer to make information understandable. The IA model however is broader than the
CE model, in that it is intended to account for all manner of explanatory cases, not just why
questions. Also, the IA model represents a rejection of the causal approach aimed at
explicating the logical structure of explanations. Instead, it provides an account of the
process of explanation as a communicative act. This model was developed by Peter

Achinstein (Achinstein, 1983; 2010).

Under IA, explanation is conceived as an ordered pair containing:

1. Anacttype; and

2. A proposition providing an answer to a question, Q

According to Achinstein, an individual S, explains Q, by uttering U, if and only if, S utters U
with the intention that the utterance of U render Q understandable, by producing the
knowledge, of the proposition expressed by U, that is a correct answer to Q (Achinstein,

1983, p.13).
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In place of the notion of a valid explanation, Achinstein distinguishes between correct and
appropriate explanations. A correct explanation is one that is true, whereas to be
considered appropriate, it must conform to certain instructions, which are intended to
capture the background knowledge, beliefs and expectations of the intended audience.
The criteria of correctness and appropriateness are independent, in that an explanation
can be true without being appropriate and can also be appropriate without being true. By
appealing to the truth conditions of the proposition expressed by U, Achinstein avoids the

subjectivism inherent in van Fraassen’s CE model.

The traditional approaches to explicating the concept of scientific explanation are intended
to provide ideal standards that scientists should aspire to satisfy. The IA model denies that
there are any universal criteria for the construction of explanations for all contexts and
audiences, or indeed even for narrower individual domains such as scientific contexts. It is
not surprising then that it does not appear possible to redeem the 1A model in order to

provide for such a usage.

1.4.4 Statistical Models

Before | move on to a presentation and discussion of the mechanistic model of scientific
explanation in the next chapter, one more prominent bottom-up approach needs to be
discussed. This is the category of statistical explanation. I'll present here the most
prominent of these models: Carl Hempel’s Deductive Statistical and Inductive Statistical
models, and Wesley Salmon’s response to these in the form of his Statistical Relevance

model. Although | do not provide an explication of his model, | introduce the ideas of
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Patrick Suppes on the topic as well, to provide an account that was developed with
economic science as its primary motivation and application. Statistical modelling is highly

relevant to the goals and methods of the discipline of econometrics.

1.4.4.1 Hempel’s Inductive-Statistical Model

The first statistical model of scientific explanation to receive widespread interest in the
literature was developed by Carl Hempel (Hempel, 1965, pp.376-412). The model comes
in two variants: Deductive-Statistical (DS) and Inductive-Statistical (IS). The DS model
applies to the explanation of statistical laws. It is the statistical version of the DN model.
Accordingly, a statistical law is explained by deriving it from an explanans that contains,
indispensably, at least one statistical law. Obviously, the same issues faced by the DN
explanation of laws outlined in Section 1.3 above also prove fatal for DS. This leaves us

with IS explanations.

The IS model is intended to apply to the explanation of individual events, and was also
developed as a (supposedly) simple analogue of the DN model. Whereas the conclusion of
a DN argument — the explanandum — is to be expected with certainty, given the premises
— the explanans — the conclusion of an IS explanation is to be expected with high
probability. Although a precise specification of the model requires a number of technical

details, the general idea can be represented by the following schema:

P (G,F) = r (statistical law)

Fb (fact)
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Gb (explanandum)

What this schema says, is that a valid explanation of the fact that an individual case b is G,
is that the probability of an individual case being both F and G is r (statistical law), where r

is close to 1, and that the individual case b is F.

The idea can be illustrated by a simple economics example. We can represent the law of
demand as a statistical law, by incorporating recognition of both Veblen effects and Giffen
effects. The law of demand states that the quantity demanded of a good is inversely related
to its price. A Veblen consumer is one who violates this law. This type of consumer is
attracted to certain goods because they are expensive. Giffen consumers also violate the
law of demand. These consumers will switch some consumption out of goods (e.g., bread)
as they get cheaper, substituting into higher-quality goods (e.g., meat), because they can
now afford to do so. Let’s assume that the combination of Veblen and Giffen effects is

0.01. The argument structure would look like this:

L1: The probability that the demand by individual i, for good b increases when the price of good b

decreases, all other things equal, is 0.99 (statistical law)

P1: The price of good p decreased (fact)

C: The demand by individual i for good b is expected to increase with probability 0.99
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So, if it were observed that the demand for good b by individual i increased, an explanation
of this phenomenon, according to IS, would cite the statistical version of the law of demand
along with the fact that the price decreased. An obvious problem presents itself here. If
we apply this explanation to an individual j for whom good b is a Giffen good, it seems
obviously inappropriate to cite the same explanans as an explanation for why the demand

for good b by individual j did not increase.

1.4.4.2 Salmon’s Statistical Relevance Model

Wesley Salmon has been the most vocal critic of the IS model. Besides the objection cited
above, Salmon presented a number of criticisms of the model that | need not go into here.
In response, he developed the Statistical Relevance (SR) model (Salmon, 1971). SR is a
response to both DN and IS. This model incorporates a notion of causation that appeals to
statistical relevance relationships. The intended result is the exclusion of irrelevant
information from valid explanations. This form of causal account is in keeping with the
metaphysically sparse Humean notion underlying the DN model. However as opposed to
the DN model, where valid explanations possess an argument form, the structure of the SR

model contains a body of information that is statistically relevant to the explanandum.

The notion of statistical relevance is captured by means of conditional probabilities.
Specifically, in a population A, an attribute C is considered statistically relevant to another
attribute B, if: P(x=B|A.C) # P(x=B|A). In words, this states that the probability that x, a
member of the population A, has the attribute B, depends on whether x also has attribute

C, so that Cis statistically relevant to B.
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The SR model incorporates the relevant explanatory factors by means of a homogenous
partition —a mutually exclusive and exhaustive division of all the explanatory factors into

subsets Ci, where P(x=B|A.Ci) # P(x=B| A.Cj) for all Ci # Cj.

An explanation according to the SR model is a linguistic entity — a set of statements, as is
the case under the DN model — that constitutes an answer to the question: Why does this
X, which is a member of A, have the property B? Such answers are said to have the

following form (Salmon, 1971, pp. 76-77):

1. A statement of the unconditional probability of an event for some class of factors A:
P(x=B|A)=p

2. Aset of conditional probability statements P(x=B|A.Ci) = pi, for a homogenous partition of
A with respect to B: (A.C1,...,A.Cn)

3. A statement of which cell of the partition contains x

This can be illustrated using the same example used for Hempel’s IS model above. The
conditions need to be modified slightly to avoid determinism. Suppose that for both
Veblen and Giffen consumers, each has a different price threshold above which the effects
are triggered. At any particular price point, the Veblen effect is triggered by 20% of Veblen
consumers and the Giffen effect is triggered by 50% of Giffen consumers. Suppose further
that normal consumers have 1% rate of spontaneous law-of-demand-violation, for some
unspecified reason (or set of reasons). Now, assume that the proportion of consumers in

each category is: Normal — 90%; Veblen — 5%; and Geffen — 5%. According to SR, an
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explanation of the fact that the demand for product b by individual j increased when the

price of good b decreased would look as follows:

1. The probability that the demand for good b by any individual increases, given the price of good
b decreases is 0.956!

2. (i) The probability that the demand for good b by an individual who is not a Veblen consumer,
nor a Giffen consumer, increases, is 0.9900; (ii) the probability that the demand for good b by
anindividual who is a Veblen consumer increases, is 0.8000; (iii) the probability that the demand
for good b by an individual who is a Giffen consumer increases, is 0.5000

3. Consumeriis neither a Veblen consumer nor a Giffen consumer

At first sight, this seems to solve the problem identified above for IS. However, Salmon is
adamant that the only way a perfectly homogenous partition can be attained for this type
of situation, is to partition on every single individual, since there will be some difference,
no matter how small, between everyone. Salmon intends his model to be capable of
capturing fundamental indeterminism, and so the spirit of his program requires that there
be some uncertainty within each cell; these are statistical relationships, not deterministic
relationships. Once we realise this point, it is immediately evident that exactly the same
problem encountered by IS also plagues SR: the same explanans are capable of explaining
both X and not X. The SR account then, is incapable of distinguishing between the causal
relationships that are actually operative in the generation of the phenomena to be
explained. |take this fact to indicate that the SR model does not provide an adequate basis
on which to develop normative standards for the generation and development of scientific

theories.
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1.4.4.3 Patrick Suppes’ Probabilistic Model

Pattrick Suppes sought to save the empiricist world view from the defects of logical
positivism. He set out to achieve this by replacing the notion of logic with that of probability
as the central element within epistemology, de-emphasising the linguistic analysis of
syntactical structure within the philosophy of science, and focusing instead on the complex
procedures of measuring and model building. He referred to his position as probabilistic

empiricism. Suppes stated that:

“Itis probabilistic rather than merely logical concepts that provide a rich enough framework to justify
both our ordinary ways of thinking about the world and our scientific methods of investigation.”

(Suppes, 1984, p.2)

Suppes’ efforts represent a move away from the received view toward a pragmatist
philosophy in which scientific activity is conceived of as perpetual problem solving and
scientific theories are viewed typically as local constructs (Galavotti, 1994, p.248). Suppes
was a staunch empiricist with a belief in methodological plurality, built around a hierarchy
of models: models of theory, models of experiments, and models of data. He developed a
statistical relevance model (Suppes, 1970) with the primary goal of creating a probabilistic
theory of causation. Suppes was firmly convinced that no strict linkage between causality

and explanation exists. Suppes rejected the approach of maximum specificity and
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homogeneous reference classes espoused by Wesley Salmon. He avoided the problem of

total evidence by implementing Bayesian techniques (Suppes, 1980, p.56; Suppes, 1966).

Suppes’ probabilistic theory proceeds by way of two steps. First step: a factor Cis a prima
facie cause of a factor E if C raises the probability of E. Second step: a prima facie cause is
a real cause if and only if C continues to increase the conditional probability of E in sub-
populations that are homogenous with respect to all other potential confounding factors

of E.

Suppes applied his model directly to economic science for the development of economic
theory, and it has been noted that this model also inspired Clive Granger to develop
econometric methods for the detection of causal relationships between time series’ that
have become a staple within the literature (Maziarz, 2015, p.91). New methods for causal
inference in econometrics - known as Bayes-nets methods - have been built upon the

definitions of cause produced by Suppes (Spohn, 1980; Pearl, 2000; Spirtes, et al., 1993).

Suppes’ account is plagued by an issue that infects all those relying on stratification: purely
probabilistic causes, where causes produce effects in tandem, cannot be adequately dealt
with (Cartwright, 2002, p.7). An increase in the conditional probability of one factor on
another in such cases will not be a sufficient condition for the establishment of a causal
relation. It has been shown that Suppes’ model fails to distinguish between genuine and

spurious causes and between direct and indirect causes (Otte, 1981).

1.5 Conclusions
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In this chapter, | presented and critiqued the Deductive-Nomological model of scientific
explanation. This model dominated the literature during the twentieth century and
arguably remains the dominant account within a number of scientific disciplines. It was
shown how under this account, a scientific explanation is a deductive argument that shows
how a phenomenon was to be expected, given the laws of nature and the particular
circumstances. It was further shown how a number of defects of the Deductive-
Nomological model of scientific explanation have resulted in its rejection by the
philosophical community. Specifically, it was explained how objections relating to

symmetry, irrelevance and laws, have undermined the model.

Following discussion of the Deductive-Nomological model, | introduced several successor
theories, which have been developed across a number of various categories in response to
the failures of their predecessor. In that section, | explained the main features of the most

prominent unificationist, causal, statistical, and pragmatic models.

The primary conclusions drawn from the arguments presented in this chapter are, firstly,
that the concept of scientific explanation sits at the centre of the scientific endeavour, and
secondly, that the Deductive-Nomological model of scientific explanation, along with all
the successor models discussed, fail to provide adequate normative stipulations for

working scientists.

The following chapter presents and explains what has come to be the dominant modern
account of scientific explanation: the mechanistic model of scientific explanation. Simply
put, a mechanistic explanation of a phenomenon, is one that describes a model of a

mechanism thought responsible for the generation of the phenomenon. It is this model
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that will be adopted as a normative standard to be applied throughout the remaining

chapters of this book.
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Chapter 2 — The Mechanistic Model of Scientific Explanation &
Theory Structure

The purpose of this chapter is to present the Neo-Mechanistic model of scientific
explanation, and to argue that, unlike the models discussed in Chapter 1, this model does
provide a basis for constructing, developing and revising theories within the discipline of

Economic Science.

2.1 Introduction

In recent decades, a new mechanistic philosophy has generated a lot of attention in the

philosophy of science literature, to the point that it has been described as:

“the dominant view of explanation in the philosophy of science at present” (Kaplan & Craver, 2011,

p.606).

According to another prominent figure within the movement, this mechanistic turn
represents a sea change in philosophical thinking in the new century that is here to stay

(Glennan, 2017, pp. 239-240).

In this chapter | first present some background to what has become known as the new
mechanical philosophy in Section 2.2. Next, | outline the mechanistic model of scientific
explanation in Section 2.3. In Section 2.4, | explore some metaphysical issues that arise in

response to the new mechanistic philosophy. In Section 2.5 | discuss how the mechanistic
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model relates to several important concepts in the general philosophy of science. Next, in
Section 2.6, | present, and respond to, several objections to the mechanistic model. Then,
in Section 2.7, | will address a number of positions within the methodology of economics
and social sciences literature that lay claim to being mechanistic, but in fact by Neo-
Mechanistic stipulations cannot be said to be so. Finally, in Section 2.8, | summarise the

conclusions of this chapter.

2.2 The New Mechanistic Philosophy

A body of research has emerged over the past two decades within the philosophy of science
literature known as, amongst other labels, the New Mechanical Philosophy!. It asserts that
most, if not all, the phenomena found in nature depends on mechanisms. The primary aim
of science, according to the proponents of this philosophy, is the construction of models
that describe, explain, and predict these mechanism-dependent phenomena (Glennan,
2017, p.1). Whereas previous models of scientific explanation (see: Chapter 1) appeal to
general laws of nature, neo-mechanists view laws as heuristic devices, and instead believe
that scientific methods are aimed at the discovery and representation of mechanisms that

are local, heterogeneous, and particular.

Mechanical philosophies can be traced back to the ancient Greek atomists Democritus and
Epicurus (Popa, 2017, pp. 14-16). An explosion of mechanical philosophies occurred in the
seventeenth century and is exemplified in the works of Rene Descartes and others, who

objected to the dominant Aristotelian approach that gave teleological explanation great
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importance. Robert Boyle, for example, proposed that all natural phenomena could be

explained by matter and motion alone (Roux, 2017, p.26).

Eighteenth and nineteenth century mechanical philosophies shifted from a focus on
explaining properties of inanimate objects to a focus on explaining properties of living
systems. There was widespread concern during these times that the basic mechanistic
schema was inadequate for biological explanation (Bechtel, 2011, p.534). This sparked a
vitalist opposition, which rightly criticised the sequential organisation that was a feature of
the contemporary mechanistic accounts. But by the end of the nineteenth century, vitalism
had been relegated to the fringes of biological science as mechanistic approaches

developed and flourished (Bechtel, 2008, p.12).

The goals and methods of mechanical philosophers ran afoul of the extreme empiricism
that swept through the philosophical world in the early- and mid-twentieth century.
However, the extensive research programs initiated within branches of the general
philosophy of science in the 1990s on the back of widespread dissatisfaction with the
positions associated with logical empiricism have culminated in the New Mechanical
Philosophy. This new form of mechanical philosophy is said to differ from its historical
antecedents in two primary ways (Glennan, 2017, pp.6-7). Firstly, the neo-mechanists are
not necessarily committed to atomism. Their models emphasise that nature is arranged
hierarchically; at different levels, new kinds of entities, activities, and interactions emerge.
Secondly, it is stressed that there are important differences between mechanisms and
machines. It is often the limited conception of mechanism, which assimilates it to human-
made machines, that unjustifiably drives opponents of the mechanistic program (Bechtel,

2008, p.2). Whereas machines are responsive, in that they passively accept inputs and
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generate outputs, mechanisms — especially those within biological and social systems —are
often characteristically active; they are, or are parts of, organised systems that control the
flow of matter and energy in ways that serve to maintain themselves (Bechtel, 2008,

Chapter 6).

2.3 The Mechanistic Model of Scientific Explanation

Derived primarily from actual practice within the life sciences - where practitioners rarely
appeal to laws in their explanations - this model challenges the received view represented
by the DN model and offers a compelling alternative to the major successors to the DN
account outlined in Chapter 1. It has been noted that the science of chemistry is the
“original home” of mechanistic explanation (Weininger, 2014; Weisberg, Needham &
Hendry, 2019). Simply put, a mechanistic explanation of a phenomenon, is one that
describes a model of a mechanism thought responsible for the generation of the
phenomenon. According to Craver, the DN model, along with other models of scientific
explanation, is pitched too abstractly to capture recurrent non-formal patterns (Craver,
2002, p.55). Mechanism schemata on the other hand, are claimed to be capable of

successfully capturing such diverse phenomena.

The mechanistic model draws heavily on the concept of a causal mechanism from Salmon’s
CM account (see: Section 1.4.2.1 above). It also takes inspiration from the ideas
underpinning Woodard’s DM model, including the notion of manipulation and the rejection

of lawfulness in favour of invariance (see: Section 1.4.2.3 above). It combines all of these
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elements, and more, in such a way that not only constitutes a compelling intellectual
solution to the problem of explicating the concept of scientific explanation within the
philosophy of science, but also has the further advantage of being capable of providing
pragmatic guidance for practicing scientists in the construction, evaluation, and revision of

scientific models.

Proponents of the mechanistic model accuse the DN model and its traditional successors
of failing to provide an account that moves beyond mere phenomenal description, and
therefore failing to meet the cognitive requirements for explanation. Mechanistic
explanations, on the other hand, are said to be constitutive, in that they go beyond mere
descriptions of phenomena; they explain why the relationships featuring in descriptions of

phenomena are as they are (Craver, 2002).

2.3.1 Definitions

Although several definitions of mechanism have been proposed in the literature (Hedstrom
& Ylikoski, 2010), the central features of the mechanistic approach are broadly consistent
across the major works of the most prolific authors in this space. The following five

prominent definitions are typical:

“A mechanism is a structure performing a function in virtue of its component parts, component
operations, and their organisation. The orchestrated functioning of the mechanism is responsible

for one or more phenomena.” (Bechtel & Abrahamsen, 2005, p.423).
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“Mechanisms are entities and activities organised such that they are productive of regular changes

from start or set-up to finish or termination conditions.” (Machamer, Darden & Craver, 2000, p.2).

“A mechanism for a phenomenon consists of entities and activities organised in such a way that they

are responsible for the phenomenon.” (lllari & Williamson, 2012, p.120)

“A mechanism underlying a behaviour is a complex system which produces that behaviour by the

interaction of a number of parts according to direct causal laws.” (Glennan, 1996, p.52)

“A mechanism for a phenomenon consists of entities (or parts) whose activities and interactions are

organised so as to be responsible for the phenomenon.” (Glennan, 2017, p.2).

Stuart Glennan’s second definition above is intended to define a minimal mechanism, by
which he means that it provides necessary, yet not sufficient conditions for mechanism-
hood. His purpose in defining mechanism in this way is to provide an ontological
characterisation of what mechanisms are as things in the world, as a set of commitments
that most new mechanists are, or should be, committed to (Glennan, 2017, p.18). The
Machamer, Darden and Craver definition is designed to satisfy descriptive, epistemic and
metaphysical needs. Glennan’s minimal mechanism definition is quite permissive. Since
he argues that mechanisms constitute the causal structure of the world, he ensures that
his definition is capable of identifying all causal processes as mechanisms (Glennan, 2017,

p.13).
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The key terms in the definitions of mechanism provided are: entities (parts); activities
(operations); interactions; organisation; and phenomenon. These concepts will now be
explored and elaborated upon. Throughout this book | will predominately use the

terminology favoured by Craver and Glennan (entities and activities).

2.3.2 Phenomenon

Mechanistic explanations are not directed at the explanation of data. Instead, phenomena
are the targets of mechanistic explanation (Bogen & Woodward, 1988). Data provide
evidence for the existence of phenomena (Craver & Darden, 2013, p.54). Craver notes that
the central normative requirement of a mechanistic explanation is that it account
completely for the explanandum phenomenon (Craver, 2006, pp.368-383). It is crucial
therefore that an adequate characterisation of the phenomenon of interest be
constructed. Phenomena to be explained mechanistically includes both individual events,
and regularities. The capacities of entities, whether manifested or not, are also targets for
mechanistic explanation (Glennan, 2017, p.25). Often the phenomenon being studied will
need to be revised as investigations proceed. Such investigations will typically involve
experimental interventions that control the values of variables hypothesised to affect the
mechanism (Bechtel, 2008, p.38). This process has been referred to as reconstituting the

phenomenon (Bechtel & Richardson, 1993).

Craver provides five criteria for establishing that a mechanism can fully account for the
target phenomenon. Firstly, the range of precipitating conditions should be noted,

secondly, inhibiting conditions should be noted along with an account of why the
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phenomena are not produced under these conditions. Thirdly, modulating conditions that
note how changes in background conditions alter the phenomenon should also be
included. Fourthly, a complete characterisation would incorporate an account of how the
mechanism behaves under non-standard conditions. Fifthly, any by-products — features
that are of no functional significance for the phenomenon - of the mechanism should be

noted.

2.3.3 Entities

The entities featuring in mechanistic explanations are not abstract; they are concrete
particulars located in space and time. Stuart Glennan provides a set of necessary conditions

for entity-hood (Glennan, 2017, p.34):

E1l: Entities are what engage in activities and interactions
E2: Entities have locations in space and are stable bearers of causal powers (or capacities) over time

E3: The causal powers or capacities of entities are what allow them to engage in activities and

thereby produce change

E4: Most or all entities are systems composed of parts and most or all of the powers of entities will

be mechanism-dependent

Condition E1 simply tells us that the productive activities of mechanisms require actors
(entities). Concerning condition E2, Glennan tells us that entities must be concrete objects

with spatial locations, but that this does not preclude them from being diversely spread out
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and even overlapping with other entities. In fact, this will often be the case for social
mechanisms. Take for instance the example of the management team of a company. One
could expect that for the explanation of many economic phenomena this will be considered
a valid entity within a mechanistic decomposition. While the boundaries of such an entity
are unlikely to be profitably defined in spatial terms, there is no doubt that such entities do
have definite locations in space. What truly defines the boundaries of such entities,
mechanistically speaking, are the interfaces where they interact with other entities — causal
boundaries — within the mechanisms of which they are part. And these boundaries will be
different depending upon the phenomena to be explained. Condition E2 also refers to
entities as “stable bearers of causal powers”. Glennan states that this stability involves
maintaining a cluster of properties over time in the face of perturbations, and relates this
to manipulability criteria: that mechanisms are to be decomposed into entities in a way
such that it is possible to intervene upon the entities to alter the behaviour of the
associated mechanisms. Condition E3 asserts that it is the capacities of entities that enable
them to engage in productive relations. Condition E4 states that most, if not all, entities
are themselves decomposable into further entities, activities and interactions, that is, that
typically, entities are themselves mechanistically constituted. The qualifying phrase “most

III

or all” is inserted in condition E4 to leave open the possibility that there exists a base level

of physical entities whose dispositions are brute facts grounding reality.

Carl Craver stresses that valid mechanistic explanations feature real components, as
opposed to fictional posits. He provides five criteria for making this distinction (Craver,
2006). Firstly, they are expected to exhibit a stable cluster of properties. Secondly, they
should be robust, that is, they should be detectable by a number of independent causal

and theoretical devices. Thirdly, we should be able to use them to intervene into other
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components and activities. Fourthly, they should be plausible-in-the-circumstances, that
is, they should be demonstrable under the conditions relevant to the context of

explanation. Fifthly, they must be relevant to the phenomenon to be explained.

2.3.4 Activities

Stuart Glennan also provides a list of necessary conditions for activities, including

interactions (Glennan, 2017, p.31):

A1l: Activities require entities (parts, components) to act and be acted upon

A2: Activities produce change in entities (parts, components) that act or are acted upon
A3: Activities manifest the powers (capacities) of the entities involved in the activity
A4: Activities are temporally extended processes

A5: Most or all activities are mechanism-dependent

Condition A1 tells us that activities are activities of entities. Bechtel refers to activities as
operations. He prefers this terminology because it emphasises both acting and being acted
upon (Bechtel, 2008, p.14). Condition A2 covers both monadic activities and polyadic
interactions. With reference to condition A3, Glennan states that activities represent
“actual doings”, whereas powers express “capacities or dispositions not yet manifested”,
and that activities are not merely things that happen passively to entities; they are the

active doings of entities. Condition A4 stresses that activities, including interactions, are
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temporally extended transmitters of causal influence; they are not merely intersections of
extensionless points. Activities may be broken up into sub-activities. Since singular
activities may be embedded within numerous larger processes, the specification of starting
and ending stages will be dependent upon which larger processes explanation is sought for.
The boundaries of these activities also need to be considered spatially, that is, how many

entities are involved in the activity and how spread out they are through space.

According to Glennan, condition A5 highlights the most important aspect of activities: that
“the productive character of activities derives from the productive relations between
intermediaries in the process”. He emphasises that he is not presenting a reductive
account of causal productivity; his account of mechanism-dependent production explains
productions in terms of other productions. Condition A5 includes the qualifying phrase
“most or all” as was the case for condition E4 above. And here, it reflects the same concern
that it does there: it leaves open the possibility that there is a base level of activities or

interactions that are dependent upon brute dispositions.

Activities — the things that entities do — are the causal components of mechanisms. A
mechanistic explanation that treats activities in mechanisms merely as input-output pairs
is considered unsatisfactory. And adding the stipulation that the input-output pairs must
support counterfactuals will not be sufficient, since not all counterfactual supporting
generalisations are explanatory. This leads Carl Craver to endorse a manipulationist criteria
as a means of restricting the type of input-output relationships that can count as

explanatory (Craver, 2006)2.
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2.3.5 Organisation

Entities and activities need to be organised appropriately to constitute a working
mechanism. This organisational aspect is critical: it is this organisation that results in the
mechanism engaging in behaviour that is different from those of its parts and requires a

different descriptive vocabulary. Mechanisms are not mere aggregates.

Organisation can be defined in both horizontal — spatio-temporal and causal - and vertical
—the relationship between a mechanism as a whole and the collective organised activities
and interactions of its parts - dimensions. The latter is referred to as mechanistic

constitution. It is a multi-level relation.

Mechanisms are always contextually situated. They function within environments, and
their behaviours will often be altered by the conditions in their environments (Bechtel,

2008, p.17).

David Kaplan and Carl Craver, in the context of cognitive and systems neuroscience, provide
a model-to-mechanism-mapping (3M) requirement that provides an initial strong

constraint on what can constitute a valid mechanistic explanation:

“(a) the variables in the model correspond to components, activities, properties, and organisational
features of the target mechanism that produces, maintains, or underlies the phenomenon, and (b)
the (perhaps mathematical) dependencies posited among these variables in the model correspond
to the (perhaps quantifiable) causal relations among the components of the target mechanism.”

(Kaplan & Craver, 2011, p.611).
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Craver further provides a non-exhaustive checklist of items that can be used to assess
mechanistic explanations (Craver, 2006, pp. 368-383). This checklist is useful for exercises
such as that conducted in Chapters 3 through 7, wherein the works of economists are
assessed for their adherence to mechanistic standards. However, the value of such devices
is much greater in the evaluation of specific model propositions. The checklist is organised
around the idea of manipulability stemming from the work of James Woodward, and is
arranged into the mechanistic categories of: the explanandum phenomenon, and the parts,

activities, and organisation of the mechanism.

2.4 Metaphysical Issues

As the mechanistic theories of scientific explanation that began developing at the turn of
the century have blossomed into a fully-fledged movement within the philosophy of
science and attendant literatures, a number of metaphysical implications of rejecting the
received view developed by the logical positivists in favour of the new mechanistic
perspective have gained greater attention. Initially, in the move away from laws and
theories toward mechanisms and models, commitments were limited to an acceptance
that mechanisms are real things existing in the world and that the concept of causation
incorporated need be metaphysically fuller than that of the Humean regularity thesis. | will
briefly address below some issues that have been highlighted more prominently in more

recent times.
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2.4.1 Mechanistic Ontology

Ever since the publication of the pioneering articles on the mechanistic model of scientific
explanation, it has been recognised that some level of realist commitment is required of
adherents. But as more nuanced positions have been staked out, recognition has set in
that more fundamental differences exist between the perspectives of the Neo-Mechanists
and those of standard metaphysics. Stuart Glennan has provided some commentary
around how acceptance of the core ideas of the new mechanistic philosophy need cause
one to rethink positions concerning core metaphysical concepts such as substance,
property, relation, and law. This is a natural outcome of the way that he describes the
scope of the New Mechanical Philosophy, which according to Glennan, is both a philosophy

of nature and a philosophy of science.

Substances are commonly described as being particulars located in space and time,
properties are commonly held to be instantiated in particular substances, and relations of

various kinds are said to obtain between substances.

The mechanistic category of entity is the least problematic to map onto traditional
metaphysical categories. In so far as composite entities are considered genuine

substances, entities simply map on to substances.

Mechanisms are - by definition - composites. Glennan tells us that the three most
prominent ways of relating the properties of simple substances to composite substances,
via the relations of supervenience, realisation, and grounding, are problematic, and should

be rethought along mechanistic lines. He states that:
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“Mechanism-dependence gives an account of how realisation works, or why supervenience holds”

(Glennan, 2017, p.44, ch2)

The most problematic mechanistic category appears to be that of activities. This category
cannot be simply reduced to the categories of properties and/or relations. The
metaphysical commitments implicit in an acceptance of the new mechanistic approach
have also been explored by a number of other authors (see, for example: lllari &

Williamson, 2011; Beate, 2018).

2.4.2 Models

Models are the central vehicles for representing the world and its causal structure. The
Neo-Mechanistic explanatory project is part of a broader movement away from the
concepts of theory and laws to those of models and mechanisms. What is known as the
semantic view of theories, postulates that theories are families of models (Suppe, 1977,
Winther, 2016). The mechanistic viewpoint agrees with this assertion, that scientific
theories are simply collections of models, but it provides a distinctive account of what these
models are and how they are combined. Stuart Glennan follows a schema devised by

Ronald Giere to highlight the modelling enterprise (Glennan, 2017; Giere, 2004):

S uses X to represent W for purposes P
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The idea here is that S — an individual scientist, group of scientists, or the scientific
community as a whole —forms a theoretical hypothesis that X —the model — resembles W
—the targeted piece of the world — in some way or ways that accord with P —S’s purposes.
One important implication of this schema is that it identifies models as our source of
generality: a single model is often capable of representing a whole class of targets via the
fundamental hypothesis. And, we can see that in determining whether “X resembles W”
to some degree or in some respects - which depends upon the purposes of the modeller -
processes of abstraction and idealisation will necessarily be involved (Glennan, 2017, pp.
73-83). Abstraction is a process of omitting details from a representation of a target.
Within mechanistic models this will result primarily from omitting irrelevant (for purpose)
details of the entities, activities and interactions responsible for the mechanism’s
phenomenon. Such omissions do not affect the viridity of the model. Idealisation on the
other hand, is a process that introduces distortions into the representation of a target.
Models produced in this way will be false in some respects. Much of the value in such
models will be of a heuristic nature: they suggest further lines of research that may uncover

actual entities, operations and interactions.

Models are representations. Mechanistic models are representations of mechanisms.
They have two parts: a model of the phenomenal description and a model of a mechanism
description (Glennan, 2005; 2017). The phenomenal description describes the overall
behaviour of the mechanism. It describes what the mechanism does. The mechanism
description describes the mechanism’s parts and their functional arrangement. It describes
how the mechanism is doing what it is doing. The two components of mechanistic models
are not syntactically defined entities; they are semantic entities. There will exist many

different syntactical formulations of the same description. The division into phenomenal

Matthew Tuxford



Page |83

and mechanistic descriptions is analogous to that between explanandum and explanans
where the latter brings about the former and thus explains it (Glennan, 2005, p.448). Note
that the phenomenal description may be a law statement, in which case it is explained by

the mechanistic description.

Stuart Glennan highlights two further points that are important to keep in mind concerning
the construction of mechanistic models. Firstly, the concept of the behaviour of a
mechanism presupposes the idea of normal functioning. This implies a kind of ceterus
paribus clause for the phenomenal and mechanism descriptions. Secondly, there is a one-
to-many relationship between the phenomenal and mechanical descriptions, since the

same behaviour can be generated by different mechanisms.

Carl Craver and Lindley Darden refer to mechanistic models as mechanism schemas (Craver
& Darden, 2013, p.30). Mechanistic models are not just vehicles for mechanistic
explanation (Bogen, 2005; Craver, 2006). They are also enlisted for the tasks of description,
exploration, organisation, prediction and control, and etc. These different purposes will

require different representational forms.

Craver and Darden specify four independent dimensions upon which mechanistic models
may vary from one another. These four dimensions are: completeness; detail; support; &
scope (Craver & Darden, 2013, p.30). Completeness is defined as the spectrum from
mechanism sketch to a complete enough for purpose mechanism schema. Whereas a
mechanism sketch will contain placeholders for incompletely known details (black boxes,
filler terms, etc.), a complete for purpose mechanism schema provides a description of a
mechanism, its entities, activities and organisational features in sufficient detail for the

pragmatic purpose that the description is being used for (see also: Craver, 2006).
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Phenomenal models constitute the sketchiest of mechanism sketches; they are complete
black boxes that reveal nothing about the underlying mechanism, and merely save the

phenomena to be explained.

The second dimension of mechanistic models specified by Craver and Darden is detail.
Detail is defined along a continuum from abstract to specific. Abstraction is a process of
dropping details, whereas specification is a process of adding details. As mentioned above,

models provide a source of generality via the process of abstraction.

The third dimension of mechanistic models identified is that of evidential support. At one
end of the spectrum are how-possibly schemas, which are loosely constrained conjectures
about how mechanisms work. At the other end of the spectrum are how-actually schemas,
which describe real components, activities and organisational features of mechanisms. In
between these spectrum ends lies a range of how-plausibly schemas. A schema will enjoy
a larger amount of evidential support the more known constraints on entities, activities
and organisational characteristics are satisfied. As investigations continue and more
constraints upon the mechanism schema are uncovered, the range of how-plausibly

schemas will diminish as more and more plausible schemas become impossible.

The fourth and final dimension of mechanistic models addressed by Craver and Darden is
scope. This refers to the size of the domain to which the schema applies. As more and
more details are filled out in @ mechanism schema, it will be applicable in more restricted
ranges. In the limit, a complete mechanism schema will be applicable to a single, specific
case. Schemas for complex modular subcomponents of mechanisms may have wider scope
than for the mechanisms themselves, since evolutionary processes — both natural and

social — tend to reuse old modules for new purposes.
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2.4.3 Laws of Nature

In contrast to the Deductive-Nomological model of scientific explanation, in which a law of
nature must feature as an essential premise in the logical argument, the mechanistic model
has always objected that such laws are a form of description themselves in need of

explanation. Holly Anderson has put it this way:

“regularities are what laws describe and what mechanisms explain” (Anderson, 2011, p.325).

Under the traditional empiricist account of laws, these are a type of universal
generalisation answering to a form such as: All Fs are Gs; or for all x, if x is F, then x is G.
Under this approach the challenge is to distinguish between those instances that are truly

“lawful” from those that merely express accidental generalisations.

According to neo-mechanists, the lawful regularities that mechanisms explain are of
restricted scope. This is because they are dependent on the particulars upon which the
mechanism is comprised. Others have argued that law statements will be wildly inaccurate
unless it is possible to incorporate every potential confounding factor (Cartwright, 1983;

Giere, 1999).

2.4.4 Causation

Matthew Tuxford



Page | 86

Most theories of mechanistic explanation either supply, or presuppose, a model of
causation that underlies the productive operations of mechanisms (Polger, 2018). Stuart
Glennan, on the other hand, has used the neo-mechanistic perspective to develop a theory
of causation based on mechanisms (Glennan, 2017). This is a position that other Neo-
Mechanists, along with non-aligned philosophers are most likely to object to. Carl Craver

for example states that:

“I do not think that causation can be explicated in terms of mechanisms.” (Craver, 2007, p.86).

Jon Williamson also criticises Glennan’s ontological approach to causation, arguing instead
for an epistemic approach that marries both causal and mechanistic insights (Williamson,
2011a; 2011b; 2013). That is not to say, however, that Glennan’s approach is inconsistent
with current trends in thinking on causality. Specifically, | refer to a growing body of work
espousing a pluralistic approach to causal relations. (Hall, 2004; Cartwright, 2004; Godfrey-
Smith, 2010; lllari & Russo, 2014; Strevens, 2008; 2013). Glennan’s approach fits squarely
into this growing literature on causal pluralism. Under his new mechanist account, it is the
totality of mechanisms, inclusive of their parts, activities and interactions, which

constitutes the causal structure of the world.

Since | do not consider a mechanistic theory of causation to be a necessary requirement
for mechanistic explanation, | will provide only a brief sketch of Glennan’s proposal here.
The new mechanist ontological account of causation is explicitly singularist and intrinsic. It
is singularist because the truth makers of causal generalisations describe patterns of

singular instances of causally related events (Glennan, 2017, pp. 151-152). And it is intrinsic
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because laws do not govern the relations; laws simply describe the ways that mechanisms
behave, and it is these behaviours that explain the laws. Glennan claims that both the
concepts of causal production and causal relevance are required to make sense of causal
claims. They are considered complimentary concepts referring to different features of the
causal structure of the world. Causal production involves transmission from cause to effect
via a causal process. Causal relevance on the other hand, describes a relationship where a

cause makes a difference to an effect. However, Glennan notes that:

“While | grant that production and relevance are two different concepts of cause, | will argue that

production is fundamental.” (Glennan, 2017, p.155)

And he aims to show through the following canonical form of causal statements what the

relationship is between these two causal concepts:

Event c produced event e in virtue of relevant feature p

Events are particulars described as:

“happenings with definite locations and durations in space and time. They involve specific
individuals engaging in particular activities and interactions” (Glennan, 2017, p.148 (see also pp. 177-

179)).
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Events are in occurrence wherever one or more entities are engaging in an activity or
interaction. Events involving no direct activity of, or change to, an entity’s intrinsic
properties, but only a change of state determined by relational properties — so-called
Cambridge events (Kim, 1974) — are excluded as genuine events, since events must be
causally productive. Further, although entities and activities may be characterised in more
or less determinate ways, the various descriptions are considered to refer to the same
event, since they reference the same entities and activities. Different descriptions merely

identify different features of the event.

Features refer to:

“any abstract characterisation or property of the entities, activities, and interaction and their
organisation that characterise the productively related events, intervening mechanisms, or their

environment (Glennan, 2017, p.175).

Relevant features are described as those that make a difference to the occurrence of an

event. Relevant features can include absences and omissions.

According to the mechanistic theory of causation, causal claims are really existential claims
about mechanisms. The (very weak) truth conditions for singular event claims under

mechanistic causation are given as (Glennan, 2017, p.156):

“(MC): A statement of the form “Event c causes event e” will be true just in case there exists a

mechanism by which ¢ contributes to the production of e.”
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Glennan identifies three varieties of mechanistic production (see: Diagrams 1 through 3
below, recreated from Glennan, 2017. Roman letters represent entities; Greek letters
represent activities and interactions; Solid lines represent entity boundaries; Dashed lines
represent event boundaries; Dotted lines represent constitution relations; E;, and E,

represent entities within the environment).

Firstly, there is constitutive production. This occurs when an event produces changes in the
entities that are engaging in the activities and interactions that constitute the event. The
term constitutive here is apt since the changes in the properties of the entities are resultant

from the changes to the properties of their parts.

Diagram 1: Constitutive Production
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Secondly, Glennan identifies precipitating production. This occurs when an event
contributes to the production of a further event by bringing about changes in its entities

that precipitate a new event. This type of production is referred to as precipitating because
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one or more events trigger another, by generating the appropriate set of start-up

conditions for a different mechanism.

Diagram 2: Precipitating Production
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The third type of causal production is called chained production. This refers to the situation
where an event contributes to the production of another event by way of a chain of
precipitative productive events. We are told that the distinction between these three types

of causal production is not absolute.

Diagram 3: Chained Production
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Two primary concerns can be raised in objection to the mechanistic account of causal
production. Firstly, it can be contended that it is possible to have production that is causally
irrelevant, calling into question the sufficiency of the mechanistic account of causation, and
secondly, that it is possible to have non-productive causation, calling into question the
necessity of the account. Glennan’s responses to these objections are straightforward.

Firstly, concerning irrelevant production, Glennan argues that counterexamples provided
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presuppose that production is characterised in terms of the transfer of energy or
momentum in a style reminiscent of Salmon-Dowe process theories. But instead, the neo-
mechanistic account of production is an account of high-level production, in which there is
no one characteristic of productive interactions; there are specific types of production
deriving from specific types of activities. Obviously, these high-level types of production
depend upon lower-level activities, but the lower-level relations are only productive insofar
as they are parts of the mechanisms responsible for the higher-level production. Another
way of putting this is to state that although numerous irrelevant interactions may
contribute to the production of a fully determinate event, these productive interactions fail
to make a difference to the event described abstractly. And it is a particular abstraction of
the fully concrete event that is fashioned in order to define the phenomenon to be

explained, that is, which determines relevancy.

Glennan also provides a response to the charge that the existence of non-productive
causation challenges the necessity of the neo-mechanistic account of causation.
Counterexamples constructed for this purpose will typically involve omissions and
preventions. Glennan claims that it is possible for something to make a difference to an
event without being causally productive of it. In this way he preserves a distinction
between the concepts of causal production and causal relevance. Relevance is defined as
a relation between an event and the features of the event — the entities, activities, and
organisation that are productive of it. For a maximally determinately defined event, all of
such features can be considered relevant. However, event descriptions come in varying
degrees of abstraction, and the features that will be considered relevant will thus vary in

likewise fashion. So, while causal production is concerned with concrete entities and
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activities, causal relevance is related to abstract difference-making features of those

entities and activities.

A further concern relates to a potential charge of circularity, since causation is recursively
defined (Psillos, 2004; Craver, 2007; Williamson, 2011a; Casini, 2016). Glennan argues that
this is not a case of vicious circularity (Glennan, 1996, p.317). He also argues that it is not
a case of infinite regress, since, according to how he understands quantum mechanics,
there is no fundamental level of causation. Subsequently, Glennan admitted that his
account was in fact circular (Glennan, 2009, p.318). However, in his latest work, he leaves
the door open for fundamental mechanisms, while contending that it is possible that there
are “mechanisms all the way down” (Glennan, 2017). He claims that there is no ontological

problem with his position, since:

“Higher-level and distal causal connections depend upon lower-level and proximate mechanisms;
but this means that the activities and interactions that constitute the mechanism connecting cto e

refer to different causal relationships than the one between c and e” (Glennan, 2017, p.185).

2.5 Relation to Other Concepts

In this this subsection, | will briefly state some of the ways in which the mechanistic model
of explanation relates to other key concepts in the philosophy of science, and how these
relations contrast with the standard views embedded in the DN model. The four concepts

addressed are: inference; discovery; testing; and reduction.
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2.5.1 Inference

Firstly, under the mechanistic model, inference making often involves processes of
simulation - including mental animation and building scale models (physical, mathematical,
computer, etc.) - that utilise a variety of representational devices (Bechtel & Abrahamsen,
2005; 2010). In contrast, the DN model provides for only linguistic representations and
deductive inference. Since logic only operates on propositional representations, reasoning
by scientists via methods such as diagrams and visual images cannot be captured and

understood logically (Bechtel, 2008, p.20).

2.5.2 Discovery

Secondly, the mechanistic model provides an account of scientific discovery and
development, unlike the DN model. William Bechtel and Adele Abrahamsen show that the
very definition of mechanism suggests that scientific discovery is a process of unearthing
the components, operations, and organisation of the phenomenon to be explained
(Bechtel & Abrahamsen, 2005, p.432). This has been described as a process of
decomposition, at both the structural — finding component working parts - and functional
—finding lower-level operations —levels. The working parts of the structural decomposition
are those that perform the operations of the functional decomposition. These two
decompositions can be conducted independently, followed by a process of localisation, in
which the parts and operations are linked, and their organisation uncovered3. In contrast,

under the DN model, where the goal of discovery is simply the articulation of laws,
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scientists are left without guidance. In fact, in emphasising the separation of the contexts
of discovery and justification, early logical positivists considered the process of discovery to

be an issue to be pursued by the science of psychology?.

Carl Craver also fleshes out an account of how the concept of a mechanistic explanation
provides guidance for the development of scientific research programs. He suggests that
models of mechanisms can be thought of as lying on a continuum between a mechanism
sketch and an ideally complete model (Craver, 2002, p.360). Scientific research programs
can then be considered as platforms for moving along this continuum. Explanations, in so
far as they provide answers to “why?” questions, presuppose conversational contexts, and
it is these contexts that determine the level of abstraction required of the answers, and
thus where upon the continuum the appropriate mechanism description for a particular
application lies. Craver also provides another way to think about the development of
scientific explanations. In the same paper, he defines a continuum between how-possibly
models and how-actually models, within which how-plausibly models lie. Once again,
scientific research programs can be considered as platforms for moving along this
continuum. Craver and Darden provide a framework for putting all these elements
together. In this way, they characterise the mechanism discovery process. They describe

this as a four-stage process with the following components (Craver & Darden, 2013, p.7):

1. Characterising the phenomenon;
2. Constructing a schema;
3. Evaluating a schema; &

4. Revising the schema.
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2.5.3 Testing

Thirdly, Bechtel and Abrahamsen point out that the mechanistic model also has advantages
over the DN model in relation to the testing of theories. They show that while both models
suffer from issues with under-determination and credit-assignment, tests of proposed
mechanism sketches can provide diagnostic information useful for revision and further

testing (Bechtel & Abrahamsen, 2005, p.436).

2.5.4 Reduction

Mechanisms are said to exist in nested hierarchies. The entities featuring in a given
mechanistic explanation may themselves be mechanisms. But as noted above, phenomena
cannot simply be explained by appealing to the phenomena generated by their constituent
mechanisms, they must appeal to the organisational characteristics of the entities and
activities constituting the mechanism under consideration. In this way, although in one
sense it can be said that mechanisms can be reduced to their sub-mechanisms, the

autonomy of separate disciplines are maintained in the face of such reductionism.

According to the traditional account of theory reduction, centred upon the DN model of
explanation, theory reduction occurs when a law of nature is subsumed under a more
general law, since laws are the engines of explanation. This brings into question the
genuine autonomy of the various branches in the hierarchy of scientific disciplines. A major
problem for this traditional account of reduction is that the vocabularies between different

levels of the sciences differ so that one cannot logically deduce conclusions that use terms
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that are not in the premises (Bechtel, 2008, p.131). The strategies adopted to overcome
this problem appeal to bridge principles, or rules of correspondence (Stigum, 2003, Ch.12),
that equate the vocabularies of the reduced and reducing laws®. However, both Paul
Feyerabend and Thomas Kuhn (Feyerabend, 1962, 1970; Kuhn, 1962) have argued
persuasively that since the meaning of terms used are generally different for the two
theories in the reduction, the terms are incommensurable with one another and thus the
reduction will fail. A second major problem is that the regularities described by the law
statements are only operative under a restricted set of conditions, so that the theory-

reduction model requires statements specifying boundary conditions.

But perhaps a more fundamental issue with the traditional account of theory reduction
relates to the concept of levels of scientific enquiry. A prominent feature of the account is
that the different sciences address phenomena at different levels. For example, physics
studies phenomena at the most fundamental level, chemistry studies those at the level
above, followed by biology, etc. But it is not obvious that in practice these scientific
disciplines represent discrete levels, since each discipline would appear to incorporate the
study of phenomena across a broad range of levels. Phenomena within the domain of
physics for example, range from subatomic particles through galaxies, to the universe (and
beyond). Consequently, it is not entirely obvious that a particular discipline, for example,

physics, studies phenomena that are at a lower level than say, chemistry or biology.

A variety of approaches have been proposed as alternatives to the disciplinary matrix
account of levels. One approach uses the relative sizes of entities to demarcate levels of
phenomena (Churchland & Sejnowski, 1988; Wimsatt, 1976, 1994). Another approach,

which has been proposed by Adele Abrahamsen, firstly groups phenomena into broadly
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defined academic disciplines based on type of phenomena: physical sciences; biological
sciences; behavioural sciences; & social sciences and then proceeds mereologically
(Abrahamsen, 1987). These alternatives to the traditional account of scientific levels face
serious challenges (Craver, 2007, Chapter 5; Bechtel, 2008, Chapter 4). But we can look to
the mechanistic framework itself for the resources required for the formulation of an
adequate account of /evels for the purpose of understanding the nature of mechanistic

reduction. William Bechtel explains that:

“Within a mechanism, the relevant parts are...working parts—the parts that perform the operations
that enable the mechanism to realize the phenomenon of interest. These may be of different sizes,
but they are distinguished by the fact that they figure in the functioning of the mechanism. It is the
set of working parts that are organized and whose operations are coordinated to realize the

phenomenon of interest that constitute a level.” (Bechtel, 2008, p.146).

So, a working mechanism defines a phenomenal /evel and the working parts of the
mechanism represent a lower level. The working parts themselves can be decomposed
into lower levels of working parts. This mechanistic account of levels is a local one: it has
no way of evaluating whether the parts of a mechanism are at the same /level as entities
outside the mechanism. This means that as we decompose different working parts of a
mechanism, the lack of relation between the sub-parts will not allow us to say anything
about their relative levels: the question is not well-defined. Another feature of the
mechanistic account is that entities of the same physical type may not be at the same level

if they perform different functions within a mechanism.
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2.6 Objections to the Mechanistic Model

| will now discuss three issues that may be considered problematic for the adoption of the
mechanistic model of scientific explanation as a normative standard for economic science.
The first relates to an objection that has been raised against the mechanistic model on its
own terms, in the domains of its intended application. The second, is a broader and more
fundamental issue for this thesis — methodological monism. Thirdly, | will address the

guestion as to whether naturalism can provide norms.

2.6.1 Challenges to the Mechanistic Model

In the recent literature, there has been an objection raised to the Mechanistic model
(Batterman & Rice, 2014; Ross, 2015). The objection applies to all accounts of scientific
explanation that deny the validity of non-veridical models. The claim is that there exists a
class of models that are designed to account for common features exhibited by systems
whose underlying details are vastly different and are thus deemed explanatorily irrelevant

for the purpose.

This idea stems from an earlier work by Robert Batterman (Batterman, 2001, p.23), in which
he distinguishes between two different types of why questions that feature in scientific
explanations. The first type, which he classifies as type i why-questions, relate to the
explanation of singular phenomena. The second type, classified as type ii why-questions,

relate to explanations of why certain phenomena occur more generally, that is, why the
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phenomena is manifested in a number of different circumstances. It is claimed that for
type i why-questions, veridical accounts such as the mechanistic model provide appropriate
conditions for successful explanation. On the other hand, type ii why-questions it is argued,
require abstraction and a deliberate distortion of the underlying details for the rendering

of a successful explanation.

I will briefly note two directions in which | believe a rebuttal to this challenge could be
formulated. Firstly, it could be argued that the purported explanations for type ii why-
guestions championed by Batterman and his followers, do not actually provide
explanations, but are merely descriptions, themselves in need of explanation. A valid
explanation for such questions would make recourse to the underlying mechanisms,

pointing toward general patterns in the organisation of mechanisms.

A second possible response could make use of the distinction made by Carl Craver, between
ideally complete models and pragmatically complete models. Craver describes the

difference as follows:

“Mechanistic models are ideally complete when they include all of the relevant features of the
mechanism, its component entities and activities, their properties, and their organisation. They are
pragmatically complete when they satisfy the pragmatic demands implicit in the context of the

request for explanation.” (Craver, 2006, p.367).

In this way, it can be argued that a mechanism sketch could be produced at an appropriate
level of abstraction for the task at hand, without introducing non-veridical representational

devices.
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2.6.2 Methodological Monism and Mechanistic Explanation

A key assumption underlying this research thesis is the doctrine of methodological monism.
This doctrine expresses the belief that there is a single methodological framework at some
level of abstraction that provides a normative standard for all disciplines that aspire to the
label of scientific. As developed, the DN model was explicitly intended to provide a
universal normative standard, and as will be shown in Chapter 4, a number of its adherents
enthusiastically embraced the model as a standard for economic theory development.
David Kaplan and Carl Craver leave it as an open question whether the mechanistic model

is capable of providing a normative standard for all of science, when they state that:

“There might be domains of science in which mechanistic explanation is inappropriate.” (Kaplan &

Craver, 2011).

| interpret this statement as an optimistic challenge to proponents of the mechanistic
model, to help establish that this hypothesised possibility is not actually the case. It is in
the spirit of this challenge that this thesis gains its motivation. But in fact, Carl Craver and

Anna Alexandrova explicitly accommodate such a goal for economic science:

“Suppose that the goals of economics are prediction, explanation, and control. These goals are
achieved better when economics aims at the discovery of mechanisms that underlie economic
phenomena than when it aims merely at instrumental “as if” models.” (Craver & Alexandrova, 2008,

p.386)
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And Stuart Glennan also argues that mechanistic standards are applicable across the whole

spectrum of the sciences (Glennan, 2017, pp. 1-2).

2.6.3 Naturalism Cannot Provide Norms

Theories of mechanistic explanation and theory structure have been birthed from a
program of naturalised epistemology. This is an approach that avails itself of the resources
of science by examining how scientific enquiry is conducted by actual scientists (Quine,
1969). Rival approaches have sought to identify the normative canons of science via
independent criteria. Logical positivists and logical empiricists for example, derived their
philosophical accounts of scientific practice by drawing upon the logical works of Gottleib
Frege, Bertrand Russell and Ludwig Wittgenstein. Their program intended to justify
scientific claims by showing how they could be logically derived from sentences capable of
being confirmed or refuted by observation (Carnap, 1936, 1937; Reichenbach, 1938;
Hempel, 1962). Due to a host of issues concerning confirmation and falsification that
plague the ultra-empiricist approach, many philosophers abandoned the project of

developing a logic of science (Bechtel, 2008, p.5).

It might be argued that as a naturalised pursuit, mechanistic theories of explanation cannot
rise above their naturalism to provide normative guidance. While it is true that such
endeavours cannot independently specify norms for the practice of science, by drawing
upon scientists’ own identification of cases exhibiting good and bad scientific practice, we
are able to evaluate theories about how science works and to reflect these observations

back upon the works within specific scientific pursuits (Bechtel, 2008, p.7; Craver, 2014).
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2.7 What Mechanistic Explanation is Not

While Stuart Glennan’s minimal mechanism account provides a most helpful metaphysical
analysis for explaining the causal structure of the world, my purposes in this book are of a
more epistemological nature. My project concerns the methodology of science, in
particular, the methodology of economic science. And although questions of metaphysical,
epistemological and pragmatic natures cannot be entirely untangled, a more constrained
definition of mechanism will suit my purposes more precisely. | will therefore adopt the
commonality of the accounts propagated by Carl Craver, William Bechtel, and their

extensive networks of co-authors.

Petri Ylikoski informs his readers that theorising about mechanisms within the social
sciences has multiple origins (Ylikoski, 2017, p.401). And Stuart Glennan and Phyllis lllari
tell us that the discourse on mechanisms in the social sciences began at the same time as
that in the general philosophy of science, and that both were forged out of a shared
dissatisfaction with the logical empiricist view of scientific theories and explanation

(Glennan & lllari, 2017, p.1).

Peter Hedstrom and Petri Ylikoski claim that:

“John Elster has probably been the most influential advocate of mechanisms in the social sciences,
and his many books are full of excellent examples of mechanism-based thinking in action.”

(Hedstrom & Ylikoski, 2010, p.56).
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But it must be emphasised here that Elster’s definitions of mechanism have been ever-
changing, insufficiently specified, and increasingly divergent with the conception of
mechanism advocated in this paper. To show this, notice the following definitions provided

by Elster:

“A mechanism explains by opening up the black box and showing the cogs and wheels of the internal
machinery. A mechanism provides a continuous and contiguous chain of causal or intentional links

between the explanans and the explanandum.” (Elster, 1989)

This sounds about right, but then he redefines the term as follows:

“Mechanisms are frequently occurring and easily recognizable causal patterns that are triggered

under generally unknown conditions or with indeterminate consequences.” (Elster, 2015, p.26)

And Elster seemingly displays his flimsy devotion to mechanistic explanation when he

states:

“Often, explaining by mechanisms is the best we can do, but sometimes we can do better. Once we
have identified a mechanism that is “triggered under generally unknown conditions”, we may be
able to identify the triggering conditions. In that case, the mechanism will be replaced by a law.”

(Elster, 2015, p.35).
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Petri Ylikoski observes of Elster that:

“he sees mechanism-based theorizing as clearheaded causal thinking about social
processes and for a large group of social scientists this is the core of the mechanistic

perspective.” (Ylikoski, 2017, p.402).

Mario Bunge has also been a stout proponent of mechanism-based explanation in the social
sciences. He advanced several interrelated themes relating to mechanistic explanation in

his book Scientific Research (Bunge, 1967), and in more recent times has noted that:

“Recently, Machamer, Darden, and Craver (2000) rediscovered that science explains in terms of
mechanisms. They have also asserted that “there is no adequate analysis of what mechanisms are

and how they work in science.” Though belated, these admissions are true.” (Bunge, 2004, p.183).

But Bunge goes on to argue that their account is incorrect, and also criticises the one
developed by Stuart Glennan (Glennan, 2002). For Bunge, mechanisms are processes in
concrete systems, where the systems can be either physical, social, technological, etc. But,
unlike the neo-mechanist accounts, Bunge’s account requires laws. He states that scientific

explanations:

“resort to law statements. So, mechanismic hypotheses do not constitute an alternative to scientific

laws but are components of deep scientific laws. In other words, ‘mechanism’ (or ‘translucent-box’)
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opposes ‘phenomenological’ (or ‘black box’), not ‘lawfulness’ (see Bunge 1964, 1967, 1968).”

(Bunge, 2004, p.200)

So, whereas neo-mechanists emphasise invariance over lawfulness, Bunge is committed to
law statements. Further, according to Bunge, scientific explanations in the social sciences

require more than just mechanism identification and elaboration, for he asserts that:

“What is true is that, in the social sciences, law and mechanism are necessary but insufficient to
explain, because almost everything social is made rather than found. Indeed, social facts are not only
law-abiding but also norm-abiding; and social norms, though consistent with the laws of nature, are
not reducible to these, if only because norms are invented in the light of valuations—besides which

every norm is tempered by a counternorm.” (Bunge, 2004, p.197).

Narrowing down further to the single social science of economics, one finds abundant
discourse on “mechanisms”. Julian Reiss identifies four different notions of the term causal
mechanism operative within the discipline of economics (Reiss, 2013, pp. 104-105). The
first of these four notions is one referred to by econometricians and other practitioners
who model causal systems as systems of equations. The term mechanism here refers to a
single equation within the system and is nothing more than a term contrasting mere
association; it is simply another term for a causal relation. The second notion of mechanism
identified by Reiss refers to a set of variables intervening between a cause and an effect.
Reiss refers to this as mechanism as mediating variable. The third notion presented by

Reiss is referred to as mechanism as underlying structure or process. By this he means that
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aggregate variables are constituted by entities and processes at a lower level. He directly
references Hedstrom and Ylikoski (Hedstrom & Ylikoski, 2010) as the source of such
mechanism talk in the social sciences and notes that this notion is closely related to the
account proposed by Machamer, Darden and Craver (Machamer, Darden & Craver, 2000).
A fourth notion of mechanism addressed by Reis is that of mechanism as a piece of theory.
He tells us that these are, mostly, strongly idealised representations of the mechanisms as

conceived in the mechanism as underlying structure or process notion above.

Julian Reiss, arguing from a position of methodological pluralism in economics, has argued

that:

“...knowledge about mechanisms...contributes very little at best and that investigating mechanisms

is therefore a methodological strategy with fairly limited applicability.” (Reiss, 2007, p.163)

Reiss’ specific targets are the critical realism movement spearheaded by Tony Lawson
(Lawson, 1997; 2003), as well as the mechanistic positions espoused in the works of social
science philosophers such as John Elster (Elster, 1983; 1985; 1989) and Daniel Little (Little,
1991; 1998). His opinion therefore, can be construed as even more strongly opposed to

the narrower conception of mechanistic explanation championed in this paper.

2.8 Conclusions
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In this chapter, | presented the Neo-Mechanistic model of scientific explanation. | showed
how under this model, a valid scientific explanation of a phenomenon is a veridical
representative model of the phenomenon, which makes recourse to the mechanistic
categories of entities, activities, and organisation; to explain a phenomenon is to show how
entities engaging in activities are organised in such a way as to be productive of the

phenomenon.

| also showed how this model of scientific explanation is capable of generating
methodological norms for the construction and development of theoretical constructs, via
progressive research programs focused on completing mechanism schemas. Further, |
showed how the Neo-Mechanistic model relates to other key concepts within the general
philosophy of science literature. In particular, | showed how the model provides substantial
resources for inference and discovery, and how it provides a compelling account of

theoretical reduction.

In the following chapter, | will explore the history of the methodology of economic science,
to show how an attendance to philosophical issues has traditionally driven methodological

commitments.
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Part 2: Philosophy of Economics
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Chapter 3 - Methodology of Economics

The purpose of this chapter is two-fold. Firstly, | will establish that historically, economists
have paid attention to contemporary philosophy of science and have developed their
methodological approaches to theoretical construction and development with explicit
reference to these philosophical influences. Secondly, a simple heuristic will be applied to
show that the methodological approaches under discussion fail to meet neo-mechanistic

criteria outlined in Chapter 2.

3.1 Introduction

The contemplation of economic matters has a written history dating back to ancient times.
This can be evidenced with reference to prominent treatments of the history of economic
thought. For example, Eric Roll in his classic volume, commences with a brief discussion of
the musings of the mythical biblical Hebrew prophets — thought to be reflections of actual
historical concerns - before moving on to the works of Plato and Aristotle, as
representatives of ancient Greek economic thought (Roll, 1992, pp.9-23). Also, Murray
Rothbard, considering all economic deliberations prior to those of the ancient Greeks as
irrational, crowns the poet Hesiod, who lived in the middle of the eighth century B.C., as
the first true economic thinker (Rothbard, 1995a, pp.3-27), while Roger Backhouse
proclaims that Xenophon deserves this honour (Backhouse, 2002, pp. 13-17). Joseph
Schumpeter made a distinction between economic thought and economic analysis

(scientific economics), attributing the beginning of the former to the period of the ancient
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Egyptians, Assyrians and Babylonians at around the twenty first century B.C. The latter, he
dated to the works of Plato and Aristotle in the fourth and fifth centuries B.C. (Schumpeter,
1954, pp.49-62). Elsewhere, the first author to have established economics as a separate
scientific discipline has been located within ancient India, and granted to Kautilya (Sihag,

2016).

Conscious reflection upon the methodology employed for systematic contemplations of an
economic nature, did not however commence until Nassau Senior published his
Introductory Lecture on Political Economy in 1827%, just over fifty years after economics is
commonly held to have been born as a distinct scientific discipline, with the publishing of
Adam Smith’s An Enquiry into the Nature and Causes of the Wealth of Nations in 17762
The methodology espoused by Senior and those who followed in his wake, was an a priori
one in which conclusions were established on the basis of deductive reasoning from
supposedly self-evident axioms. During the following hundred years, various schools of
economic thought were established in opposition to the methodology employed by the
classical economists. These schools questioned the reliance on deductive methods and
championed inductive alternatives based on vastly different philosophical foundations.
More than one hundred years had passed since Senior’s seminal paper on methodology,
when the philosophical movement of logical positivism profoundly impacted the thinking
of economic methodologists. At this stage, the a priori method and its rivals suffered
widespread rejection in favour of a thoroughgoing empiricism based on the tenets of logical

positivism.

Despite the spectacular failures of the logical positivist and logical empiricist movements,

economic methodology to this day continues to be dominated by the model of scientific
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explanation that formed a key plank of the positivist program. While something of a
consensus has emerged within the philosophy of science within recent decades regarding
scientific explanation and how this relates to the construction and development of
scientific theories (see: Chapter 2 above), this has yet to be embraced by the economics
community. The objective of this chapter is to explore the literature on economic
methodology, to argue that the convictions of economic methodologists have historically
been shaped by developments within the philosophy of science. The implication being,
that it is time for economists to once more take modern developments in philosophy

seriously, and re-orient methodological practices accordingly.

This chapter is structured as follows. In Section 3.3, | discuss the relevance of the
philosophy of science for the methodology of economics. Then, in Sections 3.4 through 3.6
| discuss, in turn, the methodological frameworks of the Classical, Austrian, German
Historical, and Institutionalist schools of economic thought, as well as assessing them on
the basis of mechanistic criteria. | conclude in Section 3.7 by summarising the findings of

this chapter.

Before moving on, for the sake of clarity, I'll highlight the obvious distinction between the
concepts of method and methodology. On several occasions throughout the following
chapters, | will discuss various methods employed by economists in order to realise their
methodologies. The distinction, which should be kept clear at all times, has been

adequately addressed by Fritz Machlup:

“Although methodology is about methods, it is not a method, nor a set of methods, nor a description

of methods. Instead, it provides arguments, perhaps rationalizations, which support various
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preferences entertained by the scientific community for certain rules of intellectual procedure,
including those for forming concepts, building models, formulating hypothesis, and testing theories.
Thus, investigators employing the same method — that is, taking the same steps in their research and
analysis — may nevertheless hold very different methodological positions. Obversely, supporters of
the same methodological principles may decide to use very different methods in their research and
analysis if they differ in their judgements of the problem to be investigated, of the existing or
assumed conditions, of the relevance of different factors, or of the availability or quality of recorded
data. Thus, while we use a method, we never “use” a methodology...The confusion of methodology

with method is, for a literate person, inexcusable.” (Machlup, 1978, pp. 54-55).

3.2 Is Philosophy of Science Relevant for Economic Methodologists?

But before we move on to explicit methodological works on economic science, it’s worth
pausing to ponder the question of the value of philosophical reflection for the theoretical
activities of economists. Concluding his review of two books on the methodology of

economics by philosophers of science3, Scott Gordon states:

“The answer to the title question of this essay, "Should economists pay attention to philosophers?"
is, 1 think, Not much...That mythical creature, the economist qua economist, need not pay much
attention to philosophy, good or bad, but the philosopher of science had better pay attention to

economics, good and bad.” (Gordon, 1978, p.728)
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Echoing the sentiments expressed by Gordon, Deirdre McCloskey claims that there are no
methodological standards that economic science must meet; the normative
prognostications of philosophers can safely be ignored (McCloskey, 1985). This position is
further supported by Wade Hands (Hands, 2001), and Bruce Caldwell (Caldwell, 1982).

Daniel Hausman continues this tradition, when he claims:

“If one goes to contemporary philosophy of science in search of hard and fast rules for assessing

theories in the light of data, one will be disappointed.” (Hausman, 2008, p.18)

However, he does go on to make the concession that:

“Philosophy of science has many insights to offer, and those who do not take it seriously are doomed

to repeat its past mistakes.” (Hausman, 2008, p.22)

Despite the general tone of pessimism here, the normative suggestions | put forward in this
book, if correct, ought to be of interest and benefit to both philosophers and economists
alike; philosophers will be presented with a practical application of theoretical
philosophical principles that helps to bolster the case for those principles, and both
methodological and practicing economists will be presented with a workable solution for
methodological reorientation. The primary purpose of this chapter is to show that,
historically, economists have looked toward philosophy of science as a basis for deriving

methodological prescriptions. Alexandre Koyre once noted, of science in general, that:
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“in history, the influence of philosophy upon science has been as important as the influence — which

everyone admits — of science upon philosophy.” (Koyre, 1961, p.177)

Daniel Hausman provides a useful grouping of concerns into five broad categories within
traditional philosophy of science that are relevant to economic science (Hausman, 2008).

These he identifies as:

1. Goals: what are the goals of scientific theorising?

2. Explanation: what is a scientific explanation?

3. Theories: How are theories constructed? How does one choose between competing
theories?

4, Testing: How are theories tested?

5. Methodological monism?

By taking the account of mechanistic explanation outlined in Chapter 2 above, and filling
out the five categories listed above, a set of implied commitments can be arrived at for

economic methodologists. The results of such an exercise would look something like:

Goals - The goals central to scientific enquiry are explanation, prediction and control. The
goals of prediction and control are best served with reference to a realistic explanatory

theory, so that the three goals are inextricably linked.
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Explanation - To explain a phenomenon is to describe a representational model of the
mechanisms thought to produce it. Such a model must make recourse to the categories

of: entities, activities and organisation.

Theories - Theories are constructed out of models of mechanisms; theories are collections
of representative models of mechanisms. Theory selection is based upon the extent to

which the details of the competing mechanism schemas have been filled in.

Testing - Rigorous empirical testing is required for the validation of theoretical constructs.
Entities, activities and organisational features underlying mechanisms must be shown to
exist in reality. The inclusion of fictional posits and empirically falsified constructs renders

such models as invalid explanations.

Methodological Monism - As far as explanation is a primary goal of all scientific disciplines,

a mechanistic approach provides an appropriate methodological framework for them all.

Throughout this, and the following chapters, these commitments will serve as a contrast
set when assessing the mechanistic methodological credentials of the various schools of
economic thought under discussion. | will now introduce the various schools of economic
thought that have dominated the field of economic science since its inception, and explore
the philosophical foundations upon which their methodological approaches were
constructed. Firstly, | examine the Classical School. Then, in order, | address the Austrian

School, Historical School, and Institutionalist School.
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3.3 The Classical Methodology — Apriorism*

It will be shown in this sub-section that, firstly, philosophical influences were front of mind
for the classical economists in developing methodologies and theoretical constructs, and
secondly, that the methodologies developed do not conform to the strictures of Neo-

Mechanistic explanation.

When Adam Smith penned The Wealth of Nations, he was greatly influenced, as were so
many other Scottish scientists of the time, by the methods of Isaac Newton. Inspired by
Newton’s discovery of the natural laws of motion, Smith set out to discover the general

laws of economy. It is not surprising then that in reading Smith we can discern:

“...a series of connections between laws, axioms, and conclusions as elaborated or taken up by
Newton and the analyses of economic and social phenomena put forth by Smith...and most
importantly, we see that the general schema of Newton’s natural philosophy is in line with Smith’s

general schema of moral, social, and political philosophy.” (Diemer & Guillemin, 2011, p.5).

David Hume, Smith’s close friend, likewise sought to establish a science of human nature
in the image of Newton’s great achievements. He explicitly subtitled his Treatise “an
attempt to introduce the experimental method into moral subjects”. (Hume, 1739). By
the time the first explicit pronouncements on the methodology of economics had been

produced in the following century, the vision was not quite so clear.
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Francis Hutcheson - Adam Smith’s teacher - also asserted a strong philosophical influence
on both Smith and Hume, imparting the basic classical liberal worldview of natural rights,

utilitarianism and the beneficence of nature (Pesciarelli, 1999; Rothbard, 1995, p.420).

Explanation of economic phenomena was considered the primary task of nineteenth
century economic science. While predictive capability was also sometimes acknowledged
as an implication of successful explanation - and indeed must be considered a
presupposition of policy advocacy - predictive power was not a major consideration. For
these early theorists, what marked the young discipline of economics as a science, was the
certainty of its conclusions, not the certainty of its predictions®. These Nineteenth century
economic theorists focused their attention on the premises of economic theories, which
were derived from introspection and taken to be either a priori truths, or simplifying
assumptions approximating truths. Their theorising commenced with these premises, and
through chains of inference, implications were established. These implications however,
were expected to be borne out only in the absence of disturbing causes, and because of
this, it was not considered appropriate, or indeed possible, to subject them to empirical
test. The a priori position was prominently restated by Lionel Robbins in the early 1930s,
given its most extreme exposition by Ludwig von Mises in the 1930s and 1940s, reiterated
by Frank Knight, and lives on to this day within the modern Austrian School, having been

championed by Murray Rothbard, and Hans Herman Hoppe.
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3.3.1 Nassau Senior

Nassau Senior was the first to explicitly outline the methodological principles of the early
classical school (Senior, 1827). Edward Coppleston and Richard Whately were two of the
most significant influences on Senior. These philosophers were enthusiastic proponents of
the ideas of Dugald Stewart (Rashid, 1985, p.257). Of particular note, is Stewart’s

interpretation and propagation of Baconian Philosophy of science.

The theoretical branch of political economy, according to Senior, aims to explain the
nature, production and distribution of wealth. It proceeds to conclusions by way of
deduction from fundamental propositions. These fundamental propositions are said to
represent incontrovertible facts. Theories are created by means of logical argumentation
from the fundamental propositions combined with assumptions, which act to specify the
domain of the theory. Senior attempted to construct the first axiomatic basis for political
economy. The chief fundamental proposition, which Senior claimed, is as fundamental to

Political Economy as gravitation is to Physics, was stated as:

P1: “That every person is desirous to obtain, with as little sacrifice as possible, as much as possible

of the articles of wealth” (Senior, 1827, p.35)

The other three axioms of the system are:

P2: The Malthusian population principle: that global population is limited only by fear of a deficiency

of the articles of wealth that class habits condition individuals to require;
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P3: The productivity of capital; and

P4: Diminishing returns to agriculture.

3.3.2 John Stuart Mill

John Stuart Mill considered the fundamental proposition of Political Economy to be a

psychological law, and reframed it as:

P1: a greater gain is preferred to a smaller one.

But, according to Mill, this is only one psychological motive among many. The goal of
Political Economy he tells us, is to abstract away from all other motives, to determine
outcomes that would be applicable in the absence of all other motives. As such one could
not expect the conclusions of economic theorising to ever be borne out precisely in the real
world; they are only true in the abstract. These conclusions are simply more or less
applicable, depending on the extent to which P1 is mixed with disturbing causes. Whereas
Senior argued that the fundamental postulates of economics are true, Mill argued that they

are partially true.

Although comparisons of theoretical conclusions with empirical reality were considered
unable to falsify a theory, there was a place in the Millian system for such a posteriori

investigations. It was considered that such tests could possibly detect the presence of
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intervening factors, which it may be possible to subsequently bring within the scope of the

theory.

Mill’s methodology was grounded in his philosophy of science (Mill, 1843). He later stated
that he had generalised Dugald Stewart’s position on axiomatic reasoning (Mill, 1873,
p.109). Millis well known for his conformational rules of induction: agreement, difference,
residues, and concomitant variations. Although Mill promoted methodological monism, he
also argued that these four methods for the discovery and confirmation of universal causal
laws are not appropriate for the social sciences. Since phenomena in the social sphere are
experienced as vast complexes of effects, and controlled experimentation is impossible,
Mill endorsed the abstract a priori method. Mill, however, arguing against Kant, flatly
rejected all notions of synthetic a priori propositions. In fact, Mill espoused a radical
empiricism that denied the existence of any a priori knowledge (Mill, 1843). These, at least
seemingly, contradictory views leave one somewhat unsure as to what his ultimate

methodological position was. On this note, Mark Blaug claims that Mill’s writing:

“...is well calculated to leave the reader utterly confused about Mill’s final views in the philosophy

of the social sciences.” (Blaug, 1980, p.64).

And more extremely, Murray Rothbard declares:

“Mill’s ever-expanding intellectual ‘synthesis’ was rather a vast kitchen midden of diverse and

contradictory positions.” (Rothbard, 1995, p.277).
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And specifically, regarding his economic methodology, Rothbard goes on further to claim

that:

“Mill engaged in a strategy of duplicity to confuse the enemy and to win their support” (Rothbard,

1995, p.279).

But whereas Blaug goes on to accuse Mill of being an a priorist hiding behind positivist
rhetoric, Rothbard reaches the opposite conclusion: Mill promoted positivist economics

while masquerading as an a priorist.

3.3.3 John Elliot Cairnes

Whereas John Stuart Mill had attempted to inject some inductive, empirical ideas into
classical methodology, John Elliot Cairnes returned to the more purely deductive approach
of Nassau Senior. Cairnes went so far as to claim that the economic propositions arrived
at by introspection accorded them a more certain veracity than their equivalents in the

natural sciences. He claimed:

“The economist may thus be considered at the outset of his researches as already in possession of
those ultimate principles governing the phenomena which form the subject of his study, the
discovery of which, in the case of physical investigation, constitutes for the inquirer his most arduous

task.” (Cairnes, 1875, p.77)
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Cairnes contended that whereas the physical scientists make use of laboratory
experiments, economic scientists use mental experiments. In this, he was influenced, as
was Nassau Senior and John Stuart Mill, by the works of Dugald Stewart, and the common-
sense philosophy of Thomas Reid. From these influences, he took away the idea that
reasoning from common-sense is a form of observation. So, unlike the twentieth century
positivists (see: Chapter 4 below), the axioms of economics were not viewed as empty
logical principles devoid of empirical content, but instead, were considered as embedding

knowledge derived from common-sense imagination.

3.3.4 John Neville Keynes

John Neville Keynes published his methodological treatise during the period of the
Methodenstreit (method dispute) that raged between Carl Menger of the Austrian School
and Gustav Schmoller of the German Historical School (See: Section 3.4 and Section: 3.5
below). Keynes attempted to provide an elaboration of the classical a priori position that
emphasised empirical elements, with the intention of providing something of a

reconciliation of the two opposing positions. He did this by claiming that economics:

“...must begin with observation and end with observation.” (Keynes, 1890, p.227).
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But all he seems to have meant by this, is that the fundamental propositions of economics
are derived from observation, and that conclusions of economic theorising be checked
against observed facts to detect the existence of disturbing causes. He presumably
considered the process of introspection justifying the validity of the central postulates of

economics to be a fundamentally empirical one.

In attempting a reconciliation between the positions of the Austrian school and the German
Historical School, Keynes reinforced the Millian conception of economic man; that it is an
abstraction from a complete real man. In this way, Keynes was able to sympathise with the
idea that institutional factors and non-economic motives can play powerful roles in the
generation of actual economic outcomes. Presumably, these factors are to be detected as
disturbing causes when the conclusions of economic theories are tested against actual

outcomes, thus bolstering the role of empirical elements within economic methodology.

3.3.5 Lionel Robbins

Lionel Robbins published his treatise on economic methodology in 1932, after a period in
which the inductivist methodology of the Institutionalist School had gained significant
influence (see: Section 3.6 below). In this work, pointing to the writings of Senior and
Cairnes, Robbins reasserted the thesis that the proper methodology for economic science
follows an a priori deductive process from self-evidently true fundamental postulates. The
position expounded by Robbins in this work represented the core mainstream position that
was attacked by the positivists as the winds of logical positivism blew through the

economics community (see: Chapter 4 below).
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Robbins identified the scope of economic science as:

“Economics is the science which studies human behaviour as a relationship between ends and scarce

means which have alternative uses.” (Robbins, 1935, p.15)

Robbins argued that historical induction is the worst possible approach to generating
explanations of economic phenomena, and that controlled experimentation is not much

better. Instead, he tells us that:

“The propositions of economic theory, like all scientific theory, are obviously deductions from a
series of postulates. And the chief of these postulates are all assumptions involving in some way
simple and undisputable facts of experience...they are so much the stuff of our everyday experience

that they have only to be stated to be recognised as obvious.” (Robbins, 1935, p.79).

On the fundamental postulates of economics, Robbins declares that the fundamental
postulate of the theory of value is, P1: individuals arrange their preferences in order. The
fundamental postulate of the theory of production is, P2: there is more than one factor of
production. The fundamental postulate of the theory of dynamics is, P3: future scarcities

are uncertain.

As the theoretical structure grows more complicated, subsidiary postulates enter the
framework, and these limit the applicable scope of the various theoretical statements to

the situations in which the assumed conditions obtain. But wherever there is a
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correspondence between the assumptions and the facts of the matter, the conclusions of
the theories are inescapable. However, since the values of the variables represented by
the postulates are dynamic, it is impossible to make quantitative predictions, even in the
absence of impeding influences. Instead, the best one can do is to make conjectures about
the potential directions of change. The significance of economic theory for policy makers
is that it makes it possible to determine which sets of objectives are compatible with each
other and which are not, and the conditions upon which such compatibility is dependent.
This, to Robbins, is all so simply obvious, that those who have seriously attempted to

question it have done so because they have had political agendas®.

Robbins makes it clear that economic science:

“relies upon no assumption that individuals will always act rationally.” (Robbins, 1935, p.95).

Subsequent generations of economists inspired by the positivist program would completely
reject this assertion. In fact, their methodologies would prove wholly incapable of

supporting such a proposition.

3.3.6 Conclusions

The classical economists were clear about their philosophical influences and sought to
derive their methodological principles based on what they viewed as current philosophy of

science. Specifically, Smith and Hume sought to emulate the achievements of Newton,
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while the likes of Senior, Mill, Cairnes and Keynes developed their methodological
principles based on their convictions derived from Baconian philosophy of science, as
interpreted and propagated by the common-sense philosophers Thomas Reid and Dugald

Stewart.

How do the methodological convictions of the classical school compare with the
requirements of a Neo-Mechanistic perspective? As has been shown above, there are, at
least in what they say, major differences between the most prominent methodologists of
the classical period. Despite this fact however, it is possible to construct an encompassing
set of characteristics covering them all. Concerning the goals of their science, the classicists
viewed explanation as their primary purpose and were committed to realism in the sense
that in the construction of their theories, they aimed to faithfully represent truths about
the world. Successful explanation was considered to be achieved when it was shown that
the conclusions of economic science follow logically, via a process of deduction, from self-
evidently true fundamental postulates. Although delivered in verbal mode, theories were
conceived of as formal structures comprised of fundamental postulates and auxiliary
assumptions, along with chains of deductive inference. Theory selection was a matter of
choosing those structures that were most complete. Testing of the fundamental axioms of
economic science was considered unnecessary, since these were considered self-evidently
true. Testing of the conclusions of theories was considered problematic, due to the
existence of disturbing causes, as well as due to uncontrollability that is the result of the
dynamic nature of the hypothesised variables. The positions of the classicists on the issue
of methodological monism varied, according to how broadly they conceived of the

applicable methodological principles.
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Classical methodology clearly was not explicitly mechanistic. And while classical theories
made reference to various entities and activities, they did so in rather vague fashion, and
interaction was mostly absent from the accounts. More importantly, the lack of any
enthusiasm for, and often outright rejection of, empirical enquiry rendered the approach

incommensurate with Neo-Mechanistic principles.

3.4 The Austrian School

The modern Austrian school personifies radical a priorism. But it wasn’t always this way.
The key features that bind the Austrian School together, through time, are: methodological
individualism and subjectivism.  Methodological Individualism declares that valid
explanations in the theoretical social sciences, must explain facts about social processes
and institutions as unintended repercussions of the interaction between the intended
actions of individuals. The principle of subjectivism is an empirical theory, which states that
in evaluating objects and actions as goods and services, individuals make recourse only to

their subjective preferences.

The Austrian school was founded by Carl Menger, one of the three simultaneous
discoverers of the principle of marginal utility — the others being William Stanley Jevons
and Leon Walras - with the publishing of his book Grundsdtze der Volkswirthschaftslehre
(Principles of Economics), within which he set out to explain exchange and relative prices,
by producing a unified price theory based on the principles of methodological individualism

and subjectivist evaluation (Menger, 1871). The (not quite) simultaneous discovery of the
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marginal utility concept was a momentous event in the history of economic theory. It
instigated what is known as the Marginalist Revolution. This is what conventionally
separates neo-classical economics from classical economics. In 1848, John Stuart Mill had

over-optimistically claimed that:

“Happily, there is nothing in the laws of value which remains for present or any future writer to clear

up; the theory of the subject is complete.” (Mill, 1848, p.)

The term Austrian School of Economics was first used after the publication of Menger’s
second book - Untersuchungen (iber die Methode der Sozialwissenschaften und der
Politischen Oekonomie insbesondere (Investigations into the Methods of Social Science and
Political Economy in Particular) - which is an extended analysis of epistemological and
methodological problems of economics (Menger, 1883)7. This book included a sustained
attack on the principle of methodological collectivism espoused by the German Historical
School, and its claim that economic science can only properly be pursued by the methods
of history and statistics (see: Section 3.5 below). It was this criticism that sparked the
famous Methodenstreit (method dispute) between these two schools, and which raged on
for many decades. Ludwig von Mises and Friedrich Hayek were to carry on this debate into

the second half of the twentieth century.

In this sub-section | will outline the key philosophers who impacted the Austrians and show
how their ideas drove the development of the Austrian School methodology. Specifically,

it will be shown how the ideas of Aristotle, Karl Popper and Immanuel Kant were embraced
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and applied. It will also be shown that the modern Austrian methodology is inconsistent

with neo-mechanistic principles.

3.4.1 Carl Menger

Concerning the purpose of economic research, Menger claimed:

“The goal of scholarly research is not only the cognition, but also the understanding of phenomena.
We have gained cognition of a phenomenon when we have attained a mental image of it. We
understand it when we have recognized the reason for its existence and for its characteristic quality

(the reason for its being and for its being as it is).” Menger, 1883, p.43)

And he tells us that we can gain such an understanding of economic phenomena in two
different ways. Firstly, through its history: by investigating its individual process of
development; by discerning the concrete relationships under which it has developed, which
have determined its special quality. Secondly, economic phenomena can be understood in

a purely theoretical way.

Menger eschewed the Walrasian general equilibrium approach, and the Marshallian partial
equilibrium approach, for a causal explanation of the determination of real, disequilibrium
prices. A general equilibrium model of an economy posits markets for each of N
commodities, in which consumers - having endowments and demand functions - are

assumed to maximise utility subject to budget constraints, and producers - facing
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production sets - are assumed to maximise profits. In equilibrium, prices adjust so that
demand equals supply in all markets and there are zero profits at the industry level. Partial
equilibrium approaches focus on prices within a restricted range of market, assuming

constant prices in all other markets.

Concerning his alternative causal approach, Menger states:

“I have devoted special attention to the investigation of the causal connections between economic
phenomena involving products and the corresponding agents of production, not only for the
purpose of establishing a price theory based upon reality and placing all price phenomena (including
interest, wages, ground rent, etc.) together under one unified point of view, but also because of the
important insights we thereby gain into many other economic processes heretofore completely
misunderstood. This is the very branch of our science, moreover, in which the events of economic

life most distinctly appear to obey regular laws.” (Menger, 1871, p.49).

To achieve his ambitions, Menger adopted an essentialist position grounded in Aristotelian
metaphysics (Kauder, 1957; White, 1977). In this sense, Menger was devoted to
philosophical realism - the universals of economic reality are discovered through
theoretical efforts, they are not the arbitrary creations of economists. Menger applied the
Aristotelian distinction between form and matter to economic phenomena. The former,
he referred to as general economic phenomena, the activities in pursuit of the explanation
of which he called theory. The latter, he referred to as concrete economic phenomena,
whose explanatory methods were called history and statistics. Menger thus promoted
different, but complementary, methods for pursuing economic science; one predominately

rationalist, the other predominately empiricist.
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Menger lamented that:

“The progress of our science at present is hindered by the sway of erroneous methodological

principles”. (Menger, 1838, p.31)

His primary criticism of the German Historical school was that they followed only the
methods of history and statistics, and as such, rejected any possibility of a theoretical
economics capable of describing and explaining the general economic phenomena; the
essences of economic phenomena. Their methods could only hope to explain individual,

concrete, economic phenomena.

In Menger’s Aristotelianism, the economic laws established by theoretical means,
represent timeless, necessary ontological facts. They follow necessarily from the essential
natures of the factors involved, and are the most important targets of economic research.
Menger distinguished between exact and empirical laws. Exact economic laws were
conceived of as necessary eternal configurations of economic life, beyond the influence of
time and place. Empirical laws represent the regularities in the succession and coexistence
of real, concrete economic phenomena. For the classical economists, the economic laws
arrived at via abstraction from fundamental postulates did not have the ontological status
that Menger attributed to them. For Menger, and subsequent Austrian economists,
especially Mises, individuals acting in a free market materialise this universal economic
structure. And it is against this master-plan that all social phenomena are to be conceived.
The master-plan serves as a logical criterion for determining explanatory validity. A valid

economic explanation expresses phenomena as manifestations of economic essences. The
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master-plan also provides the basis for moral evaluation. Emil Kauder explains the

implication for moral action:

“The ontological structure does not only indicate what is, but also what ought to be. Man will
understand the essence of economizing and then must organize his actions so that the frictionless
functioning of the eternal organon will be materialized in real life. The social ontology straddles the

border between pure contemplation and moral action.” (Kauder, 1957, p.417).

Under the general equilibrium view of economic phenomena due to Leon Walras, which
has dominated economic theory down to the present day, economic forces are conceived
of as interdependent, and under a free market are expected to align themselves. In
contrast, in the Mengerian view, the entire structure of economic forces is brought into

being, by the final cause of marginal utility.

Menger rejected the possibility that a purely a priori method without some empirical

content could produce knowledge, stating:

“Theoretical economics has the task of investigating the general nature and the general connection
of economic phenomena, not of analyzing economic concepts and of drawing the logical conclusions

resulting from this analysis. (Menger, 1838, p.37).

The Austrian school was at its peak during the first two decades of the twentieth century.
By this time, Menger had retired from teaching, and two devotees of his, Eugene Bohm-

Bawerk and Friedrich von Wieser, had developed and disseminated his ideas. They were
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also propagating his methods to a new generation of economists, which included Ludwig
von Mises and Joseph Schumpeter®. By the 1920s, several of Ludwig von Mises’ students,
including Friedrich Hayek and Oskar Morgenstern were making significant contributions to
the literature in theoretical economics. During this period, the Austrian school effectively
ceased to exist as a separate school of thought, as its leading ideas had been absorbed into

the dominant teaching of the day.

3.4.2 Ludwig von Mises

After Ludwig von Mises published Human Action in English in 1949, a resurgence of the
Austrian School began. For modern Austrians, the primary goal of economic science is the
explanation of the regularities in economic phenomena. And this is to be achieved by

gaining a logical understanding of the concept of human action. Mises states that:

“The main question that economics is bound to answer is what the relation of its statements is to
the reality of human action whose mental grasp is the objective of economic studies.” (von Mises,

1949, p.6).

And more concretely, this leads to:

“...explaining how monetary exchange gives rise to the processes of economic calculation that are

essential to rational resource allocation in a dynamic world.” (Salerno, 1999, p.56).
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This modern Austrian school of thought is built upon the epistemological framework of
praxeology developed by Ludwig von Mises (von Mises, 1933; 1949; 1978)°. In the works
of Ludwig von Mises, economics is viewed as part of a unified theory of human action.

Mises states:

“Until the late nineteenth century political economy remained a science of the “economic” aspects
of human action, a theory of wealth and selfishness...The transformation of thought which the
classical economists had initiated was brought to its consummation only by modern subjectivist
economics, which converted the theory of market prices into a general theory of human choice...No
treatment of economic problems proper can avoid starting from acts of choice; economics becomes
a part, although the hitherto best elaborated part, of a more universal science, praxeology.” (von

Mises, 1949, pp. 2-3)

Mises saw that much was at stake in the vigorous methodological debates of the times.
The Historical School looked to replace economics with history, and the positivists sought
to replace it with the logical structure of the natural sciences. Mises therefore sought to
provide an epistemological foundation for economic science that established logical

legitimacy and validated the achievements of classical economic theory.

Mises is clear about what he believes demarks the subject matter of praxeology:

“The field of our science is human action, not the psychological events which result in an action. It

is precisely this which distinguishes the general theory of human action, praxeology, from
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psychology. The theme of psychology is the internal events that result or can result in a definite

action. The theme of praxeology is action as such.” (von Mises, 1949, pp.11-12)

Praxeology is a rival epistemology to that of empiricism. It rejects the analytic/synthetic
distinction, and asserts that the conclusions of theoretical economic science are necessary,
a priori synthetic truths. Economic science under praxeology is conceived of as a chain of
deductive inferences from necessarily true axioms, to necessarily true conclusions, which
are capable of providing knowledge of the real world. Empirical testing of assumptions or

conclusions is thus viewed as mistaken.

The task of economists from the praxeological viewpoint becomes one of explanation, and
attempts at empirical prediction are considered fundamentally misguided. All economic
theories can do is to explain stylised facts, and to show policy makers why their market

interventions are incapable of achieving their stated aims.

The modern Austrians claim that Ludwig von Mises solved the problem of how to account

for a priori synthetic truths without recourse to idealism. In doing so, he is said to have:

“contributed path-breaking insights regarding the justification of the entire enterprise of rationalist

philosophy.” (Hoppe, 2007, p.50)

Mises saw himself as the latest in a line through Leibniz and Kant, in opposition to one
through Locke and Hume (Mises, 1962, p.12). He claims to have demonstrated that the

propositions of economic science are of the synthetic a priori type. He did this by arguing
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that denial of the central axiom of praxeology — that humans act - cannot be achieved
without self-contradiction, and that the categories of values, ends, means, choice,
preference, cost, profit, and loss, are logically implied in this action axiom, and are
presupposed in any attempt to deny it. And so, Mises declares that all true economic
propositions can be deduced by means of formal logic from knowledge of the meaning of
action and its categories. Economic explanations then, must make recourse to individuals

and the categories of action, to count as valid.

But there is much more that Mises was committed to methodologically. Mises first came
to renown after publishing research on monetary theory and policy in 1912. He combined
methods of subjectivism and marginal utility theory inherited from Carl Menger and
Eugene Bohm-Bawerk - his Austrian forebears - and applied them to the field of monetary
economics. This project had two primary purposes. Firstly, Mises set out to explain the
nature and significance of money. And secondly, he sought to explain the consequences
for the economic system of the manipulation of money and credit by government
authorities. While carrying out this program, Mises developed a microeconomic theory of
industrial fluctuations. The central concept underpinning this theory was that relative
prices play a crucial role in guiding human decision making. Mises did not assume
optimising behaviour on the part of the individual decision makers. He merely assumed
that individuals act purposefully, by engaging in risk assessment and evaluation of
alternative projects, via the information provided by relative market prices. Mises’
conclusion was that manipulation of the value of money distorts exchanges, resulting in
the mis-coordination of production plans and consumption demands. The source of
business cycles therefore has been identified as the political manipulation of money and

credit.
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Mises expanded on this and other associated pieces of work in a most forthright manner in
1920, in what was to become a most famous and controversial paper: The Problem of
Economic Calculation in the Socialist Commonwealth. Mises argued that since socialism
requires the confiscation of private property in the means of production, it implies the
cessation of all market exchange. And with no rivalrous competition for the factors of
production, there could be no indications of the value of various resources in a common
unit of account. Without recourse to the judgements about relative scarcities embedded
in relative market prices, socialist economic planners have no means by which to determine
whether a given plan will be socially productive or socially wasteful. Mises essentially
argued that the institutions of private property, freedom of contract, and profit and loss
accounting are essential for the coordination of plans across ranges of diverse actors.
Mises did not deny that socialism, studied under static conditions with planners in
possession of complete knowledge, implies that an economy can be easily managed. But
he rejected this type of analysis on the grounds of the patently false assumptions.
Economic data are always changing and so a static approach is patently unacceptable.
Mises thus rejected static analysis in favour of a dynamical one. In this, he is clearly
following in the path of Menger — the founder of the Austrian school - who sought to

explain economic phenomena in a causal, non-equilibrium setting.

3.4.3 Friedrich Hayek

Friedrich Hayek followed Carl Menger’s focus on the dynamic processes of economic

systems, in an attempt to understand how dispersed knowledge becomes coordinated via
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the decentralised price system (Hayek, 1937, 1945). For Hayek, the purpose of a social

science such as economics is:

“to explain the unintended or undesigned results of the actions of many men.” (Hayek, 1952, p.41).

“to grasp how the independent action of many men can produce coherent wholes, persistent
structures of relationships which serve important human purposes without having been designed

for that end.” (Hayek, 1952, p.141)

Hayek was highly influenced by Ludwig von Mises, who was his teacher in Vienna. Indeed,

he described Mises as the person:

“from whom | have probably learnt more than from any other man.” (Hayek, 1994, p.72).

This influence extended to both his earlier methodological convictions and to his own work
in developing the Austrian business cycle theory. Hayek’s work followed Mises in arguing
that the primary problem of economics is the explanation of how individual production and
consumption decisions are efficiently coordinated. His answer, like that of Mises, was that
entrepreneurial activity guided by the price system was the solution (Hayek, 1931). By the
1930s, Mises’ arguments against the possibility of rational socialist economic planning had
begun to elicit some vocal responses from colleagues of Hayek’s at the London School of

Economics (see for example: Dickinson, 1933; Lerner, 1934). And so Hayek became
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embroiled in the Socialist Calculation Debate. He argued staunchly against the unrealistic
institutional shortcomings evident in his opponents’ approach: the assumptions of
omniscient, omnipotent and omnibenevolent central planners, and reinforced Mises’
insights concerning the centrality to economic science of the knowledge generating
properties of market processes. He was profoundly vexed by the use on the part of his
opponents of a static equilibrium framework when, as Mises had pointed out, the problem

was fundamentally one of economic dynamics.

Hayek had modified his methodological views substantially by 1937. His primary concern
was with the assumption of perfect knowledge required for the equilibrium concept as a
basis for deductive economic theorising. In a paper, titled Economics and Knowledge,

Hayek stated:

“My main contention will be that the tautologies, of which formal equilibrium analysis in economics
essentially consists, can be turned into propositions which tell us anything about causation in the
real world only in so far as we are able to fill those formal propositions with definite statements

about how knowledge is acquired and communicated.” (Hayek, 1937, p.33).

This became a central concern for Hayek, since his primary preoccupation involved
understanding how high level macroeconomic outcomes emerge as the result of the
coordinated activities of individuals with dispersed knowledge. He sought to demonstrate
how individuals following basic rules of property and individual learning in the context of

changing local conditions and relative prices can give rise to design-like order via a
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mechanism lacking any top-down control. The reality of the knowledge assumptions thus
became of the utmost importance to him. Lionel Robbins had earlier stated that the
commonly used assumptions of rationality and perfect foresight weren’t meant as

reflections of reality, but instead, to:

“enable us to study, inisolation, tendencies which, in the world of reality operate only in conjunction
with many others, and then, by contrast as much as comparison, to turn back to apply the knowledge

thus gained to the explanations of more complicated situations.” (Robbins, 1935, p.94)

These assumptions then had no empirical content, and were not suited to the purposes of
Hayek. It appears that Hayek’s change in methodological views relates to his burgeoning

friendship with Karl Popper. In fact, Hayek claimed in print that:

“...ever since his Logik der Forschung first came out in 1934, | have been a complete adherent to his

general theory of methodology” (Hayek, 1982, p.323)

The shared intellectual corpus between these two individuals is also evident in the

comment by Popper, reminiscent of the quote above from Hayek, referring to Mises:

“I think I have learnt more from you than from any other living thinker, except perhaps Alfred Tarski.”

(Hacohen, 2000, p.486).
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Whether Popper influenced Hayek most, or vice versa, or whether in fact neither changed
opinion based on the other, has been subject to much debate (Caldwell, 2006). But what
is important to note here is that, firstly, the Austrian school during this period was not
universally devoted to a priorism, and secondly, the methodological underpinnings of the
leading theorists were developed with serious consideration of the philosophy of science,
with reference to key figures within that field. Hayek pursued a protracted program under
the title of “Abuse of Reason” in which he immersed himself in the study of economic
methodology and the history and philosophy of science. The two central pillars of this
program were: the epistemological status of the social sciences and the appropriate
methodology for the study of complex phenomena; and an institutional analysis of law,
social mores and politics (Boettke, Stein & Storr, 2018, p.67). This project led Hayek to a
number of important conclusions. One conclusion was that there is an important
epistemological distinction between the natural and social sciences. Hayek argued that
even if attempts to reduce mental phenomena to physical phenomena were successful, the
mental categories would still remain the appropriate explanatory categories. For while the
physical sciences seek to determine the simple underlying causes of complex natural
phenomena, the social sciences begin with an understanding of the underlying simple
causative unit - the individual agent — and seek to reconstruct social complexity on this
basis (Hayek, 1980). Another conclusion drawn by Hayek is the distinction between the
sciences of simple and complex phenomena. He argued that the success of the natural
sciences, as exemplified by physics, is due to the fact that the phenomena is considered
simple enough to explain with a model containing only a few variables; not as the result of
the application of a superior methodology (Hayek, 1967). Hayek believed that economists

could only believe in the validity of the programs of market socialism and Keynesian
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demand management by disregarding the complexity of the phenomena under study. He
argued that the degree of predictive specificity and comprehensiveness required to carry

out these programs is utterly unattainable in the sciences of complex phenomena.

Hayek’s philosophical influences went much further than Popper. Ludwig Wittgenstein was
his cousin, and Hayek claims to have been one of the first readers of the Tractatus when it
was released in 1922. He claimed that as he was, along with Wittgenstein, also influenced

by Ernst Mach, the book had a significant impact on his subsequent thinking (Hayek, 1977).

It has been well recognised, even by Hayek himself, that around the time of publishing The
Pure Theory of Capital in 1941, he left the field of economic theory for philosophical
pursuits (Hayek, 1964, p.91). Consequently, it is difficult to discern how and when Hayek’s

methodological convictions evolved. In fact, it has been noted that:

“the questions about whether and which of Hayek’s scientific, methodological, and philosophical
attitudes were more or less continuous across the arc of his career remains perhaps the central issue

in Hayek scholarship” (Scheall, 2015, p.32).

But what is clear, is that Hayek came to realise that the analytical tools he had been
employing in his early business cycle work were inadequate for the explanation of the

complex phenomena under investigation (Hayek, 1941, p.v).

While Hayek eschewed the extreme a priorism advocated by Mises, he rejected outright

methodological monism. He referred to this position as scientism, which he described as

Matthew Tuxford



Page | 143

the illegitimate intrusion of the methods of the natural sciences into the realm of the social
sciences (Hayek, 1952). But what he seems to mean here, is that the deductive-
nomological model pushed by the logical positivists was inappropriate for economic
science. This has already been argued in Chapter 1. It will be shown in Chapter 5 that many
of Hayek’s concerns and approaches are compatible with the methodology of complexity
economics, which given the conclusion that complexity economics conforms to neo-
mechanistic requirements, would suggest that Hayek’s intended program could qualify as

mechanistic.

3.4.4 Conclusions

The Austrian school of economics, at its commencement, followed the classical a priori
methodology in their theoretical practices. And, like some of the methodologists of the
classical era, they at least claimed that certain empirical approaches had a valid place within
the overall enterprise of economics, whether, in practice, they pursued such avenues or

not.

Carl Menger was inspired by the scholastic Aristotelianism that dominated intellectual
circlesin Vienna at the time. Friedrich Hayek, although spurning the methods of the natural
sciences, was inspired by Karl Popper to take empirical content seriously. The modern
Austrian school however, follows a methodological prescription of extreme a priorism
based on the epistemological works of Ludwig von Mises, which were inspired by the

concept of synthetic a priori propositions developed by Immanuel Kant. In this way, the
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modern school sharply diverged, methodologically, from the mainstream that the earlier

Austrian School had merged into.

While the goal of the Austrians is squarely on the explanation of economic phenomena,
with a focus on dynamic processes involving realistic assumptions, the purely deductive, a
priori method used to construct explanatory theories is not compatible with the
mechanistic explanatory requirements set out in Chapter 2. Further, the outright hostility
to methodological monism and empirical testing of theoretical constructs - that are
cornerstones of the modern Austrian School approach — strongly violates Neo-Mechanistic

prescriptions.

3.5 The German Historical School10

The Historical School of economics developed in nineteenth century Germany in opposition
to the Classical School. For almost 40 years, it was the dominant school of economic
thought in German-speaking countries (Roll, 1992, p.276). The philosophical thought of
Immanuel Kant and George Wilhelm Friedrich Hegel were the key starting points for the
Historical School. The founders of the school believed that Kant had fatally undermined
the rationalist project of the classical economists, wherein they had attempted to establish
an entire system of natural economics and law based on reason alone. Hegel’'s work,

heavily influenced by Kant, interpreted history as revealing over time, an essential
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underlying principle. It was this Hegelian concept of history that drove the methodology

of the German Historical School.

Wilhelm Roscher, Bruno Hildebrand and Karl Knies comprise what is known as the Older
Historical School. This group was followed by the Younger Historical School (Gustav von
Schmoller, Lujo Brentano, Karl Bilicher, Friedrich Knapp, and Adolph Wagner) and the
Youngest Historical School (Arthur Spiethoff, Werner Sombart, and Max Weber) (Shionoya,
2005, p.1). I'll briefly touch upon the philosophical influences of each of these groups, and
how these influences inspired their methodological convictions, in turn below. It will be
shown that the methodological pronouncements of this school of economic thought also

fail to conform to neo-mechanistic strictures.

3.5.1 The Older Historical School

Wilhelm Roscher was the first recognised economist of the Historical School. He claimed
that historical empiricism should be an important element in the methodology of economic
science, because economic laws are contingent upon their historical and social context
(Roscher, 1843). Roscher felt than the main goal of economic science should not be
directed toward generating a greater understanding of national wealth and its increase,

but instead:

“...representation of the economic aspect of what peoples have thought, wanted and felt, what they
have striven for and attained, why they have striven for it and why they have attained it.” (Roscher,

1843, p.IV).
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In the pursuit of this directive, Roscher promoted a comparative study of all peoples, with
an emphasis on the evolution of cultural stages. The goal was to elicit law-like features
from amongst the body of information produced, summarised as a developmental law
(Roscher, 1843, p.2). This body of work was to be conducted upon the lines of that
produced by the Historical School of Law. The overriding principle of this legal tradition is
that law is viewed as a custom and tradition of particular groups of people. Thus, law is to
be found by jurists, not made by the organs of the state based on universal principles.
Based on the Hegelian conception of spirit, law was considered a historical necessity,
unable to be transplanted from one cultural context to another. The Historical School of
Law was developed in opposition to the Natural Law approach, which assumes that law can

be discovered only through a process of rational deduction from the nature of man.

Roscher failed to carry out the comparative studies he promoted, instead, he produced

works on the history of economic thought (Tribe, 2002, p.7).

Contemporary to Roscher, was Bruno Hildebrand. Hildebrand rejected the idea of timeless
economic laws for all countries, arguing for the contingency of economic phenomena, and
promoted collaborations with branches of history (history of law, history of culture, history
of civilisation, etc.) and statistics, to study the changing economic experience of mankind
(Hildebrand, 1848). In emphasising the rejection of economic laws abstracted from time
and place, Hildebrand proved a much more stringent critic of the classical economists than
did Roscher. Although, he forcefully promoted the search for developmental laws, as had

been laid out in Roscher’s program. Hildebrand also made the distinction between
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theoretical economic analysis and practical policy implications, which Roscher hadn’t, and

concentrated his efforts upon theoretical analysis.

The third founder of the Historical school was Karl Knies. More extreme than both Roscher
and Hildebrand, Knies argued that historical study was the only legitimate methodology for
economics (Knies, 1853). He rejected entirely the deductive methods of the classical
school. Knies also argued against the positions taken by both Roscher and Hildebrand. He
criticised Roscher for failing to reject deductivism outright - for having effectively promoted
historicism as an adjunct to classical methodology - and he criticised both Roscher and
Hildebrand for promoting the search for developmental laws, because he viewed this as

being suspiciously close to the goals the classicists were pursuing with their pure theory.

The key criticism made of the Older Historical School by defenders of the tradition, was
that they did not engage in the systematic comparative histories of economic systems for

which they so strongly called (Tribe, 2002, p.9).

3.5.2 The Younger Historical School

Gustav von Schmoller was the leader of the Younger Historical School. His vigorous attacks
on the methodology of the classical and Austrian schools - in response to Menger’s
criticisms of historicism in his 1883 book - comprised what has become known as the

Methodenstreit (method dispute) (See: Section 3.4 above). The Methodenstreit was to
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span decades. From the perspective of the Historical School, three key issues defined these
methodological disputes: deductivism versus inductivism; the nature of the premises in the
classical system; and the unity of social life (Roll, 1992, pp. 280-281). | will briefly address

each of these in turn now.

First, the deduction versus induction debate. The classicists mostly saw themselves as
carrying out a combined inductive-deductive methodology. The premises their theories
were built from were considered to be based on empirical observation, and the conclusions
of their theories were intended to be checked against reality so as to both determine the
scope of these theories and to identify disturbing causes. Whereas Eric Roll argues that
these considerations indicate that the historicist charge was unsubstantiated (Roll, 1992,
p.281), | maintain, along with Blaug (Blaug, 1992, p.51), that the inductive proclamations

of the classicists were hollow.

The second attack on classical methodology relates to the axioms from which deductive
inference begins. The historicists argued that the assumption that man acts solely out of
self-interest, is false. They wished to incorporate ethical elements into economic theorising
to both increase realism and broaden the scope of economic analysis. But as was described
in Section 3.2 above, this criticism mischaracterises the classical position. John Stuart Mill
and John Neville Keynes, for instance, were quite clear that they considered the assumption
of economic man as an abstraction from which to isolate purely economic factors, and that
eventually economic science may well be able to isolate further factors, and create more
comprehensive theories for the explanation of social phenomena. And, in a somewhat
opposite direction, as was shown in Section 3.3.2 above, Ludwig von Mises was later to

recognise that in the marginal utility approach lies a mode of analysis that is applicable to
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all human actions operating in a means-ends framework, no matter what the underlying

motivation.

The third point of attack stressed the unity of social life and the organic nature of society.
The historicists argued that society as a totality had an existence beyond the sum of its
members. Inspired by developments in biological science, the historicists regarded society
as an organic unity, composed of parts vitally related to one another, and undergoing a
continuous process of development. Explanation of social phenomena was not to be found

in the actions of individuals, as the Classical and Austrian Schools demanded.

The arguments Schmoller and his associates were putting forward assisted greatly in the
realisation of their political goals. By rejecting classical economic theory, they could attack
both laissez-faire liberalism and Marxist socialism, since both these movements relied on
the results of classical economic analysis. They were then in a position to push for
implementation of economic reforms on the basis of the results of their comparative

economic studies.

The main criticism levelled against the Younger School was that, while they managed to
generate a substantial quantity of economic-historical studies, it is far from clear how these
studies related to the historicist programme that was originally set out by Roscher in 1843

(Tribe, 2002, p.9).

3.5.3 The Youngest Historical School

With the Youngest School of historical economics, the hostility toward analytic economic

theory came to an end. These economists adopted a methodological approach that
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incorporated both theoretical and empirical elements. Wilhelm Dilthey was a particularly
strong influence on this generation of Historical economists!!. He viewed himself as the
philosophical spokesman of the Historical School, and took it upon himself to provide the
philosophical justification for the methodology they employed (Dilthey, 1883). He agreed
with Auguste Comte and John Stuart Mill that social studies have scientific status, but
rejected the validity of the methods of the natural sciences in these disciplines. Dilthey
claimed that while the natural sciences had become independent of metaphysics through
a prolonged clarification of their epistemological basis, the social sciences needed to go
through such a process for themselves so they could also become independent of
metaphysics. It was Dilthey’s goal to expand upon Kant's Critique of Pure Reason, which he
considered primarily nature-oriented, to create a Critique of Historical Reason oriented
toward the social and cultural dimensions of human experience (Makkreel, 2016). He
hoped that the human sciences would then be in a position to arrive at lawful explanations

just like the natural sciences.

Dilthey’s efforts resulted in the construction of a theoretical framework for studies in the
humanistic sciences. This framework has four salient features (Krabbe, 1985, p.103).
Firstly, research must begin with description and analysis of the most complex phenomena.
Second, collective entities have no independent existence, but it is impossible to reduce
social and cultural phenomena to the activities of individuals. The whole can only be
understood in terms of the parts, while the parts can only be understood in terms of the
whole. Third, understanding of the actions of individuals can be had by other individuals,
since humans reflect upon and judge their actions, which represent outward expressions

of their inner motivation. This form of knowledge differs from perceptual knowledge of
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external objects, which forms the basis of the empirical methods of the natural sciences.

Fourth, Hermeneutics is an essential ingredient of social science methodology.

Hermeneutics is the theory and methodology of interpretation. It is a process of
understanding that takes the outer manifestations of human action and explores their
meaning. Dilthey claimed that it is only through the method of hermeneutics that one can
move from an understanding of what is singular in history, to the level of universal validity.
In his Drafts for a Critique of Historical Reason, Dilthey analyses the categories of life that
are relevant to historical knowledge, distinguishing between formal and real categories
(Dilthey, 1910). The formal categories of unity, plurality, identity, difference, degree and
relation are said to be common to both the natural and human sciences. The real
categories of meaning, value and purpose are considered central for the human sciences.

The understanding (verstehen) approach to the social sciences amounts to:

“...isolating formal categories into which historical individuals can be subsumed and uncovering how
their behaviour is influenced by an absorption into a progressively more complex and heterogeneous

whole.” (Krabbe, 1985, p.104)

The objective common to the leaders of the Youngest Historical School was to shed light
on the modern capitalist society, which they viewed as a special phase in historical

development.
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Werner Sombart is recognised as a leader of the Youngest School. He was a pupil of both
Gustav von Schmoller and Wilhelm Dilthey. He attempted to fulfil Schmoller’s vision of
transforming economic science into an all-encompassing science of society. And he
pursued this task by developing his own method of understanding based on Dilthey’s body
of philosophical work. This method involved the creation of ideal type economic systems
to be used for analysing concrete reality, with 