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Abstract 

The physiological mechanisms allowing humans to selectively attend to a single 

conversation in acoustically adverse situations, such as overlapping conversations or 

background noise, are poorly understood. In particular, the extent to which goal-

directed, top-down processes of auditory attention can modulate the inner ear activity 

via the auditory efferent system remains unclear. This thesis investigates the 

relationship between degraded speech and the auditory efferent control of the cochlea. 

Young, normal-hearing, participants were assessed in a series of three experiments 

where speech intelligibility was manipulated during Active and Passive listening to: 1) 

noise vocoded speech; 2) speech in babble noise and 3) speech in speech-shaped 

noise. A lexical decision task was used in the “Active” listening condition where 

subjects were instructed to press a button each time they heard a non-word. In the 

“Passive” listening condition they were instructed to ignore all auditory stimuli and 

watch a movie. Click-evoked OAEs (CEOAEs) were obtained from the ear 

contralateral to the speech stimuli, allowing the measurement of cochlear-gain 

changes. A 64-channel EEG was synchronized with the CEOAE recording system, 

enabling the simultaneous measurement of cortical speech-onset event-related 

potentials (ERPs), click-evoked auditory brainstem responses (ABRs) and behavioural 

responses. Behavioural results showed that accuracy declined as the speech signals 

were degraded, while ERPs components were enhanced during the Active condition 

compared to the Passive condition. A decrease in cochlear gain (reduction in CEOAE 

amplitudes) with increasing task difficulty was observed for noise vocoded speech, but 

not for speech in babble or speech-shaped noise. Brainstem components showed 

decreased activity linked to CEOAE suppression. These findings contribute to an 

integrative view of auditory attention as an adaptive mechanism that recruits cochlear 

gain control via the auditory efferent system in a manner dependent upon the auditory 

scene encountered.  
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Chapter 1 Introduction 

1.1 Preamble 

The “cocktail party effect”, first coined by Cherry in 1953, describes one’s ability 

to selectively focus attention on a single conversation amid multiple simultaneous and 

overlapping conversations. However, to date, the physiological mechanisms which 

contribute to this ability remain unclear. Research has revealed that top-down attention 

is likely to operate via a neural gain control mechanism, whereby signals of interest are 

perceptually enhanced while the background scene is suppressed in order to maintain 

goal-directed behaviour (Ahveninen et al., 2006; Johnson & Zatorre 2006; Knudsen 

2007). Some studies in human subjects have concluded that attention affects the initial 

stages of cortical processing (Karns & Knight, 2009; Saupe et al., 2009), but not 

subcortical stages (Picton et al., 1971; Connolly et al., 1989). However, this concept has 

been challenged since 1946 when Rasmussen first demonstrated the bidirectional 

nature of the auditory pathway, describing the existence of descending neuronal 

projections from the brainstem to the cochlea: an auditory efferent system. Moreover, in 

1956 Hernandez-Peon described how sound-evoked neural responses in the cochlear 

nucleus (CN) (i.e., the 1st relay station in the auditory pathway) were reduced when cats 

were presented with olfactory or visual stimuli. More recently, several studies have 

demonstrated ways in which the auditory periphery is modulated by attention (Meric & 

Collet, 1994; Giard et al., 2000; De Boer & Thornton, 2007).  

Multiple steps have been highlighted as key to the perception and comprehension 

of speech: these include the efficient transmission of sounds through the external and 

middle ears; their subsequent spectral analysis and transduction into electrical signals 

in the cochlea as well as the integration of the extracted acoustic information along the 

auditory pathway till reaching the auditory cortex (AC) (Plomp 2001; Davis & Johnsrude 

2007). However, for this to happen, several active mechanisms need to occur during the 
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sound transduction in the cochlea. Active and highly-localized increases in cochlear gain 

result in high-frequency selectivity and specificity which, as a by-product, generate low-

level acoustic emissions from the cochleae (known as otoacoustic emissions: OAEs) 

(Kemp, 1978). Auditory information then ascends to higher auditory centres and, 

ultimately, forms complex descending loops between auditory structures. These 

descending pathways can modulate the cochlear gain (and, hence, the magnitude of 

OAEs), and may help modulate perception and cognition to facilitate speech 

comprehension in complex listening environments. Within this thesis, we seek to 

understand how attention to spoken words can modulate the auditory efferent system at 

both the level of the cochlea and auditory brainstem.  

1.2 Background  

Descending fibres from the AC and inferior colliculus (IC) target two types of 

auditory brainstem neurons in and around the superior olivary complex (SOC): lateral 

olivocochlear (LOC) and medial olivocochlear (MOC) neurons, which innervate the outer 

(OHCs) and inner (IHCs) hair cells respectively (Rasmussen 1946, Warr et al. 1979, 

Suga & Ma 2003). OHCs have a unique electromotile property, which amplifies the 

vibration of the basilar membrane (BM) and underpins the cochlear gain (Ashmore et 

al., 2010). Previous animal studies have shown that electrical stimulation of neurons in 

the AC (Xiao & Suga, 2002; Perrot et al., 2006; Dragicevic et al., 2015) and IC (Mulders 

& Robertson, 2000a; Popelar et al., 2002; Ota et al., 2004; Zhang & Dolan 2006) can 

induce changes in the cochlear gain. Such changes can be quantified by measuring a 

by-product of OHC electromotility, the low-level sounds emitted from the ear canal 

known as OAEs (Kemp 1978). It is well accepted that when transient sounds (such as 

brief tones or speech tokens) are presented in noise, auditory efferent activity (via MOC 

neurons) suppresses OAE amplitudes, reflecting a reduction in the cochlear gain. This 

has been hypothesised to be a mechanism that acts to reduce the cochlear gain to 
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noise, while enhancing the perception of the transients (Garinis et al., 2011; De Boer et 

al., 2012). This may be further modulated by auditory attention, providing a cochlear 

gain control mechanism which could, in part, explain how auditory attention can enable 

humans to selectively listen to one conversation within a “cocktail party” of sounds.  

Multiple studies have explored how attention modulates MOC inhibitory effects in 

the cochleae of normal hearing subjects: however, the results have proven inconsistent: 

while some studies have shown a reduction in the MOC inhibitory drive to the OHCs 

(Ferber-Mart et al., 1995; Harkrider & Bowers, 2009), others have demonstrated 

increases (Maison et al., 2001; De Boer & Thornton, 2007; Garinis et al., 2011; 

Wittekindt et al., 2014). Despite these results appearing contradictory, they would 

suggest that cortical or higher-order processing involved in the focus of auditory 

attention such as the temporal and frontal areas (Alho et al., 2006; Alho & Vorobyev 

2007), parietal (Wu et al., 2007) and cingulate cortical areas (Bidet-Caulet & Bertrand, 

2005) may help modulate the MOC inhibitory drive. It is well accepted that auditory 

attention is task-specific and physiological mechanisms involved in auditory attention 

operate above the auditory thalamus, mainly in the AC (Karns & Knight, 2009; Saupe et 

al., 2009); however, it remains unclear whether such attentional mechanisms influence 

the auditory efferent system. Within this chapter, we present a broad overview of 

cochlear function, describing the mechanisms that underpin OAE generation and their 

modulation via the MOC. We also demonstrate how OAEs can be used to objectively 

measure the magnitude of the MOC effects on the cochlear gain. Finally, we discuss the 

evidence for the anatomical pathways which could support a model of attentional 

modulation of the auditory pathway, as well as the current research which shows how 

different attentional paradigms, across different sensory modalities (auditory and visual 

mainly) have influenced auditory function. Herein we pursue the goals of disentangling 

the effects of attending to speech tasks on the auditory efferent system.  
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1.3 Cochlear function  

The inner ear is a highly sophisticated structure serving both hearing and 

balance. The cochlear hair cells are located inside a bony structure, filled with fluid and 

partitioned by membranes, called the cochlea. The three distinguishable compartments 

are the scala vestibuli, scala media and scala tympani (Figure 1.1). The scala media is 

filled with endolymph, an extracellular fluid that is chemically distinct from perilymph 

(present in the other two scalae) yet is similar in ionic composition to intracellular fluids 

(Waltner & Raymond, 1950). The scala media is a tubular structure that contains the 

organ of Corti, which sits on the BM. Both the scalae vestibuli and tympani have direct 

communication with the middle ear cavity through the oval and round window 

respectively, see Figure 1.1.  

 

Figure 1.1. Schematic representation of the cross section of the cochlea. Auditory and vestibular 

nerves are represented as well as the oval and round windows that connect the inner and middle 

ears. The three partitions are shown: Scala vestibuli, Scala tympani and the Scala media. Scala 

media is full of endolymph while scalae vestibuli and tympani contain the perilymph. The 

rectangle shows the organ of Corti. (Edward, 2006), used with permission. 
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The organ of Corti contains IHCs and OHCs as well as the supporting cells that 

surround the receptors. Hair cells are modified epithelial cells with small stereocilia that 

protrude from their apical sections. Despite both types of hair cells contributing to the 

transduction of the sound in the inner ear, they differ in their number, morphology and 

location as well as their afferent and efferent innervations (Bredberg et al., 1972). The 

stimulus for generating a receptor potential in the hair cells is the displacement of 

stereocilia; however, several cascading events precede this. That is, incident sound 

waves evoke movement of the BM, which behaves as a spectrum analyser due to its 

physical properties changing along its length (width and stiffness) (Voldrich, 1978; Kössl 

& Russell 1995, Emadi et al., 2004).  

The combined up-and-down motion of the BM and tectorial membrane (TM) 

causes a sinusoidal voltage modulation in both OHCs and IHCs in the organ of corti as 

their stereocilia move back and forth (Patuzzi, 1996). The stereocilia movement in the 

OHCs is due to the direct connection of the stereocilia to the TM whereas the flow of the 

endolymph induces movement of the IHC stereocilia (shear between the TM and the 

reticular lamina (RL) (a thin and stiff lamina that runs parallel to the TM and underneath 

the OHC stereocilia) (Chadwick et al., 1996; Nowotny & Gummer, 2006, 2011). 

Deflections of stereocilia in the direction of the largest cilia open non-selective 

mechanically gated ion channels that increases the depolarizing influxes of calcium ions 

(Ca++) and potassium ions (K+) into the cell (Roberts & Howard 1988). Contrarily, 

displacement of the organ of Corti in the opposite direction (away from the tectorial 

membrane) leads to hyperpolarization.  

Depolarization of IHCs leads to the basolateral release of vesicular glutamate into 

the synaptic cleft and onto primary afferent dendrites (Chan & Hudspeth, 2005). These 

are the bipolar, first-order neurons of the afferent auditory pathway and this excitatory 

neurotransmitter increases their firing rates. Approximately 35,000 spiral ganglion axons 
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constitute the auditory nerve (AN) in the young human auditory system (Otte et al., 

1978). Of these, 95% are Type I that synapse with individual IHCs, while the remaining 

5% (Type II) are branched and synapse with multiple OHCs (Liberman et al., 1990). 

While it is clear that the Type I afferent neurons transmit acoustic information to higher 

auditory centres, the role of the Type II afferent neurons is less clear (Brown, 1994; 

Robertson et al., 1999; Weisz et al., 2009).  

However, cochlear vibration is not only a passive mechanical resonance as it also 

involves active processes. OHCs are capable of generating movements that 

continuously deliver energy back into the organ of Corti and alter the mechanical 

properties of the cochlea (Robles & Ruggero, 2001; Ashmore et al., 2010). Because the 

cochlea is a bony structure, increases in the cochlear partition pressure need to be 

released through the inner ear’s connection with the middle ear i.e. the oval and round 

windows. In particular, the movement of the oval window evokes a retrograde 

displacement of the ossicles that eventually reaches the eardrum. These pressure 

perturbations in the eardrum can be recorded in the external ear canal as low intensity 

sounds which are the OAEs (Kemp, 1978).  

1.4 Generation of otoacoustic emissions 

OAEs were hypothesized by Thomas Gold as a physical-acoustic phenomenon 

in 1948 when he proposed the existence of a mechanism for cochlear gain amplification 

(termed the “cochlear amplifier”) (Gold & Pumphrey 1948; Gold, 1948). However, it was 

not until 1978 that David Kemp demonstrated the physiologically active cochlear 

mechanism leading to the amplification of the sound. In this study, Kemp described how 

a healthy cochlea responds to an acoustical stimulus with the retrograde sound 

transmission that can be measured with a sensitive microphone in the external ear 

canal.  

http://www.eneuro.org/content/3/4/ENEURO.0207-16.2016#ref-4
http://www.eneuro.org/content/3/4/ENEURO.0207-16.2016#ref-40


 

 

19 

The active electrical generation of contractions by the OHCs’ somata and 

sterocilia is frequency-specific and produces the OAEs (Brownell et al., 1985; Ashmore 

et al., 2010). Here individual OHCs can act as non-linear oscillators in a limited dynamic 

range where the contribution to overall basilar membrane vibration becomes relatively 

less important at higher intensities (Patuzzi et al., 1986). Recently, it has been 

suggested that the OHC amplification causes more movements in the RL than in the 

BM, particularly at frequencies below the characteristic frequency (CF: frequency at 

which the BM respond to the smallest sound intensity) (Guinan 2017).  

Two different mechanisms in the cochlea help generate evoked OAEs: linear 

reflection and nonlinear distortion (Shera & Guinan 1999). Evoked OAEs require sound 

stimulation for their generation and can be sub-classified according to the type of sound 

used to evoke them. When a pair of tones Is delivered to the cochlea, they evoke 

distortion products OAEs (DPOAEs) which are backward-travelling waves that arise 

from nonlinear distortion sources (Kemp & Brown 1983; Shera, 2004). On the other 

hand, transient pips, noise-bursts, clicks or chirps can evoke transient OAEs (TOAEs) 

while a single pure tone presented with a second suppressor tone induce stimulus-

frequency OAEs (SFOAEs). These all arise from linear reflections of the forward-

travelling wave most likely due to anatomical variations in IHC and OHC number and 

geometry (Engström et al., 1966; Wright, 1984) as well as variations in the density or 

structure of the prestin (the OHC motor proteins) (Zheng et al., 2000; Shera, 2004). 

1.5 Medial Olivocochlear Reflex 

The MOC reflex is comprised of afferent and efferent pathways that, when 

activated, can result in the modulation of OAE magnitudes. MOC neurons are central to 

this auditory brainstem reflex, their neural output ultimately affecting those changes to 

OAE magnitudes by manipulation of OHC function. In this section, the anatomy and 

physiology of the MOC reflex is described in depth, providing a solid foundation for 
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understanding how attentional control may influence MOC nuclei and therefore affect 

OAE magnitudes. 

1.5.1 Medial Olivocochlear Reflex – anatomy 

The first stage in the MOC reflex involves the AN conveying sound-evoked 

electrical activity from the periphery to the auditory brainstem. While it has been recently 

suggested that Type II AN-fibres may help convey this auditory signal (Froud et al., 

2015), Type I AN-fibres are likely the main afferent input to the reflex pathway (Maison 

et al., 2016).  

After the AN, the auditory signal is relayed via an intermediate nucleus, the CN, 

to the MOC neurons. Located bilaterally at the pontomedullary junctions (Figure 1.2), 

the CN consists of three sub-nuclei in both humans and non-primates: the dorsal 

cochlear nucleus (DCN), the antero-ventral cochlear nucleus (AVCN) and the postero-

ventral nucleus (PVCN) (Ryugo & Parks 2003). Although afferent projections from the 

AVCN (Ye et al., 2000) and PVCN (Thompson & Thompson, 1991; Smith et al., 1993; 

Doucet & Ryugo, 2003) have been identified as direct inputs to MOC neurons, only 

lesions of the caudal PVCN have been shown to effectively disrupt the MOC reflex (De 

Venecia et al., 2005) and this is therefore likely the location of the MOC reflex’s 

interneurons. Indeed, some axonal projections of stellate/multipolar cells have been 

shown to exit the PVCN (Doucet & Ryugo, 2003), cross the midline and provide 

excitatory input to contralateral and ipsilateral MOC neurons (Smith et al., 1993; Darrow 

et al., 2012).   
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Figure 1.2. Schematic representation of the major relay structures in the auditory system. The 

first relay structure is the cochlear nucleus, followed by the superior olivary complex, nucleus of 

the lateral lemniscus, the inferior colliculus, medial geniculate body in the thalamus and finally 

the primary AC in the temporal lobe. Note that parallel pathways in the brainstem are responsible 

for the communication among the relay structures (not shown). (Brugge & Howard 2002), used 

with permission.  

 

The final stage of the reflex is the activation of the MOC neurons in or around the 

ventral nuclei of the trapezoid body (VNTB) whose axons then project bilaterally back 

and innervate OHCs in the cochleae (Rasmussen, 1946; Warr & Guinan, 1979; Brown 

& Levine, 2008). The majority of MOC axons travel dorsally to the fourth ventricle where 

they cross the midline and join the olivocochlear bundle innervating the contralateral 

cochlea; a smaller number of MOC fibres do not decussate and instead innervate the 

ipsilateral cochlea (Warr et al., 1986; Azeredo et al., 1999; Maison et al., 2003), see 

Figure 1.3. Whether an MOC neuron’s axon is crossed or uncrossed in the olivocochlear 

bundle likely determines its involvement in either the ipsilateral (blue arrows/neurons in 

Figure 1.3) or contralateral (red arrows/neurons in Figure 1.3) MOC reflex pathways.  
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While both reflex pathways incorporate the same initial stages where an incoming 

sound drives contralateral MOC neurons via decussating PVCN fibres (red/blue arrows 

from CN in Figure 1.3), they diverge in how the MOC axons then project towards the 

target cochlea. In the ipsilateral reflex, the MOC efferent projections (thin blue lines 

emanating from blue neurons, Figure 1.3) cross back via the crossed olivocochlear 

bundle (COCB/thick gold line, Figure 1.3) to innervate the cochlea originally stimulated 

by sound. In the contralateral reflex, the MOC efferent projections (thin red lines 

emanating from red neurons, Figure 1.3) do not cross back to the sound-stimulated 

cochlea but instead join the uncrossed olivocochlear cochlear bundle (UOCB/thick gold 

line, Figure 1.3), conveying the efferent signal to the unstimulated cochlea (De Venecia 

et al., 2005; Guinan, 2006).  

In humans, the exact ratio of crossed Vs. uncrossed MOC axons is unknown 

(Guinan 2017), however it has been estimated that the average olivocochlear bundle of 

humans contains around 1,400 efferent fibres (Arnesen, 1984). 30% of these fibres are 

the thick, myelinated MOC fibres targeting OHCs (Guinan et al., 1983; Arnesen, 1984; 

Warr, 1992) while the remaining 70% are the thin, unmyelinated LOC fibres that contact 

IHCs and their Type I AN-fibres (Arnesen, 1984; Brown, 1987; Warr et al., 1997).  

On entering the cochlea, individual MOC fibres can contact a number of OHCs, 

spanning a cochlear distance of up to an octave (Liberman & Brown, 1986).  This 

innervation of OHCs is not random however, as an MOC fibre stimulated by a tone of 

specific frequency will project back to cochlear regions of matching tonotopy (Robertson 

& Gummer 1985; Liberman & Brown 1986; Brown 1989). Therefore, single MOC 

neurons likely affect sound processing in the cochlea in a frequency-specific manner. 

However they do so by affecting a frequency-band rather than a single frequency (Brown 

& Vetter 2009). This frequency-specificity appears to differ between ipsilateral and 

contralateral MOC reflex pathways: contralateral-reflex MOC axons innervating a larger, 
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more apical region of the cochlea compared to ipsilateral-reflex MOC axons (Brown, 

2014).  

 

 

Figure 1.3. Schematic representation of the olivocochlear reflex in cats. Afferent innervation 

(represented in red and blue ascending arrows) from PVCN in the CN cross the midline to 

establish synapses with MOC neurons. MOC and LOC neurons in the crossed (COCB) and 

uncrossed (UOCB) olivocochlear bundle (in gold color) are also shown. On the right is 

represented the LOC and MOC innervation in the inner ear. (Guinan, 2006), used with 

permission. 

 

1.5.2 Medial Olivocochlear Reflex – physiology 

Electrical stimulation of MOC fibres at the floor of the fourth ventricle has been 

shown to reduce sound-evoked motion in the cochlea (Cooper & Guinan 2006) and 

decrease auditory nerve responses (Guinan & Gifford, 1988: Elgueda et al., 2011). 

These effects are indicative of reduced cochlear gain when MOC efferents are active; a 

phenomenon mediated by the release of the neurotransmitter, acetylcholine (ACh), from 

MOC terminals at their synapses with OHCs. ACh binds to postsynaptic α9 cholinergic 

receptors on OHCs (Robertson 1984; Liberman & Brown 1986; Wersinger & Fuchs, 

2011), producing a large influx of Ca++ (Elgoyhen et al. 1994, 2001) that in turn triggers 

Ca++- dependent K+ currents in the basolateral regions of OHCs (Housley & Ashmore 
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1991; 1996). The resulting net hyperpolarization of OHCs, together with the 

accompanying increase in the basolateral conductances, help to reduce the gain of the 

cochlear amplifier and diminish the endocochlear potential (Gifford & Guinan 1987). As 

a result, more energy is required to evoke BM vibrations as well as IHC activity and later 

AN-responses (Murugasu & Russell 1996; Cooper & Guinan 2003).  

Two types of MOC efferent effect on inner ear function have been described: 1) 

a fast effect, with a duration of (~100 ms) and 2) a slow effect with a duration of (~10 

sec) (Sridhar et al., 1995; Cooper & Guinan 2003). These are known as the classical 

MOC effects, both turning down the gain of the cochlear amplifier. MOC efferent 

activation also shows non-classical effects that cannot be explained either by simple 

vibrations of the organ of Corti nor MOC effects on the cochlear amplifier and whose 

function is not well understood (Gifford & Guinan 1983; Liberman & Klang 1984; Guinan 

et al. 2005). The classical MOC effects can be measured in the BM, RL, IHC, AN activity, 

cochlear microphonics (CM) (a measure of the gross OHC receptor potential) (Elgueda 

et al., 2011) and OAE production (Guinan 2011). MOC fibres responses are sound-level 

dependent and are able to respond to sounds with a latency of 5-10ms (Robertson & 

Gummer 1985; Liberman & Brown 1986; Brown et al., 2003).  

When a transient sound, such as a tone-burst, is presented simultaneously with 

a continuous background noise, the AN-responses are shifted towards higher sound 

intensity levels (i.e., AN-responses to the tone burst are masked), meaning that more 

energy is required for the AN to respond to transient sound (Winslow & Sachs 1987), 

see Figure 1.4c. However, if MOC fibres are electrically stimulated while these two 

stimuli are being presented, MOC activity reduces cochlear amplification as well as AN-

responses to the noise while restoring the dynamic range to the transient sound, see 

Figure 1.4d. This effect is known as the MOC antimasking effect and allows IHC and 

AN-responses to still be sensitive to small increases in the transient sound level 
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(Wiederhold, 1970; Winslow & Sachs 1987; Guinan & Gifford 1988; Kawase et al., 

1993). 

 

 

Figure 1.4. Antimasking effects of MOC in the AN. a. The firing rate of AN fibres when tone 

bursts are delivered at CF in quiet. b. The shift in firing rate after the electrical activation of MOC 

while tone bursts stimuli are still presented in quiet. c. The firing rate patterns when tone bursts 

are presented in noise. d. The restored firing rate of the AN fibres after the electrical activation 

of MOC fibres when tone bursts are presented in noise, (Guinan 1996), used with permission. 

 

1.6 Using OAEs to measure MOC effects on the cochlear gain  

OAEs can be used as an objective measure of MOC effects on the cochlear 

amplifier. The MOC reflex can be experimentally activated using broadband noise (BBN) 

presented simultaneously with an OAE-evoking acoustic stimulus. This technique 
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constitutes a unique non-invasive window of opportunity to explore how the MOC reflex 

modulates the cochlear amplifier in animal models and humans. To measure its effect 

on OAE recordings, it is necessary to obtain OAE amplitudes with and without MOC 

reflex activation (i.e., with and without noise). The difference between these two 

conditions is considered as a decrease in the cochlear amplification due to MOC efferent 

effects. The effects of the MOC reflex can be observed by presenting an ipsilateral, 

contralateral or bilateral noise simultaneously with the OAE elicitor (Collet et al., 1990; 

Perrot & Collet 2014). Collet et al. (1990) found that when a contralateral white noise 

was presented in increasing intensity steps, it increased MOC efferent inhibition through 

the contralateral MOC reflex. As a result, the gain of the cochlear amplifier, measured 

as decreases in TOAE amplitude in the ear contralateral to the noise, was reduced.  

Most studies that explored MOC effects in TOAEs have found an average 

decrease in amplitude across subjects of 1-3 dB either using bilateral, ipsilateral or 

contralateral stimulation (Perrot & Collet, 2014). Although in humans, ipsilateral and 

contralateral MOC reflexes have quite similar effects, most studies have used 

contralateral sound to elicit MOC activity because it avoids the possible cancelations of 

the elicitor waveform when an ipsilateral acoustic stimulus is presented. The largest 

MOC effects are found at 1–2 kHz under contralateral stimulation (Liberman, 1988, 

Collet et al., 1990, Hood et al. 1996; Goodman et al. 2013). Such studies show that 

MOC efferent effects produce a significant averaged change in OAE magnitude across 

all subjects, but these effects within individuals are not as easy to observe due to the 

high variability of OAE measurements (Kemp, 2002, Mishra & Ludman 2013). However, 

Goodman et al. (2013) have shown consistent MOC effects of 1-3 dB in TOAEs only 

when the OAE magnitude is 9-22 dB higher that the noise floor (i.e. OAE signal to noise 

ratios (SNRs) of 9-22 dB) at an individual level. Nevertheless, according to Guinan 
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(2017), lower SNRs have successfully been used in group studies to explore MOC 

effects on OAE magnitudes.  

When high intensity sounds are delivered to an ear they evoke contractions of 

both the stapedius and the tensor tympani muscles causing the stiffening of the ossicular 

chain and an increase in the impedance of middle ear sound transmission (middle ear 

muscle reflex: MEMR) (Murata et al.,1986; Liberman & Guinan,1998). Accordingly, 

retrograde middle ear transmission of OAE magnitude can be reduced, not as a result 

of MOC activation, but of MEMR or middle ear contractions (Lee et al., 2006). It has 

been shown that even sounds 10-15 dB below the MEMR threshold can cause 

contractions of the middle ear muscles (Feeney et al., 2003), therefore confounding the 

effects of MOC on OAEs magnitude.  

In general, no matter which type of OAE is explored, it is possible to observe a 

reduction in OAE amplitude when the MOC reflex is activated (Guinan, 2006) that can 

last for several minutes. In particular, Moulin and Carrier (1998) showed DPOAE 

magnitude suppression for more than 20 min. TEOAEs and SFOAEs originate mainly 

from linear reflection mechanisms; therefore, it is possible to observe a pattern of OAEs 

magnitude reduction in the majority of these cases when the MOC reflex is active (Brown 

& Beveridge, 1997; Shera & Guinan, 1999). DPOAEs, on the other hand, seem more 

complex since the two tones can interact between themselves and decrease or increase 

OAEs amplitude when the MOC reflex is active (Siegel & Kim 1982; Wagner et al., 

2007). However, click-evoked OAEs (CEOAEs) are the simplest TOAEs to use when 

measuring MOC effects mainly because the click stimulus can be easily separated in 

the time domain from the OAE signal (Guinan 2017).  

1.7 Higher processing centres targeting MOC  

For attention to modulate the auditory pathway, associations between higher 

order cortical centres and lower level auditory areas must exist. The auditory system is 

http://onlinelibrary.wiley.com.simsrad.net.ocs.mq.edu.au/doi/10.1002/ar.a.20296/full#bib52
http://onlinelibrary.wiley.com.simsrad.net.ocs.mq.edu.au/doi/10.1002/ar.a.20296/full#bib39


 

 

28 

formed by multiple loops and chains of ascending and descending information 

established between auditory processing centres (Terreros & Delano 2015). Notice how 

the AC and IC target the SOC where MOC neurons are located in Figure 1.5. It is 

believed that these interconnections control auditory inputs and may improve the ability 

to extract relevant information in multi-source auditory scene situations.  

 

 

Figure 1.5. Schematic representation of afferent and efferent connections in the auditory system. 

Notice the chains and loops established between the AC and subcortical auditory areas 

including the cochlea. (Ryugo et al., 2010), used with permission. 

 

It is worth mentioning that the CN, which constitutes the afferent input in the MOC 

reflex, also receives efferent innervations from AC, MGB, IC and SOC. Consequently, 

these efferent inputs can modulate CN function through a variety of neurotransmitters 

(glutamate, glycine, ACh, GABA) (Schofield 2011) as well as modulating the MOC reflex 
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at any time. Nevertheless, the main focus of this section will be on the efferent inputs 

targeting the MOC neurons from the IC and AC.  

Anatomical efferent connections between MOC neurons and the IC (Faye-Lund 

1986; Thompson & Thompson 1993; Vetter et al., 1993) as well as MOC neurons and 

the AC (Mulders & Robertson 2000b) have been well described. Electrophysiological 

studies where IC has been electrically stimulated have shown the excitatory nature of 

the IC innervation to MOC neurons (Popelar et al., 2002, Zhang & Dolan 2006). In these 

experiments, the ipsilateral MOC neurons have been recruited and as a by-product the 

cochlear gain is reduced in a frequency-specific manner  

The primary AC cortex presents a microcolumnar organization which means that 

neurons located along a radial axis show similar spectral sensitivities (Oonishi & Katsuki, 

1965; Merzenich et al., 1975; Jones, 2002). It consists of a prominent layer I; dense and 

well-developed layers II and III; a granular layer IV (receiving most of the thalamic inputs 

mentioned before) and layers V and VI (populated by pyramidal cells and small cell 

bodies respectively) (Winer, 1992, Linden & Schreiner 2003), see Figure 1.6  
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Figure 1.6. Columnar organization of the primary AC. The left cube face shows thalamic (MGB1, 

MGB2 and MGB3) and cortico-cortical inputs (Ctxipsi and Ctxcontra). The right cube face displays 

interlayer connections as well as outputs to thalamus (MGB), IC and others cortical structures. 

Adapted from Linden & Schenider, 2003, used with permission.  

 

Cortical efferent projections from pyramidal neurons in layers V and VI (see 

Figure 1.6) target IC (Bajo & Moore 2005), SOC (Feliciano et al., 1993; Mulders & 

Robertson 2000b) and CN (Schofield & Coomes 2005) (see also Saldaña 2016 for a 

review). The AC efferent projections originating in layers V and VI, project ipsilaterally 

to the SOC where they contact MOC neurons that innervate the contralateral cochlea 

(Mulders & Robertson 2000b). These cortical efferent pathways are most likely 

glutamate-mediated (Potashner et al., 1988; Malmierca & Ryugo, 2010) and are 

believed to potentially have an inhibitory effect on the cochlear amplifier by exciting MOC 

neurons (Warren & Liberman, 1989). Nonetheless, it is thought that the auditory cortex 

can modulate auditory processing at any level of the auditory pathway through these 

efferent innervations (Coomes & Schofield 2007). 

Several researchers have devoted their efforts to establish a physiological link 

between these auditory nuclei. For example, Leon et al. (2012) showed that the 

pharmacological deactivation of ongoing AC activity in chinchillas typically reduces the 

cochlear sensitivity (measured as a reduction in the amplitude of the CM) and this is 

accompanied by decreases in AN nerve activity (measured as the amplitude of the 

auditory nerve compound action potentials (CAPs) (gross AN activity). The authors 

concluded that cortico-olivocochlear circuits modulate both AN and cochlear activity by 

regulating the auditory efferent baseline activity. Moreover, Dragicevic et al. (2015) 

performed AC microstimulation in order to evaluate its effects on cochlear sensitivity. 

The importance of Dragicevic’s work, is that the AC microstimulation was evaluated 
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simultaneously to the sound evoked MOC reflex. In this study, the authors found that 

microstimulation of the auditory cortex can produce two distinctive modulations of 

cochlear activity. Similar to Leon et al., modulation of CM and CAPs was evident but 

also an enhancement or suppression of the MOC reflex strength. Interestingly, in both 

studies, the authors suggested that corticofugal efferent effects on cochlear sensitivity 

may not only be explained via MOC activation but also potential AC and IC efferent 

recruitment of LOC neurons, therefore modulating both OHC and IHC activities (see 

Figure 1.3. right side).  

In human models, Perrot et al. (2006) were able to establish the functional 

relationship between the AC and the periphery. In this innovative approach, the authors 

performed electrical stimulation of the AC and non-auditory cortical areas while 

simultaneously evoking TOAE during refractory epilepsy surgery (Perrot et al., 2006). 

They found that when the AC was electrically stimulated, it induced a decrease in TOAE 

amplitude in the contralateral ear. In addition, they found that when non-auditory cortical 

areas were electrically stimulated, no changes in TOAE magnitude were observed. 

1.8 Attentional modulation of MOC effects 

Attention has been defined as the brain’s ability to prioritize different mental 

processes to optimize cognitive resources (Knudsen, 2007). The perceptual separation 

of different sound sources, known as auditory stream segregation, is presumably 

modulated by attention, yet its role has been extensively debated (Sussman et al, 1999; 

Carlyon et al, 2001; Macken et al, 2003). That is, it is still unclear to what extent “ignored” 

stimuli are deprived of attentional resources (Lavie, 2005, Lavie et al., 2014, Molloy et 

al., 2015).  

In hearing research, auditory attention has been described as the ability to direct 

or focus perception towards an auditory stimulus of interest (Fritz et al., 2007). Auditory 

attention seems to be a combination of assessing incoming stimuli based on their 
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saliency (bottom-up) and the re-orientation of cortical processing towards the task (top-

down) during scene analysis. Although it is generally well accepted that attention 

generates activity changes at cortical levels, it is still unclear whether these attentional 

effects reach lower auditory processing structures and even the auditory periphery.  

Hernandez-Peon et al. (1956) described a reduction in CN electrical activity to 

click stimuli when a cat’s attention was diverted to olfactory or visual stimuli. Although 

the methodology employed by Hernandez-Peon et al. (1956) was subsequently 

questioned; Oatman (1971, 1976) and Glenn & Oatman (1977) were able to successfully 

replicate Hernandez-Peon et al.’s findings. Oatman’s group showed that AN responses 

(recorded with implanted round window electrodes) to the auditory stimuli decreased 

when animals were engaged in visual discrimination tasks.  

In humans, Lukas (1980, 1981) hypothesized that attention may play a role in 

modulating AN responses through the auditory efferent system. His ABR experiments 

showed that visual attentional tasks can suppress wave I (AN activation) and it was 

suggested this could only occur through attention-driven efferent feedback from the 

olivocochlear nuclei. Other authors subsequently explored the potential effects of 

attention on OAE amplitude during visual tasks (Puel et al., 1988; Froehlich et al., 1990; 

Avan & Bonfils 1992; Meric & Collet 1994). They were able to observe OAE suppression 

during visual tasks, presumably caused by an increase in the MOC inhibitory control of 

the OHC. However, these effects varied across participants. More recently, Delano et 

al., (2007) measured sound-evoked AN CAPs and CMs in awake chinchillas while 

performing both visual and auditory tasks. They found decreases in cochlear sensitivity 

during the visual task but not during the auditory attention task. These results, ruled out 

potential arousal effects on the cochlear sensitivity and pointed towards visual attention-

specific effects.  
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Studies in subjects with Meniere’s disease who underwent vestibular neurectomy 

(which results in the absence of a functional auditory efferent system innervating the 

cochlea) have found that some, but not all, participants had difficulties detecting speech 

in noise (Zeng & Shannon 1994; Giraud et al. 1997; Zeng et al. 2000). Scharf et al. 

(1994, 1997) behaviourally tested subjects before and after vestibular neurectomy. In 

particular, Scharf et al., (1997) showed that after surgery, although no hearing 

impairment was evident either in quiet or noise, participants performed better in a two-

interval detection forced choice task at unexpected frequencies (Greenberg & Larking 

1968). The authors suspected a MOC-mediated frequency-specific attentional 

impairment given that improved performance could potentially reduce the focus on 

target frequency regions. An alternative explanation, given by Tan et al. (2008) who 

performed similar experiments in normal hearing subjects, was that the MOC effects 

may either: enhance target detection; help attenuate the non-target signal or even 

perform both effects simultaneously. In conclusion, these studies suggested that 

olivocochlear antimasking effects may attenuate the response of the auditory system to 

the non-target stimuli at their specific stimulus frequencies, leading the target stimulus 

to be unmasked and easily perceived.  

The effects of auditory attention on the MOC inhibition of the cochlear gain in 

normal hearing subjects remain controversial. For instance, some authors have found 

decreases in the OAE level while participants actively attend to auditory stimuli (Maison 

et al., 2001; De Boer & Thornton 2007; Garinis et al., 2011; Smith et al.,2012) while 

others demonstrate increases in OAE magnitude (Maison et al., 1999; Ferber-Mart et 

al., 1995; Harkrider & Bowers, 2009). Mishra & Lutman (2014) speculated that these 

discrepancies may be due to large methodological differences among studies when 

measuring MOC inhibitory effects on OAEs.  
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These previous studies on attentional modulation of OAE amplitude by the MOC 

activity have provided only indirect data of the efferent connection between higher 

processing structures and the periphery in humans. Nevertheless, in 2001, Khalfa et al. 

provided functional evidence that cortex and MOC were connected. This study revealed 

that patients whose temporal brain structures involved in auditory processing had been 

resectioned show either a decrease in the MOC reflex in the ear contralateral to the 

temporal resection or an increase in the ear ipsilateral to the surgery.  

More recently, Srinivasan et al. (2012), Smith et al. (2012), Walsh et al., 2014a, 

Walsh et al., 2014b, Wittekindt et al., (2014) and Walsh et al., (2015) explored how both 

auditory and visual attention may modulate cochlear sensitivity. For instance, Srinivasan 

et al., (2012) and Smith et al., (2012) found enhanced DPOAE magnitude when 

participants were attending to visual stimuli while DPOAE magnitude were suppressed 

when participants attended to an auditory signal. On the other hand, while Wittekindt et 

al., (2014) found no significant DPOAE magnitude changes during the auditory task, 

they found significant suppression of DPOAE magnitude during a visual task. As for 

SFOAEs, Walsh and colleagues (2014a) and (2014b) found that their magnitude is 

suppressed during both visual and auditory attention. In 2015, the same group 

measured non-linear SFOAEs during periods of selective auditory or visual attention as 

well as inattention periods (Walsh et al., 2015); once again, they found suppression of 

SFOAEs during periods of attention (both auditory and visual) relative to conditions with 

periods of inattention. Although the results across studies are inconsistent and differ for 

OAE types explored as well as the attentional tasks tested, they have revealed that 

cochlear amplification can be attention-modulated via the efferent system.  

Interestingly, Wittekindt et al. (2014) also explored the potential interconnectivity 

between central processing and the auditory periphery.  They made the first 

simultaneous EEG (Auditory Steady State Recordings (ASSRs) and alpha oscillations 
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(8-14Hz cortical oscillations)) and OAE (DPOAE) recordings during visual and auditory 

(non-speech) attentional tasks. In general, the authors were able to find effects of 

selective attention at all levels of the auditory pathway they explored. For instance, 

physiological responses to acoustic stimuli were enhanced both in the early sensory 

cortex (increases in ASSR magnitude) and higher cortical areas (increase in alpha 

power) during periods of auditory attention but were suppressed during visual attention. 

Although, DPOAE magnitude did not significantly change during auditory attention, it 

was significantly suppressed during visual attention, lending weight to the hypothesis 

that the distracting signal (auditory stimuli) is attenuated during visual attention. 

In summary, while it has been demonstrated across multiple studies that both 

cochlear and auditory brainstem activities are reduced during visual attention tasks, the 

effects of auditory attention remain variable. As suggested by Mishra & Lutman (2014), 

auditory attention effects on the cochlear gain may depend both on the type of auditory 

task used as well as methodological flaws regarding, among other, MEMR and the SNRs 

of OAE recordings. Although several studies have used an auditory lexical decision task 

to evoke auditory attention (Garinis et al, 2011; Smith & Cone, 2015; Kalaiah et al., 

2017a), they have also used white noise to evoke contralateral suppression of OAEs. In 

these cases, it might be difficult to disambiguate between the lexical decision task per 

se causing the attentional effects on OAEs magnitude and the noise automatically 

activating the MOC reflex. This could make it hard to disentangle the effects of pure 

auditory attention Vs. stimulus effects.  

In addition, most studies exploring the effects of auditory attention on OAEs 

magnitude have not matched stimulus and arousal levels across active and passive 

listening conditions (Froehlich et al., 1990; Meric et al., 1994; Srinivasan et al., 2012). 

This means that, during the passive listening conditions, participants were either 

listening to a different stimulus than the one presented during the active listening 
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condition, and/or not doing any task at all, thereby again confounding the effects of 

attention, arousal and stimulus differences on the cochlear gain. As such, it is still 

necessary to disambiguate the effects of attention and stimulus on OAE amplitudes to 

understand how attention affects the auditory pathway.  

1.9 Research Proposal 

The main objective of this study is to address key methodological issues that have 

become apparent with previous attentional studies of OAEs. Moreover, here the 

relationship between speech intelligibility and the auditory efferent control of the 

cochlear gain is explored. To address this, speech intelligibility was degraded in three 

ways: 1) noise vocoding the speech signal; 2) adding babble noise (BN) to the speech 

signal at different SNRs or 3) adding speech-shaped noise (SSN) to the speech signal 

at different SNRs. The reason for using noise-vocoded speech while contralaterally 

recording CEOAEs is that it allowed speech intelligibility to be manipulated without 

increasing noise levels (a classical way of evoking auditory efferent effects (MOC reflex) 

(Berlin et al., 1993; Norman & Thornton 1993; Kalaiah et al., 2017b)). This avoided 

confounding CEOAE magnitude changes due to stimulus-driven MOC reflex activation 

with attention-driven MOC effects on CEOAE magnitudes. Moreover, because the level 

of the speech spectrum decreases with increasing frequency, white noise (which is the 

most commonly used stimulus to evoke MOC reflex in the literature) predominantly 

masks only the high frequency component of the speech signal, therefore it is not 

considered an efficient speech masker. However, BN (besides representing a more 

ethological auditory type of noise) and SSN (which is the spectrally matched long-term 

averaged of the speech signal) have the same long-term average spectrum as speech. 

Therefore, these noises were able to mask the speech signal equally across 

frequencies.  
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We also attempted to maintain performance (using three difficulty levels: high, 

medium, and low) across these three speech intelligibility manipulations to determine 

whether CEOAE suppression was influenced by task difficulty, noise type or a 

combination of these two factors. The hypothesis is that if suppression of CEOAEs was 

observed when speech was less intelligible (without increasing noise levels), then it is 

most likely linked to increases in attentional recruitment of corticofugal inputs rather than 

a stimulus-specific activation of the MOC reflex. This would allow the differentiation 

between attention-driven and stimulus-related effects on CEOAE amplitude. 

Additionally, an auditory lexical decision paradigm was used (similar to Garinis et al, 

(2011), Smith and Cone (2015) and Kalaiah et al., (2017a)) that required full lexical 

processing (Goldinger, 1996) and which should both evoke sustained attention and 

engage cortical speech networks (Hickok & Poeppel 2000; 2007). Attentional 

engagement was monitored both behaviourally and objectively by measuring task 

performance and speech-onset auditory cortical activity respectively.  

The methodological concerns arising from previous studies of attentional effects 

on CEOAEs have not only prevented direct comparison of these studies but also 

distorted the interpretation of their results. Most have implemented paradigms with large 

differences in their arousal state (or alertness levels (Eysenck, 2012)) and stimulus type 

between the active auditory task (e.g. speech stimuli presented while CEOAEs are 

recorded) and passive listening conditions (no task, CEOAEs recorded during no-noise 

conditions or with-noise conditions) (Froehlich et al., 1990; Meric et al., 1994; Srinivasan 

et al., 2012). The experimental protocol design in this study will address this issue in 

three main ways: 1) utilisation of the same stimuli for both active and passive listening 

conditions; 2) utilisation of a controlled visual scene across the experimental sessions; 

and 3) attempting to control for differences in alertness during the passive condition by 

asking subjects to watch an engaging cartoon movie. The homogeneity of visual and 
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auditory scenes across the experiments allowed the effects of attending to the speech 

on CEOAE magnitude to be disentangled from the stimulus-driven effects.  

To avoid confounding attentional effects with those of MEMR activation (triggered 

by loud sound levels), which can potentially create unpredictable changes in OAE 

magnitudes, auditory stimuli levels were kept below those for MEMR activation and 

speech intelligibility was manipulated without increasing overall stimulus levels (above 

the MEMR threshold). Moreover, a minimum OAE SNR was kept at 6 dB which allowed 

for more reliable and replicable OAE recordings (Goodman et al., 2013).  

A simultaneous OAE/EEG recording setup was implemented similar to Wittekindt 

et al. (2014), ensuring that recordings from the periphery and central auditory pathway 

were performed concurrently. Because of the simultaneous nature of this setup, the 

same click stimuli that evoked OAEs could also evoke auditory brainstem responses 

(ABRs) and this was recorded with the EEG system. Here, it could be argued that if 

CEOAE suppression was observed, then a reduction in the ABR components should 

also be detected, since the cochlear gain to the click stimulus would be reduced across 

the entire auditory afferent pathway (which can be assessed using ABRs). Therefore, in 

the context of this thesis, the magnitude of click-evoked ABRs (i.e. their wave 

amplitudes) were also used as an independent measure to confirm auditory efferent 

suppression of the cochlear gain. Together, this experimental setup allowed us to 

disentangle auditory attention-driven efferent effects from automatic stimulus-specific 

effects along the auditory pathway during speech perception. 

1.10 Research question, hypothesis and objectives  

In this PhD project, we sought to explore how active listening to degraded speech 

modulates CEOAE magnitudes. In particular, unlike previously published studies, we 

assessed auditory changes objectively and subjectively as part of a highly controlled 

experimental paradigm, maintaining a constant performance across three experimental 
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manipulations of speech intelligibility as well as minimizing influences of MEMR 

activation and controlling for visual and auditory scenes.  

Research question: Does auditory attention modulate cochlear gain, via the auditory 

efferent system, in a task-dependent manner?  

Hypothesis: Decreases in speech intelligibility raise auditory attention and this reduces 

cochlear gain (measured using CEOAEs). 

The objectives are:  

1) to evaluate lexical decision performance with changes in speech intelligibility.  

2) to analyze speech-onset event related potentials (ERPs) to confirm auditory 

cortex engagement.  

3) to analyze click-evoked ABRs waves magnitude to confirm the effects of cochlear 

gain reduction in the afferent auditory pathway.  

4) to determine the changes in CEOAE amplitude with decreases in speech 

intelligibility during active and passive listening. 
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Chapter 2 General Methods 

To investigate whether attention to degraded speech influences the cochlear gain, 

auditory attention was modulated by manipulating task difficulty for a lexical decision 

task while simultaneously measuring OAEs and ABRs to click stimuli. Auditory attention 

was objectively monitored, by recording cortical speech-onset ERPs, and subjectively 

assessed by evaluating performance during an auditory lexical decision task. Changes 

in brainstem activity and the cochlear gain were measured by comparing ABR and OAE 

waveforms across active and passive conditions and across the varying task difficulties. 

All measures were simultaneously obtained.  

This study was approved by the Human Research Ethics Committee of Macquarie 

University (ref: 5201500235), see Appendix section. Each participant signed a written 

informed consent form and was provided with a small financial remuneration for their 

time. 

2.1 Hearing Screening  

All 66 participants included in the study had normal pure tone thresholds (<20 dB 

HL tested at octave intervals between 0.5-8 kHz using a standard Hughson and 

Westlake technique (Hughson & Westlake 1944); Interacoustics Hearing Aid Fitting 

Analyzer Affinity 2.0 Audiometry) and normal middle ear function (assessed using 

otoscopy and standard 226 Hz tympanometry; Titan, Interacoustics). To ensure normal 

outer hair cell function, DPOAEs were demonstrated in all participants between 0.5-10 

kHz (DPOAE properties: f1/f2 =1.2, f1 =65 dB SPL; f2 =55 dB SPL; classified by SNR>6 

dB; minimum DPOAE level above -10 dB SPL; reliability >98%; Interacoustics Titan – 

DPOAE440). To confirm that the levels of speech and click stimuli used (75 dB SPL) 

would not elicit an MEMR, the MEMR threshold was assessed for steady-state BBNs 

both contralaterally and ipsilaterally (Titan, Interacoustics) and was found to be greater 

than 75 dB HL in all participants. According to the ANSI S3.6-1996 standard for the 
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conversion of dB SPL to dB HL, at least a 10 dB difference was kept between MEMR 

thresholds and our experimental stimulus level. Although we cannot fully rule out any 

subtle effects of the middle ear muscles to subthreshold stimulus levels, obtaining 

MEMR thresholds to BBN in all participants minimised the possibility that MEMR 

activation was a cause of any changes in OAE amplitudes.  

2.2 Experimental Protocol 

Participants were seated in a comfortable chair inside a sound-proof booth (ISO 

8253-1:2010). The experimental protocol comprised two experimental conditions 

Passive and Active listening, presented in counterbalanced order across participants. In 

the Passive listening condition, subjects were requested to ignore the auditory stimuli 

presented and to watch a soundless movie. To ensure they had paid attention to the 

movie, participants were monitored during the experiment with a video camera located 

in the experimental booth and then, at the end of the experimental condition, they were 

asked questions about the movie’s content (e.g. what happened in the movie? How 

many characters were present? Who was the main character?).  

During the Active listening condition, the participants performed an auditory 

lexical decision task (McCusker et al., 1981; Marslen-Wilson, 1980), where they were 

asked to press the space key on a keyboard each time they heard a word that did not 

make sense (i.e. a non-word). Behavioural responses were obtained for each subject 

across all experimental conditions; these included the number of correct responses (hit 

rate (HR)), the number of incorrect responses (false alarm rate (FA)) and the reaction 

times to the correct (hits) and incorrect (false alarm) responses. The d prime, calculated 

as: Z(hit rate) – Z(false alarm rate), was used as a measure of response accuracy. 
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2.3 Speech Stimuli 

All word items were acquired from Australian-English adapted versions of 

monosyllabic consonant-nucleus-consonant (CNC) word lists (Lehiste & Peterson, 

1959; Henry et al., 1998) and were spoken by a female native, Australian-English 

speaker. The duration of all words ranged between 420-650ms. Non-word lists were 

selected from the Australian Research Council (ARC) non-word database (Rastle et al., 

2002). The following criteria were used to form the non-word lists: 1) each non-word list 

matched the phoneme frequency and position (beginning, middle, or end of words) of a 

corresponding real-word list; 2) non-words were phonetically legal and 3) non-word lists 

had to match the lexical neighbourhood density of their corresponding real-word list (the 

frequency of real-words that are acoustically similar to a specific real- or non-word (Luce 

& Pisoni, 1998)).  

Speech tokens were normalized to have the same root mean square (RMS) level. 

The presentation system was calibrated using a pink noise with the same RMS level as 

the experimental items. The ER-3C headphone was placed in an artificial ear (IEC 

60711 Ear Simulator RA 0045) coupled to a sound level meter (B&K G-4 type 2250, 

amplifier type 4189). Speech stimuli were delivered using Presentation® software 

(Neurobehavioral Systems, Inc., Berkeley, CA, www.neurobs.com, version 

18.1.03.31.15). All speech stimuli were digitized at 44.1 kHz, 16-bits. 

2.4 EEG recording and analysis 

The EEG data were acquired using 64 channels (Ag-AgCl electrodes) arranged 

according to the 10–20 system. Vertical eye movements were monitored by placing 

electrodes above and below the left eye. Horizontal eye movements were monitored by 

placing electrodes on the outer canthi of each eye. Impedance levels were kept below 

5kΩ for all electrodes. Signals were sampled at a rate of 20 kHz in AC mode with a gain 

of 2010 and an accuracy of 0.15 nV/LSB (SynAmps2 amplifier, Compumedics Limited). 
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An online filtering for visualization purposes (high- and low-pass filters of 0.05 Hz-3.5 

kHz respectively were applied).  

2.4.1 Speech-onset ERPs recording and analysis 

The off-line analysis of EEG recordings was performed using Fieldtrip (open 

source Matlab toolbox developed by Oostenveld, et al. 2010). The data were re-

referenced to the average of the left (M1) and the right (M2) mastoids. The EEG 

recordings were then divided into trials/epochs that started 200 ms prior to the speech 

tokens onset (both words and non-words) and ended 1.2 sec after the sound onset (-

200 ms to 1.2 sec). The components visually identified as eye blinks and horizontal eye 

movement were excluded from the data. In order to remove noisy trials, those trials 

between -200 ms and 1.2 sec from sound onset which had absolute amplitude values 

higher than 75 µV were excluded from further analysis, leaving between 60-80% of total 

trials per condition. 

The accepted trials were then band-pass filtered with a frequency cut-off between 

0.5 to 30 Hz and a transition band roll-off of 12 dB/octave. Band-pass filtering between 

those frequencies can help to remove both common artefacts such as line noise 

‘humming’ of the electric power supply as well non-neural and irrelevant information, 

therefore improving the SNR (Luck, 2005; Widmann et al., 2014; Acunzo et al., 2012). 

The resulting output signals were baseline-corrected using the mean value of a window 

between -200 ms and 0 ms from the onset of the speech tokens. The baseline-corrected 

trials were averaged to obtain the ERP waveforms. Rather than using the absolute 

magnitude of each ERP component at its maximum, the mean values for fixed-latency, 

‘analysis windows’ centred on these maximums were selected (Woldorff et al., 1993; 

Luck, 2004; Woodman, 2010). These ‘analysis windows’ were visually inspected and 

chosen based on the grand average ERP waveforms for each condition. Because 

attentional effects had been previously reported on the early ERP components (Woldorf 
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et al., 1987, 1993; Karns & Knight, 2009; Saupe et al., 2009), the components analysed 

were: P1 (‘analysis window’: 90-130 ms), N1 (‘analysis window’:130-170 ms), P2 

(‘analysis window’: 220-260 ms). Here, only the mean amplitude was analysed because 

it has been reported to be the most reliable measurement when analysing cognitive 

effects on ERPs (Clayson et al., 2013; Keil et al., 2014; Luck & Gaspelin 2017).   

In addition, the auditory lexical decision task requires semantic processing 

(Goldinger, 1996) and the N400 (550-590 ms) component has been associated with the 

processing of meaning (Kutas & Federmeier, 2011): therefore, this component was also 

examined. Then the mean amplitude for each component between the given latencies 

was calculated using a Fieldtrip-based script. These were then generated for each 

participant and experimental condition for posterior statistical analysis.  

2.4.2 ABRs recording and analysis 

The offline analysis of ABR signals was performed using the same Fieldtrip 

toolbox. The data were re-referenced to the mastoid with the smallest noise magnitude 

(left mastoid (M1) or right mastoid (M2)). Only ABR signals from central electrodes (FZ, 

FCZ, CZ) were analysed given their close-to-vertex position where auditory responses 

have larger magnitude (Jewett et al., 1970; Vaughan & Ritter, 1970). The EEG signal 

was then divided into trials/epochs that started 5 ms prior to the click stimuli and ended 

10 ms after the click onsets for a total analysis window of 15 ms. All trials were band-

pass filtered with a frequency cut-off between 200-3000 Hz. These cut-off filters have 

been shown to provide clean ABRs waveforms and do not distort the different wave 

amplitudes or latency measurements (Pratt & Sohmer, 1976; Boston & Ainslie 1980). In 

addition, Bidelman et al., 2014 reported that filters with cut-off frequencies higher than 

200 Hz may minimize post-auricular muscle artefact (O’Beirne & Patuzzi, 1999). The 

processed traces were then averaged using a weighted averaging method (Don & 

Elberling 1994; Silva 2009) to give a final averaged ABR waveform per participant and 
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condition consisting of 19200 trials (which corresponds to the click rate of 32 Hz (for 

Experiments 1-3) across 10 minutes of stimulation for all conditions). Notice that these 

same clicks allowed us to obtain CEOAEs. The weighting averaged method in this study 

is based on Bayesian inference and weights the individual sweeps proportionally to their 

estimated precision calculated as the residual noise for every 32 sweeps (Box & Tiao, 

1973). All sweeps were then rescaled with a factor inversely proportional to this variance 

or residual noise (Elberling & Don, 1984). This helps preserve all trials without any 

rejection required for artefacts. All ABR components analysed were visually selected 

only when they had a significantly higher magnitude than the residual noise calculated 

for each epoch (positive SNR). ABR waveforms with residual noise equal to or higher 

than the averaged signal were discarded, see Appendix section Tables 1-4.  

Due to restrictions in click-stimulus level (lower or equal to 75 p-p dB SPL to avoid 

activation of the MEMR), it was not possible to extract wave I from the EEG residual 

noise, see Figure 2.1. Instead, higher amplitude waves associated with activity in the 

SOC (wave III) and IC (wave V) only were analysed, see Figure 2.1. Amplitude and 

latency of waves III and V were visually determined for each subject across blocks and 

conditions when observable with a positive SNR (waves’ amplitudes above the dotted 

red lines in Figure 2.1). In addition, ABR waves V-III amplitude ratios and latency 

differences were calculated. These components allowed the observation of potential 

changes at the level of the SOC (wave III) and IC (wave V) (Jewett & Williston, 1971; 

Pratt & Sohmer, 1976; Suzuki et al., 1986) during Active and Passive listening of speech.  
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Figure 2.1. Example of an averaged ABR waveform from three participants during the Passive 

listening of Natural speech. The black dashed line represents onset of the click stimulus. The 

solid dark blue line corresponds to the ABR waveform while the variance is represented by the 

shaded blue area. In addition, the red dotted lines exemplify the () residual noise calculated 

across 19200 trials. Only the waves that showed positive SNRs with respect to the residual 

noise were selected for statistical analysis.  
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2.5 OAE recordings and analysis 

Non-filtered click stimuli, with a positive polarity and 83 sec of duration were 

digitally generated using RecordAppX (Advanced Medical Diagnostic Systems) 

software. The presentation rate was 42 Hz in the pilot experiment for Experiment 1 and 

32 Hz in Experiments 1-3. The linear method was used for click presentation because it 

allows the linear and non-linear components of MOC effects to be maintained in the 

OAE magnitudes (Guinan, 2006; Mishra & Lutman 2014). Both the generation of clicks 

and the recording of OAEs were controlled via an RME UCX soundcard (RME, 

Haimhausen, Germany), and delivered/collected to and from the ear canal through an 

Etymotic ER-10B probe connected to ER-2 insert earphones with pre-amplifier gain set 

at 20 dB (Etymotic Research, Elk Grove Village, IL).  

Stimulus calibration is a critical step in measuring MOC effects on CEOAE 

magnitude as: 1) efferent effects on OAE magnitude are level dependent (Collet et al., 

1990; Guinan, 2006) and 2) they only produce small magnitude changes of around 1-3 

dB (Goodman et al., 2013): therefore, by calibrating the stimulus, a study can ensure 

accurate measurements of OAE magnitude changes without the confounding effects of 

stimulus level differences caused by differing earphone insertion depth within and 

across participants. However, traditional calibration of signals, performed in 

standardized couplers (ANSI, 1995; International Organization for Standardization 

(ISO), 1997; ISO, 2006) typically does not account for individual differences in ear canal 

anatomy and geometry as the couplers are considered as surrogates for the average 

ear canal thanks to their similar terminal impedances. In those studies, where stimuli 

have been calibrated for individual ear canals, it has generally been performed by 

adjusting the voltage drive to the speakers based on the pressure response detected by 

the probe microphone; therefore, relying on the basic assumption of equivalent sound 
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pressure at all frequencies between the probe microphone and the surface of interest – 

the ear drum. However, as a result of sounds reflections in the external ear canals, this 

can underestimate the pressure at the tympanic membrane by up to 2-3 dB for low 

frequencies (1-2 kHz) and 20 dB at frequencies greater than 3-4 kHz (Siegel 1994; 

Souza et al., 2014). To avoid these issues in this study, stimuli used to evoke OAEs 

were calibrated in forward equivalent pressure level (the pressure travelling towards the 

tympanic membrane: FPL) determined using Thévenin-equivalent source parameters of 

the probe that has been shown to decrease the insertion dependent effects on both 

DPOAEs (Scheperle et al., 2008) and CEOAEs (Scheperle et al., 2011).  

Stimulus levels were verified using a sound level meter (B&K G4) and microphone 

IEC 60711 Ear Simulator RA 0045. This setup was used to calibrate the click stimuli 

following BS EN 60645-3:2007. In-ear OAE probe calibration was completed at the 

beginning of every experimental block. In addition, if during the experimental blocks 

participants moved or touched the OAE probe, the block was stopped, and the probe 

was re-positioned and re-calibrated.  

Off-line processing with a Matlab-based script allowed for signal reliability and 

artefact removal to be checked. The signal was band-pass filtered between 750-6000 

Hz with 4th and 10th order Butterworth filters respectively. Epochs with RMS levels two 

standard deviations above or below the mean RMS amplitude of all epochs were 

discarded. The reliability of the CEOAE recordings was assessed by correlating 

consecutive epochs (odd and even epochs). Only epochs with a correlation higher or 

equal to 95% were accepted as valid signals for further analysis. The noise floor was 

estimated by subtracting the RMS difference between the grand response mean (which 

included means from both odd and even epochs) from even and odd epochs 

independently (Schimmel, 1967; Boothalingam et al., 2015). 
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The CEOAE levels were calculated as the mean RMS amplitudes in a time 

window 10-23 ms after click onsets; the initial 0-9 ms time window after the click stimulus 

being rejected due to cochlear ringing, see Figure 2.2. Data were binned in one-minute 

steps by averaging epochs contained within that period. The averaged RMS magnitudes 

of CEOAE signals between 1-2 kHz were analysed due to the known MOC effects being 

maximal in this frequency band (Collet et al., 1990; Hood et al. 1996; Goodman et al. 

2013). Only binned data for averaged CEOAEs displaying a SNR ≥ 6 dB (Mishra & 

Lutman 2013; Mertes & Goodman 2016) and with > 80% of epochs retained (i.e. had 

RMS levels within the two standard deviations limit), were selected as valid signals for 

further analysis.  

 

Figure 2.2. Time course of the CEOAE analysis window. The black trace represents the CEOAE 

signal while the red trace corresponds to the noise floor. The click stimulus ringing duration was 

9 ms (shown in the black rectangle). This time window was removed prior to CEOAE offline 

analysis to avoid stimulus contamination of the CEOAE signal.  
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2.6 Synchronization Equipment 

Presentation software and the OAE setup were synchronized by Stimtracker 

(Cedrus) which converted the click stimulus into Transistor–Transistor Logic signals 

(TTLs) that were recognized by Presentation software as an external input. After 

receiving the first TTL (associated with click stimulus number 1), Presentation software 

initiated the experimental paradigm. Presentation software and Neuroscan system were 

synchronized through a DB-25 parallel port connection. This setup allowed the 

simultaneous recording of CEOAEs, ABRs, ERPs and behavioural responses, see 

Figure 2.3.  

 

Figure 2.3. Schematic representation of the simultaneous recording of the physiological 

measurements: CEOAEs, ABRs and ERPs.  

 

2.7 Specific Methods 

Manipulations of the intelligibility of the speech stimuli were performed to increase 

task difficulty and modulate attention. Three stimulus manipulations were made: 1) 
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channel vocoding of the speech signal, 2) adding BN to the Natural spoken speech 

stimuli and 3) adding SSN to the Natural spoken speech stimuli. BN was filtered to match 

the envelope of the SSN and to match the International Long-Term Average Speech 

Spectrum (ILTASS) (Byrne et al., 1994). The ear receiving either the click or speech 

stimulus was randomized across participants.  

2.7.1 Experiment 1. Noise Vocoded Speech: Pilot study  

To determine the noise vocoded speech levels required to create significantly 

different levels of task difficulty, a pilot study was conducted with 5 native speakers of 

Australian-English with normal hearing (3 females; mean age = 30 ± 3 years old). The 

pilot study also enabled useful identification of potentially problematic speech tokens, 

as well an evaluation of the feasibility of simultaneous recording of CEOAEs, ABRs, 

ERPs and behavioural responses. Participants followed the Experimental Protocol 

procedure explained above. In the Passive listening conditions, participants watched a 

movie of their choice (subtitled); while in the Active listening conditions, participants were 

requested to watch a fixation cross displayed on a screen located 2 meters away from 

them. 

The pilot study comprised 4 blocks per condition (each block with a duration of 

6 min, see Figure 2.4): Block 1: Natural spoken tokens and Blocks 2, 3 and 4 

corresponded to speech with different number of vocoded channels. Following the 

method of Shannon et al. (1995), the noise vocoded speech technique was employed. 

The speech tokens were band-pass filtered using a zero-phase, sixth-order Butterworth 

filter and their presentation constituted 5 minutes of each block duration, see Figure 2.4. 

The centre frequencies of the channels were equally spaced on a Greenwood scale 

from 200 to 8000 Hz (Greenwood, 1990). Speech envelopes were extracted by half-

wave rectifying the filter outputs and low-pass filtering with a zero-phase, second-order 

Butterworth filter with a cut-off frequency equal to 300 Hz or half of the channel 
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bandwidth (whichever was lower). The extracted envelopes were used to modulate 

noise bands produced by filtering white noise with the same band-pass filter. The 

modulated bands were summed to give the final vocoded signal. 

The order of experimental conditions was counter-balanced among subjects (i.e. 

Active and Passive listening conditions were alternated). The presentation of the blocks 

was also randomized as were the auditory stimuli within, while ensuring that the latter 

were only repeated ≤ 3 times in each Experimental session. These controls were not 

only applied to the Pilot studies but also to the main Experiments, making it less likely 

that our results were biased due to presentation order or training effects, (Quinn & 

Keough, 2002; Kirk, 2007). Simultaneous to the unilateral presentation of word/non-

word, CEOAEs were recorded continuously in the contralateral ear (see Figure 2.4). The 

total duration of the pilot experimental session was 48 min. Participants were allowed to 

take short breaks between block presentations.   

Based on previous behavioural studies (Shannon et al., 1995; Shannon et al., 

1998), three vocoded conditions (16-, 12- and 8-channels: Voc16, Voc12 and Voc8 

respectively) were piloted to represent three degrees of speech intelligibility (i.e. task 

difficulty; see Table 2.1). The HR – the proportion of non-words correctly recognised- 

decreased with the number of vocoded channels; while the false alarm rate - the 

proportion of words incorrectly identified as non-words increased as the number of 

vocoded channels decreased. Moreover, performance (d prime = zHR-zFA) was poorer 

as the number of noise vocoded channels decreased. Although d prime values did not 

appear different between Voc16 and Voc12, HR and FA decreased between Voc16 and 

Voc12, see Table 2.1. Therefore, the four task difficulty levels were selected for inclusion 

in Experiment 1.  

CEOAEs were continuously recorded throughout each 6-minute block. The initial 

and final 30 secs of CEOAE recordings of each block, in which no speech tokens were 
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presented, see Figure 2.4, were taken as a baseline. During the middle five minutes, 88 

words and 88 non-words were presented, and subjects made their lexical decisions, see 

Figure 2.4. Although, a drift in CEOAE magnitudes over time has been described, 

making MOC effects appear more or less significant (Goodman et al., 2013), it has been 

suggested that randomly interleaving noise and no-noise conditions are an important 

control for drifts (Guinan 2017). Here the contralateral speech stimulation was not 

continuous because a 2 second inter-stimulus interval was established to accommodate 

participants’ behavioural response. Moreover, it has been reported that these drifts may 

cancel each other out in group data (Goodman et al., 2013); therefore, it is suggested 

that the influence of drift in this data set would be small or non-existent. 

CEOAE magnitude change was considered as:  

CEOAE suppression = CEOAE speech presentation (average across minutes) – CEOAE baseline (first 30 sec)  

The suppression of CEOAE magnitude relative to the baseline allowed us to observe 

potential auditory efferent effects on the cochlear gain via MOC activation during the 

Active and Passive listening of speech. 
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Figure 2.4. Schematic experimental design of the stimulus presentation for the pilot studies. 

Note that in one of the ears the click stimuli were continuously presented in order to evoke 

CEOAEs while in the other ear words and non-words were delivered. The differences between 

pilot experiments resided in the speech intelligibility manipulation explored (Experiment 1: 

Noise Vocoded Speech, Experiment 2: Babble Noise and Experiment 3: Speech-Shaped 

Noise.  

 

Table 2.1. Pilot Experiment 1. Noise Vocoded. Behavioural data  

Stimuli Hit Rate False Alarm Rate d prime 

Natural 0.88±0.06 0.05±0.03 2.93±0.29 

Voc16 0.81±0.10 0.14±0.06 2.02±0.35 

Voc12 0.78±0.09 0.11±0.05 2.04±0.42 

Voc8 0.72±0.19 0.17±0.08 1.63±0.28 

 

Problematic speech tokens which were identified in the pilot were removed (i.e. 

words with low frequency based on English Subtitles Database: SUBTLEX-UK (Van 

Heuven et al., 2013) and non-words with ambiguous pronunciation or pronunciation 

similar to words). 

Although both CEOAEs and ABRs were successfully obtained for click stimuli at 

65 p-p dB SPL and 42 Hz stimulus rate, the SNR for both signals was small. Therefore, 

the stimulation level of the click stimuli was increased by 10 dB and the stimulation rate 

was decreased by 10 Hz to obtain a clearer ABR waveform (Jewett & Williston, 1971; 

Pratt & Sohmer, 1976; Suzuki et al., 1986). The speech stimulus level was also 

increased by 10 dB accordingly.  
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2.7.2 Experiment 1. Noise Vocoded: Main study 

Thirty participants were recruited to participate in the study. However, three 

participants were withdrawn from the final dataset: one due to inattention during the 

lexical decision task; one due to technical difficulties and the third one chose not to 

complete the experimental session. Twenty-seven native speakers of Australian-English 

(17 females, 25 right handed) comprised the final sample. Their ages ranged between 

18-35 years old (mean age = 23 ± 5 years old). From a total of 500 words and 442 non-

words, 423 words and 328 non-words tokens were selected as appropriate for this study. 

Consequently, 200 words and 100 non-words were randomly presented in each block 

across 10 minutes, see Figure 2.5. All the tokens were compensated in each block for 

stop and non-stop initial consonants: 100 words stop / 100 words non-stop consonants; 

50 non-words stop / 50 non-words non-stop consonants. The same speech tokens were 

used for Experiments 1, 2 and 3.  

The same four blocks piloted were presented per experimental condition: Block1: 

Natural spoken tokens; Block 2: Voc16; Block 3: Voc12 and Block 4: Voc8. Each block 

lasted for 12 minutes and the block’s presentation order was randomized. Simultaneous 

to the unilateral presentation of words/non-words, CEOAEs were recorded continuously 

in the contralateral ear, see Figure 2.5, where the first 60 secs were taken as CEOAE 

baseline. During the Passive listening conditions, participants were asked to pay 

attention to a non-subtitled and soundless video (Shawn the Sheep seasons 1 and 2: 

https://shaunthesheep.com/); while in the Active listening condition, the video continued 

to be played, but participants were instructed to perform the lexical decision task. In 

contrast to the experimental design for Experiment 1 Pilot, this allowed a consistent 

visual scene across experimental conditions and without the confounding factor of 

reading processing occurring concurrently to the auditory processing. Eight blocks (4 

blocks in the Active and 4 blocks in the Passive listening condition) of 12 min duration 

https://shaunthesheep.com/
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were presented to the 27 subjects who participated in Experiments 1 (Natural, Voc16, 

Voc12 and Voc8). All blocks were presented in a unique experimental session that 

lasted 2.5 hours (including hearing screening and EEG cap set-up: 1 hour). Participants 

were allowed to take short breaks between block presentations.   

 

 

Figure 2.5. Schematic representation of the experimental design in Experiments 1, 2 and 3. Note 

that in one of the ears, the click stimuli were continuously presented in order to evoke CEOAEs 

while in the other the speech tokens were delivered. The differences between experiments 

resided in the speech intelligibility manipulations explored (Experiment 1: Noise Vocoded 

Speech, Experiment 2: Babble Noise and Experiment 3: Speech-Shaped Noise.  

 

2.7.3 Experiment 2. Babble Noise: Pilot and main study 

The BN used consisted of four females and four male talkers speaking 

simultaneously and recorded in an anechoic chamber (Keidser et al., 2002). The relative 

intensities of each one third octave frequency of the speech signals matched the 

average relative intensities of speech produced by male and female talkers. Random 
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segments from a 2-min recording of BN were randomly selected in order to create the 

speech tokens in BN. The speech tokens and the BN had the same durations.  

Three different speech in BN ratios were piloted (speech in BN +10 dB SNR 

(BN10); speech in BN +7 dB SNR (BN7) and speech in BN +5 dB SNR (BN5), see Table 

2.2). Six normal hearing, Australian-English speakers (five of whom participated in 

Experiment 1 Pilot study; 3 females; mean age = 33 ± 5 years old), were tested to select 

SNRs where the behavioural results could be comparable with the lexical decision 

performance in Experiment 1. The pilot experimental protocol was similar to the protocol 

described for Experiment 1.  

 

Table 2.2. Pilot Experiment 2. Babble Noise. Behavioural data 

Stimuli Hit Rate False Alarm Rate d prime 

Natural 0.81±0.14 0.07 ±0.04 2.53±0.54 

BN10  0.59± 0.14 0.09 ±0.04 1.62±0.44 

BN7  0.57 ± 0.16 0.09±0.06 1.57±0.48 

BN5  0.54 ± 0.15 0.13±0.06 1.28±0.46 

 

 

The SNRs for BN that produced behavioural data comparable to the data obtained 

for Voc8 speech and the averaged behavioural data for Voc16 and Voc12 were BN5 

and BN10 respectively. Therefore, three blocks presented in the Active and Passive 

listening conditions were: Block1: Natural spoken tokens; Block 2: BN10 and Block 3: 

BN5.  
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A new sample of thirty participants were recruited to participate in the main 

Experiments 2 and 3. However, due to incomplete data collection in one participant, 

twenty-nine native speakers of Australian-English (19 females, 28 right handed) 

participated in these experiments. Their ages ranged between 20-35 years old (mean 

age = 26 ± 9 years old). Because Natural speech tokens (Block 1) for Active and Passive 

listening were shared blocks in both Experiments 2 and 3, they were only presented 

once to participants involved in these experiments.  

2.7.4 Experiment 3. SSN: Pilot and main study 

SSN has been used as a successful masker in studies of speech perception 

(Nelson et al., 2003; Qin & Oxenham, 2003). To produce the SSN, the spectrally 

matched long-term average of all the Natural speech tokens (words and non-words) was 

obtained. Segments from the 2 min SSN were randomly selected and added to the 

speech tokens at the desired SNR to create the stimuli for the SSN conditions. The 

speech tokens and the SSN had the same durations. All the stimuli were digitalized at 

44.1 kHz, 16-bits and RMS level-normalized across all tokens.  

Several speech in SSN ratios were piloted (speech in SSN +8 dB SNR (SSN8); 

speech in SSN +5 dB SNR (SSN5) and speech in SSN +3 dB SNR (SSN3), see Table 

2.3) in the same group of 6 normal hearing, Australian-English speakers as piloted in 

Experiment 2. This was in order to select an SNR that provided comparable behaviour 

results with that obtained in Experiment 1. The pilot experimental protocol was similar 

to the protocol described for Experiment 1.  

 

Table 2.3. Pilot Experiment 3. Speech-Shaped Noise. Behavioural data 

Stimuli Hit Rate False Alarm Rate d prime 
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Natural 0.81±0.14 0.07 ±0.04 2.53±0.54 

SSN8  0.62±0.16 0.09 ±0.04 1.74 ± 0.40 

SSN5 0.50 ± 0.15 0.10 ±0.06 1.32 ± 0.34 

SSN3 0.52 ± 0.13 0.15 ±0.07 1.22 ± 0.34 

 

The SNR for SSN that produced behavioural data comparable to the data obtained 

for Voc8 speech and averaged behavioural data for Voc16 and Voc12 channels speech 

was SSN3 and SSN8 respectively. Because Experiments 2 and 3 were performed in the 

same experimental session, Block1: Natural spoken tokens were the same for both 

experiments. Experiment 3 also consisted of: Block 2: SSN8 and Block 3: SSN3 

presented in the Active and Passive listening conditions.  

Similar to Experiment 1, the order of the conditions was counterbalanced, and, 

within each condition, the blocks’ order was randomized. Ten blocks (5 blocks in the 

Active and 5 blocks in the Passive listening condition) of 12 min duration were presented 

to the 29 subjects who participated in Experiments 2 and 3 (Natural, BBN10, BBN5, 

SSN8 and SSN3). All blocks were presented in a unique experimental session that 

lasted 3 hours (including hearing screening and EEG cap set-up: 1 hour). Participants 

were allowed to take short breaks between block presentations.   

 

2.8 Statistical Analysis 

All behavioural, CEOAE and electrophysiological data were tested for normality 

using Shapiro-Wilk test. A parametric (ANOVA and paired t-test) or non- parametric 

analysis (Kruskall-Wallis and Mann-Whitney U test) was performed accordingly in order 

to compare the effects between experimental conditions (alpha=0.05, with Bonferroni 
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corrections for multiple comparisons). Nevertheless, the specific analysis performed in 

each section will be detailed in the Results chapter. The effects of attention were 

assessed by comparing Active Vs. Passive listening conditions. The effects of speech 

intelligibility manipulation were evaluated by comparing within each experiment the 

variables obtained for each stimulus type. Effects of task difficulty were calculated by 

observing the interactions between the effects of attention and stimulus type. 
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Chapter 3 Results 

In this chapter, the results and statistical analyses for behavioural and 

physiological measurements (performed across all three experiments) are presented. 

This includes examination of subjective (performance) and objective (cortical speech 

onset-ERPs) variables, which were used to confirm sustained auditory attention across 

the study. Moreover, the effects of attention and the methods used to degrade speech 

intelligibility were also examined at the auditory brainstem level (click-evoked ABRs and 

OAEs). 

3.1 Performance across 3 different speech intelligibility manipulations 

Speech stimuli were piloted (see Section 2.7.1) and selected to ensure that 

significant differences existed in lexical decision task performance and attentional 

allocation across all conditions: Natural speech, 16 channels (Voc16), 12 channels 

(Voc12) and 8 channels (Voc8) noise vocoded speech. Mean (+/- standard deviation; 

see Table 3.1) results for 27 normal hearing participants for lexical decision task and all 

stimulus conditions were calculated including HR, FA, d prime, and reaction time for the 

hits (RT Hit) and false alarm (RT FA) responses.  

 

Table 3.1. Experiment 1 (Noise Vocoded). Lexical decision task behavioural results 

(mean +/- standard deviation) 

Stimuli Hit Rate False Alarm Rate d prime RT Hit (sec) RT FA (sec) 

Natural 0.76 ± 0.18 0.05 ± 0.03 2.58 ± 0.60 1.15 ± 0.08 1.12 ± 0.16 

Voc16 0.66 ± 0.20 0.10 ± 0.07 1.87 ± 0.65 1.18 ± 0.09 1.14 ± 0.15 

Voc12 0.63 ± 0.18 0.11 ± 0.05 1.66 ± 0.57 1.19 ± 0.09 1.15 ± 0.12 

Voc8 0.55 ± 0.19 0.13 ± 0.08 1.30 ± 0.58 1.19 ± 0.09 1.17 ± 0.12 
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Overall, all HR residuals were normally distributed (Shapiro-Wilk test of normality, 

p>0.05). A one-way ANOVA revealed significant main effects: F (3, 78) = 35.81, p = 

0.0001. A post-hoc t-test pairwise comparison with Bonferroni correction showed that all 

HR comparisons between the Natural stimuli and the vocoded stimuli were significantly 

different: HR Natural Vs. HR Voc16 (p=0.0001); HR Natural Vs. HR Voc12 (p=0.0001); 

HR Natural Vs. HR Voc8 (p=0.0001). While no statistical differences were found 

between HR Voc16 and HR Voc12: (p=0.61), HR Voc16 and HR Voc12 were 

significantly higher than HR Voc8 (p=0.0001 and (p=0.001), respectively. This suggests 

that greater intelligibility of the speech stimuli resulted in significantly better classification 

of non-words for all conditions, except for Voc16/Voc12.  

The residuals of the false-alarm rate data were tested for normality and most 

variables did not follow a normal distribution (Shapiro-Wilk test, p<0.05). In 

consequence, a non-parametric Kruskal-Wallis test was performed revealing significant 

main effects: H(3) =37.34, p=0.0001). The post-hoc pairwise Mann-Whitney comparisons 

with Bonferroni correction showed that FA rate for the Natural condition was statistically 

smaller than for all the vocoded conditions: FA Natural Vs. FA Voc16: p=0.007; FA 

Natural Vs. FA Voc12 (p=0.0001) and FA Natural Vs. FA Voc8 (p=0.0001). On the other 

hand, the FA Voc16 was not significantly different from the FA Voc12 (p=0.81). FA rate 

for Voc16 was not significantly different from the FA Voc8 p=0.08. Finally, FA rate for 

Voc12 was not statistically different than FA Voc8 (p=1.00). Therefore, these results 

suggest that participants made fewer mistakes in the more intelligible speech condition 

(Natural speech). 

The d prime was calculated as (zHR-zFA) and was used as a measure of sensitivity 

of performance. The d prime values were normally distributed (Shapiro-Wilk test, 

p>0.05). The one-way ANOVA showed significant main effects: F (3, 78) = 70.92, p = 

0.0001. The post-hoc t-test pairwise comparison with Bonferroni correction showed that 
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d prime for Natural speech was significantly higher than all the vocoded conditions: d 

prime Natural Vs. d prime (p=0.0001); d prime Natural Vs. d prime Voc12 (p=0.0001) 

and d prime Natural Vs. d prime Voc8: (p=0.0001). In addition, d prime for Voc16 was 

also significantly higher than for Voc8 (p=0.0001), but not significantly different than the 

d prime obtained for Voc12 speech (p=0.11). Finally, d prime obtained for Voc12 was 

significantly higher than the values for the Voc8 (p=0.0001). This suggests that three 

significantly different levels of task sensitivity were observed: high intelligibility (Natural 

speech); moderate intelligibility (Voc16 and Voc12 speech) and low intelligibility (Voc8). 

Reaction times to hit and false-alarm responses were analysed to explore whether 

task difficulty was reflected in these variables (similar to Kalaiah et al., 2017a). These 

were normally distributed (Shapiro-Wilk test, p>0.05), therefore a one-way ANOVA was 

also performed here. Reaction times to correctly classified non-words (hits) showed a 

significant main effect of conditions: F (3, 78) = 4.05, p=0.01. However, the post-hoc t-

test pairwise analysis with Bonferroni correction only showed significantly smaller 

reaction times for Natural speech when compared to Voc12 (p=0.001). Reaction times 

to false alarm responses were also analysed but did not show any significant main effect: 

F (3, 78) = 1.16, p=0.33. These results suggested that reaction times were not a 

sensitive measure for discriminating between task difficulty within the current study.  

Although differences in lexical decision making were not consistently observed 

across all the behavioural variables, d prime showed three significantly different levels 

in participants’ performance: high intelligibility (Natural), moderate intelligibility (Voc16 

and Voc12) and low intelligibility (Voc8). Therefore, d prime was used as a measurement 

of performance for Experiment 2 BN and Experiment 3 SSN.  

For Experiment 2 (BN), three SNR levels were selected for comparison with 

Experiment 1 (Noise Vocoded): high intelligibility (Natural speech); moderate 

intelligibility (BN10); and low intelligibility (BN5), to manipulate the task difficulty as well 



 

 

64 

as auditory attention, see Section 2.7.3. The behavioural responses of twenty-nine 

normal hearing, young adults were obtained for the lexical decision (mean (+/- standard 

deviation, see Table 3.2). Because no task difficulty effects were observed in the 

reaction times to hits or false alarm responses in the Noise Vocoded experiment, these 

variables were not analysed in the BN or SSN experiments. Although hit rate and false 

alarm rate are shown in Table 3.2, statistical analysis was only performed for the d prime 

data.   

 

Table 3.2. Experiment 2 (Babble Noise). Lexical decision task behavioural results (mean 

+/- standard deviation) 

Stimuli Hit Rate False Alarm Rate d prime 

Natural 0.80±0.13 0.06±0.03 2.61±0.54 

BN10 0.63±0.15 0.09±0.05 1.78±0.53 

BN5 0.57±0.14 0.13±0.06 1.40±0.38 

 

The d prime residuals were normally distributed (Shapiro-Wilk test, p>0.05) for all 

conditions. The one-way ANOVA showed significant main effects: F (2, 56) = 110.76, p 

= 0.0001. The pairwise t-test comparisons with Bonferroni corrections showed that the 

following conditions were significantly different: d prime Natural Vs. d prime BN10 

(p=0.0001); d prime Natural Vs. d prime BN5 (p=0.0001) and d prime BN10 Vs. d prime 

BN5 (p=0.0001). Participants consistently showed better performance in the most 

intelligible conditions. In addition, d prime data revealed significant differences in 

response to the three levels of task difficulty selected a priori (the three levels: high 

(Natural), moderate (BN10) and low intelligibility (BN5)), demonstrating that we were 

able to manipulate performance and, presumably, auditory attention allocation in this 

way. 
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In Experiment 3 (SSN), the SSN conditions were piloted (see Section 2.7.4) and 

selected to ensure that significant differences existed in lexical decision performance 

similar to Experiment 1 (Noise Vocoded) and Experiment 2 (BN). Mean behavioural 

results (+/- standard deviation; see Table 3.3) were calculated for the same 29 normal 

hearing participants as in Experiment 2 (BN).  Reaction times to hit and false alarm 

responses were not analysed here for SSN as they did not consistently reflect task 

difficulty in the Noise Vocoded experiment. Similar to the BN experiment, hit rate and 

false alarm rate are shown in Table 3.3, however, the statistical analysis was only 

performed for the d prime data.  

 

Table 3.3. Experiment 3 (Speech-Shaped Noise). Lexical decision task behavioural 

results (mean +/- standard deviation) 

Stimuli Hit Rate False Alarm Rate d prime 

Natural 0.800.13 0.050.03 2.610.54 

SSN8 0.630.16 0.090.06 1.790.45 

SSN3 0.550.15 0.120.06 1.360.37 

 

The d prime residuals were normally distributed (Shapiro-Wilk test, p>0.05) for all 

conditions. The one-way ANOVA showed significant main effects: F (2, 56) = 86.23, p = 

0.0001. The pairwise t-test comparisons with Bonferroni corrections showed that d prime 

values were statistically significant across all conditions: Natural Vs. SSN8 (p=0.001); 

Natural Vs. SSN3 (p=0.001) and SSN8 Vs. SSN3 (p=0.001). This result suggests that 

participants always performed better in more intelligible conditions. Therefore, the three 

levels of task difficulty were achieved: high (Natural), moderate (SSN8) and low 

intelligibility (SSN3).  
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Moreover, in order to corroborate that the three levels of performance were 

comparable between experiments, a planned pairwise comparison was performed. The 

d prime values when speech intelligibility was high were not significantly different 

between speech manipulations: Experiment 1 Natural Vs. Experiment (2 and 3 Natural): 

t (26) =-0.15, p=0.88. The d prime when speech intelligibility was moderate were not 

significantly different across experiments: Voc16 Vs BN10: t (26) =0.21, p=0.84; Voc16 

Vs. SSN8: t (26) =0.35, p=0.73; Voc12 Vs. BN10; t (26) =-1.21, p=0.24; Voc12 Vs. 

SSN8: t (26) =-1.02, p=0.32; BN10 Vs. SSN8: t (28) =-0.09, p=0.93. Finally, performance 

at low levels of speech intelligibility were not statistically different across experiments: 

Voc8 Vs. BN5: t (28) =18.52, p=0.001; Voc8: t (28) =18.52, p=0.001 Vs. SSN3; BN5 Vs. 

SSN3: t (28) =18.52, p=0.001. Therefore, it can be assumed that performance at high, 

moderate and low speech intelligibility was comparable across experiments.  

3.2 Attentional effects in speech-onset ERPs 

The effects of auditory attention on speech-onset ERPs were assessed to confirm 

attentional differences between the Active and Passive listening conditions as well as 

the engagement of auditory cortex in the task. Early ERP components (P1, N1, P2) have 

shown attentional effects in previous reports (Woldorf et al., 1987, 1993; Karns & Knight, 

2009; Saupe et al., 2009) and they are largely evoked in the auditory cortex (Da Silva 

2009; Beres 2017). Moreover, the N400 component was also analysed because it has 

been previously associated with the processing of meaning (Kutas & Federmeier, 2011).  

3.2.1 Attentional effects in speech-onset ERPs in Experiment 1 (Noise Vocoded) 

The two-way Repeated Measured Analysis of Variance (RMANOVA) test 

performed allowed the investigation of attentional effects and potential stimulus-type 

effects. Attentional effects were assessed by the Conditions factor which had two levels 

that corresponded to: Active and Passive listening conditions. Stimulus-type effects 

were identified by the Stimuli factor which was the 2nd factor in the RMANOVA design 



 

 

67 

with 4 levels: stimuli 1(Natural), stimuli 2 (Voc16), stimuli 3 (Voc12) and stimuli 4 (Voc8) 

speech. A significant main effect of Conditions represents gross differences between 

Active and Passive listening while a significant main effect of Stimuli pointed to general 

stimulus-specific statistical differences. A significant interaction Conditions x Stimuli, on 

the other hand, represented potential task difficulty effects that were confirmed with a 

planned pairwise comparison within the Active listening conditions. It is worth 

mentioning that this design was maintained across all analyses performed in this study. 

Event related activity, obtained from 64 electrodes, was measured in 27 

participants; however, only 13 electrodes were statistically analysed due to their 

relevance in attentional and language brain activity related networks: (FZ (1), F3(2), 

F4(3), CZ (4), C3(5), C4(6), TP7(7), TP8(8), T7(9), T8(10), PZ (11), P3(12), P4(13). 

Grand averages of the activity recorded in the 13 selected electrodes are shown in 

Figure 3.1. 
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Figure 3.1. Grand average ERP components (P1, N1, P2 and N400) to the onset of words and 

non-words in the Noise Vocoded experiment for Active (red line) and Passive (black line) 

conditions. The shaded areas correspond to the SE of each waveform. Grand average ERP 

waveforms elicited during: A. Natural speech; B. Voc16 channels speech; C. Voc12 channels 

speech; and D. Voc8 channels speech. 

 

The amplitudes of the ERP components: P1, N1, P2 and N400 were analysed, see 

Table 3.4 for mean and standard deviation values. The components were also tested 

for normality and they were normally distributed overall (Shapiro-Wilk test, p>0.05).  
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Table 3.4. Experiment 1 (Noise Vocoded). Event Related Potentials (uV) descriptive 

data (mean +/- standard deviation).  

 

An RMANOVA for each of the averaged ERP components for the 13 electrodes of 

interest was performed. The RMANOVA for the P1 component amplitude showed a 

significant main effect of Conditions: F (1, 23) = 19.34, p = 0.0001, where the P1 

component obtained during Active listening had a significantly higher magnitude (0.71 ± 

0.12 uV) than in Passive listening (0.27 ± 0.13 uV).  

A significant, main effect of Conditions: F (1, 24) = 15.32, p = 0.001, and Stimuli: F 

(3, 72) = 6.31, p = 0.001, for the N1 component was observed. A post hoc pairwise 

comparison showed that N1 amplitudes were more positive in Active listening (0.62 ± 

0.21 uV) than in the Passive listening conditions (0.19 ± 0.17 uV). The post hoc analysis 

of the Stimuli factor showed that the N1 component for Natural speech (0.02 ± 0.24 uV) 

was significantly more negative than the N1 component obtained for vocoded 

conditions: Voc16 (0.46 ± 0.21 uV), p=0.012; Voc12 (0.56 ± 0.19 uV), p=0.006 and Voc8 

(0.59 ± 0.18 uV), p=0.04.  

The repeated measures ANOVA performed for the P2 component indicated only a 

significant main effect of Conditions: F (1, 25) = 11.22, p = 0.003, where P2 amplitudes 

obtained during Active listening were significantly higher (2.42 ± 0.24 uV) than in the 

Passive listening conditions (1.95± 0.18 uV).  

 Active Listening Passive Listening 

 Natural Voc16 Voc12 Voc8 Natural Voc16 Voc12 Voc8 

P1 0.60±0.90 0.91±0.70 0.66±0.68 0.64±0.86 0.13±0.96 0.26±0.75 0.46±0.73 0.23±0.75 

N1 0.20±1.44 0.84±1.18 0.72±0.99 0.70±1.11 -0.16±1.12 0.07±0.98 0.39±1.18 0.47±0.88 

P2 2.38±1.47 2.53±1.06 2.30±1.34 2.45±1.56 1.85±0.98 1.86±1.06 2.26±1.23 1.82±0.97 

N400 -2.64±1.68 -2.21±1.32 -2.33±1.48 -2.06±1.13 -1.05±0.64 -1.04±0.98 -0.67±0.95 -1.03±0.75 
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Finally, the RMANOVA for the N400 component revealed a significant main effect 

of both Conditions: F (1, 24) = 32.84, p = 0.0001). N400 amplitudes obtained during 

Active listening were statistically more negative (-2.31 ± 0.24 uV) than those in Passive 

listening (-0.95 ± 0.10 uV).  

3.2.2 Attentional effects in speech-onset ERPs in Experiment 2 (Babble Noise) 

Similar to Experiment 1, an RMANOVA analysis was performed. This RMANOVA 

maintained the Conditions factor with 2 levels that corresponded to Active and Passive 

listening conditions. The type of stimuli was the 2nd factor in the RMANOVA design with 

3 levels: stimulus 1(Natural), stimulus 2 (BN10) and stimulus 3 (BN5). ERP components, 

obtained in 29 participants, were analysed to explore changes in the magnitude of the 

ERP components due to attention or stimulus-type delivered. The same 13 electrodes 

analysed in Experiment 1 were taken into consideration for grand average responses, 

see Figure 3.2  
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Figure 3.2. Grand Average of onset ERP components (P1, N1, P2 and N400) to words and non-

words in the BN experiment for Active (red line) and Passive (black line) listening conditions. 

The shaded areas correspond to the SE of each waveform. Grand average ERP waveforms 

obtained during: A. Natural speech; B. Speech in BN10 and C. Speech in BN5. 

 

The magnitudes of the ERP components (P1, N1, P2 and N400) were analysed, 

see Table 3.5 for mean and standard deviation values. The data residuals were normally 

distributed (Shapiro-Wilk test), p>0.05).  

 

Table 3.5. Experiment 2 (Babble Noise). Event Related Potentials (uV) descriptive data 

(mean +/- standard deviation). 



 

 

72 

 

P1 magnitude showed a significant main effect of Conditions: (F (1, 25) = 22.53, p 

= 0.0001); the P1 component obtained during Active listening had a significantly higher 

magnitude (0.93 ± 0.12 uV) than in Passive listening (0.33 ± 0.14 uV).  

The N1 component displayed a significant, main effect of Conditions: F (1, 28) = 

12.06, p = 0.002. The post hoc pairwise comparison showed that the N1 amplitudes had 

a more positive magnitude (0.86. ± 0.24 uV) in the Active listening than in the Passive 

listening conditions (0.23 ± 0.19 uV). In addition, a main effect of Stimuli was also 

significant: F (2, 56) = 10.20, p = 0.0001. The post hoc analysis of the Stimuli factor 

showed that the N1 component for Natural speech was statistically more negative (0.13 

± 0.22 uV) than the N1 component for BN5 (1.01 ± 0.23 uV), p = 0.0001.  

The RMANOVA performed for the P2 component showed a significant, main effect 

of Conditions: F (1, 28) = 7.31, p = 0.01; Stimuli: F (2, 56 = 8.01, p = 0.001 and a 

significant Interaction Conditions x Stimuli: F (2, 56) = 3.66, p = 0.032. During the Active 

listening conditions, the P2 component was significantly higher (2.76 ± 0.26 uV) than in 

the Passive listening conditions (2.29 ± 0.19 uV). For the Stimuli Factor, the pairwise 

comparison, showed only significant smaller P2 amplitudes during Natural speech (2.22 

± 0.25 uV) when compared to BN5 (2.89 ± 0.22 uV), p = 0.004. Finally, the post hoc 

analysis of the interaction showed that the P2 component was significantly higher in 

Active listening (2.57 ± 0.29 uV) than Passive listening (1.86 ± 0.26 uV) for Natural 

 Active listening Passive listening 

 Natural BN10 BN5 Natural BN10 BN5 

P1 0.91±0.86 0.87±0.76 1.02±0.63 0.48±0.98 0.24±0.69 0.27±0.88 

N1 0.39±1.46 0.74±1.38 1.45±1.75 -0.12±1.26 0.23±1.28 0.57±1.11 

P2 2.57±1.59 2.47±1.61 3.23±1.54 1.86±1.42 2.45±1.17 2.55±1.19 

N400 -2.50±1.29 -2.51±1.30 -2.13±1.99 - 1.20±0.79 -0.91±0.99 -0.74±1.00 
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speech (p=0.005).  A similar relationship was also observed for BN5 stimuli: Active 

listening (3.23 ± 0.28 uV) Vs Passive listening: (2.55 ± 0.22 uV), p=0.013. Moreover, 

within the Active listening conditions, post hoc analysis confirmed that P2 magnitudes 

for BN5 (the less intelligible condition) (3.23 ± 0.28 uV) was significantly higher than the 

magnitudes obtained during Natural speech (2.57 ± 0.29 uV), p=0.008 and BN10 

condition (2.47 ± 0.30 uV), p=0.010.  

Additionally, the N400 component showed a significant main effect of Conditions: 

F (1, 28) = 43.75, p = 0.0001. N400 amplitudes during Active listening were statistically 

more negative (-2.38 ± 0.24 uV) than those during Passive listening (-0.95 ± 0.13 uV).  

3.2.3 Attentional effects in speech-onset ERPs in Experiment 3 (SSN) 

Similar to Experiment 2, the averaged EEG activity was obtained from the 13 

electrodes of interest in the same 29 participants, see Figure 3.3. All ERP components’ 

residuals followed a normal distribution across all conditions (Shapiro-Wilk, p>0.05). 

Means and standard deviations for all ERP components are shown in Table 3.6. 
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Figure 3.3. Grand Average of onset ERP components (P1, N1, P2 and N400) to words and non-

words in the Speech-Shaped Noise experiment for Active (red line) and Passive (black line) 

listening conditions. The shaded areas correspond to the SE of each waveform. Grand average 

ERP waveforms obtained during: A. Natural speech; B. Speech in SSN8 and C. Speech in 

SSN3. 

 

Table 3.6. Experiment 3 (SSN). Event Related Potentials (uV) descriptive data (mean 

+/- standard deviation). 

 Active listening Passive listening 

 Natural SSN8 SSN3 Natural SSN8 SSN3 

P1 0.95±0.89 1.09±0.95 0.88±0.88 0.48±0.94 0.47±1.01 0.49±0.80 
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P1 component amplitudes showed only a significant main effect of Conditions: F 

(1, 28) = 23.49, p = 0.0001, where P1 amplitudes during Active listening were 

significantly higher (0.97 ± 0.15 uV) than in Passive listening (0.48 ±0.14).  

The RMANOVA performed for the N1 component showed a significant main effect 

of Conditions: F (1, 27) = 5.63, p = 0.025 and Stimuli: F (2, 54) = 7.43, p = 0.001. N1 

amplitudes were more negative during Passive listening conditions (0.26 ± 0.19 uV) than 

during Active listening conditions (0.56 ± 0.21 uV). The post hoc pairwise comparison 

for the Stimuli factor showed that N1 amplitudes during Natural speech were significantly 

more negative (0.07 ± 0.22 uV) than those obtained during SSN8 (0.48 ± 0.22 uV), p = 

0.018 and SSN3 (0.68 ± 0.19 uV), p = 0.005. 

The RMANOVA showed a significant main effect of Conditions for P2 component 

magnitudes: F (1, 28) = 13.00, p = 0.001) and Stimuli: F (2, 56) = 8.32, p = 0.001). A 

post hoc analysis indicated that P2 amplitudes during Active listening were significantly 

higher (2.86 ± 0.26 uV) than those during Passive listening conditions (2.31± 0.20 uV). 

In addition, the pairwise comparison for Stimuli factor showed that P2 amplitudes 

obtained for Natural speech were significantly smaller (2.22 ± 0.25 uV) than those 

obtained for SSN3 (2.92 ± 0.21 uV), p = 0.0001.  

The N400 component revealed a significant main effect of Conditions: F (1, 28) = 

52.40, p = 0.0001. N400 amplitudes obtained during Active listening were statistically 

more negative (-2.34 ± 0.21 uV) than the magnitudes obtained during Passive listening 

(-0.98 ± 0.11 uV).  

N1 0.24±1.25 0.66±1.37 0.78±1.17 -0.10±1.28 0.29±1.24 0.59±1.01 

P2 2.57±1.59 2.83±1.58 3.16±1.39 1.86±1.42 2.40 ±1.43 2.67±1.14 

N400 -2.50±1.29 -2.24±1.094 -2.28±1.47 - 1.20±0.79 -1.02±0.77 -0.73±0.71 



 

 

76 

As shown for Experiments 1 (Noise vocoded speech), 2 (BN) and 3 (SSN), all ERP 

components were enhanced during Active listening compared to Passive listening 

conditions. This appears to confirm both auditory cortex engagement and the 

manipulation of auditory attention.  

3.3 Click-evoked ABRs and OAEs in Experiment 1 (Noise Vocoded) 

To determine the effects of attention and stimuli manipulations on the auditory 

brainstem and the periphery, ABRs and OAEs evoked by click stimulus were obtained. 

ABR components were analysed as well as CEOAE changes relative to the baseline.   

3.3.1 ABRs in Experiment 1 (Noise Vocoded) 

Click-evoked ABRs components: wave III (approximately corresponding to the 

SOC) and wave V (approximately corresponding to the IC) were evaluated (Møller & 

Jannetta, 1985). Amplitudes and latencies of waves III and V were analysed for each 

subject across blocks, conditions and experiments where possible (ABR components 

with positive SNR: see Table 1 in the Appendix section). The means and standard 

deviations for all the ABR variables are shown in Table 3.7. A Shapiro-Wilk test showed 

that ABR variables were normally distributed overall p>0.05.  

 

Table 3.7. Experiment 1 (Noise Vocoded). Auditory brainstem responses descriptive 

data (mean +/- standard deviation). 

 Active listening Passive listening 

 Natural Voc16 Voc12 Voc8 Natural Voc16 Voc12 Voc8 

Wave III 
Latency 

(ms) 

4.03±0.24 4.03±0.24 4.05±0.23 4.02±0.26 4.01±0.24 4.03±0.25 4.02±0.25 4.01±0.24 

Wave III 
Amplitude 

(uV) 

0.03±0.01 0.03±0.01 0.03±0.02 0.04±0.01 0.04±0.02 0.03±0.01 0.03±0.02 0.04±0.02 
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Wave V 
Latency 

(ms) 

6.09±0.24 6.04±0.22 6.07±0.26 6.05±0.25 6.04±0.23 6.03±0.24 6.07±0.22 6.02±0.21 

Wave V 
Amplitude 

(uV) 

0.11±0.03 0.11±0.03 0.11±0.03 0.12±0.03 0.11±0.02 0.11±0.02 0.11±0.02 0.11±0.02 

Latency 
Difference  

1.94±0.23 2.00±0.21 1.96±0.16 1.98±0.17 2.00±0.17 1.97±0.19 2.01±0.22 1.99±0.15 

Amplitude 
ratio 

2.89±0.82 3.12±0.76 3.42±1.76 2.86±1.20 2.55±1.02 3.06±1.36 2.80±1.06 2.68±1.13 

 

An RMANOVA was performed for the latencies and amplitudes of wave III. This 

analysis showed that no significant main effects or interactions (p > 0.05) were observed 

for wave III latencies. Wave V was also analysed in terms of its latencies and amplitudes 

and the RMANOVA showed no significant main effects or interactions (p > 0.05). The 

latency differences between waves V and III were also calculated; the means and 

standard deviations for both the amplitude ratio and latency differences are also shown 

in Table 3.7. No main effects or significant interactions were found for the latency 

differences between wave V and wave III (p > 0.05). However, a significant main effect 

of Conditions was found for the wave V/III amplitude ratio: it was significantly higher 

(3.01 ± 0.23) during Active listening compared to Passive listening (2.77 ± 0.23): F (1, 

12) = 6.07, p < 0.05. No significant effects of Stimuli or significant interaction Conditions 

x Stimuli were found (p>0.05).  

To disentangle whether one or both of waves III and V were driving the significant 

main effects of Conditions for the ABR ratio, an RMANOVA for wave V and III amplitude 

was performed (only in the group of subjects who had valid data across conditions for 

the amplitude ratio). As shown in Figure 3.4, wave V amplitude remained constant 

between Active and Passive listening (p<0.05) while wave III was significantly smaller 

during Active Listening (0.04 ±0.01) compared to Passive listening (0.05±0.01): F (1, 12) 

=6.87 p =0.02.  
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Figure 3.4. Wave V and wave III mean amplitudes during Active and Passive listening 

conditions. Note that the relative difference between the two waves decreased in the Passive 

listening compared to the Active listening.  

 

In summary, most of the ABR variables were not sensitive to manipulations in 

either auditory attention, stimuli presented or task difficulty. Only, the magnitude of the 

ratio between the wave V and wave III showed significant variations due to auditory 

attention effects.  

3.3.2 CEOAEs in Experiment 1 (Noise Vocoded) 

The analysis of CEOAE magnitudes allowed us to explore the effects of attention, 

task difficulty as well as stimulus type on the cochlear gain via auditory efferent system 

activation. An RMANOVA analysis of all baselines (first minute of click stimulation) was 

performed in order to evaluate CEOAE magnitude effects.  

CEOAEs from minute 1 (baseline) were tested for potential differences between 

experimental conditions that could potentially affect the absolute magnitude change. 
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Baselines from each condition were tested for normality and proved to be normally 

distributed overall (Shapiro-Wilk test, p>0.05). No significant main effects or interaction 

were observed for Conditions: F (1, 23) = 1.13, p =0.30; Stimuli: F (3, 69) = 1.57, p > 

0.05 or Interaction (Conditions x Stimuli): F (3, 69) = 1.52, p > 0.05. Because no 

significant differences were observed between CEOAE magnitudes across the different 

experimental conditions, an average baseline was calculated across all conditions. This 

allowed us to include data from participants with unreliable CEOAE baselines for some 

experimental conditions but not others in all subsequent analysis.  

The absolute change in magnitude was obtained by subtracting CEOAE 

amplitudes measured in min 1 (Baseline) from those collected in the remaining 10 

minutes of stimulus presentation. The CEOAE magnitude change relative to the 

baseline was the variable that informed about differential auditory efferent drive effects 

among experimental conditions.  

The mean CEOAE magnitude change relative to the baseline is shown in Figure 

3.5 while changes in individual CEOAEs are shown in Appendix Figure 1. The normality 

tests indicated that overall all the variables followed a normal distribution (Shapiro-Wilk 

test, p>0.05).  
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Figure 3.5. Mean CEOAE magnitude changes relative to the baseline in the Noise Vocoded 

experiment for Active (red line) and Passive (black line) listening conditions. The stimuli type 

presented are also shown: Natural, Voc16, Voc12 and Voc8 speech.  

 

The RMANOVA showed a significant main effect of Conditions: CEOAEs during 

Active listening were more suppressed (-1.01±0.18 dB) than during Passive listening (-

0.38 ± 0.18): F (1, 22) = 8.49, p <0 .05, however no significant main effect of Stimuli was 

observed (p>0.05). In addition, a significant interaction of Conditions x Stimuli was also 

found: F (3, 66) = 2.80, p < 0.05. A post hoc pairwise comparison indicated there were 

no significant differences between CEOAEs for Natural speech during Active or Passive 

conditions: t (24) = 0.62, p=0.54. However, for all the vocoded conditions, CEOAEs were 

significantly more supressed in Active compared to Passive listening conditions: Voc16: 

t (23) = -2.16, p=0.04; Voc12: t (24) = -2.19, p=0.038 and Voc8: t (25) = -3.51, p=0.002. 

To test the effect of task difficulty, a planned pairwise comparison was performed within 
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the Active listening conditions which showed that CEOAE magnitudes were only 

significantly more suppressed for Voc8 compared to Natural speech: t (23) = 2.69, 

p=0.01. These results indicated that CEOAE magnitude changes relative to the baseline 

were sensitive to both auditory attention and task difficulty.  

Finally, a t-test was performed to compare CEOAE magnitude changes relative to 

the baseline, thus reporting potential CEOAE magnitude changes relative to the 

baseline for any given experimental condition. Results suggest that during Active 

listening, CEOAEs for all the conditions were significantly smaller than the baseline (i.e. 

they showed significant levels of suppression): Natural: t (24) = -2.33, p=0.03; Voc16: t 

(24) = -3.43, p=0.002; Voc12: t (24) = -3.99, p=0.001 and Voc8: t (25) = -5.14, p=0.001. 

Only CEOAEs obtained during the Passive listening of Natural speech were significantly 

different from the baseline: t (25) = -2.29, p=0.03. This result shows that both auditory 

attention and stimulus-specific, auditory efferent effects can influence CEOAE 

magnitude when Natural speech is presented. 

In this experiment, it was also shown that auditory attention modulated both the 

auditory brainstem and the cochlear gain. The ratio between waves V and III showed 

that, during Active listening, this component is enhanced compared to Passive listening 

conditions. On the other hand, the cochlear gain was suppressed during Active listening 

when compared to Passive listening; this suppression was stronger in the moderate 

(Voc16-Voc12) and low intelligibility (Voc8) conditions.  

3.4 Click-Evoked ABRs and OAEs responses in Experiment 2 (Babble Noise) 

3.4.1 ABRs in Experiment 2 (Babble Noise) 

Both ABR and CEOAE measurements were analysed in a similar manner to 

Experiment 1. Table 3.8 shows means and standard deviations of all ABR variables 

analysed for the 29 subjects across all experimental conditions. Although not all 
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participants yielded valid ABRs recordings (see Table 2 in the Appendix section), a 

Shapiro-Wilk test showed that ABR variables were normally distributed overall, p>0.05. 

 

Table 3.8. Experiment 2 (Babble Noise). Auditory brainstem response descriptive data 

(mean +/- standard deviation).  

 Active listening Passive listening 

 Natural BN10 BN5 Natural BN10 BN5 

Wave III Latency 
(ms) 

4.04±0.25 4.03±0.22 4.03±0.27 4.04±0.24 4.05±0.27 4.03±0.23 

Wave III Amplitude 
(uV) 

0.03±0.02 0.04±0.01 0.03±0.01 0.03±0.02 0.03±0.01 0.03±0.01 

Wave V Latency 
(ms) 

6.02±0.34 6.05±0.29 5.99±0.27 6.03±0.28 6.05±0.29 6.03±0.30 

Wave V Amplitude 
(uV) 

0.11±0.03 0.11±0.03 0.12±0.03 0.11±0.03 0.11±0.03 0.11±0.04 

Latency Difference 1.92±0.25 1.98±0.20 1.93±0.17 1.96±0.17 1.96±0.20 1.97±0.21 

Amplitude ratio 3.19±1.42 2.76±1.12 3.33±1.55 3.01±1.17 3.25±1.44 2.95±1.11 

 

The RMANOVA performed for the variables, wave III latency and amplitude, 

showed no significant main effects or interactions (p>0.05). However, wave V latency 

showed a significant main effect of Stimuli: F (2, 56) = 3.29, p < 0.05; but no main effect 

of Conditions: F (1, 28) = 1.29, p > 0.05; or interaction Conditions x Stimuli: F (2, 56) = 

0.57, p > 0.05. Although a significant main effect of Stimuli was observed, the pairwise 

comparison did not show any significant differences after Bonferroni correction. On the 

other hand, wave V amplitudes displayed a significant main effect of Conditions: F (1, 

27) = 5.67, p < 0.05. Wave V magnitudes were significantly higher in Active listening 

(0.120.01 uV) than in Passive listening (0.110.01 uV). Neither the latency difference 

nor amplitude ratio showed significant main effects or interactions (p>0.05).  
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Although most of the ABRs variables did not show sensitivity to manipulations in 

auditory attention, task difficulty or stimulus presented; wave V magnitude showed 

significant variations due to auditory attentional effects.  

3.4.2 CEOAEs in Experiment 2 (Babble Noise) 

In order to determine whether attentional allocation, type of stimulus used or task 

difficulty had an effect on the way the auditory efferent system modulates the cochlear 

gain, CEOAE magnitudes were analysed. The residuals of CEOAE baselines were 

tested across all conditions for both normality and potential differences.  A Shapiro-Wilk 

showed the data to be normally distributed (p>0.05). The RMANOVA analysis showed 

no significant, main effects: Conditions: F (1, 26) = 0.22, p =0.64; Stimuli: F (2, 54) = 

0.54, p > 0.05 or Interaction (Conditions x Stimuli): F (2, 54) = 0.73, p > 0.05. Because 

no effects of attention, type of stimulus used, or task difficulty were observed, an average 

baseline across all conditions was obtained which allowed for the inclusion of subjects 

with invalid baselines for a given condition.  

Mean CEOAE magnitude changes relative to the baseline (averaged CEOAEs 

across 10 min) is shown in Figure 3.6 and its magnitude represents potential auditory 

efferent effects on the cochlear gain. Individual CEOAE changes relative to the baseline 

can be observed in Appendix Figure 2. Overall, these data’s residuals followed a normal 

distribution (Shapiro-Wilk test, p>0.05). The RMANOVA showed no significant, main 

effects: Conditions: F (1, 25) = 1.21, p =0.30; Stimuli: F (2, 50) = 0.05, p > 0.05 or 

interactions: Conditions x Stimuli: F (2, 50) = 1.67, p > 0.05. These results showed 

opposite findings to Experiment 1 (Noise Vocoded), here no change relative to the 

baseline in CEOAEs was observed due to manipulations of attention, type of stimulus 

used or task difficulty. 
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Figure 3.6. Mean CEOAE magnitude changes relative to the baseline in the Babble Noise 

experiment for Active (red line) and Passive (black line) conditions. The stimuli type presented 

are also shown: Natural, BN10, BN5.  

 

Nevertheless, a t-test for CEOAE magnitude changes relative to the baseline was 

performed to explore whether CEOAE magnitudes were suppressed in any particular 

experimental condition. CEOAEs obtained during Passive listening conditions were 

significantly smaller than the baseline: Natural: t (26) = -2.17, p=0.04; BN10: t (28) = -

2.80, p=0.009 and BN5: t (28) = -2.36, p=0.02. CEOAEs obtained during Active listening 

were not significantly different from the baseline (p>0.05). This result indicates that 

although CEOAE magnitude changes obtained during Active listening were not 

statistically different from the CEOAE amplitude changes in Passive listening, the 

individual experimental conditions in Passive listening were statistically smaller than the 

CEOAE baseline.  
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When participants actively listened to BN there was a significant enhancement of 

the ABR wave V amplitude in the Active listening compared to the Passive listening 

conditions, but this was not accompanied by a change in the cochlear gain. 

Nevertheless, CEOAEs were statistically different from the baseline during the Passive 

listening which suggests there was a significant suppression of CEOAE magnitudes.  

3.5 Click-Evoked ABRs and OAEs responses in Experiment 3 (Speech-Shaped 

Noise) 

3.5.1 ABRs in Experiment 3 (Speech-Shaped Noise) 

Both the latencies and amplitudes of waves III and V were analysed for each 

subject across all experimental conditions. In addition, the amplitude ratio between 

waves V/III and the latency difference between waves V-III were also calculated. 

However, not all participants yielded valid ABRs data, see Table 3 in the Appendix 

section. Nevertheless, a Shapiro-Wilk test showed that residuals for all ABR variables 

were normally distributed overall, p>0.05. Table 3.9 shows the means and standard 

deviations for all ABR variables across experimental conditions.   

 

Table 3.9. Experiment 3 (Speech-Shaped Noise). Auditory brainstem responses 

descriptive data (mean +/- standard deviation) 

 Active listening Passive Listening 

 Natural SSN8 SSN3 Natural SSN8 SSN3 

Wave III Latency 
(ms) 

4.08±0.28 4.07±0.27 4.06±0.29 4.05±0.24 4.06±0.25 4.09±0.28 

Wave III Amplitude 
(uV) 

0.03±0.02 0.04±0.02 0.03±0.02 0.03±0.02 0.03±0.02 0.02±0.01 

Wave V Latency 
(ms) 

6.02±0.34 6.03±0.31 6.07±0.29 6.03±0.28 6.05±0.32 6.02±0.35 

Wave V Amplitude 
(uV) 

0.11±0.03 0.11±0.03 0.11±0.03 0.11±0.03 0.11±0.03 0.10±0.03 
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Latency Difference 1.90±0.24 1.92±0.17 2.00±0.18 1.97±0.17 1.99±0.25 1.92±0.18 

Amplitude ratio 3.03±1.25 2.59±1.06 3.75±1.38 3.05±1.38 2.80±1.01 3.33±1.42 

 

The RMANOVA performed for wave III amplitude and latency showed no 

significant main effects or interactions (p>0.05). Similarly, the RMANOVA for the same 

variables of wave V indicated no significant main effects for wave V latency (p>0.05), 

but it did show a significant, main effect of conditions for its amplitude: the Active 

listening condition leading to higher wave V amplitudes (0.110.01 uV) than in the 

Passive listening condition (0.100.01 uV): F (1, 25) = 8.91, p < 0.05. 

Latency differences between wave V-III did not show any significant main effects; 

however, the interaction Conditions x Stimuli was statistically significant: F (2, 46) = 5.87, 

p < 0.05. Post hoc analysis showed that only SSN3 produced a significantly smaller 

latency difference in Passive listening than in Active listening: t (26) = 2.20, p=0.037. 

Although, the RMANOVA performed for the wave V-III amplitude ratio showed a 

significant main effect of Stimuli: F (2, 36) = 2.97, p < 0.05, the post hoc pairwise 

comparison did not display any significant effect (p>0.05).  

3.5.2 CEOAEs in Experiment 3 (Speech-Shaped Noise) 

CEOAE baselines were analysed here as in Experiments 1 and 2. The residuals 

were normally distributed (Shapiro-Wilk test, p>0.05). The RMANOVA analysis of all 

baselines showed that no main effects or interaction: Conditions: F (1, 26) = 2.75, 

p>0.05; Stimuli: F (2, 52) = 0.83, p > 0.05 or Interaction (Conditions x Stimuli): F (2, 52) 

= 0.58, p > 0.05. Therefore, an average baseline across all conditions was calculated. 

Mean CEOAE magnitude changes relative to the baseline are shown in Figure 3.7. 

Individual CEOAE changes relative to the baseline can be observed in the Appendix 
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Figure 3. The data followed a normal distribution (Shapiro-Wilk test, p>0.05). An 

RMANOVA was performed showing a significant main effect of Conditions: F (1, 24) = 

4.44, p<0.05. CEOAE suppression during the Passive listening condition (-0.83±0.26) 

was significantly higher than that for Active listening (-0.16±0.21). No significant main 

effect of Stimuli was observed (F (2, 48) = 0.18, p>0.05), but a significant Conditions x 

Stimuli interaction was reported: F (2, 48) = 4.67, p<0.05. The post hoc pairwise 

comparison indicated no significant differences between CEOAEs for Natural speech 

during Active or Passive conditions: t (25) = -0.05, p=0.96. However, for all the SSN 

conditions, CEOAEs were significantly more supressed in Passive listening than in 

Active listening: SSN8: t (27) = 2.71, p=0.01; SSN3: t (28) = 2.67, p=0.012. As this 

significant interaction showed a potential stimulus-specific effect during Passive 

listening, a planned pairwise comparison was performed within the Passive listening 

conditions. This showed no significant differences between CEOAE magnitudes in the 

Passive conditions, therefore CEOAEs did not significantly decrease with decreases 

with SNR.  
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Figure 3.7. Mean CEOAE magnitude changes relative to the baseline in the SSN experiment, 

for Active (red line) and Passive (black line) conditions. The stimuli presented are also shown: 

Natural, SSN8, SSN3.  

 

Furthermore, a t-test was performed in order to report CEOAE changes relative to 

the baseline. Note that similar to Experiment 2, only CEOAEs recorded during Passive 

conditions were significantly smaller than at baseline (therefore CEOAE magnitudes 

were significantly suppressed) Natural: t (26) = -2.17, p=0.04; SSN8: t (28) = -3.37, 

p=0.002 and SSN3: t (28) = -3.50, p=0.002. CEOAEs obtained during the Active 

listening conditions were not different from the baseline (p>0.05).  

The results in this experiment were similar to the results in Experiment 2 (BN) but 

completely opposite to the findings in Experiment 1 (Noise Vocoded). There was a 

significant enhancement of the ABR wave V amplitude in the Active listening compared 
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to the Passive listening conditions. However, here the cochlear gain was suppressed in 

the Passive listening relative to the Active listening conditions. Like the results for the 

BN experiment, CEOAE magnitudes were only different from the baseline during 

Passive listening, which suggests there was only significant suppression of CEOAE 

magnitudes during this condition. Therefore, it is concluded that, as for the BN 

experiment, only during Active listening was the cochlear gain not significantly 

modulated relative to the baseline.  

3.6 Exploring potential differences between populations tested  

Although the populations tested across the three experiments were all normal 

hearing adults assessed under the same normal hearing criteria, age- and gender 

matched and recruited from undergraduate courses at Macquarie University (therefore 

presumably possessing similar literacy), potential differences due to intrinsic 

dissimilarities in the populations tested had to be excluded. Therefore, common 

variables across experiments were tested for potential differences such as ABR 

components and CEOAE magnitude changes relative to the baseline during the Active 

and Passive listening of Natural speech.  

During Active or Passive listening of Natural speech, no statistical differences 

between the wave V-III amplitude ratio in Experiment 1 and Experiment (2-3) were 

observed: Active Natural: t (12) = 0.90, p=0.39; Passive Natural: t (23) = 1.58, p=0.13. 

Wave V amplitude during the Active or Passive listening of Natural speech was not 

statistically different between Experiment 1 and Experiment 2-3: (Active Natural: t (23) 

= 0.09, p=0.93; Passive Natural: t (24) = -0.24, p=0.81). Moreover, no differences were 

observed in CEOAE magnitude changes relative to the baseline during the Active 

listening of Natural speech: Experiment 1 Vs. Experiment (2-3): t (23) = -0.21, p=0.83; 

or during the Passive listening of Natural speech: Experiment 1 Vs. Experiment (2-3): t 

(24) = -0.36, p=0.72. These results ruled out the possibility that the attentional effects 
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observed across the three experiments were due to intrinsic differences between the 

populations tested.  
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Chapter 4 General discussion 

It is widely accepted that sustained attention influences auditory cortical function 

(for examples see Näätänen & Picton, 1987; Karns & Knight, 2009; Saupe et al., 2009); 

however, its effects on lower levels of the auditory pathway remain unclear. Therefore, 

in this study, our main aim was to determine whether sustained attention to speech 

tokens (monosyllabic words) during an auditory lexical decision task could modulate 

cochlear activity via the auditory efferent system, while monitoring performance and 

auditory cortical activity. A secondary aim was to establish the sensitivity of such 

changes to increased levels of task difficulty (comparing across different levels of 

speech intelligibility) and to different manipulations of speech intelligibility (noise 

vocoded speech, speech in BN and SSN).  

Our results showed that performance was successfully manipulated in the lexical 

decision task by implementing three manipulations of speech intelligibility. In each 

manipulation, three levels of task difficulty were achieved which were also comparable 

across experiments. These tasks engaged the auditory cortex and attention as 

demonstrated by the enhancement of cortical ERP components (P1, N1, P2 and N400 

components) during the lexical decision task compared to Passive listening.  

Our main finding was that there was a significant difference in CEOAE suppression 

between Active and Passive listening conditions for both Noise Vocoded and SSN 

experiments, which was not evident in the BN experiment. Despite these significant 

results for Noise Vocoded and SSN, the direction of the effects was opposite. 

Nevertheless, whenever CEOAE suppression was observed, it was accompanied by a 

reduction in ABR components, confirming that a cochlear gain reduction could also be 

observed in the activity of the auditory afferent pathway. 

Interestingly, there was significant suppression of CEOAEs during Passive 

conditions for Natural speech across the three experimental manipulations of speech 
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intelligibility. While no significant difference in CEOAE suppression between the Active 

and Passive conditions was found for the BN experiment, the magnitude of the CEOAE 

suppression was significantly different from the baseline in the Passive condition, similar 

to the SSN experiment. This suggests that the MOC inhibitory drive was not active 

during the Active listening of speech in BN or SSN, whereas, during the Active listening 

of noise vocoded speech, it was.  

For the Noise Vocoded Experiment, CEOAE suppression increased with task 

difficulty, therefore, the effect of modulated attention (varying speech intelligibility) on 

CEOAEs was only observed in this experiment. This suggests that noise vocoded 

speech may be a good experimental manipulation to better understand the effects of 

auditory attention on OAEs. 

4.1 Subjective and objective measurements of auditory attention 

Individuals are able to selectively direct their attentional resources to a signal of 

interest while reducing their allocation to the irrelevant stimulus in the scene. It has been 

described that attention can be top-down (a voluntary or task-dependent process) or 

bottom-up (saliency-based sound processes) (Fritz et al., 2007). Top-down attention is 

likely to operate via a gain control mechanism by which signals of interest are 

perceptually enhanced while the background scene is suppressed to maintain goal-

directed behaviour (Ahveninen et al., 2006; Johnson & Zatorre 2006; Knudsen 2007). In 

each of the experiments performed in the current study, participants’ attention was 

directed towards the speech signal while they performed the lexical decision task (Active 

listening conditions) and away from the speech signal while they watched a movie 

(Passive listening condition).  

In addition, speech intelligibility was modulated using three manipulations: noise 

vocoded speech, speech in BN and SSN. Here it was assumed that decreases in speech 

intelligibility which caused increases in task difficulty, increased the allocation of auditory 
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attention towards the task (Kahneman, 1973). In line with this, behavioural results 

showed three levels of speech intelligibility: high, moderate and low, see Figure 4.1, 

which corresponded to high, moderate and low lexical decision performance. 

Behavioural performance on the auditory lexical decision task was significantly different 

across each intelligibility level, but performance was the same for each level of 

intelligibility across the three experimental manipulations (e.g., comparing Voc16 and 

Voc12, BN10 and SSN8).  

 

 

Figure 4.1. Performance (shown as d prime on the vertical axis) across the three experimental 

manipulations of speech intelligibility (Noise Vocoded, Babble Noise and Speech-Shaped Noise 

experiments) for three levels of intelligibility (high, moderate and low). Notice that for Noise 

Vocoded, two conditions showed performance corresponding to the moderate level of speech 

intelligibility manipulation.  
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While performance was significantly different across each of the three levels of 

intelligibility (high, moderate and low), this was generally not observed within the ERPs 

components, except for the P2 component in the BN experiment.  

Since 1959, it has been known that neural activity in the auditory cortex can be 

modified by attention (Hubel et al., 1959). ERP components are mainly the result of 

synaptic activation, specifically postsynaptic potentials mediated by a number of 

neurotransmitter systems (Da Silva 2009; Beres 2017). It has been described that ERP 

components are larger in attended conditions compared to unattended conditions 

(Hillyard et al., 1973; Woldorf et al., 1987, 1993; Fujiwara et al., 1998). In line with this, 

across the three experiments in this study, statistically significant differences were 

consistently observed between the Active and Passive listening conditions (ERP 

components’ magnitudes enhanced during the Active listening).  

It has been also described that early ERP components can reflect stimulus 

characteristics while later components represent conscious cognitive processing and 

can be elicited in certain experimental conditions (Beres 2017). Consistent with this, 

significant differences were found mainly between Natural speech and the degraded 

speech stimuli across each of the three experiments. The only evidence of sensitivity to 

task difficulty was found for the P2 component in the BN experiment alone, which 

suggests that early positive components might be able to reveal decreases in speech 

intelligibility in certain auditory scenes such as multi-talker environments. Nevertheless, 

the ERP components analysed here were mainly sensitive to attentional changes (i.e. 

differences between Active and Passive conditions). 

N400 is a later ERP component that peaks around 400 ms after the target word 

onset (Kutas & Hillyard 1980). It can be elicited by both visual and auditory words and 

non-words (Holcomb & Neville 1993; Bentin et al., 1993; Friedrich et al., 2006, Leinonen 

et al., 2009); there is general agreement that this component reflects the processing of 
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meaning (Deacon & Shelley-Tremblay 2000; Kutas & Federmeier 2011). Moreover, 

previous reports have found that the N400 magnitude is attenuated when participant’s 

attention is diverted to non-target speech stimuli during either dichotic listening tasks or 

visual selective paradigms (Bentin et al., 1993; McCarthy & Nobre 1998; Okita & Jibu 

1998). In line with these reports, the N400 component across the three experiments 

performed here showed larger magnitudes when participants were performing the 

lexical decision task (i.e. when participants were assigning a meaning to the speech 

material heard) compared to when participants focused their attention on the visual 

scene.  

4.2 Influence of Active and Passive listening of speech on click-evoked ABRs  

Attentional effects on shorter-latency potentials, such as ABRs are not consistently 

found in the literature. That is, whereas some ABRs studies have shown that the early 

auditory subcortical stages are not sensitive to attentional processes (Picton et al., 1971; 

Connolly et al., 1989; Hackley et al., 1990; Hirschhorn & Michie, 1990), others have 

found positive attentional effects of ABRs. For instance, Lukas (1980) tested 16 normal 

hearing adults and asked participants either to attend to 1 kHz tones or to mentally count 

flashed letters on a screen while recording ABRs to tone pips. The author found a 

decrease in magnitude and an increase in the latency of wave V (IC activity) when 

participants attended to the visual stimuli. Moreover, this same researcher tested 16 

participants in 1981 using a similar paradigm that now involved either counting target 

tone pips or target letters while recording ABRs to both target and non-target tone pips. 

Here the author found a decrease in the magnitude and increase in the latency of wave 

I (auditory nerve component) for target tone pips when participants were performing the 

visual task. In line with Lukas’s results, Brix (1984) recorded click-evoked ABRs in 100 

normal hearing subjects while the participants either had to attend to the click stimulus 

(by attempting to count them), were distracted from it (participants were asked to ignore 
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the click stimulus) or read a newspaper (visual attention task). The author here found a 

shorter inter-peak latency between wave I and wave V when participants performed the 

auditory task than when they were asked to ignore the auditory stimuli.  

In addition, Papanicolaou et al. (1986) compared ABR wave V amplitudes to click 

stimuli in 14 normal hearing adults who were instructed to relax and fixate their gaze. 

Participants had to either: repeat voiced or whispered speech passages; repeat speech 

in silent articulation; mentally recite speech or quietly attend to the binaurally presented 

click stimulus. The authors showed a significant reduction in wave V amplitude for the 

voiced and whispered conditions, suggesting that click stimuli (a stimulus irrelevant to 

the speech task) were suppressed at the IC level. 

In line with the previously mentioned studies, wave V amplitudes in this study were 

slightly but significantly smaller during the Passive listening conditions in both BN and 

SSN experiments compared to the Active listening conditions. Moreover, during the SSN 

experiment, the latency difference between waves V-III was significantly greater during 

the Passive listening for the condition with lowest SNR (SSN3). These results suggest 

that the irrelevant and distracting auditory information was less efficiently processed at 

the brainstem and IC levels, most likely to facilitate focused attentional resources on the 

specific task (speech production or perception) or the visual scene.  

In the Noise Vocoded experiment, during Active listening an increased waves V-III 

ratio was observed compared to Passive listening. This result was driven by a decrease 

in wave III amplitude (SOC activity) during Active listening compared to Passive listening 

while wave V (IC activity) remained constant across conditions.  

Overall, these results suggest that the activity of nuclei such as those in the SOC 

and IC is able to reflect attentional states, consistent with described enhancements of 

auditory cortical activity to an attended auditory stimulus and suppression of auditory 

cortical activity to the ignored auditory stimulus (Woodruff et al., 1996; Zatorre et al., 
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1999; Laurienti et al., 2002; Shomstein & Yantis 2004). Although authors such as Lukas 

(1980, 1981) and Brix (1994) have suggested that irrelevant auditory stimuli could be 

attenuated during visual tasks at a peripheral level due to the effects of the MOC on 

OHC electromotility (decreasing the input to the auditory brainstem), these authors could 

not confirm this hypothesis in their studies owing to the lack of MOC activity 

measurements. As ABRs and CEOAEs were simultaneously recorded in the current 

study, we were able to confirm whether the origin of the attentional effects along the 

auditory pathway were due to MOC effects on the cochlear amplifier or not; this will be 

further discussed in relation to the attentional effects observed in ABR variables across 

the three experiments performed here. 

4.3 Effects of listening to speech on CEOAE magnitude. 

In this thesis, two main effects were observed. The first one relates to the MOC 

activation during the Passive listening of Natural speech, Natural speech in BN and 

Natural speech in SSN (this did not occur in the noise vocoded conditions). The second 

aspect is the differential MOC activation during the Active listening conditions across the 

three experiments performed. During the Active listening to noise vocoded speech, 

CEOAE magnitude suppression was stronger with decreasing speech intelligibility; 

whereas Active listening in BN and SSN did not cause any changes to CEOAE 

magnitude compared to the baseline. In the next sections, these two main results will 

be discussed in detail.  

4.3.1 Influence of Active listening to speech on CEOAE magnitude. 

The effect of actively listening to speech on the cochlear gain has been studied for 

several years. However, the relationship between efferent control of the cochlear gain 

and speech processing remains unclear. Interest in this topic emerged from 

physiological reports of an antimasking effect (Wiederhold, 1970; Winslow & Sachs 

1987; Guinan & Gifford 1988; Kawase et al., 1993) generated by the activation of the 



 

 

98 

MOC reflex when a transient signal is presented in noise. In this case, activation of the 

MOC reflex caused a suppression of OHC electromotility in response to the noise, while 

partially restoring the AN-responses to the transient signal (Kawase et al., 1993; Kawase 

& Liberman 1993; Guinan 2006) (see Chapter 1 for more details). This physiological 

evidence from animal models led to the hypothesis that the MOC reflex may play an 

important role in aiding humans to perceive speech in noise (Giraud et al., 1997; 

Liberman & Guinan 1998). The strict non-invasive nature of human experiments has 

made measuring MOC effects on OAE amplitudes the main technique for testing the 

antimasking hypothesis during speech processing. Although studies have explored the 

MOC effects on both TOAEs and DPOAEs during speech processing, its effects on 

DPOAEs are rather complicated to interpret because they do not always cause a 

decrease in DPOAE magnitude, most likely due to the mechanical origins of this OAE 

type (Siegel & Kim 1982; Wagner et al., 2007). Therefore, we will focus this discussion 

section on reports of TOAEs (CEOAEs) during speech processing which can be directly 

compared to the data obtained in this thesis.  

Several studies have explored the relationship between the amount of CEOAE 

suppression and speech performance in noise (De Boer & Thornton 2008; Garinis et al., 

2011; Smith & Cone, 2015; Kalaiah et al., 2017a). Garinis et al. (2011) found that when 

participants attended to words embedded in BBN and classified them as either food or 

animal items, CEOAEs were more suppressed than when backward words were 

presented in BBN or BBN was presented by itself.  

Another similar study by Smith and Cone (2015) was successful in showing 

behavioural differences between the performance of an Easy Stroop task (listen to 

monosyllabic words and identify speaker gender) Vs. a Hard Stroop task (listen to 

monosyllabic words and identify the gender of the word spoken (gender-meaning 

specific: e.g., queen (female)) in young children. However, these increases in task 
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difficulty did not lead to increases in CEOAE suppression. More recently, Kalaiah et al., 

(2017a) asked their participants to categorize incoming words into two groups (e.g., 

animal or vehicle) in three white noise conditions (+3, -3 and -9 dB SNR). Although the 

authors were able to find task difficulty effects in the reaction times (quicker reaction 

times for the +3 dB SNR condition, higher speech intelligibility condition), these task 

difficulty effects did not translate into increases in the suppression of CEOAE 

magnitudes. Although similar to the experimental design used within this thesis, all the 

aforementioned studies used BBN as a speech masker. BBN is well known to maximally 

evoke MOC reflex (Lilaonitkul & Guinan 2009) but it is not the most efficient masker of 

speech because the level of the speech spectrum decreases with increasing frequency. 

Therefore, BBN (with its flat spectrum) predominantly masks the high frequency 

components of the speech. A question arising from these studies was whether the 

effects on the cochlear gain during Active speech processing would be seen when 

speech intelligibility was manipulated either in the absence of additional noise (i.e. by 

vocoding the speech) or in the presence of noises spectrally matched to the speech 

tokens such as BN and SSN. 

In the Noise Vocoded experiment, a clear task difficulty effect was observed. This 

means that CEOAE suppression was significantly higher when the stimuli were less 

intelligible (see Figure 4.2 Noise Vocoded: Moderate and Low speech intelligibility 

levels). However, in Experiments 2 (BN) and 3 (SSN) no CEOAE magnitude changes 

relative to the baseline were observed during the lexical decision task, see Figure 4.2. 

This suggests that auditory attention can either suppress or does not affect CEOAE 

magnitude, therefore activating or inhibiting MOC-mediated effects in the cochlear gain 

depending upon which type of auditory stimuli is being processed.  
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Figure 4.2. Click-Evoked OAEs suppression across the three experiments. The mean CEOAE 

magnitude changes relative to the baseline and the standard error are shown for Noise Vocoded, 

Babble Noise and Speech-Shaped Noise experiments.  

 

Recently, Strauss and Francis (2017) provided a taxonomic description of 

attentional mechanisms during effortful listening based on a model of external and 

internal attention described by Chun et al. (2011). The internally-directed attentional 

mechanism is driven by a central, endogenous representation of the stimulus, while the 

externally-directed mechanism requires the selection of perceptual information by 

extraction of cues from the auditory scene. For example, a single degraded stream (such 

as noise vocoded speech) relies on endogenous, a priori, representations of the stimulus 

(conveyed by cognitive processes such as long-term and working memory) (Fougnie 

2008; Chun et al., 2011; Strauss & Francis 2017), because no other cues are available 

in the scene that can contribute to speech perception. Here, we speculate that the 

cochlear gain reduction, observed in the contralateral ear to the noise vocoded speech 

during the lexical decision task, might have facilitated access to the internal 

representation of the speech tokens.  

With regards to the externally-directed attentional mechanism as applied to effortful 

listening by Strauss and Francis (2017), one could argue that it might facilitate the 
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detection of speech-in-noise given the necessary assessment of all an incoming 

stimulus’ physical properties to achieve speech perception (Chun et al., 2011; Strauss 

& Francis 2017). A caveat to be noted, however, is that in contrast to Garinis et al. 

(2011); Smith and Cone (2015) and Kalaiah et al. (2017), who observed changes in 

CEOAE magnitudes to negative SNRs during Active listening to speech; here positive 

SNRs between the target speech and the background noises were used in order to keep 

performance comparable across experiments. It is arguable that these SNRs may have 

been too high to obtain any benefits from the MOC antimasking effects.  

In summary, listening to noise vocoded speech (one single degraded speech 

stream) or speech-in-noise (speech in BN or SSN), where two or more streams are 

competing (although comparable in terms of task difficulty level and auditory cortex 

generated ERPs components), may mobilize different neurophysiological mechanisms 

in the central nervous system (CNS) to achieve the same lexical classification. Evidence 

that single-speech streams are differentially processed compared to masked speech 

has been shown in the activity of the autonomic nervous system (Francis et al., 2016). 

The authors of this study used a very similar acoustic paradigm to the current one 

(synthesized speech, speech in BN or SSN) but measured skin conductance, pulse-

amplitude and rate. Despite maintaining similar task difficult across conditions, the 

masked speech elicited stronger physiological reactions than the single-speech stream. 

In our study, although the Active listening of noise vocoded speech (single stream) 

generated strong CEOAE suppression while speech in BN or SSN did not, it suggests 

that different physiological mechanisms are recruited depending on the characteristics 

of the auditory scene.  

4.3.2 Influence of Passive listening to speech on CEOAE magnitude. 

During Passive listening to Natural speech, CEOAE magnitudes were always 

significantly smaller than the baseline (CEOAEs were suppressed). In addition, CEOAE 
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magnitudes were significantly smaller than the baseline in all Passive listening 

conditions during the BN and SSN experiments, see Figure 4.2. This means that 

whenever Natural speech was being presented (with or without noise) while participants 

watched the cartoon movie, the cochlear gain was being suppressed. However, for the 

Noise Vocoded speech, CEOAE magnitude remained similar to the baseline.  

An MOC-mediated reduction of the cochlear gain during top-down visual attention 

has been described in animal models and humans (Puel et al., 1988; Maison et al., 

2001; Delano et al., 2007; Wittekindt et al., 2014). These authors have speculated that 

this generalized reduction in the cochlear gain during visual attention most likely helps 

to suppress irrelevant auditory information during visual tasks. However, auditory stimuli 

may capture attention in a different manner depending on how easy they are to detect: 

i.e., they are saliency-based (bottom-up processes) (Kayser et al., 2005). However 

ultimately both types of processes interact in order to optimize performance (Egeth & 

Yantis, 1997; Sarter et al., 2001; Drover et al., 2018). For instance, it has been 

previously reported that the pitch carried in the voice or the fundamental frequency F0 

is a very salient cue that plays an important role in the perceptual segregation of speech 

sources (Terhardt et al., 1982; Bregman, 1990; Darwin & Carlyon, 1995). Studies have 

shown that, when speech is noise vocoded, the pitch saliency carried by the envelope 

periodicity of the speech is diminished (Burns & Viemeister, 1976; 1981; Shackleton & 

Carlyon, 1994; Bernstein & Oxenham, 2003). In the context of our experiments, it is 

possible that noise vocoded speech was not salient (or distracting) enough to require 

MOC-mediated reduction of the cochlear gain to suppress irrelevant auditory information 

during visual attention. On the other hand, when Natural speech was presented either 

by itself or in the presence of BN or SSN, the voice pitch was preserved therefore the 

stimuli may have remained salient. In this case, the reduction of the cochlear gain via 
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MOC activation could have been beneficial in supressing irrelevant auditory information, 

therefore helping to focus attentional resources on the visual scene.   

Although CEOAE magnitudes were statistically smaller than the baseline for both 

BN and SSN experiments, the strength of this suppression was larger for the latter. Both 

noises are considered wide-band stimuli and, as shown by Lilaonitkul and Guinan 

(2009), wide-band stimuli are more effective elicitors of the MOC reflex than narrower-

band counterparts. However, although BN has been shown to elicit MOC reflex 

activations (Smith et al., 2001, Mishra & Lutman 2014; Kalaiah et al., 2017b), the 

magnitude of the CEOAE suppression reported was weaker than the suppression 

generated by stationary noises such as white noise (Kalaiah et al., 2017b). SSN, on the 

other hand, is not only wide-band but also has similar stationary characteristics 

(statistics over time) to white noise. In line with this, speech in SSN evoked significantly 

stronger CEOAE suppression during Passive listening compared to Active listening (the 

CEOAE suppression was stronger as the stimuli decreased in SNR (i.e., became 

noisier)). In summary, we argue here that during Passive listening conditions, the 

characteristics of the auditory stimulus such as its saliency and whether or not it strongly 

evokes the MOC reflex determines its effects on CEOAE magnitudes.  

4.5 Contributions and limitations of this study to understand attentional effects in 

higher auditory centres  

In this study, auditory lexical performance ensured participants’ attentional 

engagement increased with task difficulty. Moreover, speech-onset ERPs served as a 

proxy to objectively confirm participants’ attentional engagement in the task as well as 

auditory cortical involvement. As shown previously, performance was comparable 

between the three experiments and the auditory attentional effects on the ERPs were 

consistent across experiments. Moreover, whenever CEOAE magnitudes were 

statistically different from the relative baseline, a reduction in ABR components was also 
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observed. It has been previously pointed out that ABRs mainly register afferent activity 

from the auditory pathway (Moore; 1987; Meric & Collet 1992). For some time, it has 

been well known that the electrical stimulation of MOC fibres reduces the amplitude of 

AN compound action potential responses to clicks (Galambos, 1956; Wiederhold & 

Peake, 1966; Gifford & Guinan, 1987). Moreover, Guinan et al. (2005), reported that 

MOC efferent neurons inhibit single AN fibre’s responses to click stimuli. Although, in 

this study, wave I components (thought to be generated by the AN) could not be 

extracted from the ABRs (because of stimulus level limitations), we speculate that a 

decrease in the AN-responses due to MOC reflex activation, could potentially also be 

reflected in the reduced magnitude of higher ABR components across the auditory 

brainstem. In line with this, a reduction in brainstem activity related to the click stimuli 

was consistently observed in this study whenever CEOAE magnitude was significantly 

suppressed. For instance, in the Noise Vocoded experiment where a significant MOC 

inhibitory effect on CEOAE magnitude was observed, an increase in the brainstem gain 

(ratio between wave V and III) was observed during the lexical decision task. As shown 

in Chapter 3, this higher wave V-III magnitude ratio during the Active listening was a 

result of decreases in wave III magnitude (SOC activity); this confirms that when CEOAE 

magnitudes to a click stimulus were suppressed, the associated reduction in the 

cochlear gain was evident along the afferent auditory pathway. Moreover, when a 

significant CEOAE suppression was observed during the Passive listening conditions in 

both BN and SSN experiments, a reduced wave V magnitude (IC activity) was also 

observed. These results again support the hypothesis that when the MOC inhibits the 

cochlear gain, these effects can be observed along the auditory efferent pathway. 

However, the auditory efferent system comprises multiple descending loops that can be 

modulated by central influences at any stage. In particular, IC receives direct efferent 

input from the AC (Bajo & Moore 2005) and even in animals with impaired efferent 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1810352/#R16
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1810352/#R73
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1810352/#R73
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1810352/#R19


 

 

105 

synapse in the OHC (absence of alpha-9/10 nicotinic receptors), wave V can still be 

modulated when AC is microstimulated (Aedo et al., 2016). Because our findings were 

restricted to effects in waves III (SOC) and V (IC), we cannot rule out that the changes 

observed in wave V were also generated by efferent AC input to the IC. Nevertheless, 

the simultaneous recording of the cochlear gain modulation and brainstem activity in this 

study does confirm that the MOC efferent affects the auditory afferent pathway.  

One aspect that cannot be underestimated is individual differences: not only the 

different effects of MOC reflex on CEOAEs among participants (Mertes & Goodman 

2016), but also the variety of potential AC effects on the MOC reflex among individuals 

(Dragicevic et al., 2015). Dragicevic et al. (2015) showed that electrically stimulating the 

AC of chinchillas produced enhancement, suppression or no change of the cochlear 

gain depending on the strength of the individual MOC reflex. Although the approach 

described within this thesis attempted to find auditory efferent strategies during speech 

perception at a population level while both monitoring performance and confirming AC 

involvement in the task (by monitoring speech-onset ERPs), it is possible that different 

participants utilize different perceptual and cognitive strategies/resources in order to 

achieve the task (Motowildo et al., 1997; Barret et al., 2004; Eysenck et al., 2007).  

Although highly relevant, this was not analysed here because it is beyond the scope of 

this thesis and would need to be explored further in future studies. 

Moreover, there are well-known gender-related differences in CEOAEs, ABRs and 

ERPs components. For example, several studies have described how CEOAE 

magnitude in humans are stronger in females than in males (Bilger et al., 1990; 

Talmadge et al., 1993; McFadden & Shubel, 2003; McFadden et al., 2009). In addition, 

females have shown earlier click-ABRs latencies (Jerger & Hall, 1980) and ERPs 

components (such as N400: higher order semantic processing) (Wirth et al., 2007). 

Although exploring gender-differences was not a main objective of the present study, 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2649658/#c2
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2649658/#c57
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2649658/#c39
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3226913/#R61
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the sample across and within experiments was gender-balanced therefore we do not 

foresee any potential bias in our results. However, this could be investigated in future 

studies.  

We also acknowledge that it is still uncertain which stimulus features are enhanced 

by the MOC activity in order to aid speech perception. It is possible that a more 

frequency-specific OAE measurement such as SFOAEs may help to better understand 

the MOC effects on the cochlear gain. Moreover, the parallel analysis of both the 

amplitude and the phase of OAEs when the MOC is being activated, might also help to 

disentangle not only individual differences but also attentional-specific effects in the 

cochlear gain.  

In addition, our results are confined to CEOAE changes in the contralateral ear 

that received the speech stimuli. Therefore, we cannot exclude that the ear in which the 

CEOAEs were not recorded was not also affected by MOC activation. Although, it has 

been anatomically described that MOC neurons receive descending cortical (Mulders & 

Robertson 2000b) and IC input (Faye-Lund 1986; Thompson & Thompson 1993; Vetter 

et al., 1993), the potential ipsi-contra or bilateral activation profiles that these 

connections produce in the MOC activity has not yet been explored. 

Nevertheless, we can conclude that for the sample of subjects tested here in the 

Noise Vocoded experiment, contralateral MOC-mediated mechanisms were most likely 

recruited via auditory attention and the corticofugal pathway. However, for the BN and 

SSN experiments, auditory attention inhibited the contralateral cochlear gain 

suppression via the MOC pathway. Therefore, we speculate that auditory attention acted 

adaptively as a goal-oriented mechanism that dynamically recruited the auditory efferent 

control of the cochlear gain depending upon the characteristics of auditory scene being 

analysed.  
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Chapter 5. Implications for future studies and Conclusions.  

5.1 Implications for future studies 

The classical view that only neurons above the thalamus can be actively modulated 

by attending to auditory streams has been challenged since the anatomical discovery of 

auditory efferent connections from the brainstem to the cochlea (Rasmussen, 1946). In 

1956, Hernandez-Peon (1956) showed how CN activity to click stimuli were suppressed 

when cats were presented with olfactory or visual stimuli which diverted the animal’s 

attention away from the auditory stimulus. Although the methodology of this study was 

challenged, the finding was replicated with adequate controls by Oatman (1971, 1976) 

and Glenn and Oatman (1977), who showed inhibitory effects on the AN in ABRs when 

animals were engaged in visual discrimination tasks. The hypothesis that attentional 

states could modulate activity in the brainstem and periphery gained more attention after 

direct inputs from the auditory cortex were described by Mulders and Roberson (2000b). 

Yet most human studies of attention maintain a cortically-centred view of attentional 

effects. A more integrative view of how the afferent and efferent pathways interact during 

attentional states may facilitate a better understanding of attentional disorders in 

populations with learning difficulties (Veuillet et al., 1999, 2007; Hoen et al., 2008), 

auditory processing disorders (Muchnik et al.,2004; Sanches & Carvallo, 2006) and 

autism (Collet et al., 1993; Danesh & Kaf 2012; Wilson et al., 2017), where auditory 

efferent control of the cochlear gain has been reported to behave abnormally.  

Nobre and Katsner (2014) have described attention as a process that allows the 

selection and integration of information across time and space by dynamically tracking 

events in a scene. This usually involves complex interactions of selection, attenuations 

and enhancements across and within multiple sensory modalities (Karns & Knight 

2009). Therefore, the initial hypotheses that an MOC-driven, cochlear gain suppression 

is larger during auditory attention (in order to improve the SNR) or during visual attention 
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(in order to decrease sensitivity to irrelevant stimulus) seems somewhat simplistic and 

does not reflect the way that the brain processes multi-sensory naturalistic scenes. 

Studies are needed where the cochlear gain is monitored during tasks where both 

auditory and visual information must be integrated to build up the scene. This will 

contribute to the better understanding of the likely role that the auditory efferent system 

performs in integrating information across sensory domains and in object formation. 

CEOAE studies have typically found that an MOC-driven effect on the cochlear 

gain will be activated/beneficial for in signals in the presence of white noise but, as 

shown in this thesis, less so in BN or SSN. The lack of an effect in the presence of these 

different noise types may be due to the high SNR used in this study. Potentially, the anti-

masking effect is less beneficial at such SNRs, given that maximal CEOAE suppression 

has been found for negative SNRs between speech and white noise (-3 dB) (Garinis et 

al., 2011; Smith & Cone 2015; Kalaiah et al. (2017a).  

Several studies have implemented the MOC efferent reflex in auditory speech-

processing models (Ghitza, 1988; Messing et al., 2009; Brown et al., 2010; Clark et al., 

2012) and have shown better prediction of human performance than standard afferent 

models. Recently, Lopez-Poveda et al. (2016) proposed a sound coding strategy with 

the MOC reflex implemented for binaural cochlear implants. Three binaural cochlear 

implant participants and two single-sided CI users were asked to report sentences 

presented in spatially-separated SSN. The authors found that speech reception 

thresholds were better with the MOC reflex algorithm than with the standard cochlear 

implant processing. However, most CEOAE studies, including this thesis, have not been 

performed in binaural conditions as in the Lopez-Poveda et al. (2016) study. Therefore, 

it is possible that under certain spatial configurations, the MOC drive actually improves 

speech perception by affecting AN output both contralaterally (as explored here in this 

thesis), ipsilaterally or even bilaterally to the speech stimuli. These experimental 
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differences must be reconciled in future studies with larger study populations where not 

only attentional states are controlled but also their individual differences (e.g. MOC reflex 

strength, motivation, listening effort).  

Finally, the relationship between speech processing and modulation of the 

cochlear gain must be better understood. Contralateral CEOAE suppression (MOC -

mediated, cochlear gain reduction) has previously been correlated with different 

variables of speech in noise performances such as: phoneme perception in noise, 

(Giraud et al., 1997; De Boer & Thornton 2008); monosyllabic words perception in noise 

(Kumar & Vanaja, 2004) and sentence recognition in noise (Bidelman & Bhagat, 2015). 

However, other studies of contralateral OAE suppression have found no correlation 

(Mukari & Mamat, 2008; Wagner et al., 2008; Stuart & Butler, 2012) or even a negative 

correlation (participants with stronger efferent reflex had poorer speech-in-noise scores 

(De Boer et al., 2012)). In consequence, no strong hypothesis linking peripheral gain 

control and the processing of continuous speech has been made. Low-frequency brain 

activity has been linked to fluctuations in the speech envelope and seems to be crucial 

for speech intelligibility (Rosen, 1992; Greenberg & Ainsworth, 2006, Riecke et al., 

2017). While continuous natural speech has been successfully probed in the cortex with 

neurophysiological tools such as EEG and Magneto Encephalography (MEG), ABRs to 

continuous speech have been recorded successfully only recently (Reichenbach et al., 

2016; Maddox & Lee 2017). Moreover, Forte et al. (2017) showed that brainstem 

responses to continuous speech are consistently modulated by attention in a two-

competing speakers paradigm. The challenge is to develop a non-invasive method to 

explore the modulation of the cochlear gain to continuous speech. The non-invasive 

nature of OAE recordings makes them a perfect candidate; however, as of now, OAE 

recordings to continuous speech have yet to be reported. Comprehending the way in 

which continuous speech is processed along the entire auditory pathway might help 
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“close the gap” between speech and auditory fields, leading towards a more integrative 

view of how attentional mechanisms select and integrate information across time and 

space in order to achieve speech comprehension. 

5.2 Conclusions 

This research contributes to the growing body of literature that seeks to better 

understand the effects of attention on neural activity in the CNS. Performance in a lexical 

decision task was combined with cortical electrophysiological measurements to confirm 

the manipulation of auditory attention and the engagement of the auditory cortex. 

Indeed, it was found that relative activity in cortex, midbrain and brainstem was a 

suitable metric for distinguishing between passive and active listening conditions in the 

population of subjects tested. However auditory attention would appear to modulate the 

cochlear gain in a stimulus-specific manner (i.e. when its activation presumably benefits 

target perception). The cochlear gain was reduced when task difficulty increased with 

noise vocoded speech stimuli; however, no changes in the cochlear gain were observed 

when speech was presented in noise. Passively listening to speech during visual 

attention seems to effectively reduce the cochlear gain. The simultaneous monitoring of 

the auditory periphery, brainstem and cortex while participants were engaged in 

ecologically valid tasks helped identify how broadly the attentional effects on the 

cochlear gain spread along the auditory afferent pathway. Finally, this study advances 

our understanding of how attention acts adaptively as a goal-oriented mechanism to 

achieve perception by dynamically recruiting auditory efferent control of the cochlear 

gain.  
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Appendix 

 

Figure 1. Individual CEOAE magnitudes relative to the baseline during the Active listening 

conditions in Experiment 1. Boxes and whiskers show the distribution of the data in quartiles. 

Whiskers indicate the variability outside the upper and lower quartiles. The stars represent 

outliers that were not considered for statistical analysis.  
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Figure 2. Individual CEOAE magnitudes relative to the baseline during the Passive listening 

conditions in Experiment 1. Boxes and whiskers show the distribution of the data in quartiles. 

Whiskers indicate the variability outside the upper and lower quartiles. The stars represent 

outliers and IDs correspond to invalid data: both of which were not considered for statistical 

analysis.  
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Figure 3. Individual CEOAE magnitudes relative to the baseline during the Active listening 

conditions in Experiment 2. Boxes and whiskers show the distribution of the data in quartiles. 

Whiskers indicate the variability outside the upper and lower quartiles. IDs correspond to invalid 

data that were not considered for statistical analysis.  
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Figure 4. Individual CEOAE magnitudes relative to the baseline during the Passive 

listening conditions in Experiment 2. Boxes and whiskers show the distribution of the 

data in quartiles. Whiskers indicate the variability outside the upper and lower quartiles. 

The star represents an outlier and ID corresponds to invalid data: both of which were 

not considered for statistical analysis.  
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Figure 5. Individual CEOAE magnitudes relative to the baseline during the Active listening 

conditions in Experiment 3. Boxes and whiskers show the distribution of the data in quartiles. 

Whiskers indicate the variability outside the upper and lower quartiles. The star represents an 

outlier and ID corresponds to invalid data: both of which were not considered for statistical 

analysis.  
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Figure 6. Individual CEOAE magnitudes relative to the baseline during the Passive listening 

conditions in Experiment 3. Boxes and whiskers show the distribution of the data in quartiles. 

Whiskers indicate the variability outside the upper and lower quartiles. The star represents an 

outlier and ID corresponds to invalid data: both of which were not considered for statistical 

analysis.  
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Table 1. Experiment 1 (Noise Vocoded). Description of participants with invalid ABR 

components. 

Experimental 

Condition 

Subject ID with invalid Wave 

V 

Subject ID with invalid Wave 

III 

Active Natural 5 5 

Active Voc16 26 26 

Active Voc12 27 27 

Active Voc8  27 

Passive Natural  12 

Passive Voc16 25 25 

 

Table 2. Experiment 2 (Babble Noise). Description of participants with invalid ABR components 

Experimental 

Condition 

Subject ID with invalid Wave 

V 

Subject ID with invalid Wave 

III 

Active Natural 16 16 

Active BN10 16 16 

Active BN5 16 16 

Passive Natural  16 

Passive BN10  16 

Passive BN5  16 

 

Table 3. Experiment 3 (Speech-Shaped Noise). Description of participants with invalid ABR 

components 

Experimental 

Condition 

Subject ID with invalid Wave 

V 

Subject ID with invalid Wave 

III 

Active Natural 16 16 

Active SSN8 16 16 

Active SSN3 16 16 

Passive Natural  16 

Passive SSN8 16 16 

Passive SSN3  12 
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