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Summary

In everyday life our brains receive a huge amount of information from our senses.
Since we cannot process it all, we must select the information that is most relevant for our
current activity and prioritise it over other, irrelevant, information. This ‘selective
attention’ process is critical for making sense of the world around us and for functioning

successfully within it.

Certain regions of frontal and parietal cortex have long been implicated as sources
of selective attention in the brain. In particular, the ‘adaptive coding hypothesis’ proposes
that certain neural populations adjust to selectively code the information that is required
for current behaviour (Duncan 2001). This may serve as a source of bias, supporting
related information processing across the rest of the brain (Desimone and Duncan 1995,
Miller and Cohen 2001). The primary aims of this thesis were to investigate if adaptive
coding provides a mechanism for feature-selective attention in the frontoparietal cortices

and whether this in turn modulates responses across the rest of the brain.

In Chapter 1, I present an overview of the relevant literature. In Chapter 2 I used
multi-voxel pattern analysis (MVPA) of functional magnetic resonance imaging (fMRI)
data to demonstrate that regions of the frontoparietal cortices prioritise coding of task-
relevant features over equivalent irrelevant feature information. In Chapter 3 I replicated
this finding and examined the adaptive response of these regions in greater detail,
investigating the extent to which single voxels in these regions can be re-used to code
information across multiple tasks. In Chapter 4 1 developed a paradigm that tracks the
extent to which irrelevant information interferes with behavioural performance, and tested

the causal contribution of the right dorsolateral prefrontal cortex (dIPFC) to this task using

vi



transcranial magnetic stimulation (TMS). In Chapter 5 I used this paradigm to examine the
behavioural and neural consequences of disrupting activity in the frontal lobe, using
concurrent TMS-fMRI. Using MVPA, I found that disrupting the right dIPFC with TMS
affected the multi-voxel coding of both relevant and irrelevant feature information in
frontal, parietal and visual cortices. Finally, in Chapter 6, I discuss the implications of
these results in a broader context and suggest some areas for future research. Together, the
experiments presented in this thesis advance the understanding of flexible mechanisms

employed in the frontoparietal cortices in the context of feature-selective attention.
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Author Note

This thesis has been prepared in the form of a thesis by publication. As such, there
is a degree of repetition, particularly in the chapter introductions, and references are given

at the end of each chapter.
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requirements of the APA Publication Manual (6™ edition). The language reflects English
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Introduction

Chapter 1

Introduction

At every moment our brains receive far more input than they can process at once.
Because of this, we need to prioritise a subset of the available information and ignore the
rest, a process known as selective attention. Additionally, the selective attention system
needs to be flexible, to cope with the changing input and goals of everyday life. Consider,
for example, a situation where you are in an airport trying to reach your flight. You must
attend to the relevant inputs (flight details on the board) to find your gate number (current
goal) in order to reach your flight on time (end goal). In order to do this effectively, you
need to ignore irrelevant details (e.g. other flight information, announcements, background
noise, etc) that are bombarding your senses. Having established the gate number you now
need to attend to other aspects of the environment (e.g. direction signs) while ignoring
information that was previously relevant (flight board). This need to prioritise processing
of some aspects of input over others, depending on our current goal, is a constant

requirement that our brains are usually able to cope with efficiently.

In some cases, we may wish to prioritise processing of a single feature of an
object. For example, if you were to use a welding torch to weld two pieces of metal
together, you would need to first focus your attention on the colour of the flame produced
to ensure that it is at the correct temperature. Next you would need to switch your focus of
attention to the width of the beam, currently ignoring the colour of the flame, in order to

adjust the width depending on the size of the metals you are welding together. In everyday
1



Introduction

life, we encounter a variety of situations requiring this ability to flexibly select the relevant
inputs for the current task, whether this is at the level of listening for a flight
announcement amongst distractors or at the level of focusing on the relevant feature of a

single object.

The neural underpinnings of flexible selective attention are thought to involve the
frontal and parietal cortices. Evidence for this comes from several converging methods.
Neuropsychological research has pointed to the frontal and parietal lobes, and in particular
the prefrontal cortex (PFC), as critical to adaptive goal-directed behaviour. Damage to this
region often results in inflexible behaviour both in humans (e.g. Luria, 1966; Manes et al.,
2002) and in non-human primates (Rossi, Bichot, Desimone, & Ungerleider, 2007).
Evidence from neurostimulation studies has also demonstrated the importance of frontal
cortex, alongside the parietal cortices, in enabling goal-directive behaviour via top-down
modulation of earlier processing areas (e.g. Feredoes, Heinen, Weiskopf, Ruff, & Driver,
2011; Higo, Mars, Boorman, Buch, & Rushworth, 2011; Lee & D'Esposito, 2012; Miller,
Vytlacil, Fegen, Pradhan, & D'Esposito, 2011; Morishima et al., 2009; Ruff et al., 2006;
Taylor, Nobre, & Rushworth, 2007; Zanto, Rubens, Thangavel, & Gazzaley, 2011). In
human neuroimaging, studies similarly converge that cognitive control seems to be
implemented by a network of regions in frontal and parietal cortices (Cole & Schneider,
2007; Corbetta & Shulman, 2002; Duncan, 2010; Duncan & Owen, 2000; Fedorenko,

Duncan, & Kanwisher, 2013; Vincent, Kahn, Snyder, Raichle, & Buckner, 2008).

A large body of evidence implicates both the frontal and parietal cortex in
cognitive control. However, the mechanisms by which flexible selective attention, a key
component of cognitive control, is realised, requires further investigation. One influential

proposal, the adaptive coding hypothesis (Duncan, 2001) theorises that neurons in certain
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higher brain regions dynamically adjust their responses to code for information that is
currently relevant. In doing so, they may provide a source of bias to other, more
specialised, brain regions, to support preferential processing of the relevant information in
those regions as well (Desimone & Duncan, 1995). Thus, adaptive coding provides a

possible neural mechanism for the implementation of selective attention.

The focus of this thesis is to investigate whether adaptive coding in human
frontoparietal cortex could operate as a mechanism for selective attention. I focus
particularly on feature-selective attention: the selection of relevant over irrelevant features
of single objects (Chen, Hoffmann, Albright, & Thiele, 2012). In this chapter I start by
reviewing the literature that implicates frontal and parietal cortex in goal-directed
behaviour. Next, I review some of the prominent models of attention, which sit within a
broad framework of executive control. I then focus particularly on the adaptive coding
hypothesis (Duncan, 2001) and consider the evidence for restricted regions of the
frontoparietal cortices as candidates for adaptive coding in the human brain. Finally, I
explore how adaptive coding in this network could provide a mechanism for feature-
selective attention. I conclude with an outline of the thesis, outlining my research

questions about the implementation of feature-selective attention in the human brain.

Frontal and parietal lobes as critical for goal-directive

behaviour

Selective attention is necessary to prioritise the contents of capacity-limited
networks in favour of task-relevant representations. This supports successful performance.
The process is thought to rely on “top-down” modulation, in which signals from higher

cortical regions bias processing in earlier cortical regions. Top-down modulation may
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support selection through both enhancement of task-relevant, and suppression of task-
irrelevant, neural activity in specialised processing regions such as the visual cortex (e.g.
Desimone & Duncan, 1995; Gazzaley, Cooney, McEvoy, Knight, & D'esposito, 2005;
Kanwisher & Wojciulik, 2000; Knight, Staines, Swick, & Chao, 1999; Shimamura, 2000).
The frontal cortex was one of the first areas to emerge as a potential source of top-down
signals due to the widespread and reciprocal anatomical connectivity between subregions
of the frontal lobes and multiple levels of the visual system (Miller & Cohen, 2001;
Webster, Bachevalier, & Ungerleider, 1994). In addition, a wealth of neuropsychological
studies has connected frontal damage to deficits in executive functions, which involve
impairment of selective processing (e.g. Barcelé & Knight, 2002; Bornstein, 1986; Drewe,
1974; Eslinger & Grattan, 1993; Janowsky, Shimamura, Kritchevsky, & Squire, 1989;
Milner, 1963; Nelson, 1976; Perret, 1974; Robinson, Heaton, Lehman, & Stilson, 1980;
Stuss, Floden, Alexander, Levine, & Katz, 2001; Vendrell et al., 1995). In this section I
will review a selection of the neuropsychological data that points towards a role of the
frontal, and to a lesser extent the parietal, cortices in executive functions. I will then
discuss neuroimaging studies that provide further evidence that the frontal and parietal
lobes are crucial for controlling attention. Finally, I will review neurostimulation data that
link both frontal and parietal cortices with top-down modulation of earlier processing

regions.

Although several cognitive deficits have been associated with damage to the
frontal cortex, a common denominator is inflexibility. For example, patients with frontal
lobe damage are typically unable to resist interference from stimuli, or aspects of stimuli,
that would normally be suppressed or ignored (Chao & Knight, 1995). The Wisconsin
Card Sorting Test (WCST, Grant & Berg, 1948) provides a measure of this inflexibility in

frontal patients, in which the subject has to remember, and shift when needed, the

4
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categorising principle of a series of figures (Milner, 1963). Individuals must deduce the
rule by which the cards should be sorted (rather than being told the rule explicitly). After
the initial rule is learned successfully, the examiner changes the rule so that the old rule
must be rejected, the new rule discovered, and a switch made from using the old rule to
the new. The ability to exhibit such flexible readjustment is proposed to be a central
characteristic of executive function (Duncan, 2001). Individuals with frontal lobe damage
tend to persist in sorting items according to the previous and now inappropriate rule,
exhibiting difficulty with shifting to what is currently relevant. This has been observed in
humans with frontal damage (e.g. Barcel6 & Knight, 2002; Bornstein, 1986; Drewe, 1974;
Eslinger & Grattan, 1993; Janowsky et al., 1989; Milner, 1963; Nelson, 1976; Robinson et
al., 1980) as well as non-human primates with lesions in the PFC (Dias, Robbins, &

Roberts, 1996).

Another popular assessment for attentional control is the Stroop task (Stroop,
1935). In this task participants are asked to name the colour of the ink of (a) colour words
that are printed in a congruous coloured ink (e.g. the word “green” printed in green ink,
the congruent condition) and (b) colour words that are printed in incongruous coloured ink
(e.g., the word “green” printed in blue ink, the incongruent condition) (Egner, 2007). Thus
participants must attend to the ink colour and suppress information derived from the word.
The robust effect, however, is that participants are slower and less accurate on the
incongruent condition relative to the congruent one, suggesting that the information in the
word interferes with the naming of the colour of the ink. This “congruency effect”
provides a measure of interference by the irrelevant dimension. Frontal patients have been
shown to perform poorly in this task, for example by making more errors in the
incongruent condition, in comparison to healthy controls (Stuss et al., 2001; Vendrell et

al., 1995) and patients with non-frontal lesions (Perret, 1974). Data from frontal lobe

5
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patients with both the WCST and the Stroop, then, indicate a potentially causal role for the
frontal cortex in selecting behaviourally relevant information over that which is irrelevant

and distracting.

Damage to regions of the parietal cortex has also been shown to affect
performance on tasks that require flexibility. This includes (but is not limited to) tasks that
involve response conflict (Coulthard, Nachev, & Husain, 2008), visuo-temporal attention
(Shapiro, Hillstrom, & Husain, 2002), and aspects of working memory (WM) (e.g. Heide,
Blankenburg, Zimmermann, & Kompf, 1995; Koenigs, Barbey, Postle, & Grafman, 2009).
A study by Roca et al., (2009) found that frontal patient deficits on many executive tasks
requiring flexible selective attention, including WCST, can be entirely accounted for by
deficits in fluid intelligence scores (Roca et al., 2009), which, in turn, are linearly
predicted by the extent to which certain regions of frontal and parietal cortex are damaged
(Woolgar et al., 2010). This suggests that certain regions of both frontal and parietal

cortex may be important for attentional control.

The role of frontal and parietal cortices in a variety of executive control processes
has also been informed by neuroimaging data. For example, the PFC is activated in tasks
where filtering of irrelevant information is required (Banich, Milham, Atchley, Cohen,
Webb, Wszalek, Kramer, Liang, Wright, et al., 2000; Banich, Milham, Atchley, Cohen,
Webb, Wszalek, Kramer, Liang, Barad, et al., 2000; Liu, Banich, Jacobson, & Tanabe,
2004; MacDonald, Cohen, Stenger, & Carter, 2000). Activity in the anterior cingulate
cortex (ACC) has also been associated with tasks requiring filtering of irrelevant
information such as in the Stroop task with greater ACC activation in the incongruent
condition compared with the neutral condition (e.g. Bench et al., 1993). Several adaptation
studies also have shown that changes to an attended object (Downar, Crawley, Mikulis, &

Davis, 2001; Hon, Epstein, Owen, & Duncan, 2006) or attended feature (Thompson &
6
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Duncan, 2009) leads to extensive activation throughout frontal and parietal regions. In
addition, frontal and parietal regions have been linked with top-down modulation of
responses in posterior regions. For example, Kastner et al. (1999) cued participants to shift
attention to a spatial location in expectation of a target stimulus. During the expectation
period, several frontal and parietal regions showed increased activity compared to a
resting baseline condition. Greater activity was also observed in visual cortices during the
expectation period, perhaps implicating frontal and parietal regions in top-down signalling
to the visual cortex, although the slow timecourse of fMRI does not allow inference about
the order of events. These various studies provide converging evidence that frontal and

parietal regions are important in selective attention.

In healthy adults, neurostimulation data have provided causal evidence that top-
down influences from frontal and parietal cortices support selection for behaviourally
relevant information. The critical role of the frontal and parietal cortices in attentional
control has been demonstrated in humans using neurostimulation alone (e.g. transcranial
magnetic stimulation, TMS) and also in combination with neuroimaging techniques (e.g.

in combination with fMRI).

TMS is a neurostimulation technique in which magnetic stimulation is used to
induce an electric field in the brain. TMS delivers short magnetic pulses that temporarily
disrupt neural processing at the site of stimulation, creating a temporary, reversible,
‘virtual lesion’ (Walsh & Cowey, 2000). We can investigate the behavioural consequences
of the stimulation, which allows us to infer whether activity at the site of stimulation
contributes to a particular cognitive operation. For example, early studies on the human
visual system (e.g. Amassian et al., 1989; Amassian et al., 1993) showed that stimulation
of the visual cortex can interfere with perception. These early studies demonstrated that

this technique has the potential to be used to infer causal structure-function relationships.
7
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If disrupting a region using TMS affects performance of a specific aspect of an
attentionally-demanding task, this can provide evidence that the region is involved in
attention. For example, disruption of the dorsolateral PFC (dIPFC) with TMS impairs
performance in a high load WM task, but only when irrelevant information is present in
the paradigm (Sandrini, Rossini, & Miniussi, 2008). This suggests that the dIPFC is
involved in attentional selection when irrelevant visual information must be ignored. In
another example, Soutschek et al., (2013) stimulated either the intraparietal sulcus (IPS) or
the pre-supplementary motor area (pre-SMA) during a task requiring participants to ignore
irrelevant stimulus information. Participants decided whether a central letter surrounded
by distractor letters was either a vowel or a consonant. The irrelevant distractors could
either create response conflict where the irrelevant information was incongruent with
required response, or perceptual conflict, where the irrelevant letters were different but
required the same response (e.g. central letter and distractors were different vowels, “E”
and “A”). Stimulation over IPS increased perceptual conflict whilst stimulation to pre-
SMA increased response conflict. This suggests that irrelevant stimulus information
interfered more when these regions were temporarily disrupted, and that therefore these
regions are normally important in supressing interference from this irrelevant information.
These data indicate the involvement of these regions in selective attention and also
demonstrate how stimulation techniques can be used to test a causal relationship between

neural activity and behaviour.

The data reviewed thus far provides strong converging evidence that frontal and
parietal regions are involved in selective attention. A question remains as to what role they
play. For example, do responses in these regions bias responses in earlier cortical regions
to result in selective processing of relevant information? The combination of TMS with

other techniques (e.g. electroencephalography, EEG, or fMRI), often described as
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“perturb-and-measure” approaches (Paus, 2005), allows for direct assessment of how
TMS affects neural processing both locally and in remote but connected brain regions
(Bestmann & Feredoes, 2013). A number of studies have revealed causal influences of the
frontal and/or parietal lobes on earlier processing regions by combining TMS with fMRI
(e.g. Blankenburg et al., 2010; Feredoes et al., 2011; Higo et al., 2011; Miller et al., 2011;
Ruff et al., 2008; Ruff et al., 2006; Ruff et al., 2009) or with EEG (e.g. Capotosto,
Corbetta, Romani, & Babiloni, 2012; Morishima et al., 2009; Taylor et al., 2007; Zanto et
al., 2011). For example, Zanto and colleagues (2011) used fMRI-guided, offline repetitive
TMS (rTMS) to perturb function within a specific region of the PFC involved in a
delayed-response task, then measured the outcome with EEG recordings. Ten minutes of
rTMS to the right inferior frontal junction (IFJ) significantly reduced top-down
modulation of the P1 component (a positive signal seen as early as 100ms post-stimulus
onset) of the event-related potential (ERP) to colour stimuli at posterior electrodes, as well
as a significant reduction in WM accuracy for colour. As P1 modulation recovered with
time after rTMS, so did WM performance. The effect of rTMS-induced reduction in P1
modulation during colour processing was also found to predict the reduction in WM
accuracy on an individual participant basis. Moreover, participants with stronger fMRI
functional connectivity between the IFJ and visual cortices had a greater impact of
stimulation over IFJ on top-down modulation. These results suggest that frontal cortex
implements top—down control over perceptual areas to promote the successful
establishment of task-relevant representations, potentially by modulating feature

processing.

Other studies (e.g. Capotosto, Babiloni, Romani, & Corbetta, 2009, 2011) have
also shown top-down modulation as a result of IPS stimulation. In these studies,

disruption to the IPS during the allocation of spatial attention produced disruption of
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anticipatory EEG rhythms in occipito-parietal cortex. Together these findings are

consistent with a top-down role of the IPS in the endogenous allocation of attention.

EEG can inform us about the timecourse of top-down effects but provides much
less information about which brain regions are affected. For this, we can use TMS in
combination with fMRI. For example, in a study using combined fMRI and TMS (Higo et
al., 2011), a cue instructed participants to store one of two objects in WM. fMRI revealed
increased activity in visual regions specialised for processing the selected object category
(e.g. houses). TMS over the frontal operculum/anterior insula was found to diminish this
top-down modulation of posterior visual activity indicating a role of this region in
modulating task-relevant vs. task irrelevant stimulus processing. Feredoes et al. (2011)
also investigated how a region of prefrontal cortex exerts control over anatomically
remote visual areas using concurrent TMS—MRI. Participants performed a delayed
recognition WM task where participants first viewed a presentation of target categories
followed by an unfilled delay period (no distractor) or a distractor delay period with three
distractor stimuli from the opposite category. Following this, a target probe was presented
and participants had to indicate if it matched the initial target category. Participants
performed the task in the scanner whilst TMS was applied to the right dIPFC. The timing
of TMS coincided with the presentation of the irrelevant distractors. TMS increased the
blood-oxygen level dependent (BOLD) signal in posterior visual regions. This increase
was specific to the regions representing the current memory targets, and not the
distractors, and was therefore taken as evidence that an important function of the dIPFC is
to maintain relevant information in the face of distracting irrelevant information. In this
example, and in others where TMS does not disrupt task performance, TMS was used as a
causal “physiological probe” in which if stimulation modulates remote BOLD responses

(or ERPs) under certain conditions, it in inferred that the two regions are functionally
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connected (e.g. Bestmann et al., 2008; Blankenburg et al., 2010; Feredoes et al., 2011).
These data provide evidence that control signals from frontal cortex propagate to posterior

regions to help overcome the effects of irrelevant information during WM maintenance.

The role of the parietal cortex in top-down influences has also been studied with
concurrent TMS-fMRI (Blankenburg et al., 2010; Heinen et al., 2011; Ruff et al., 2008;
Ruff et al., 2009). For example, in Blankenburg and colleagues’ (2010) investigation,
TMS was applied over parietal sites during the direction of covert attention towards one
hemifield which increased the BOLD signal in the contralateral early visual areas. This
finding indicates a causal attention-dependent influence of parietal cortex over activity in
visual areas. Together, the use of neurostimulation and neuroimaging techniques have
provided evidence for a causal top-down modulation relationship between frontal/parietal

cortices and specialised processing areas such as the visual cortex.

The wealth of neuropsychological, neuroimaging, and neurostimulation data on the
function of frontal and parietal regions provide strong evidence that these regions play a
crucial role in attentional control. I will now consider the various theoretical proposals for
how these regions are thought to support flexible goal-directed behaviour. A number of
theoretical models have been proposed for how the control of cognition is implemented
(e.g. Baddeley, Della Sala, Robbins, & Baddeley, 1996; Badre & D'Esposito, 2009;
Cohen, Dunbar, & McClelland, 1990; Dehaene, Kerszberg, & Changeux, 1998; Duncan,
2001; Koechlin & Summerfield, 2007; Miller & Cohen, 2001; Norman & Shallice, 1986;
Reynolds, O'Reilly, Cohen, & Braver, 2012). The emergent consensus is a hierarchical
view of cognitive processes, where a complex executive system regulates, monitors, and
inhibits simpler domain-specific cognitive processes. In the following section I will

discuss a selection of the most influential models of executive functions (broadly
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conceived as processes that organise and control cognitive processes) that consider the

way in which attentional control is realised in the brain.

Models of executive function

A prominent model proposed by Norman and Shallice (Norman & Shallice, 1980,
1986; Shallice & Burgess, 1991) states that in certain situations a “supervisory attention
system” (SAS) is needed to influence selection and enable deliberate control. This model
of attentional control assumes that two complementary processes operate in the selection
and control of action. The basic mechanism is termed “contention scheduling”, which is
thought to be able to control routine activities automatically, without conscious control.
According to this framework, behaviour is governed by sets of thought or action
‘schemas’. A schema is a set of actions or cognitions that have become very closely
associated through practice. However, in circumstances that require a higher level of
cognitive control the SAS then intervenes and provides additional inhibition or activation
to the appropriate schema. The operation of the SAS is thought to be necessary for
behaviour in situations that involve planning and decision making, error correction, that
contain novel sequences of actions, and when the overcoming of a strong habitual
response is required. An impairment of the SAS then leads to difficulties in these
situations. For example, in some situations, environmental triggers lead to the activation of
one schema, but an alternative schema needs to be selected. In these situations, damage to
the SAS will make it more likely that the previously relevant schema, triggered by
environmental events, will continue to be selected, leading to behavioural rigidity. In other
situations, a reduction in supervisory input may lead to the triggering of inappropriate
behaviour by salient objects in the environment, leading to distractibility or an inability to

filter out irrelevant details. Thus, damage to the SAS could explain excessive rigidity as
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well as excessive distractibility, both of which have been reported to occur following

damage to the frontal lobes (e.g. Luria, 1966; Manes et al., 2002).

The SAS model ties in closely with an earlier model of WM, defined as a short-
term memory mechanism that integrates moment-to-moment perceptions across time,
proposed by Baddeley and colleagues (Baddeley et al., 1996; Baddeley & Hitch, 1974). In
this model, WM has three distinct components, one for verbal memories (the phonological
loop), one for visual and spatial information (the visuospatial sketchpad) and a third
referred to as the ‘central executive’ component. According to this model, the central
executive coordinates the flow of attention between the components of WM and is often
linked to the functioning of the frontal lobes. The central executive functions as a limited
capacity system, responsible for strategy selection, planning, and the attentional control of
action. The notion of a “central executive” is similar to the SAS, indeed, in an attempt to
specify the subcomponents of executive control in greater detail, Baddeley and colleagues
(1996) incorporated the SAS from Norman and Shallice’s (1980) model of attentional
control as an approximation of central executive functioning. This provided a framework
for specifying the processes and capacities needed by such an attentional controller. A few
basic capacities were postulated and explored (Baddeley et al., 1996): the ability to focus,
to divide and to switch attention, and the ability to relate the content of WM to long-term
memory. Other accounts of executive function have also referred to subcomponents of
executive function (e.g. Miyake et al., 2000), but the consistent theme across these models
is a view of a hierarchical and flexible system that enables goal-directed behaviour
through the influence of one or more ‘executive’ cognitive modules on other, more

specialised, ones.

More recent models have gone further, linking executive and specialised modules

onto different brain regions, such as the prefrontal cortex (PFC). For example, Miller and
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Cohen (2001) also drew distinctions between a central executive and other specialised
systems, similar to the models of control discussed above. Based on findings from the
non-human primate literature, including both neuropsychological and neuroanatomical
data, Miller and Cohen (2001) proposed that the PFC is key when behaviour must be
guided by internal states or intentions (i.e., top-down control, see also Fuster, 2008). In
Miller and Cohen’s (2001) model of prefrontal function, they argue that the capacity to
support sustained activity in the face of interference is one of the distinguishing
characteristics of the PFC. In their account, they discuss how the PFC is anatomically well
situated to provide feedback signals and exert biasing influences on other structures
throughout the brain. Other accounts of executive control consider a similar hierarchical
view of the brain. For example, a computational model (Dehaene & Changeux, 2011;
Dehaene et al., 1998) distinguished between a ‘global workspace’ and specialised modular
subsystems. In this model, the global workspace interconnects multiple specialized brain
areas in a coordinated fashion, similar to Miller and Cohen’s (2001) model of prefrontal

function.

The PFC covers a considerable portion of the human brain, and several theories of
prefrontal organisation suggest that there are specialised functional regions within the PFC
(e.g. Badre & D'Esposito, 2009; Botvinick, 2008; Bunge & Zelazo, 2006; Christoff &
Keramatian, 2007; Koechlin & Summerfield, 2007; O’Reilly, 2010). For example, the rule
abstraction model (Badre, 2008; Badre & D'Esposito, 2007, 2009) suggests a gradient
with different regions in the PFC recruited according to the control demands of the task: as
one moves anteriorly, prefrontal areas are recruited to support the use of progressively
more complex rules. An alternative account is the information cascade model (Koechlin,
Ody, & Kouneiher, 2003; Koechlin & Summerfield, 2007), which suggests that as one

moves in a caudal to rostral direction across the lateral frontal cortex, there is a change in
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the nature of the information being represented. The furthest rostral end of the hierarchy
might hold information that has potential future relevance, whereas the furthest caudal
region codes information about the current stimulus. These models are supported by
neuroimaging and neuropsychological data demonstrating that further rostral areas process
increasingly abstract representations (e.g. Azuar et al., 2014; Badre & D'Esposito, 2007;
Koechlin, Basso, Pietrini, Panzer, & Grafman, 1999; Koechlin & Jubault, 2006; Nee &

Brown, 2012) although see (Crittenden & Duncan, 2012; Reynolds et al., 2012).

Other accounts have been offered in which both anterior and posterior PFC
represents task-relevant information, but activity is modulated according to whether
information needs to be transiently updated or sustained over longer time periods (e.g.
Dosenbach, Fair, Cohen, Schlaggar, & Petersen, 2008; Dosenbach et al., 2007; Dosenbach
et al., 2006; Reynolds et al., 2012). Still other proposed divisions include different
involvement of dorsal and ventral regions based on stimulus modality (Goldman-Rakic,
Roberts, Robbins, & Weiskrantz, 1998), or medial and lateral segregation corresponding
to monitoring for conflict vs. implementing control (Botvinick, 2008), and others (e.g.
O’Reilly, 2010). Corbetta and Shulman (2002) also proposed two separate networks for
attention where a dorsal frontoparietal system is involved in goal-directed stimulus-
response selection whilst a ventral system is important for stimulus-driven shifts of
attention, working as an alerting mechanism to detect behaviourally relevant stimuli. At
this point there is no consensus on these organisation schemes, and various sources of
empirical evidence provide challenges to these proposals (e.g. Crittenden & Duncan,

2012).

The evolving consensus here is of a complex executive system that regulates more
specialised processing areas. Specific frontal and parietal regions may form part of this

executive system. In the following section I will discuss an influential theory, termed the
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adaptive coding hypothesis (Duncan, 2001), that again paints a hierarchical view of the
brain, but differs from the other models discussed in the emphasis placed on the adaptive

response of single neurons.

The Adaptive Coding Hypothesis

The adaptive coding hypothesis (Duncan, 2001; Duncan, 2010) proposes that a
network consisting of specific frontal and parietal regions are involved in processing the
relevant aspects of many different types of tasks. This network is proposed to support
goal-directed behaviour by adjusting its responses to code the information that is currently
relevant for behaviour. Neurons in the network are not always tuned to the same specific
features in the environment, but rather their response properties are highly adaptable so

they shift their tuning profiles to code features or information that is currently relevant.

The adaptive coding model differs from other models discussed above in the
emphasis placed on adaptive responses of single frontoparietal neurons. Rather than the
recruitment of different regions for different tasks (e.g. Botvinick, 2008; Corbetta &
Shulman, 2002; Dosenbach et al., 2007; Dosenbach et al., 2006; Goldman-Rakic et al.,
1998; O’Reilly, 2010; Reynolds et al., 2012), this model accounts for flexible behaviour
by proposing that responses within a single system adapt to represent currently needed
information across tasks. Similar to the models discussed above (e.g. Dehaene et al., 1998;
Miller & Cohen, 2001; Norman & Shallice, 1980), it posits a hierarchical structure of the
brain in which information processing in more specialised processing areas is biased by
the influence of this network (Desimone & Duncan, 1995). These specialised processing
areas include those concerned with sensory inputs and the generation of motor commands.
In this way, these higher regions can carry out a central function in configuring a flexible

cognitive system to address what is currently relevant. This ability to adjust to the task-
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relevant information, with accompanying top-down signalling to sensory, motor and other
systems, is proposed to account for the flexibility of the human brain to adapt to a

dynamic environment.

Single unit studies have provided evidence that neurons in both frontal and parietal
cortex encode information that is relevant for the task. For example, the activity from
single cells in lateral frontal cortex (e.g. Freedman, Riesenhuber, Poggio, & Miller, 2001;
Kadohisa et al., 2013; Rao, Rainer, & Miller, 1997; Roy, Riesenhuber, Poggio, & Miller,
2010) and lateral parietal cortex (Andersen, Essick, & Siegel, 1985; Fitzgerald,
Swaminathan, & Freedman, 2012; Gail & Andersen, 2006; Ibos, Duhamel, & Hamed,
2013; Stoet & Snyder, 2004; Swaminathan & Freedman, 2012) can discriminate a wide
range of task features including task rules, cues, stimuli and responses. In Everling and
colleagues’ study (2002), 50% of all cells recorded in the lateral PFC (IPFC) discriminated
targets (relevant) from non-targets (irrelevant), while many fewer cells made the task-
irrelevant distinction between one non-target and another. Furthermore, data from non-
human primate research has supported the proposal that neurons adjust their responses
across tasks to encode what is currently relevant. For example, in a study conducted by
Rao and colleagues (1997), monkeys performed a combined ‘what-where’ WM task,
where in different phases of each trial monkeys retained either target identity or target
location. Across the IPFC, many single neurons carried both identity and location
information. Importantly, when the task required a switch from identity to location, this
switch was reflected in the responses of individual neurons, identity information being
discarded and location information taken up. These data provide evidence for adaptive
coding in this area (Duncan, 2001), whereby IPFC neurons adjust to code the relevant

feature information of the current phase of the task.

17



Introduction

Another example of adaptive coding in non-human primate comes from Freedman
et al (2001). Freedman and colleagues (2001) used morphing software to create stimuli
that fell into two general categories: ‘cats’ and ‘dogs’. Three species of cat and three
breeds of dog were used as prototypes. The remaining stimulus set varied continuously
either between ‘cat’ and ‘dog’ or between two prototypes within the same category (e.g.
two types of cat, or two types of dog). Monkeys were trained to perform a categorisation
task on this stimulus set where on each trial two stimuli were presented, separated by an
interval. The monkeys indicated whether two sequentially presented stimuli were from the
same or different categories according to an arbitrary decision-boundary, ignoring within
category differences. 20% of IPFC neurons adjusted their firing rates to reflect these
decision boundaries, differentiating between cats and dogs, even for those exemplars close
to the decision boundary (e.g. a neuron responding strongly to cats would respond to a
morph made up of 60% cat and 40% dog but not to a morph made up of 60% dog and
40% cat). Moreover, when monkeys were trained on a new, orthogonal, decision-
boundary based on the same stimulus set where the cat-dog distinction was now irrelevant,
the neurons altered their firing rates to reflect the new category distinctions that the
monkeys had learnt. The results of this study emphasise how IPFC neurons demonstrate a
remarkable flexibility to adjust their firing rates to reflect the currently task-relevant

information, even across orthogonal categorical decision boundaries.

Several other studies have similarly demonstrated that prefrontal neurons can
encode the behavioural meaning of visual stimuli, regardless of their physical properties
(Cromer, Roy, & Miller, 2010; Freedman, Riesenhuber, Poggio, & Miller, 2002; Roy et
al., 2010; Sakagami & Niki, 1994; Sakagami & Tsutsui, 1999; Watanabe, 1986). For
example, two recent studies (Cromer et al., 2010; Roy et al., 2010) used a similar

paradigm to that of Freedman and colleagues (2001) and showed comparable results. Roy
18



Introduction

et al. (2010) demonstrated that 24% of IPFC neurons had a distinct firing rate in response
to one category of visual stimuli over another. Similar to Freedman and colleagues’ (2001)
study, these neurons responded to the relevant category membership of the stimuli, rather
than to their simple visual properties. They were also shown to alter their firing rate to
reflect the new task when these stimuli were re-categorised in orthogonal categories.
Cromer and colleagues (2010) showed that IPFC neurons responded to the relevant
category membership of a different set of stimuli (sports cars vs. sedan cars), and when
monkeys were re-trained to categorise a separate stimulus set (cats vs. dogs), 44% of the
task-responsive neurons changed their firing rate to reflect the new task. These data also
provide evidence that substantial portions of IPFC neurons are able to engage in multiple
cognitive tasks, emphasising the flexibility of these neurons to alter their coding as needed

for behaviour.

Similar results have been shown in the lateral parietal cortex (Freedman & Assad,
2006) where the activity of lateral parietal neurons encoded the direction of motion
according to category membership. This encoding then shifted to the new category
membership after the monkeys were retrained to group the same stimuli into two new
categories. These data indicate that both lateral frontal and lateral parietal neurons are able
to alter their responses as needed for behaviour as well as shift their responses to engage

in multiple cognitive tasks.

Kadohisa et al. (2013) tracked the shift of prefrontal neurons dynamically allocated
to processing task-relevant information over time. In this study, monkeys were first
presented with a cue followed by one or two target objects, which could be presented to
either or both visual fields. These target objects could be either relevant to the alternative

cue (currently irrelevant), associated with the current cue (behaviourally relevant targets)
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and/or targets that were never associated with either cue (always irrelevant). Interestingly,
the results showed that when two stimuli were present in the display, prefrontal neural
resources were reallocated over time. During early processing responses were dominated
by the stimulus (relevant or irrelevant) in the contralateral hemisphere, but later, globally
across hemispheres, activity was dominated by the behaviourally relevant object
(irrespective of its location). This suggests that higher regions exert control by reallocating
attentional resources, over time, to favour behaviourally relevant information. These
findings again emphasise how frontal neurons have the potential to respond to different

task features, and to alter their responses to favour behaviourally relevant information.

Although the electrophysiological studies reviewed above provide detailed
information at the level of single-cell activity, they are limited in the breadth of brain
coverage and scale of brain network under study. In the human brain, many associations
have been drawn between specific subregions of frontal and parietal areas of the human
brain and explicit executive functions. However, Duncan and Owen (2000) demonstrated
that a wide range of tasks activate a common network of frontal and parietal regions.
Duncan and Owen’s (2000) meta-analysis reviewed twenty positron emission tomography
(PET) and fMRI studies which implemented tasks that manipulated cognitive demand.
The five categories of “demand” that these studies manipulated were response conflict,
task novelty, duration of delay (WM), items to recall (WM), and perceptual difficulty. The
findings showed that across these different types of demands, there was a similar
recruitment of a particular constellation of frontal and parietal regions, which Duncan
(2006, 2010) named ‘multiple demand’ or MD regions. These regions incorporate the
anterior insula/frontal operculum (AI/FO), the inferior frontal sulcus (IFS), the dorsal

anterior cingulate/pre-SMA (ACC/pre-SMA), and the IPS (Figure 1).
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Figure 1: Illustration of the “"multiple demand” (MD) regions of the human
brain projected on a standard template of the left hemisphere (regions are

symmetrical in the right hemisphere)

More recent studies have confirmed that the MD regions respond to a wide range
of task demands (e.g. Dosenbach et al., 2006; Fedorenko et al., 2013; Niendam et al.,
2012; Nyberg et al., 2003; Stiers, Mennes, & Sunaert, 2010), including at the level of
single subjects (Fedorenko et al., 2013). In the study by Fedorenko and colleagues (2013),
40 participants completed 7 different tasks varying in type of cognitive demand: language,
arithmetic, verbal and spatial working memory, and response selection/inhibition, while in
the scanner. Similar to the tasks in Duncan and Owen’s meta-analysis (2000), each task
had a harder and easier version to assess increased cognitive demand. Fedorenko et al.’s
(2013) study found comparable MD activity associated with increased difficulty in each
separate task at both group and single-subject levels. Additionally, in individual subjects,
these regions were often adjacent to regions showing a different pattern of responses that
did not modulate with difficulty across the tasks. This indicates that sensitivity to task
difficulty is a specific feature of the MD regions. In line with their broad response across
tasks, these regions have been variously referred to as the “task positive network™ (Fox et
al., 2005), “frontoparietal control system” (Vincent et al., 2008), “task activation
ensemble” (Seeley et al., 2007) and have been described as “flexible hubs” that adjust

their connectivity patterns along with task demands (Cole et al., 2013).
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The studies reviewed here provide evidence for a system that responds to
increasing cognitive demands across a variety of different types of cognitive demand. This
makes the MD regions candidates for adaptive coding, since a minimal prediction the
adaptive coding hypothesis is that regions showing adaptive coding should be involved in
a range of different tasks (Duncan, 2001; Duncan, 2010, 2013). However, there are
alternative explanations for common activation between tasks; for example, common
activation could reflect a very general response, such as effort, which would not
necessarily be related to adaptive coding. Until recently, our capacity for examining
coding in humans was limited. The advent of new analysis methods for fMRI that use the
pattern of response across voxels to infer what information is encoded greatly enhance the
inference possible and mean that we can test the more specific predictions of the adaptive

coding hypothesis in the human brain.

Traditional univariate fMRI analyses mainly focus on mapping the magnitude of
changes in the BOLD signal in various brain areas during different task conditions. These
conventional methods look for voxels that show a significantly different response to
experimental conditions relative to some baseline or control condition. Typically, data are
spatially smoothed and activity is averaged across voxels within a region of interest. This
is done to boost signal-to-noise ratio, but results in a loss of sensitivity to fine-grained
spatial-pattern information, blurring out spatial patterns that might discriminate between

experimental conditions (e.g. Mur, Bandettini, & Kriegeskorte, 2009).

Unlike traditional methods, multivoxel pattern analysis (MVPA) preserves the
fine-grained information in fMRI data by extracting information from patterns of activity
across multiple voxels (e.g. Haxby et al., 2001; Haynes & Rees, 2006; Haynes & Rees,

2005; Kamitani & Tong, 2005; Yang, Fang, & Weng, 2012). Voxels considered
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individually might not be significantly responsive to any of the conditions of interest;
however, the multi-voxel codes across many voxels have the potential to reveal patterns of
activation relating to those conditions. MVPA also does not traditionally involve spatial
averaging of voxel responses as with univariate-based analysis, whereby fine-grained
pattern differences can go undetected unless the regional-average activation also differs.
MVPA is therefore suited for detecting pattern changes even if they occur in the absence
of regional-average activation changes. Consider an example response to the two novel
objects shown in Figure 2 (left panels). For the hypothetical region in this example,
average activation is similar for both objects. However, the pattern of activation over
voxels is different; this region still carries information that distinguishes between the two
objects at a multi-voxel scale. In this case, MVPA would be a suitable technique for

examining whether information about these stimuli is carried in a particular brain region.
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Figure 2: Left images: Hypothetical multi-voxel activity patterns for a ‘cuby’
and a ‘spiky’ object within a region of interest. In this hypothetical region,
average activation for both objects is identical, but there is information that
can be detected with MVPA to distinguish between the experimental
conditions (voxel activation responses to conditions in colour). Right: Linear
decision boundary separating condition A (e.g. cuby objects) and condition B

(e.g. spiky objects)
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There are many different algorithms that can be used to undertake MVPA but they
all share the basic principle of interpreting the data in a multidimensional space, where
each dimension (usually) corresponds to the response of an individual voxel. Figure 2
(right) illustrates an example where we consider the activity patterns of only two voxels.
In order to classify these patterns we can construct a line that separates our two conditions
(cuby vs. spiky object), even though the response of each voxel individually does not
discriminate between the two conditions (Cox & Savoy, 2003; Haynes & Rees, 20006).
Typically, the analysis would include many such voxels, so the decision line generalises to

a multidimensional hyper plane.
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Figure 3: Example of a standard MVPA cross-validation training and testing
procedure: In this example there are four experimental runs and the classifier
is trained to distinguish between the patterns of activation pertaining to cuby
and spiky objects. One subset of the data is left out on each iteration as the
independent test data set. This procedure is repeated leaving out a different
subset until all data contributes equally to test and train subsets. Performance
on the different iterations is averaged together to obtain overall classifier

performance.

The classifier algorithm attempts to derive a model that describes how responses to
the experimental conditions are separated in this space. The classifier is trained to classify

a set of patterns (referred to as samples, Figure 3) from the different experimental
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conditions and is then tested with an independent set of samples (that did not contribute to
the training model). The accuracy with which the classifier can predict the condition to
which the test samples belong forms a measure of the information held in that region

about the particular categories tested (classification accuracy).

The accuracy of the categorisation of test samples indicates how well the classifier
performs in identifying differences between the samples from different conditions. If the
pattern of activation in a particular region can be used to consistently discriminate
between two task events, at an accuracy greater than that expected by chance (the null
hypothesis), then that region is said to ‘carry information’ about the conditions. In order to
preserve fine-grained subject-specific information, the patterns are not typically averaged
across subjects. Instead, MVPA is performed in native subject space for each individual,

and group analysis can be performed as a second level analysis.

MVPA is fundamentally limited by the amount of information about the neural
population codes that can be provided by fMRI. Voxel resolution is one such limitation
and an ongoing debate continues as to what gives rise to the pattern of voxel biases
exploited by classification algorithms. Early MVPA fMRI research (Haynes & Rees,
2005; Kamitani & Tong, 2005) posited that pattern classification methods exploit the fine
functional, columnar architecture of neuronal preferences. For example, a single voxel
may happen to sample more of one type of cortical column (or neuronal preference e.g.
orientation ~45°) relative to others, therefore the response to one condition would be
slightly different between voxels even though the voxel resolution is not fine enough to
resolve cortical columns directly. This has been referred to as the ‘“hyperacuity”
hypothesis. This assumption has been called into question by recent studies showing the

existence of large-scale patterns of response bias for orientation (Freeman, Brouwer,
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Heeger, & Merriam, 2011) and motion direction (Beckett, Peirce, Sanchez-Panchuelo,
Francis, & Schluppeck, 2012), which can account for decoding these features. Op de
Beeck (2010) also showed that MVPA is robust to spatial smoothing, which has been
interpreted as evidence against a columnar-scale bias driving classification (Op de Beeck,
2010). In addition, the assumption that the response biases reflect neuronal response
properties has been called into question by results suggesting such biases may be vascular
in origin (Gardner, 2010; Shmuel, Chaimow, Raddatz, Ugurbil, & Yacoub, 2010). Despite
the ongoing debate and the fact that sensitivity is limited by the measurement technique of
fMRI, statistically distinct activity patterns nonetheless provide strong evidence for a
difference between the underling neural activity in the region, even if we cannot be certain

on what scale these patterns arise.

Now let us return to the evidence that the MD regions are involved in adaptive
coding. As discussed earlier, data from the non-human primate literature has previously
shown that both frontal (e.g. Freedman et al., 2001; Kadohisa et al., 2013; Rao et al.,
1997; Roy et al., 2010) and parietal cortex (Andersen et al., 1985; Fitzgerald et al., 2012;
Gail & Andersen, 2006; Stoet & Snyder, 2004; Swaminathan & Freedman, 2012)
discriminate a range of task information. MVPA provides the potential to explore similar
questions about adaptive coding in the human brain: regions demonstrating adaptive
coding should code a range of different types of information under different circumstances

(Duncan, 2001).

Using MVPA of fMRI data, the MD network has indeed been shown to code a
range of task information demonstrating flexibility to respond to a variety of behaviourally
relevant stimuli in different contexts (Bode & Haynes, 2009; Harel, Kravitz, & Baker,

2014; Haynes et al., 2007; Li, Ostwald, Giese, & Kourtzi, 2007; Nee & Brown, 2012;
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Reverberi, Gorgen, & Haynes, 2011; Soon, Namburi, & Chee, 2013; Stiers et al., 2010;
Waskom, Kumaran, Gordon, Rissman, & Wagner, 2014; Woolgar, Afshar, Williams, &
Rich, 2015; Woolgar, Hampshire, Thompson, & Duncan, 2011; Woolgar, Thompson, Bor,
& Duncan, 2011; Woolgar, Williams, & Rich, 2015). We recently conducted a meta-
analysis (Appendix A, Woolgar, Jackson, & Duncan, in press) drawing on 100 published
decoding analyses to examine the various types of information coding across the human

brain.
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Figure 4 (taken from Woolgar et al., (in press), see Appendix A): Number of
significant decoding points reported in each network, after correcting for the
number of analyses examining coding of each task feature and network
volume. Asterisks indicate significance of chi-squared or exact binomial
goodness of fit tests examining whether there was more coding in each

principal network compared to Other for all decoding points (above bars) or
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for decoding points in each task feature separately (asterisks on coloured bar
segments). *p<0.05, **p<0.01, *** p<0.00001.

The MD network encoded a range of task features, including visual, auditory,
motor and rule information (Figure 4, taken from Woolgar et al., in press), more
frequently than predicted based on network volume. This contrasted with more specialised
processing areas such as the visual, auditory and motor cortices which primarily coded
information from their own domain. These data confirm that the MD regions are involved

in processing a range of different types of information across different tasks.

A stronger test of adaptive coding is whether individual regions in the human brain
adjust responses within single tasks, for example, if task demands change. Recent MVPA
studies have shown that the MD network indeed adjusts its coding of perceptual (Woolgar,
Hampshire, et al.,, 2011; Woolgar, Williams, et al., 2015) and task rule information
(Woolgar, Afshar, et al., 2015) as task demands vary. For example, in Woolgar et al.’s
(2011) study, participants responded to the location of a blue square on a screen. The
stimulus positions were either perceptually easy (far apart) or difficult (close together) to
distinguish. Across the MD regions, position coding was significantly stronger in the more
difficult relative to the easier condition. In contrast, the visual cortices showed the
opposite result, with a weaker representation of the difficult relative to the easy stimuli, in
line with the physical stimulus differences. These data suggest that the MD regions
adjusted to emphasise the perceptual information when it was more challenging and the
input from the visual cortex was weak. Woolgar and colleagues (2015) found similar
results for the representation of task rules in the MD network: Coding of rule information
was stronger when the rules were more complex and behaviourally confusable compared

to when they were relatively simple. These studies indicate that the MD network can
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indeed adjust its responses within single tasks, at least as measured at the voxel level,

consistent with the adaptive coding hypothesis.

Adaptive coding in the MD network could form the basis for the operation of
selective attention. Woolgar et al. (2015) found that the multi-voxel representation of
objects in the MD network was stronger when objects were attended compared to when
they were ignored. These data indicate that the behavioural relevance of task stimuli, in
this case whether the stimuli were attended (targets) or ignored (distractors), influences
coding in these regions. The behavioural relevance of a stimulus has also been found to
modulate MD network coding in a category discrimination task (Erez & Duncan, 2015). In
this study, participants were cued at the start of a block with the names of two target
categories (e.g., shoes, butterflies). In the following four trials they were then shown a
picture of an object on each trial and had to decide whether it belonged to the target
category. The presented stimulus could either be a target (target category cue is shoe and
subsequent presented stimulus is a shoe), consistent non-target (target category cue is shoe
and subsequent presented stimulus is a sofa, and a sofa is never a target category), or an
inconsistent non-target (target category cue is butterflies and subsequent presented
stimulus is a shoe, which is a target on other trials). The results showed that multi-voxel
patterns in the MD regions discriminated visual categories for which the distinction was
behaviourally relevant. In contrast, behaviourally irrelevant category distinctions were not
coded. These data show that behavioural relevance modulates category discrimination
across the MD network, consistent with the view that the MD network adjusts its
responses to code the relevant aspects of a task. These responses to behavioural relevance

could provide the source of bias for the implementation of attention in the brain.

The MD regions are not the only areas in which attention modulates responses.

Preferential responses to attended information is also seen, for example, throughout the
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visual cortex, where we see a stronger response to attended versus ignored visual input
(Jehee, Brady, & Tong, 2011; Moran & Desimone, 1985; Murray & He, 2006; Murray &
Wojciulik, 2003; Serences, Saproo, Scolari, Ho, & Muftuler, 2009). The MD regions have
extensive connectivity patterns with subcortical, sensory and motor regions (Selemon &
Goldman-Rakic, 1988) and it is commonly suggested that these regions bias activity
towards task-relevant information and provide control input to these other cortical and
subcortical systems (Dehaene et al., 1998; Desimone & Duncan, 1995; Duncan, 2013;
Miller & Cohen, 2001; Norman & Shallice, 1980). However, this is difficult to examine
using fMRI data alone (see section 1.1 for evidence from combined TMS/EEG and
TMS/fMRI). The MD regions may therefore play an important role in implementing the

controls for selective attention.

The literature indicates that the MD network is involved in cognitive control and
that it appears to work adaptively to code a range of task features. The adaptive coding
hypothesis offers a possible mechanism for the way in which selective attention is
achieved. However, further research is needed to test the hypothesis that these regions
preferentially code task-relevant information in a range of situations, for example, not
only in the case of spatial attention and for attended objects but also for attended features
of objects. Additionally, the question of how the MD regions influence and potentially
bias processing in specialised processing regions, particularly information coding in other
regions, and whether this depends on the selective representation of information in this

system, is a critical question that requires further investigation.

Feature-selective attention

Much of the previous research on the control of attention has focused on spatial
attention. This is the process where our attention can be deployed to locations in space, for
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example, where spatial attention is varied by pre-cueing the location where a target
stimulus is likely to appear (e.g. Posner, 1980). Voluntary spatial attention is thought to
depend on top-down mechanisms (Yantis & Serences, 2003), for example, directing
attention to a particular location in the visual field has also been shown to modulate
neuronal responses in corresponding part of the primate visual cortex (e.g. Luck, Chelazzi,
Hillyard, & Desimone, 1997; McAdams & Maunsell, 1999; Moran & Desimone, 1985;
Seidemann & Newsome, 1999). Spatial attention has dominated investigations of
attention, but we also have the capacity to allocate our attention to a particular feature of
an object or visual field. This type of attention can be further divided into feature-based

and feature-selective attention.

Feature-based attention encompasses the ability to enhance the representation of
image components throughout the visual field that are related to a particular feature. For
example, it can support our ability to detect a behaviourally relevant target among
distractor items, as in popular ‘visual search’ paradigms in visual psychophysics. In visual
search experiments, targets and distractors differ by at least one feature, and target
detection can be improved by enhancing the representation of image components that
match the attended feature (e.g. the colour red or a vertical orientation) and by suppressing
those that do not. Several psychophysical studies have demonstrated that feature-based
attention improves detection or otherwise enhances behavioural performance across the

visual field (e.g. Cohen & Magen, 1999; Saenz, Buracas, & Boynton, 2003).

Feature-based attention is typically thought to involve up-regulating processing of
the parts of visual field that match a given value of a given feature (e.g. red). This overlaps
with, but is distinct from, the ability to selectively attend to a particular feature dimension
of an object (e.g. to make fine discriminations concerning its colour), while ignoring other

features of that object (e.g. its shape). The latter is called feature-selective attention,
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because selection affects which feature is attended to. Although the terms feature-based
and feature-selective attention are often used interchangeably, they are distinct because
feature-based attention does not require the selection of a certain feature of an object
whilst simultaneously ignoring other features of the object (Chen et al., 2012). Feature-
based attention requires enhancement of aspects of a visual field that match a template
feature. Feature-selective attention requires enhanced processing of a task-relevant feature
of an object and simultaneous suppression of a task-irrelevant feature of that same object.
Feature-selective attention is particularly important in situations where two features of an
object result in response conflict (e.g. if the orientation of a grating requires a left button

response whilst the contrast of the grating requires a right button response).

The PFC and lateral parietal cortex (constituent parts of the MD network, see
section 1.3) have been specifically implicated in feature-selective attention in the non-
human primate literature (e.g. Freedman & Assad, 2006; Lauwereyns et al., 2001; Rao et
al., 1997). For example, in Lauwereyns et al.’s (2001) study, macaque monkeys were
trained to classify patterns of moving dots according to either their colour or their
direction of motion. This required the monkeys to extract the relevant feature dimension
whilst ignoring the other feature. They found that around 20% of prefrontal cells showed
strong attentional modulation. These cells discriminated between stimulus colours when
the monkeys attended to colour, but discriminated movement direction when the animals
attended to stimulus motion. These data demonstrate adaptive coding for feature-specific

information in the non-human primate brain.

In the human brain, Thompson and Duncan (2009) used an fMRI adaptation
analysis to show that the MD network responds more to changes in attended stimulus
features (colour/shape) than to changes in unattended stimulus features. Similarly, Li et

al., (2007) used MVPA to demonstrate that the MD regions preferentially coded the
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features of moving dot figures that were relevant to the task: when the task changed, so
did the pattern of information coding. These findings offer suggestive evidence that
adaptive neural coding in the human frontoparietal cortex may support selection at the
level of object features. In this thesis, I examine this further, asking whether adaptive
coding provides a mechanism for feature-selective attention through adjustment of
response properties in the MD network, by prioritising processing of task-relevant object

features over task-irrelevant object features.

Overview of thesis

The evidence reviewed above is a firm foundation for the hypothesis that adaptive
coding in the MD network supports feature-selective attention. We know that the MD
regions adjust their responses in line with task demands, encode a range of task-related
information, and respond to changes in attended features. It seems reasonable then, that
this selective representation in the MD regions would support task-relevant decision-
making processes necessary for solving the task at hand, and could be the source of bias
supporting processing of the attended feature in more specialised regions (e.g. Dehaene et

al., 1998; Desimone & Duncan, 1995; Miller & Cohen, 2001).

In this thesis, I explore the role of the MD network in feature-selective attention.
The main questions addressed by the following experimental chapters are: 1. Does the MD
network adjust its responses to prioritise coding of relevant over irrelevant object feature
information? 2. Do the same voxels show coding of relevant features across multiple
tasks? 3. Does the dIPFC play a causal role in filtering out irrelevant feature information?
4. Does selection of relevant feature information and/or inhibition of irrelevant feature

information in the dIPFC underlie top-down modulation of earlier processing regions? I
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used behavioural, fMRI, MVPA, TMS and concurrent TMS-fMRI methods to answer

these research questions in 4 experiments outlined below.

In Chapter 2, I present a study examining whether the MD network prioritises
coding of task-relevant feature information over task-irrelevant feature information. I used
MVPA of fMRI data acquired while participants performed a perceptually challenging
categorisation task. At different times, participants were required to discriminate novel
“spiky” objects across one of two orthogonal decision boundaries based on two feature
dimensions, length and orientation. I tested whether MD representation of visual object
features flexibly adjusted according to task-relevance (coding for length information when
length was relevant, and orientation information when orientation was relevant). The
results showed that the MD network coded the task-relevant feature distinctions more
strongly than the equivalent task-irrelevant feature distinctions. These data demonstrate
that the MD network adjusts its representation of objects to make the feature distinctions
needed for the current behavioural task, providing support for adaptive coding as a

mechanism for the implementation of feature-selective attention.

In Chapter 3, I examined the flexible coding in the MD system in more detail,
asking whether the same voxels carried information about the relevant object features
across multiple tasks. First I examined whether the MD regions coded the task-relevant
features of different objects, “spikies” and “smoothies”, in two task contexts. Then, I
assessed the extent to which the same voxels were ‘re-used’ to code the relevant
discriminations across both task contexts and compared this to the voxel re-use predicted
by chance. Finally, I compared the extent of voxel re-use between the two tasks of Chapter
3 to the extent of re-use between the tasks in Chapter 2. I replicated the finding from the

first experiment (Chapter 2) that the MD network preferentially coded the task-relevant
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feature distinctions, this time across different stimulus sets. I also found that irrelevant
feature information was coded more strongly in the MD regions when it was inconsistently
irrelevant (i.e. when that information had recently been relevant on a different task)
compared to when it was never relevant to the participant’s task. The data also showed
that significantly more MD voxels than expected by chance were re-used to code relevant
feature information across the two tasks, suggesting, at least at the level of voxels, that
attentional resources can be flexibly re-allocated in different tasks. Conversely, there was
no evidence to suggest that the same voxels were re-used to code relevant feature
information across the two tasks in the LOC or BA 17, indicating that this flexibility may
be particular to higher cortical brain regions. Despite clear predictions from the non-
human primate literature (Cromer et al., 2010; Roy et al., 2010), there was no difference in

the extent of voxel re-use between the data from Chapters 3 and 2.

Chapter 4 presents a study where I explored whether the dIPFC plays a causal role
in filtering irrelevant feature information. I used TMS to stimulate the dIPFC during a task
requiring participants to ignore irrelevant feature information and compared behavioural
performance to that under three control conditions. The active TMS condition was high
intensity stimulation (HIS) of the dIPFC (100% of motor threshold). The three control
conditions were a sham condition (inactive coil), low intensity stimulation (LIS) to the
dIPFC (40% MT) and HIS (100% MT) to a control region. The button response for the
irrelevant feature was either incongruent or congruent with the required button response
for the currently relevant feature. The resulting congruency difference allowed us to index

the extent to which irrelevant information processing influenced behaviour.

We selected the dIPFC for stimulation as it is the largest component of the MD

system, extending caudally from around the region of the IFJ, along the IFS and middle
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frontal gyrus to the anterior PFC. In addition, the right dIPFC is cited in the literature as a
region that plays a causal role in modulating processing in more specialised regions (e.g.
Feredoes et al., 2011; Zanto et al., 2011). The prediction was that disruption to the right
dIPFC would either decrease selection of relevant information and/or decrease inhibition
of irrelevant feature information, which consequently would result in an increase in the
magnitude of the congruency effect relative to the control conditions. This experiment was
also the pilot of the paradigm to be used in a combined fMRI-TMS experiment (Chapter
5). Although there was a main effect of congruency, our behavioural data did not show an
effect of disruption to the right dIPFC. A Bayes analysis showed that more evidence was
needed to make a firm conclusion. I subsequently conducted two further behavioural

experiments to improve the sensitivity of the paradigm.

In Chapter 5, I asked whether the right dIPFC is causally involved in the selection
of task-relevant feature information and/or inhibition of task-irrelevant feature
information. I employed concurrent TMS and fMRI during a task where participants were
required to ignore irrelevant feature information, using the task developed in Chapter 4.
Participants completed two separate sessions: in the first session, they practised the
behavioural task and completed several localiser tasks in the fMRI scanner; in the second
session, participants were scanned whilst completing eight runs of the main task. The
second session was combined with TMS so that on every trial, participants received three
pulses of either LIS (40% MT, control) or HIS (100% MT) over the right dIPFC
(functionally defined). The dIPFC has been associated with both inhibition of task-
irrelevant information and selection of task-relevant information. Therefore I predicted
that disruption to right dIPFC would result in a) stronger coding of irrelevant feature
information and/or b) weaker coding of relevant feature information. I related this to

participants’ behaviour, predicting that HIS compared to LIS would disrupt selection of
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the relevant feature information and/or inhibition of the irrelevant feature information and

therefore result in a larger congruency effect.

In line with the proposal that the dIPFC suppresses the representation of irrelevant
information, we found stronger coding of irrelevant information across the frontoparietal
network and other brain regions, including early visual cortices, following right dIPFC
disruption. Irrelevant feature information also had more effect on participants’ reaction
times under HIS. HIS to the dIPFC also modulated the representation of task relevant
information. However, contrary to our prediction that disruption to dIPFC would impair
selection of relevant feature information, we found stronger coding of relevant colour
information across the brain under HIS relative to LIS, possibly indicating some form of
adaptive compensation. These data are in line with a causal role for dIPFC in modulating

the representation of relevant and irrelevant information in the brain.

In my final Chapter (Chapter 6), | summarise the main findings of my research and
consider how it fits with the current literature. I discuss limitations of my research and
challenges for this field as well as future directions, before drawing it all together with

general conclusions.
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