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Agräıments

Primer de tot, vull agrair-li a la meva dona Magda que acced́ıs a començar una
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També vull donar-li les gràcies a la meva mare Neus pel seu suport i en-

coratjament durant tots els anys en que he estat estudiant, treballant i es-
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Abstract

The understanding of the interaction between electromagnetic radiation and

matter has played a crucial role in our technological development. Solar cells,

the internet, cell phones, GPS and X-rays are examples of it. In all likelihood

this role will continue as we strive to build better solar cells, millimeter sized

laboratories and more sensitive medical imaging systems, among other things.

Many of these new applications are stretching the capabilities of the tools

that we use for studying and engineering the interaction of electromagnetic

radiation and matter. This is particularly true at the meso-, nano- and micro-

scales.

My thesis is an attempt to build a new tool for studying, understanding

and engineering the interaction of electromagnetic radiation with material sys-

tems. The strategy that I have followed is to approach interaction problems

from the point of view of symmetries and conservation laws. The main nov-

elty is the systematic use of the electromagnetic duality symmetry and its

conserved quantity, the electromagnetic helicity. Their use allows to treat the

electromagnetic polarization degrees of freedom in a straightforward way and

makes the framework useful in practice.

Since the tool is based on symmetries, the results obtained with it are very

general. In particular, they are often independent of the electromagnetic size

of the scatterers. On the other hand, they are often mostly qualitative. When

additional quantitative results are required, more work needs to be done after

the symmetry analysis. Nevertheless, one then faces the task armed with a

fundamental understanding of the problem.

In my thesis, I first develop the theoretical basis and tools for the use of

helicity and duality in the study, understanding and engineering of interactions

between electromagnetic radiation and material systems. Then, within the

general framework of symmetries and conservation laws, I apply the theoreti-

cal results to several different problems: Optical activity, zero backscattering,

metamaterials for transformation optics and nanophotonics phenomena involv-

ing the electromagnetic angular momentum. I will show that the tool provides

new insights and design guidelines in all these cases.
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Preface

I have tried to write my thesis so that it may be useful for as many people

as possible. In doing so, I have included material that will appear unnecessary

to readers that are familiar with the study of symmetry transformations and

Hilbert spaces. Such material is contained mostly in the background chapter

(Chap. 1) and the first section of the theory chapter (Sec. 2.1). I hope that

those parts will allow the readers that are not familiar with their content to

better judge whether the core parts of my thesis, namely the rest of the theory

chapter and the application chapters, are of any use to them.

Later in this preface I give a short account of how my research changed

from its initial direction to the development of a tool for the study of the

interaction between electromagnetic radiation and matter. Chapter 1 is the

background and introduction chapter. Chapter 2 contains the theoretical basis

and tools for the use of helicity and duality in the study, understanding and

engineering of the interaction between electromagnetic radiation and material

systems. Subsequent chapters contain applications of the theoretical frame-

work that have lead to new insights in phenomena related to angular mo-

mentum (Chap. 3), zero backscattering (Chap. 4), molecular optical activity

(Chap. 5) and metamaterials for transformation optics (Chaps. 6). Chapter

7 contains a summary of the main contributions to the field contained in this

thesis, conclusions and outlook. The most relevant publications are attached

at the end.

I sincerely hope that you find some of the contents of my thesis useful for

your work.

Why develop a new tool?

My research was not initially aimed at the development of a new framework

for the study of light matter interactions. The following is an account of how

the subject of my thesis changed. I include it here because the process may

interest some readers. In short, what happened was that the analysis of some

numerical and experimental results revealed inconsistencies in the state-of-the

art theoretical explanation of those results. Those inconsistencies were com-

pletely solved using the point of view of symmetries and conservation laws

xiii
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and, in particular, the electromagnetic duality symmetry and helicity conser-

vation. Motivated by this initial success, my advisor and I agreed to redirect

my research.

The initial title of my thesis was “Exploring the limits of spatially entangled

photons”. I was supposed to study the properties of photons entangled in

their momentum degrees of freedom. To start my project, my advisor A.

Prof. Gabriel Molina-Terriza suggested to get hold of the radiation diagram

of a nanohole in a metallic film. The idea was to explore the interaction of

momentum entangled photons interacting with subwavelength size structures.

The classical radiation diagram of the nanohole was therefore a necessary first

step. The high degree of symmetry of the system suggested the existence

of an analytical expression for its radiation diagram. Such expression does

not currently exist. Even though the literature about interaction of light with

nanoapertures is vast ([1, 2, 3, 4] and references therein), there is no exact

analytical solution for the radiation diagram of a nanohole in a metallic film.

Had there been one, my thesis would be very different.

The next best thing was a numerical approach. None of the existing tech-

niques (notably [5, 6]) seemed to provide what I was after, i.e., the plane

wave decomposition of the field scattered by the nanohole upon excitation by

an arbitrary plane wave. I decided to try to develop a method and succeeded

in devising a suitable semi-analytical approach. The technique allows to obtain

the plane wave decomposition of the field scattered by objects embedded in

a planar multilayer structure under general illumination [7]. After I wrote and

tested the code to implement the technique, my advisor suggested to illuminate

the hole with modes of different polarization and spatial phase dependence.

These are modes whose expression in the collimated limit1 is dominated by

a term to exp(i lθ)̂l or exp(i lθ)̂r, where l is an integer, θ = arctan(y/x) and

l̂ and r̂ are the left and right circular polarization vectors, respectively. An

exp(i lθ) phase dependence implies the existence of a phase singularity with

zero intensity and topological charge l in the center (x = 0, y = 0). These

modes are the well known “doughnut” beams.

With additional simulation code, I modeled the focusing of the input mode,

its interaction with the nanohole (using its radiation diagram) and the action

of a collection objective on the transmitted light. Figure 1 shows exemplary

results of the amplitude and phase of the two circular polarizations at the

output. The results show polarization conversion2. Crucially, an invariant

quantity is found by assigning the value +1 to l̂ and −1 to r̂, and summing it
to the azimuthal phase number l . This sum is preserved: Its value is the same

for the input and the two output polarizations.

It was then time to try to observe this preservation effect in the laboratory.

My colleague Xavier Zambrana-Puyalto and I worked in the experimental setup

1The optical axis being the z axis.
2The percentage of conversion is not relevant for this discussion.
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for a few weeks. It was the first serious contact with an optics laboratory for

both of us. Figure 2 is the schematic representation of the setup and Figs. 3

and 4 show pictures of parts of the actual setup.

The aim of the experiment was to observe the signature of a phase singu-

larity of charge 2 in the CCD camera when the analyzing polarizer was set to

select the polarization opposite to the one carried by the input Gaussian beam.

This corresponds to the simulated cases in Fig. 1(c)(d)(g)(h). After a few dis-

couraging days, it turned out that the lack of results was due to a faulty servo

in the nanopositioning stage (Fig. 4-(b)). The sample was moving too much.

Turning it off immediately produced an image with two intensity nulls, like the

one in Fig. 2-(c). This is the intensity signature of a charge 2 phase singularity

after splitting into two charge 1 singularities because of noise, something that

higher order singularities tend to do [8]. It was an exciting moment.

Simulation and experiment were in agreement. What about the theory?

The literature did offer an explanation of the results based on the separation

of the electromagnetic angular momentum Jz into the spin Sz and orbital

Lz angular momenta [9, 10, 11]. In such explanation, Sz is associated with

circular polarization and takes values 1 for l̂ and -1 for r̂. Lz is associated

with the azimuthal phase dependence and takes the value l . The explanation

sustains that, while the total angular momentum Jz has to be preserved due

to cylindrical symmetry, there is a transfer between spin and orbital angular

momentum in the interaction. For example, a (0, r̂) input beam originates two

outputs, one with the same (0, r̂) values and another with (−2, l̂). In the latter
beam, the value of Lz has to decrease by 2 units in order to compensate the

increase of Sz by 2 units. All the examples in Fig. 1 and the experimental

results fit this explanation. Nevertheless, there are several problems with it.

First of all, there was no single explanation for the actual cause of spin to

orbital angular momentum transfer. It seemed to happen in the interaction

of focused beams with nanoapertures [9, 10] and with semiconductor micro-

cavities [12], during the focusing itself [13], and also for a collimated beam in

inhomogeneous and anisotropic media [14]. The question of why it happened

does not have a single answer in this framework.

Then, there is authoritative literature against the separate consideration of

Lz and Sz . For example, on page 50 of Cohen-Tannoudji et. al’s Photons and

atoms [15] we read: “Let us show that L and S are not separately physically

observable as J is.” Also, in Sec. 16 of the fourth volume of the Landau and

Lifshiftz course of theoretical physics Quantum Electrodynamics [16] it says

that: “In the relativistic theory the orbital angular momentum L and the spin

S of a moving particle are not separately conserved. Only the total angular

momentum is. The component of the spin in any fixed direction (taken as

the z-axis) is therefore not conserved and cannot be used to enumerate the

polarization (spin) states of the moving particle.”

This, to me, was enough evidence to discard the Sz/Lz explanation for the
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experimental and numerical results. The results clearly showed that something

was changing. A portion of the beam changed into a very different kind of

beam. What was then changing? The answer is also in [16], only one paragraph

below the one I have copied above:

”The component of the spin in the direction of the momentum is con-

served, however: since L = r × P the product S · P/|P| is equal to the con-
served product J · P/|P|. This quantity is called helicity; [...]. Its eigenvalues
will be denoted by λ (λ = −s, . . . ,+s) and states of a particle having definite
values of λ will be called helicity states.”

Helicity is therefore an observable quantity. Could it be that it was the

one changing? The answer is yes. An analysis of the experiment by means of

helicity states showed that the results were consistent with helicity changes in

the interaction with the nanohole. It also explained other instances of “spin

to orbital angular momentum transfer” (see Chap. 3). After understanding

what was happening, the question was why was helicity changing? The answer

is: Because electromagnetic duality symmetry was broken by the sample. The

results could be explained by quite simple considerations of symmetries and

conserved quantities in the system [17]. Helicity is expected to change in such

a setup in the same way that a non cylindrically symmetric target is expected

to change angular momentum: The scattering breaks the symmetry associated

with the corresponding conservation law.

This first example where the symmetry approach using helicity and duality

allowed to gain new insight was an encouraging sign: Maybe it would also

be useful in other problems. That was the point where my thesis changed

definitively. It turned into the development of a framework based on symme-

tries and conservation laws for the study of interactions of electromagnetic

radiation with matter. Helicity and duality ended up playing a crucial role in

it.

The framework is proposed in [17], where it is used to clarify the “spin to

orbital angular momentum transfer” explanation. The discussion about helicity

preservation and duality symmetry in the presence of matter is in [18] and also

in [19]. The framework has indeed produced results in different areas: Optical

activity [20], metamaterials [19], zero backscattering [21] and nanophotonics

[22].
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(a) (−1, l̂)→ (−1, l̂) (b) (−1, l̂)→ (1, r̂) (c) (0, r̂)→ (−2, l̂) (d) (0, r̂)→ (0, r̂)

(e) (−1, l̂)→ (−1, l̂) (f) (−1, l̂)→ (1, r̂) (g) (0, r̂)→ (−2, l̂) (h) (0, r̂)→ (0, r̂)

(i) (1, l̂)→ (1, l̂) (j) (1, l̂)→ (3, r̂) (k) (2, r̂)→ (0, l̂) (l) (2, r̂)→ (2, r̂)

(m) (1, l̂)→ (1, l̂) (n) (1, l̂)→ (3, r̂) (o) (2, r̂)→ (0, l̂) (p) (2, r̂)→ (2, r̂)

Figure 1: Numerical results. Amplitude and phase plots of the output cir-

cular polarizations resulting from input modes with different azimuthal phase

dependence and polarization. The collimated input mode is focused onto the

nanohole and the transmitted light collected and collimated by a second ob-

jective. See the setup in Fig. 2-(a). In the notation (l , v̂) → (l̄ , ŵ), (l , v̂)
represents the input azimuthal number l and circular polarization v̂, and (l̄ , ŵ)

the output ones. The output azimuthal number l̄ can be visually inferred by

the number of times that the phase wraps around in the plots and the sense

towards which it increases. The first and third rows are amplitude plots with ar-

bitrary units. The second and fourth rows are phase plots where the gray scale

goes from white to dark as the phase goes from 0 to 2π. Figures (a)(b)(e)(f)

correspond to a (−1, l̂) input, (c)(d)(g)(h) to a (0, r̂) input, (i)(j)(m)(n) to
a (1, l̂) input and (k)(l)(o)(p) to a (2, r̂) input. The quantity s(v̂) + l , where

s (̂l) = −1 and s (̂r) = −1, is preserved in all cases: It has the same value for
the input and the two outputs of different circular polarization.
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LASER

LP QWP Lens Lens QWP LP

CCD

(a)

(b)

(c)

Figure 2: (a) Schematic representation of the experimental setup. The output

of a He-Ne laser (with wavelength equal to 632.8 nm) is passed through a set

of Linear Polarizer (LP) and Quarter Wave Plate (QWP) and focused with

a microscope objective of Numerical Aperture (NA) of 0.5 onto the sample.

The sample is a cylindrical hole of 400nm of diameter on a 200 nm thick gold

layer on top of a 1 mm glass substrate. The transmitted light is collected

and collimated with another microscope objective of the same NA, analyzed

with another set of QWP and LP, and imaged with a Charged Coupled Device

(CCD) camera. (b) CCD image when the axis of the second LP is set to

select the input polarization. (c) CCD image when the axis of the second LP

is set to select the polarization orthogonal to the input one.



xix

Figure 3: Picture of the setup without the sample. The laser is at the

far end of the table (cylinder next to the right of the big boxes) and the

camera at the near end (it has a white “SciTech” label on its back). The

nanopositioning stage containing the sample is laying flat to the right of the

setup, distinguishable by four strips of green sticky tape (see Fig. 4-(b)).

Please refer to the caption of Fig. 2 for a detailed explanation of the setup.
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(a)

(b)

Figure 4: (a) Detail of the central part of the experiment with the two micro-

scope objectives facing each other. (b) The sample fixed to a nanopositioning

stage. The nanopositioning stage containing the sample was mounted on the

stage structure visible at the forefront of (a). The sample is a 200nm thick

gold film on top of a 1 mm glass substrate. Arrays of different size holes had

been milled in the gold film. The holes in the array were sufficiently spaced so

that the interaction with the focused beam would occur with a single hole.
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3.10 Example of using Ŝ in light matter interactions: Waveguide. . 89

4.1 Systems with discrete rotational symmetries Rz(2π/n). . . . . 97

4.2 Forward and backward scattering. . . . . . . . . . . . . . . . 99

4.3 Zero backscattering. . . . . . . . . . . . . . . . . . . . . . . 102

5.1 Polarization rotation in a general scattering direction. . . . . . 106

5.2 Generalization of linear polarization rotation. . . . . . . . . . 107

xxi



xxii LIST OF FIGURES

5.3 Polarization rotation in forward scattering. . . . . . . . . . . . 110

5.4 Effective rotational symmetry induced by disorder. . . . . . . 113

5.5 Measurements at 90 degree scattering off a maltose solution. 115

5.6 Helicity transformation in solutions of different particles. . . . 117

5.7 Faraday effect versus optical activity. . . . . . . . . . . . . . . 122

6.1 Lattice units for metamaterials. . . . . . . . . . . . . . . . . 129



List of Tables

2.1 Dual correspondences of vectors and operators. . . . . . . . . 17

2.2 Commutation rules for generators and discrete transformations. 22

2.3 Generators in the coordinate representation. . . . . . . . . . . 25

2.4 Transformation properties of plane wave vectors in M. . . . . 35

4.1 Plane waves of well defined helicity in the coordinate representation.100

5.1 Maltose forward scattering polarimetric measurements. . . . . 114

xxiii



xxiv LIST OF TABLES



Contents

Acknowledgments iii
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Chapter 1

Background

La pregunta ha de ser clara, i ha de permetre una

resposta expĺıcita.

The question has to be clear, and has to allow an

explicit answer.

Carme Forcadell (catalan political activist)

We have cell phones, GPS, high speed internet, X-rays for medical diag-

nose, radiotherapy, the microwave oven, 3D movies, solar cells ... . We have

been able to develop these technologies because we understand fairly well how

electromagnetic radiation interacts with matter.

We want more efficient solar cells, nanomachines able to seek and destroy

cancer cells from inside our bodies, millimeter sized laboratories that use only a

nanoliter of blood, and the means to manipulate electromagnetic radiation at

will. These are some of the current research areas that push our understanding

of light matter interactions.

My thesis is an attempt to build a tool for studying, understanding and

engineering light matter interactions. The basis of the tool is a concept that

is central in physics: Symmetry. In the first part of this chapter I will go over

the concepts of symmetry, invariance and conservation laws. I will make no

attempt to be either exhaustive or formally rigorous. My only aim is to provide

a simple introduction to the ideas, language and notation that I will be using

in the next chapters. These ideas are, roughly, that:

• We can apply transformations to a physical system.

• If a transformation leaves a system unchanged, it implies that a particular
property of external objects interacting with the system does not change

either. It is preserved by the system.

In the second part of the chapter, I will introduce the two main characters

of this thesis and provide some background information on them. They are a

1
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transformation for electromagnetic fields called electromagnetic duality and

the property that is preserved by systems that are unchanged by the duality

transformation: Helicity. Both of them together allow to study light matter

interactions by means of symmetries and conserved quantities in a relatively

simple way.

1.1 Symmetry, invariance and conservation laws

x̂

ẑ
ŷ

0)
θ

a) b)

π
2

c) d)

Figure 1.1: Different transformations applied to the cone in (0). The two in

the upper row (a,b) leave the cone unchanged. The two in the lower row (c,d)

have a noticeable effect on the cone.

Look at the cone in Fig. 1.1-(0). The other four sub-figures show the

cone after a transformation has been applied to it.

• (a): Rotation along the z axis by an arbitrary angle.

• (b): Mirror reflection across the xz plane.

• (c): Rotation of 90 degrees (π radians) along the y axis.

• (d): Mirror reflection across the xy plane.

We immediately see that the first two transformations have no effect on the

cone: After the transformation, the cone looks exactly as it did before in Fig.

1.1-(0). The second two transformations have a distinguishable effect on the



1.1. SYMMETRY, INVARIANCE AND CONSERVATION LAWS 3

cone. After the transformation, the cone looks different than before it. We

say that the cone is invariant under the first two transformations and is not

invariant under the second two. We also say that the cone has rotational

symmetry along the z axis and mirror symmetry across the xz plane and that

it breaks rotational symmetry along the y axis and mirror symmetry across the

xy plane.

Similarly simple ideas about transformations and symmetries are nowadays

regarded as the most fundamental basis of our description of Nature [23].

From the standard model of particle physics, through the study of atoms,

molecules and crystals to the movement of the stars: Symmetry is the concept

that allows us to study and attempt to understand these systems.

According to David Gross [23] “Einstein’s great advance in 1905 was to

put symmetry first, to regard the symmetry principle as the primary feature

of nature that constrains the allowable dynamical laws”. Einstein brought the

concepts of symmetry and invariance to the forefront of theoretical physics.

First with his special theory of relativity [24], which is based on the invariant

validity of physical law upon changes of inertial reference frame. Later, with

his general theory of relativity: The idea that the laws of physics are invariant

under changes of space-time coordinates resulted in our best model of space

and time. Many spectacular predictions originated from it and have been

experimentally verified. For example that the measure of time is affected by

the presence of massive objects or that the light of the stars bends around the

sun, to name just two. Understanding the first one allows satellite navigation

systems like GPS to be as precise as they are.

Just a bit later in the century, in 1939, Wigner proposed to define an

elementary particle as an “object” with some properties, like mass, that are

invariant under a particular set of transformations [25]. His idea is the theoret-

ical cornerstone of the current standard model of elementary particles, and the

extensions under consideration like supersymmetry, string theory or M-theory.

Wigner did not stop there, and used the concept of symmetry to formalize our

modern understanding of atoms [26].

Many areas have followed suite in employing the concept of symmetry and

the mathematical branch which allows its formalization: Group theory [27].

This has brought uncountable advances. For example, we understand the

Higgs boson, the spin of the electron, the atomic Zeeman and Stark effects,

the rules for exciting a molecule with light and the behavior of matter waves

in crystals thanks mainly to the study of symmetry.

Having briefly highlighted the importance of symmetry in modern physics,

let us go back to the example of the cone and discuss two important concepts

related to transformations: Commutativity and the difference between discrete

and continuous transformations. In Fig. 1.2, two successive transformations

are applied to the cone: Rotation by π along the x axis (Rx(π)) and rotation

by π/2 along the y axis (Ry (π/2)). The difference between the upper and
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x̂

ẑ
ŷ

0)
π

a1)

π
2

a2)

π
2

b1)

π

b2)

Figure 1.2: The end result of two successive transformations can depend on

the order in which the transformations are applied. In the upper (a1,a2) and

lower (b1,b2) row, the same two transformations are applied to the cone in

(0) but in different order. The end result is different (a2,b2).

lower rows in the figure is only the order in which the two rotations are applied.

Figs. 1.2-(a2) and (b2) clearly show that the end result is not the same. The

order of application matters. If, in order to allow a more formal discussion,

we take the convention that Ry(π/2)Rx(π) means that we first apply Rx(π)

and then we apply Ry(π/2) to the result of the first transformation, what the

figure shows is that:

Ry(π/2)Rx(π) 6= Rx(π)Ry (π/2) =⇒
Ry (π/2)Rx(π)− Rx(π)Ry (π/2) ≡ [Ry (π/2), Rx(π)] 6= 0,

(1.1)

where the commutator between two transformations [A,B] = AB − BA is
defined. When the commutator is not zero, as for the rotations in the figure,

we say that the two transformations do not commute. When the commutator

is zero, the order of application of A and B does not matter, we say that the

transformations commute. For example, spatial translations in a plane always

commute: if in a flat football field you run straight for forty meters and then

turn left and run for another ten meters you will meet a team mate of yours

having started from the same initial point and first turned left and run for ten

meters, and then turn right and run for forty meters.

Let us go back to Fig. 1.1 where I applied rotations and mirror reflections

to the cone. There is a fundamental difference between these two transfor-
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mations. A rotation is a continuous transformation. After choosing an axis,

we can rotate the cone by infinitely many different angles which we can select

from a continuous interval extending from 0 to 2π. A mirror reflection is a

discrete transformation. We either do the reflection or not. In this case, the

choice that we have is only binary.

The continuous nature of rotations allows to subdivide them into an ever

growing number of successive rotations by an ever smaller angle. For example:

Rz(α) = Rz(α/2)Rz(α/2) = Rz(α/4)Rz(α/4)Rz (α/4)Rz(α/4), (1.2)

and so on. When the angle of the constitutive rotations gets infinitely small,

there is an infinite number of rotations, and each of them is just an infinitesimal

perturbation on the identity transformation I (whose action is to leave any

object unchanged):

Rz(α) = lim
N→∞

(
I − i α

N
Jz

)N
= exp (−iαJz) . (1.3)

The second equality follows from the definition of the exponential. The reason

why we write the perturbation as −i αN Jz instead of αN J̄z is not really important.
What is important is that this object, Jz , is the only thing that is needed in

order to manufacture a rotation along the z axis by an arbitrary angle. We

say that Jz is the generator of rotations along the z axis. We also say that Jz
is the z component of angular momentum.

Every continuous transformation has a generator. For example, linear mo-

mentum generates translations in space and the energy operator generates

translations in time. The generators are also operators. The consideration of

how objects transform under the action of a generator and its corresponding

transformation before and after interacting with another system leads me to

one of the most profound consequences of invariance: Conservation laws.

For this task, instead of the cone, I need to consider abstract mathematical

objects, which we will call vectors. These vectors “live” in some abstract space

Ω. The properties of Ω and the vectors in it are much like the properties of the

three dimensional space with coordinates (x, y , z) and the three dimensional

vectors which “live” in it. Adding two vectors from Ω results in another vector

in Ω, as does multiplying a vector by a number. These are the properties of a

linear vector space. We can also transform vectors like I did with the cone. In

linear vector spaces the transformations are represented1 by operators. They

1Transformations are abstract entities. In order to apply them to concrete mathematical

objects, they have to be mapped into appropriate operators for those objects. For example:

We can rotate an electron and we can rotate a Higgs boson. The rotation operator for a Dirac

four spinor is formally very different from that which rotates a scalar. The representation

is different but the essence of the transformation is the same. Unfortunately, the formula

operator that represents transformation X is too long and I will just use transformation X

when I mean the former.
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take the vectors in Ω and map them back to possibly different vectors in Ω.

For an original vector |Ψ〉, an operator S and a resulting vector |Φ〉 we write:

|Φ〉 = S|Ψ〉. (1.4)

In general, we would end up with a vector |Φ〉 with no obvious relationship
with |Ψ〉, but, given an operator that represents a transformation, some of
the vectors in Ω are special with respect to it in that they transform very

simply by just acquiring a phase. Take for example Rz(α). There exists a set

of vectors |Ψn〉 such that [27, Chap. 7]:

Rz(α)|Ψn〉 = exp (−iαn) |Ψn〉, (1.5)

where n is an integer. If we make the angle infinitesimally small α→ dα, we

can figure out how do the |Ψn〉 transform under the action of the generator
of rotations Jz :

Rz(dα)|Ψn〉 = exp (−idαJz) |Ψn〉 = exp (−idαn) |Ψn〉
dα→0
=⇒ (I − idαJz)|Ψn〉 = (1− idαn)|Ψn〉
=⇒ Jz |Ψn〉 = n|Ψn〉.

(1.6)

When the vector |Φ〉 resulting from the action of an operator X on an initial
vector |Ψ〉 is |Φ〉 = c|Ψ〉 for a scalar c, we say that |Φ〉 is an eigenvector
or eigenstate of X with eigenvalue c. In the above case, we say that the

|Ψn〉 are the eigenvectors of Jz with eigenvalues equal to n. We also say that
|Ψn〉 has a well defined, sharp, or definite angular momentum equal to n. A
counter example is, for instance |Ψ2〉 + |Ψ−1〉, which is a linear combination
of two eigenvectors with different eigenvalue: Its angular momentum is not

well defined.

This formalism can be used to study interaction problems in physical situ-

ations. I will discuss this point at large in Chap. 2. For example, an electron

travels towards a sample, interacts with it, and as a result of the interac-

tion some properties of the electron, like its momentum, change. Roughly

speaking, in Eq. 1.4, |Ψ〉 represents the electron before the interaction, S the
action of the sample and |Φ〉 the electron after the interaction. Assume that
S commutes with Rz(α), that is [S,Rz(α)] = SRz(α) − Rz(α)S = 0. This
implies that the operator S is invariant under rotations along the z axis. It

also implies that the sample that S represents exhibits such invariance as well.

To discuss conservation laws, let us examine the properties of S|Ψn〉 after
the action of Rz(α). Before the action of S, the |Ψn〉 had very simple and
definite transformation properties under rotations (1.5). Did the action of S

change this? In other words: are the S|Ψn〉 still eigenvectors of Rz(α) with
eigenvalue exp(−inα)? They are, because:

Rz(α)S|Φn〉 = SRz(α)|Φn〉 = exp(−iαn)S|Φn〉, (1.7)
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where the first equality follows from the assumption that SRz(α) = Rz(α)S

and the second one from (1.5). So, after interaction with a system which is

invariant under rotations, an initial eigenstate of Rz(α) is still an eigenstate of

Rz(α) with the same eigenvalue exp(−iαn) as before. The same can be said
about Jz : After the interaction, each eigenstate of Jz is still an eigenstate of

Jz with the same eigenvalue that it had before the interaction. This is the

expression of a conservation law: We say that a system that commutes with

a transformation T is invariant under T and it preserves the eigenstates of

the symmetry transformation and its generator. Please refer to [28, Sec. 4.1]

for a rigorous discussion. For discrete transformations, like mirror reflections,

a conservation law is expressed as the preservation of the eigenstates can

corresponding eigenvalues of the transformation in question. Conversely, when

an eigenstate of a transformation interacts with a system S which is not

invariant under such transformation, the resulting state is, in general, a linear

superposition containing not only the original but also all the other eigenstates,

S|Ψn〉 =
∑

m

cm|Ψm〉. (1.8)

The transformation properties of S|Ψn〉 under the original transformation are
not simple anymore.

The original result on invariance and conservation laws is due to Emily

Nöther [29], who in 1918 derived her celebrated theorem. Using the original

form of the theorem and its posterior extensions, each invariance of the time

evolution equations of a system can be linked to a conservation law. In the

previous discussion, I have hidden the evolution of time by using terms like

before the action and after the interaction. This trick is the basis of the study

of collisions: Scattering theory [30, Chap. 3], [31, Chap. XIX]. Picture an

object traveling on a collision path towards a target. As mentioned before, the

action of the target on the object is modeled by a scattering operator S acting

on the vector space Ω where each vector represent a different state of the

object. The before the action initial state |Φ〉 is taken to be the state of the
object an “infinite” time before the collision, and the after the interaction final

state S|Φ〉 represents the object an “infinite” time after the collision. The idea
is that much before or much after the collision, the object can be described

ignoring the presence of the target. From a practical point of view, this is a

useful simplification and, among many other important applications, is used

in spectroscopy or high energy particle accelerators. From a theoretical point

of view, it may be argued that the exact details of what happens during the

collision of, for example, two protons traveling at 99.99% of the speed of light

are unknown or even outside the domain of applicability of the theories that

we have [30, Chap. 12]. When it suffices for one’s purposes, the scattering

picture is quite convenient, and much can be learned from the study of the

symmetries of S. Nevertheless, a statement like the scattering operator S

commutes with transformation T is related to Nöther’s theorem because the
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definition of S involves the time evolution operator of the system [30, Chap.

3.2]. Ultimately, such a statement reflects the invariance of the dynamical

equations upon transformation with T .

What does invariance of the dynamical equations mean? Consider the

following time evolution equations for the position of a point-like object A in

a two dimensional world interacting with another object B:

x(t) =
d

dt
y(t),

y(t) =
d

dt
x(t).

(1.9)

Let me now transform them using the spatial inversion (x, y)→ (x̃ = −x, ỹ =
−y). The transformation of the equations, which you can think of as a change
of basis, goes like this:

[
x(t)

y(t)

]
=

[
0 d

dt
d
dt 0

] [
x(t)

y(t)

]
−→

[
−1 0

0 −1

] [
x(t)

y(t)

]
=

[
−1 0

0 −1

] [
0 d

dt
d
dt 0

] [
−1 0

0 −1

]−1 [−1 0

0 −1

] [
x(t)

y(t)

]
.

[
x̃(t)

ỹ(t)

]
=

[
0 d

dt
d
dt 0

] [
x̃(t)

ỹ(t)

]
.

(1.10)

The form of the evolution equations for the (x̃ , ỹ) variables is exactly the

same as that of the evolution equations for the (x, y) variables. This is what

invariance of the dynamical equations means. This does not happen for every

transformation. Let me now take a rotation (x, y)→ (x̃ = x cos θ−y sin θ, ỹ =
y cos θ + x sin θ), repeat the above steps and reach:

[
x̃(t)

ỹ(t)

]
=

[
−2 sin θ cos θ ddt (cos2 θ − sin2 θ) ddt
(cos2 θ − sin2 θ) ddt 2 sin θ cos θ ddt

] [
x̃(t)

ỹ(t)

]
, (1.11)

to see a counter example.

These straightforward arguments allow us to categorically affirm that ob-

ject B is not rotationally invariant but has spatial inversion symmetry ... and

we do not even know what object B looks like !

Besides being the tell tale sign of symmetry, this form invariance of the

equations has a very practical application. If a system of equations is invariant

under a given transformation, and you know one solution of the system, you

can produce a new solution by transforming the one you know with the said

transformation. A little reflection on the fact that the equations look the same

for both the original and the transformed variables should convince you of the

general validity of the previous statement. You can see explicitly what this
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means by assuming that you have a couple of functions (x(t), y(t)) which

solve Eq. (1.9) and verifying that (−x(t),−y(t)) is also a solution of (1.9).
You just doubled the number of solutions at your disposal. Try to produce

a new solution by rotating the initial one. It does not work for an arbitrary

angle, reflecting what we learned from (1.11). It works for θ = π. The reason

is that, in this case, a rotation by π results in (x(t), y(t))→ (−x(t),−y(t)).
In summary, the existence or breaking (lack of) of a symmetry allows us to

know whether or not a system preserves the eigenstates of the transformation

in question. For continuous transformations it implies the preservation of the

eigenstates and corresponding eigenvaluesand corresponding eigenvalues of its

generator as well. We can also use the knowledge that a symmetry exist to

produce new solutions of a problem from known ones. Symmetry, invariance

and conservation laws have many more theoretical and practical implications

and applications. The excellent text by Wu-Ki Tung [27] has allowed me to

scratch the surface of this beautiful subject.

In my thesis, symmetries and conservation laws are mostly used as a tool to

study, predict and understand the results of light matter interactions. Some-

times, careful considerations of the symmetries and conserved quantities is all

that is needed in order to pinpoint the fundamental reason of some “mys-

terious” effect (Sec. 4.3), make new experimental predictions about light

scattering (Chaps. 4, 5) or to be able to isolate the actual reasons for ob-

servations that lacked a consistent explanation until then (Chap. 3). In other

cases, it gives a very solid theoretical stepping stone for the posterior investi-

gation of the details of the problem with analytical, numerical or experimental

techniques (Chaps. 3, 6) . Also, analyzing the symmetries of the equations

can provide valuable design guidelines and constraints (Chap. 6).

When faced with a new problem, Wigner taught us that it pays off to con-

sider its symmetries first: I hope that, after reading the applications chapters,

you will agree that this is indeed a fruitful approach to the study of light matter

interactions.

Let me now introduce a continuous transformation for electromagnetic

fields, duality, and its generator, helicity. These two are the main characters

in my thesis. Thanks to them, the study of light matter interactions using

symmetries and conservation laws can be made relatively simple.

1.2 Duality and its generator: Helicity

The transformations that I have considered in the previous section are geomet-

rical: they rotate, invert and translate an object in three dimensional space.

These transformations are easy to understand because we ourselves inhabit

the same space in which they act. When we also include the time axis, new

transformations are possible in this fourth dimensional space that did not exist

in three dimensions. The action of some of them is also easy to grasp. For ex-
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ample, we can imagine the effects of time going backwards quite easily. Others

pose a much bigger challenge to our imagination: Can you imagine the effect

of a rotation along an axis which, instead of being perpendicular to a spatial

plane, is perpendicular to the plane formed by the spatial x axis and the time t

axis? This is not easy to do. And then, there are even more abstract kinds of

transformations. They do not act on space or time coordinates but in the extra

dimensions that the experimental observations of the last century have forced

us to include in the models. For example, transformations of the spin of the

electron, “rotations” that turn quarks of one kind onto quarks of another kind

or the exchange of the labels of the two photons in a two photon state. These

transformations, their generators (for the continuous ones), and the abstract

spaces in which they act are crucial in physics. Electromagnetic duality is one

of these more “strange” transformations which does not act on space or time

but on a different, more abstract, dimension of electromagnetism.

Here is the action of duality on the electric and magnetic fields in free

space [32], [33, Eq. 6.151]:

E(r, t)→ Eθ(r, t) = E(r, t) cos θ − Z0H(r, t) sin θ,
Z0H(r, t)→ Z0Hθ(r, t) = E(r, t) sin θ + Z0H(r, t) cos θ,

(1.12)

where θ is a real angle, Z0 =
√
µ0/ǫ0 and (ǫ0, µ0) are the vacuum permit-

tivity and permeability constants. Duality first appeared in print more than a

century ago [34], which probably makes it the first of this kind of abstract

transformations to be considered. From the beginning, it was seen to be a

symmetry of the free space Maxwell’s equations2:

∇ · E = 0, ∇ ·H = 0,
∂tE = ∇×H, ∂tH = −∇× E.

(1.13)

The form of (1.13) is invariant under the transformation (1.12). As we dis-

cussed in the previous section, this form invariance means that if the elec-

tromagnetic field (E(r, t),H(r, t)) is a solution of the free space Maxwell’s

equations, then the field (Eθ(r, t),Hθ(r, t)) is also a solution for any value of

θ. This mixing of electricity and magnetism is inherent in the duality trans-

formation. In 1968 Zwanziger [32] studied the duality transformation in the

context of a quantum field theory with both electric and magnetic charges. He

used a generalization of the microscopic Maxwell’s equations which included

magnetic (g) sources in addition to the common electric (e) sources. The

equations contain the two types of scalar charge densities ρ and vector current

densities j, related by ∇ · je,g = −∂tρe,g.

∇ · E = ρe , ∇ ·H = ρg,
∂tE = ∇×H− je , ∂tH = −∇× E− jg.

(1.14)

2Note that (1.13) are dynamical evolution equations for E and H plus the extra conditions

∇ · E = ∇ ·H = 0.
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Zwanziger studied the transformation properties of (1.14) under the simul-

taneous action of the duality transformation of the fields in (1.12) and the

following similar extra transformation of the sources:

[
ρe
je

]
→
[
ρe
je

]

θ

=

[
ρe
je

]
cos θ −

[
ρg
jg

]
sin θ,

[
ρg
jg

]
→
[
ρg
jg

]

θ

=

[
ρg
jg

]
cos θ −

[
ρe
je

]
sin θ.

(1.15)

He found that the whole electrodynamic theory is invariant under simultaneous

action of the two transformations. He called it the chiral equivalence theorem.

In the next chapter, I will discuss what it actually means to perform the extra

source transformation and what type of questions can and cannot be addressed

when using it. As an advance, let me say that this thesis is about duality

symmetry without using the extra source transformation. I will show that,

under certain conditions, material systems can be dual symmetric without

the extra source transformation. By a dual symmetric system I mean one

whose electromagnetic equations are invariant under the transformation (1.12)

alone.

In the same paper, Zwanziger showed that helicity was the generator of

the duality transformation. Just three years earlier, Calkin [35] had proved the

same result for the source free equations. What Calkin and Zwanziger showed

is that helicity is the generator of duality in the same sense that angular mo-

mentum is the generator of rotations or linear momentum is the generator of

translations. The helicity operator is defined [27, Sec. 8.4.1] as the projection

of the total angular momentum J onto the linear momentum direction, i.e.

Λ = J · P/|P|. Curiously, neither Calkin nor Zwanziger used the name “helic-
ity” in their seminal papers nor the definition of helicity that I just wrote. On

top of this, they worked in different vector spaces and reached two different

formal expressions for the generator of duality ([35, expr. 18],[32, expr. 2.17]).

Possibly because of this heterogeneity of the initial treatment and naming, the

connection between helicity and duality has been reported several times. Here

are the ones that I am aware of [36, 37, 38, 39].

1.2.1 Using duality

The exploration of electromagnetic duality has turned out to be a fruitful

theoretical endeavor in fundamental physics.

Zwanziger [32] and Schwinger [40] used the invariance of electromagnetism

under simultaneous application of (1.12) and (1.15) to refine the famous ar-

gument by Dirac on electric charge quantization [41]. Dirac showed that

the mere existence of a single magnetic monopole (a particle with magnetic

charge) implies the quantization of electric charge. Nobody knows why, in

isolated particles, electric charge is only observed in quantized multiples of the



12 CHAPTER 1. BACKGROUND

charge of the electron. This empirical truth is one of the remaining mysteries

in physics. Finding a magnetic monopole would solve it.

In an application to a different field, the magnetic monopole idea and

a generalization of electromagnetic duality allowed Montonen and Olive to

formulate their celebrated conjectured unification of supersymmetry and the

theories of elementary particle interactions [42].

In a more practical sense, the duality symmetry has been skillfully exploited

for the study of objects with zero back scattering in the context of light matter

interactions: The authors in [43, 44] find that when a plane wave impinges on

an scatterer with both duality symmetry and π/2 discrete rotational symmetry

along the axis defined by the momentum of the plane wave, there is no energy

reflected in the backwards direction. I shall show in Chap. 4 that when

the other piece of the conservation law, helicity, is taken into account, those

results can be fully understood using only symmetries and conservation laws.

Additionally, the consideration of helicity will allow me to show that any dual

symmetric object with a discrete rotational symmetry 2π/n for n ≥ 3 will
exhibit zero backscattering.

1.2.2 Using helicity

The helicity operator J ·P/|P| does not only act in vector spaces representing
electromagnetism. Helicity is routinely used in particle and high energy physics.

Whether we are talking about photons, electrons, neutrinos, or many of the

other inhabitants of the zoo, helicity has a well defined meaning. Its importance

is apparent from the get go since helicity is the operator that is typically chosen

to represent the internal degrees of freedom of elementary particles, often

called spin or polarization degrees of freedom. For example, an electron state

or a photon state can be specified by fixing its four momentum and helicity

[27, Sec. 10.4],[30, Chap. 2]. In the analysis of high energy collisions, helicity

allows a unified treatment of massive and massless particles [45].

For massless particles like the photon, helicity is quite special: It can only

take two different values (±1 for the photon, ±2 for the graviton), and is a
Poincaré invariant of the field. That is, helicity is invariant under space and

time translations, spatial rotations and Lorentz boosts. Note that this is not

the case for other properties like, for instance, momentum. A rotation changes

the momentum vector. It is also different from the helicity of massive particles.

The helicity of a massive particle takes 2S+1 different values, where S is the

intrinsic spin of the particle, and it is not a Poincare invariant because a boost

mixes the different helicities [30, Chap. 2],[27, secs. 10.4.2-10.4.4]. Take for

instance an electron with helicity equal to 1/2 in some reference frame. Since

Λ = J · P/|P|, I can always “boost myself” along the electron’s propagation
direction until I advance it to a reference frame where P → −P, J → J, and
the sign of helicity will flip and become −1/2. This argument does not work
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for massless particles: A photon, for example, cannot be advanced. In some

sense, two photons of different helicity can be seen as two different elementary

particles. The different helicity value denotes a different representation of the

Poincare group, which is the criteria used to define an elementary particle

[27, Chap. 10]. Why should we then say that the two photons of different

helicity are the same particle? Here is why: If the spatial inversion (parity)

transformation is added to the Poincare group, the two photons of different

helicity merge into one particle with two possible helicities because the parity

operator (Π) interchanges the two helicity eigenstates |±〉:

Π|+〉 = |−〉, Π|−〉 = |+〉. (1.16)

Even though parity is not a symmetry of Nature [46, 2.6, 2.7], it is considered a

symmetry in electromagnetism [33, 6.10]. The photon must hence be a single

particle with two possible helicities in order to keep up with the action of Π.

Consequently, the electromagnetic field has two possible helicities states.

All this may sound too abstract and separated from light matter interac-

tions. It is not. Chapters 4, 5 and 6 contain practical engineering guidelines for

building zero backscattering objects, polarization rotation objects and meta-

materials for transformation optics. These guidelines are obtained by symmetry

considerations involving helicity and duality.

Helicity has been exploited by Prof. Iwo Bialynicki-Birula in his works on

theoretical electromagnetism. While showing us how to construct a proper

real space wave function for the photon [47, 48], he makes use of the division

of the field in its two helicity components, studies the condition of helicity

preservation in inhomogeneous and isotropic media and realizes that helicity is

conserved in a general gravitational field. All these ideas are indispensable in

my thesis. I also make extensive use of the Riemann-Silberstein formulation

of electromagnetic fields that Prof. I. Bialynicki-Birula [47, 48] together with

Prof. Z. Bialynicka-Birula promote [49]. I had the pleasure and honor of

meeting and interacting with both of them during their month long visit to the

group of my advisor at Macquarie University (Sydney).

I want to finish this chapter by stating that duality is almost always broken

and helicity is almost never preserved in light matter interactions. You may

consequently think that this conservation law is almost surely useless. But, if

you keep reading, I can hopefully show you that it is not. For now let me say

two things. First, broken symmetries can be as crucial for our understanding

as unbroken ones: One example of this is the Higgs mechanism. Knowing

that duality is broken and that helicity is expected to change can help you

understand something about your observations in the laboratory. And second,

very interesting phenomena happen when duality is an actual symmetry of the

system and helicity is preserved either naturally or as a result of engineering.
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Chapter 2

Theory of helicity and duality
symmetry in light matter
interactions

In fact the natural correspondence between the basis

vectors of unitary irreducible representations of the

Poincaré group and quantum mechanical states of

elementary physical systems stands out as one of the

remarkable monuments to unity between

mathematics and physics.

Wu Ki Tung, “Group Theory in Physics”

In this chapter, I aim to establish the theoretical foundations for the use

of helicity and duality in the study of light matter interactions. I also develop

the tools that I will use in the application chapters.

Sections 2.1.1 and 2.1.2 contain a collection of results on Hilbert spaces

and transformation properties which are needed for this chapter. They are

taken from [31, Chaps. V, VII and VIII], [28, Chaps. 1] and [27]. These

results are presented in a way that I believe most appropriate for my thesis.

Section 2.1.1 also contains examples which are useful for understanding the

use of symmetries and conservation laws in the study of scattering problems.

The rest of the sections contain original material, to the best of my knowledge

and except for the cited work.

2.1 General framework

Take a look at Fig. 2.1. An incident electromagnetic field Gin impinges onto

a material scatterer S. As a result of the interaction between the field and the

material system, a scattered field Gout is produced. There are many reasons

15
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Gin S Gout

Figure 2.1: The interaction of an incident electromagnetic field Gin with an

object S produces a scattered field Gout .

why this problem is interesting. For example, the scattered field contains

information about S which may be used in microscopy to image the system, or

in spectroscopy to analyze its components. We may also want to engineer the

object S so that Gout is some desired function of Gin like in transformation

optics [50].

The underlying theme in my thesis is to study this problem by means of

symmetries and conservation laws. In order to be able to do this, I will need

to introduce some formal machinery, namely that of Hilbert spaces. As I will

show you later, both Gin and Gout can be modeled by vectors in a Hilbert

space (represented by |Φ〉) and the action of the object S by means of a linear
operator S in such space. This is the main assumption/restriction in my thesis:

The action of S is linear. This means that the operator S meets:

S (c1|Φ1〉+ c2|Φ2〉) = c1S|Φ1〉+ c2S|Φ2〉. (2.1)

The symmetries of S, which are reflected in the properties of S, will play a

central role through their corresponding conservation laws. As vectors in a

Hilbert space, the fields can be expanded in a basis of the space. Each vector

of a basis has four numbers that identify it. These numbers are the eigenvalues

of at least four independent commuting operators. The symmetries of S and

their corresponding conservation laws will tell us which of those numbers are

going to be maintained between input and output and which ones are allowed

to change. Helicity will enter the picture as one of the four numbers, the

one that labels the polarization of the field. The polarization is the non-scalar

degree of freedom that a scalar field like for instance temperature does not

have.
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2.1.1 Hilbert spaces, vector basis, transformations and operators

A Hilbert space is a linear vector space with an inner product having certain

properties [31, Chap. V §2]. In a linear vector space, the addition of any two
vectors |Ψ〉+ |Φ〉 of the space results in a vector that also belongs to the linear
vector space. The same is true for the multiplication of a vector by a number

c|Φ〉. The inner product is a function which takes two vectors |Ψ〉, |Φ〉 and
produces a number b:

b = 〈Ψ|Φ〉. (2.2)

What is 〈Ψ|? If |Ψ〉 belongs to a vector space Ω, 〈Ψ| is a member of the vector
space Ω∗ dual to Ω. In my thesis, this is an unfortunate naming coincidence.

The word “dual” here does not have anything to do with the duality transfor-

mation. To avoid confusion, and following Sakurai [28, Chap. 1.2], I will use

the acronym DC for this dual correspondent between vector spaces. Opera-

tors also have DC versions. Tab. 2.1 contains some of the correspondences

between some objects and their DC version.

Vector space DC vector space

|Ψ〉 〈Ψ|
b|Ψ〉 b∗〈Ψ|
X|Ψ〉 〈Ψ|X†

Table 2.1: DC versions of a vector |Ψ〉, a vector times a complex number b (b∗
is the complex conjugate of b), and a vector |Ψ〉 acted upon by an operator
X. X† is called the hermitian adjoint. It is defined as the operator X† such

that 〈Ψ|X|Φ〉 = 〈Φ|X†|Ψ〉∗ for all |Ψ〉 and |Φ〉.

When 〈Ψ|Φ〉 = 0, we say that the two vectors are orthogonal. In a Hilbert
space (H) we have the concept of mutually orthogonal basis: A set {|η〉} of
orthogonal vectors in H which can produce any vector in H by linear combina-

tions, like:

|Φ〉 =
∑

η

cη |η〉, (2.3)

where the numbers cη are cη = 〈η|Φ〉. The different basis vectors are mutually
orthogonal:

〈η|η̄〉 = 0, i f η 6= η̄. (2.4)

If they are scaled so that 〈η|η〉 = 1 ∀ η, we say that they form an orthonormal
basis.

There are many different orthonormal bases that expand (can produce any

vector in) a given Hilbert space. As I will show you later, when the vectors of

the space represent electromagnetic modes, its basis have one characteristic in

common. Each of their vectors is uniquely identified by four numbers. These
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four numbers are the eigenvalues of four independent commuting operators.

The symbolic index η contains then four numbers. Some of those numbers may

take continuous values and others may take discrete values. The summation

over η symbol (
∑
η) in (2.3) is a short hand notation for whatever discrete

summations or continuous integrals are needed, for example it may mean

∑

η

≡
∫
dη1

∑

η2

∑

η3

∫
dη4, (2.5)

or ∑

η

≡
∑

η1

∑

η2

∑

η3

∫
dη4, (2.6)

etc.

The difference between continuous and discrete indexes is subtle and com-

plex. For starters, vectors with a continuous index have an infinite norm:

〈ψ|ψ〉 → ∞. This means that they do not belong to the Hilbert space since
one of the requirements for membership is finite norm. Please refer to [31,

Chap. V §8; Chap. VII §4,§9] for the discussion about why it is nonetheless
possible to use these outsiders as members of a basis for expanding proper

vectors in the Hilbert space. The discussion makes use of the theory of distri-

butions. For practical purposes we may say that they have the same properties

(2.3)-(2.4) as the basis vectors of finite norm, but, in order to express their

orthogonality properties, one has to substitute the Kronecker deltas (δnm = 0

if n 6= m, and δnn = 1) by the Dirac delta distributions δ(x − x0). I will not
discuss this anymore after this paragraph1. This serious complication is worth

it because of the very simple properties that some of those outsiders have un-

der relevant transformations. From now on, I will call vectors both the proper

members of the Hilbert space and the infinite norm ones.

Same as vectors, linear operators acting in H can be expanded using other

operators which can be built from the vectors of a basis and their DC versions.

Since any vector in H can be expanded by a chosen basis |η〉, a linear operator
S can be expanded as:

S =
∑

η

∑

η̄

s η̄η |η̄〉〈η|, (2.7)

where the s η̄η are numbers. By appropriately choosing s
η̄
η you can produce any

linear map from H to H.

While I go over all this machinery, I want to give some examples of its use.

The machinery is general, but in order not to use abstract examples, I will, from

1If you do not want to read the sections from Messiah’s book that I have indicated, but

feel a bit uneasy, here is a quick non-rigorous palliative: In an expansion with
∑

η, the infinite

norm “vectors” will be multiplied by the corresponding infinitesimally small differential dηi ,

and so an infinite sum of infinite norm “vectors” can result in a finite norm vector: A proper

member of the Hilbert space.
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now on, implicitly assume the context of electromagnetic scattering: An input

vector |Φ〉 =
∑
η cη|η〉 produces an output vector |Φ̄〉 after the interaction

with the object S which is represented by the linear operator S (see Sec. 2.6).

|Φ̄〉 = S|Φ〉 2.7=
∑

η

∑

η̄

s η̄η |η̄〉〈η|


∑

η̂

cη̂|η̂〉


 =

∑

η

∑

η̄

∑

η̂

s η̄ηcη̂ |η̄〉〈η|η̂〉
2.4
=
∑

η̄

(
∑

η

s η̄η cη

)
|η̄〉,

(2.8)

The numbers on top of the equal signs are the references to the information

(previous expressions, tables, etc ...) needed to take the corresponding step.

I will use this notation quite often. For example,
(2.4)
= above means that

the equality follows because the η and η̂ indexes collapse due to Eq. (2.4):

〈η|η̂〉 = 0 unless η = η̂.
By construction, the set of all the s η̄η completely define the operator S.

To recover one of them, say s η̄0η0 we do:

s η̄0η0 = 〈η̄0|S|η0〉. (2.9)

The s η̄η are called the matrix elements of the operator S between states of the

|η〉 basis.
In chapter 1, we saw that symmetry transformations are represented by

operators that act on vectors. They also act on other operators. Here is

how the operator S is transformed by an operator T representing a given

transformation [27, Chap. 1.1]:

S̄ = T−1ST. (2.10)

T needs to be invertible. This is not a problem since any transformation that

leaves a physical system invariant must be represented by a unitary operator

[31, Chap. XV §1], [27, Sec. 3.3]. A unitary operator T meets

T−1T = T †T = I. (2.11)

where I is the identity operator. So, any operator susceptible to represent a

symmetry of the system has an inverse, and the inverse is its hermitian adjoint.

This is the case for unitary transformations like translations, rotations, parity,

duality, time reversal and Lorentz boosts. It is also the case for time inver-

sion, which is antilinear and antiunitary. For operators representing symmetry

transformations, I will often use T † instead of T−1.

In both unitary and antiunitary cases, invariance of S under transformation

T means then

S̄ = T−1ST = T †ST = S, (2.12)
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which is also equivalent to saying that S and T commute:

T−1ST = S =⇒ ST = TS =⇒ [S, T ] = 0. (2.13)

Equations (2.10)-(2.12), together with Tab. 2.1 and the associativity of

the product of operators

〈Φ| (XY Z|Φ〉) = 〈Φ|X (Y Z|Φ〉) = 〈Φ|XY (Z|Φ〉) = 〈Φ|XY Z (|Φ〉) , (2.14)

is all we need to start exploiting the consequences of symmetry on the scat-

tering operator S. The methodology is general but, to make the discussion

less abstract, I will give examples with specific transformations.

Let us say that the object S is, like the cone in Fig. 1.1, invariant under

rotations along the z axis. What this means for its scattering operator is that

S = R
†
z(α)SRz (α). Let me we expand the incoming field in Fig. 2.1 in a basis

where one of the four indexes in η is the eigenvalue of Jz . Without explicitly

writing the other three indexes, we have that:

snn̄ = 〈n̄|S|n〉
2.12,2.11
= 〈n̄|R†z(α)SRz(α)|n〉 =

exp(iαn̄)〈n̄|S|n〉 exp(−iαn) = snn̄ exp(iα(n̄ − n)).
(2.15)

Since snn̄ = snn̄ exp(iα(n̄ − n)) must be true for all α, this means that
snn̄ = 0 unless n̄ = n. This is the manifestation of invariance under symmetry

transformations (Sec. 1.1): Eigenstates of Jz before the interaction are still

eigenstates of Jz with the original eigenvalue after the interaction. The number

of snn̄ coefficients needed to describe S is drastically reduced if we choose our

basis according to the symmetries of the system. This is going to be a recurring

theme.

Imagine now that the scatterer does not have the full cylindrical symmetry

but is only invariant under discrete rotations with angles 2π/m for integer m 6=
0. For example, for m = 4, this is the symmetry of a square prism. Repeating

the above steps leads to the conclusion that snn̄ = 0 unless n̄ − n = qm for

integer q.

Let us now switch to translations. Consider an infinite slab of material

parallel to the XY plane. Because of the invariance of the infinite wall to any

transverse translation (∆x ,∆y), the matrix elements of S between plane waves

with different components of momentum parallel to the wall must vanish.

s
pxpy
p̄x p̄y = 〈p̄x , p̄y |S|px , py 〉 = 〈p̄x , p̄y |T

†
x (∆x)T

†
y (∆y)STy (∆y )Tx(∆x)|px , py 〉 =

exp(i(p̄x∆x + p̄y∆y ))〈p̄x , p̄y |S|px , py 〉 exp(−i(px∆x + py∆y )) =
s
pxpy
p̄x p̄y
exp(i(∆x(p̄x − px) + ∆y (p̄y − py ))) =⇒

s
pxpy
p̄x p̄y
= 0 unless (px , py ) = (p̄x , p̄y ).

(2.16)
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In a three dimensional lattice, for instance a cubic lattice of ions, discrete

translations can be used in much the same way as we have used discrete

rotations above to figure out which are the momenta that are invariant upon

scattering through a lattice. In crystallography, these momenta form what is

called the reciprocal lattice.

These simple examples show the importance of taking into account the

symmetries of the problem when choosing the working basis in H.

Enough for now on the effect of symmetries in scattering. Section (2.8)

contains a complete example which better shows the capabilities of the tech-

nique. Helicity and duality are needed for it and for all the other applications

in the later chapters. We will also need to know how different transformations

affect helicity.

2.1.2 Transformation properties of helicity and other generators

In this section, I provide a table with the commutation properties of the helicity

operator Λ = J · P/|P| [27, Chap. 8.4.1], some of the other generators and
two discrete transformations, spatial inversion (parity, Π : r → r̃ = −r) and
time inversion (T r : t → t̃ = −t). Time inversion is the only antiunitary
transformation that appears in my thesis.

In the table, I use the anticommutator between two operators

{A,B} = AB + BA. (2.17)

If {A,B} = 0 we say that A and B anticommute. If{A,B} = 0 and A has an
inverse, then A−1BA = −B.
From the commutation properties of the generators one can obtain those

of the generated transformations following a few rules.

• If two generators commute, their generated transformations also com-
mute, and each of the generators commutes with the transformation

generated by the other generator.

• If B is a generator and A a unitary discrete transformation

– [A,B] = 0 =⇒ A−1 exp(−iθB)A = exp(−iθB)
– {A,B} = 0 =⇒ A−1 exp(−iθB)A = exp(iθB)

• If B is a generator and A an antiunitary discrete transformation

– [A,B] = 0 =⇒ A−1 exp(−iθB)A = exp(iθB)
– {A,B} = 0 =⇒ A−1 exp(−iθB)A = exp(−iθB)

For example, in the table we see that parity anticommutes with momentum

and hence flips its sign. This means that when transforming a translation with
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the parity operator, the result is a translation in the opposite direction, which

makes intuitive sense: Π†Tx(∆)Π = Tx(−∆).
Since [A,A] = 0 and [A,B] = −[B,A], and if {A,B} = 0 =⇒ {B,A} = 0

many cells in Tab. 2.2 are empty to avoid redundant entries.

Helicity Energy Momentum
Angular

momentum
Parity

Time

inversion

Λ H P J Π T r

Λ [Λ, H] = 0 [Λ, Pn] = 0 [Λ, Jn] = 0 {Λ,Π} = 0 [Λ, T r ] = 0

H [H,Pn] = 0 [H, Jn] = 0 [H,Π] = 0 [H,T r ] = 0

P [Pm, Jn] = i ǫ
mnlPl {Pn,Π} = 0 {Pn, T r} = 0

J [Jn,Π] = 0 {Jn, T r} = 0
Π [Π, T r ] = 0

Table 2.2: Commutation rules for some generators and discrete transforma-

tions. The n index takes the values 1,2,3. The ǫmnl is the totally antisymmetric

tensor with ǫ123 = 1; ǫmnl = 1 if mnl is an even permutation of 123 like 312

or 231 (there is an even number of position swaps between two elements to

get from 123 to 312 or 231), ǫmnl = −1 if mnl is an odd permutation of
123 like 213 or 321 (there is an odd number of position swaps between two

elements to get from 123 to 213 or 321), and ǫmnl = 0 if there is any repeated

index, ǫ112 = 0. The commutation rules in the table are valid in general. For

the massless case, helicity commutes with the generators of Lorentz boosts as

well. This is not the case for massive particles or fields, like the electron.

The helicity operator commutes with rotations, translations and time in-

version. It anticommutes with parity, which flips the helicity. On the other

hand, parity commutes with angular momentum. This difference in the behav-

ior under parity between angular momentum and helicity is worth discussing a

bit more. It is one of the differences between turning and twisting.

2.1.3 Turning versus twisting

An ice skater spinning around in a fixed position and a spinning top after a

skilled kid pulls out the cord: These systems are turning. What an ant does if

it wants to walk along a wine-opener or the movement of a screwdriver when

you tighten or loosen a screw. This is twisting.

We appreciate the difference intuitively. In order for me to turn I only need

to rotate (J), but, if I want to twist, I need to rotate (J) and advance (P)

at the same time. We also see intuitively that there are two possible kinds

of twist, left-handed and right-handed. Helicity Λ = J · P/|P| describes the
sense of twist. Its name is quite appropriate in relation with a helix.

The transformation properties of turns and twists are quite different, and

correspond to those of J and Λ. Turns can change upon rotation while twists do
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not. In the formal language: the components of J do not commute with each

other but they all commute with Λ (Tab. 2.2). Imagine that the spinning ice

skater is able to do a back flip and start spinning on her head. If you have good

spatial intuition you will realize that now she is spinning on the sense opposite

to the one before the pirouette. On the other hand, turning a wine-opener on

its head does not change its sense of twist. Now, if the ice was clear enough

for you to see the ice skater reflected on it while she turns, you would see the

“mirrored” ice skater turning in the same sense as the real person. Taking

your wine-opener-ant system next to a mirror shows that the sense of twisting

changes ... no matter how the mirror and the wine opener are oriented

relative to each other. In the formal language: Any inversion of coordinates

flips helicity while it does not necessarily change angular momentum.

Note that a mirror reflection across a plane perpendicular to axis û, Mû,

can be written as parity times a rotation of 180 degrees along û. The order

does not matter because rotations and parity commute:

Mû = ΠRû(π) = Rû(π)Π. (2.18)

The transformation properties of J and Λ under mirror reflections can now

be worked out using (2.18) and Tab. 2.3. Fig. 2.2 illustrates the differ-

ences between the transformation properties of helicity and those of angular

momentum.

2.2 The Hilbert space of transverse Maxwell fields M

Consider the source free Maxwell equations for an infinite homogeneous and

isotropic medium with scalar electric and magnetic constants ǫ and µ:

∇ · (ǫE) = 0, ∇ · (µH) = 0,

∂tE =
∇×
ǫ
H, ∂tH = −

∇×
µ
E.

(2.19)

These equations are linear and homogeneous in (E,H). It follows that adding

two of their solutions (E1,H1) and (E2,H2) produces another valid solution.

The same is true for multiplying a solution by a number. The set of all solutions

of (2.19) is hence a linear vector space. Together with an inner product

between two solutions (E1,H1) and (E2,H2), which I will discuss shortly, they

form a Hilbert space [51, Chap. 13.3], which I will call M.

From a formal point of view, it is preferable to work with vectors and oper-

ators in the abstract space as much as possible. I will do so in the application

chapters. Nevertheless, sometimes one needs to use a concrete representa-

tion. There are several representations of M. For example, a linearly polarized

monochromatic plane wave propagating in vacuum along the z axis, like

G(r, t) = x̂ exp(pzz − ω0t), (2.20)
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x̂

ẑ
ŷ

0) a) Ry(π) b) Π c) Mx̂ d) Mẑ

Figure 2.2: Illustration of the transformation properties of turns (top row

of figures) and twists (bottom row of figures). The initial turn and twist

(column 0)) are transformed by a rotation (a), parity (b), and two different

mirror reflections (c,d). Using Tab. 2.3 and the text in this section, one can

check that the transformation properties of the turn match those of Jx and

the transformation properties of the twist those of Λ. Note how the sense of

the twist, or sense of screw, is preserved in (a) and changes in (b), (c) and

(d). On the other hand, the turn keeps the same sense in (b) and (c) and

changes in (a) and (d).

is nothing but a concrete representation of the abstract plane wave vector

|(px = 0, py = 0, pz = ω0/c0), s〉2. And so is this one:

G(p) = δ(ω − ω0)δ(px )δ(py )δ(pz − ω0/c0)x̂, (2.21)

where δ() is the Dirac delta distribution and c0 = 1/
√
ǫ0µ0 is the speed of

light in vacuum, which I will set to 1 from now on by setting ǫ0 = µ0 = 1.

Eq. (2.21) is (proportional to) the Fourier transform of (2.20) ((r, t) →
(p, ω)). The same information is contained in both expressions. We say that

(2.20) belongs to the real space representation of transverse Maxwell fields

and that (2.21) belongs to the momentum space representation. Equations

(2.19) are written in the coordinate representation. Maxwell’s equations in the

momentum representation can be found, for example, in [15, I.B.1.2] or [33,

Sec. 7.1].

With respect to the inner product, when Poincaré invariance of the resulting

scalar is required, there is only one choice. Its expression in momentum space

is [52]: ∫
dp

|p| E1(p)
†E2(p) +H1(p)†H2(p) (2.22)

2The meaning of the polarization index s will become clear in Sec. 2.2.2.
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where, for k = 1, 2:

Ek(p) =
1

2π

∫
drEk(r, t = 0) exp(−ip · r),

Hk(p) =
1

2π

∫
drHk(r, t = 0) exp(−ip · r).

(2.23)

In the real space representation, Eq. (2.22) results in

2π

(2π)6

∫
dr

∫
dr′
ǫE1(r, 0)

† · E2(r′, 0) + µH1(r, 0) ·H2(r′, 0)
|r − r′|2 . (2.24)

As with vectors, operators also have different guises in different repre-

sentations. Tab. 2.3 contains the expressions of some of the generators of

transformations inM. The first three are well known, the expression for helicity

is less well-known.

Generator G Transformation exp(−iθG) Expression

Linear momentum P Spatial translations −i∇
Energy H Time translations i∂t
Angular momentum J Rotations −ir ×∇− iǫknm
Helicity Λ Electromagnetic duality ∇×

k (*)

Table 2.3: Expressions of some generators of transformations in the coordi-

nate representation of space time varying fields G(r, t). ǫknm is the totally

antisymmetric tensor with ǫ123 = 1. (*) The expression given here for helicity

is only valid for monochromatic fields (see Sec. 2.2.2).

2.2.1 An abstract derivation of Maxwell’s equations

Equations (2.19), which define M, can be reached using only abstract manip-

ulations starting from three assumptions. I will now go through the deriva-

tions for three reasons. One, because it highlights the structure underlying

Maxwell’s equations, which is independent of the representation. Two, be-

cause it is interesting to see the abstract form of well known equations of

electromagnetism in the coordinate representation. And three, because in this

process both helicity and duality appear in a natural manner.

The three assumptions about the members of M are:

1. That they are massless, i.e, they are eigenstates of the mass squared

operator (H2 − c2P2) with eigenvalue zero.
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2. That they have non-scalar degrees of freedom that can be represented

by objects which transform as vectors under rotations3. I will refer to

them as vectorial degrees of freedom.

3. That their energy is positive, i.e, the eigenvalues of the energy operator

are positive.

The third assumption reflects the fact that, in electromagnetism, the infor-

mation contained in the positive energies is repeated in the negative energies.

As Jackson says “the sign of the frequency has no physical meaning” [33,

Chap. 14.5]. This is related to the fact that the photon does not have charge

and is its own antiparticle [48, §3.1]. From now on, and unless specifically
mentioned, I will always assume positive energies only. Actually, I will assume

energies strictly bigger than zero. The zero case corresponds to electro and

magneto statics, which I do not treat in my thesis.

I will now reach Maxwell’s equations from these three assumptions. The

helicity operator will appear during the process.

Let me start by using the first assumption. Since we are after a massless

object, all the vectors |Φ〉 in M must meet

(H2 − c2P2)|Φ〉 = 0, (2.25)

where P2 = P 2x + P
2
y + P

2
z and c

2 = (ǫµ)−1. Eq. (2.25) says that the four

momentum length squared (or mass squared) of |Φ〉 is zero. This means that
H2|Φ〉 = c2P2|Φ〉 for all |Φ〉. The two operators, H2 and c2P2 are therefore
equivalent for members ofM. Equation (2.25) is the abstract form of the wave

equation. Using Tab. 2.3 I can write (2.25) in the coordinate representation:

(
i∂t i∂t − c2(−i∇)(−i∇)

)
G(r, t) = 0 =⇒

(
−∂2t + c2∇2

)
G(r, t) = 0.

(2.26)

This is the wave equation. The only thing one needs to do to get from (2.26)

to the Helmholtz4 equation is use fields of the type G(r, t) = Ĝ(r) exp(−iωt),
take the time derivatives, cancel the time dependence from both sides and

substitute ω2 = c2k2, where k2 is the eigenvalue of P2:

∇2Ĝ(r) + k2Ĝ(r) = 0. (2.27)

3I am imposing that they transform as the spin 1 representation of the spatial rotations

group SO(3). Other objects commonly used in physics transform as different representations

of SO(3). For example, Pauli spinors, Dirac spinors and gravitons transform as the spin 1/2,

the direct sum of two spin 1/2 and the spin 2 representations, respectively [27, Chap. 7.6].
4The common way of getting to (2.27) is through Maxwell’s equations for a homogeneous

and isotropic medium [53, Chap. 2.6]. From (2.19), assume monochromatic fields, isolate

the electric field in one of the curl equations and substitute it in the other, use that∇×∇× =

−∇2 + ∇∇ and it is done. It works for both electric and magnetic fields. In my opinion,

the abstract procedure (2.25)-(2.26) allows to better appreciate the link to the massless

character of the field.
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The positive square root of k2 is called the wavenumber.

A field like G(r, t) = Ĝ(r) exp(−iωt) is an eigenstate of the energy operator
H ≡ i∂t with eigenvalue ω:

HG(r, t) = i∂t Ĝ(r) exp(−iωt) = ωĜ(r) exp(−iωt) = ωG(r, t), (2.28)

The exp(−iωt) time dependence is typically called harmonic time dependence,
and the fields Ĝ(r) exp(−iωt) are called monochromatic fields. With the con-
vention of using only positive energies, ω must be bigger than zero.

To continue with the derivation, note that the operator (H2− c2P2) does
not necessarily have to act on non-scalar objects. There are scalar waves like

the sound that meet (2.26). According to the second starting assumption,

the objects in M have vectorial (which are non-scalar) degrees of freedom. I

will revisit the difference between scalar and non-scalar degrees of freedom in

2.2.2. Due to their massless character, their non-scalar (polarization) degrees

of freedom are of the transverse kind [27, Chap. 10.4.4]. For the case of

vectorial fields, Messiah gives us one way to define longitudinal and transverse

by means of abstract operators [31, Chap. XXI, §29]. For a transverse5 field(
(S · P)2 − P2

)
|Φ〉 = 0, while for a longitudinal field (S · P)2 |Φ〉 = 0. Instead

of S · P I will use J · P, which is equivalent: J · P = (r × P + S) · P = S · P,
because r × P is orthogonal to P. With this choice, I will be using J, the
generator of rotations, and avoid using S, which, in the relativistic theory is

not a proper operator, does not generate meaningful transformations and, in

the present context, gains meaning only when projected along P [16, §16],
[15, p.50].

Since we are looking for objects with transverse polarization:
(
(J · P)2 − P2

)
|Φ〉 = 0 =⇒ (J · P)2|Φ〉 = P2|Φ〉. (2.29)

Having excluded the static case (ω = 0), |P|−1 is not singular6 and therefore
I can write (2.29) as (

J · P
|P|

)2
|Φ〉 = |Φ〉, (2.30)

where the helicity operator Λ = J ·P/|P| appears explicitly. Eq. 2.29 says that
its square Λ2 is the identity for all the vectors in M: This can be taken as the

transversality condition that the members in M must meet. In the language of

group theory, Λ2 is a Casimir operator. Since Λ2 = I, Λ has eigenvalues equal

to ±1. We can use the eigenvalue of Λ to distinguish between two different
kinds of members of M:

J · P
|P| |Φ±〉 = ±|Φ±〉. (2.31)

5The transversality condition given by Messiah reads, in the coordinate representation:

∇ (∇·) = ∇×∇×−∇2 = 0. Under suitable boundary conditions at infinity, it is equivalent

to the null divergence ∇· = 0 condition of Maxwell’s equations.
6The expansion of the inverse O−1 of a hermitian operator O =

∑

η oη|η〉〈η| is O
−1 =

∑

η
1
oη
|η〉〈η|, which exists if O does not have null eigenvalues.
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Therefore, there is a natural symmetry operation in M. The one generated by

Λ:

Dθ|Φ±〉 = exp (−iθΛ) |Φ±〉 = exp(∓iθ)|Φ±〉. (2.32)

I will now use the third assumption to obtain the evolution equations for |Φ±〉.
Generally, H2 = c2P2 =⇒ H = ±c|P|, but if H is to have positive eigenvalues
only, it must be that

H = c|P| (2.33)

Then, (2.31) can be written as

± c(J · P)|Φ±〉 = H|Φ±〉. (2.34)

Since H is the generator of time translations, (2.34) are the time evolution

equations for each helicity.

Let me write this in the coordinate representation using that J ·P = S ·P ≡
∇× [31, XIII.93]:

± c∇×G(r, t) = i∂tG(r, t). (2.35)

Note that G(r, t) are implictly restricted to positive frequencies only.

The two equations in (2.35) are equivalent to Maxwell’s curl equations. To

show this, I will use the Riemann-Silberstein representation of electromagnetic

fields [47, 48, 49], which is obtained by the transformation (Z =
√
µ/ǫ)

G± =
1√
2
(E± iZH) . (2.36)

Then, we can starting from Maxwell’s curl equations

[
∂t 0

0 ∂t

] [
E

H

]
=

[
0 ∇×

ǫ

−∇×µ 0

] [
E

H

]
, (2.37)

and transform them with the change in (2.36):

1√
2

[
I iZ

I −iZ

] [
∂t 0

0 ∂t

]
1√
2

[
I iZ

I −iZ

]−1
1√
2

[
I iZ

I −iZ

] [
E

H

]
=

1√
2

[
I iZ

I −iZ

] [
0 ∇×

ǫ

−∇×µ 0

]
1√
2

[
I iZ

I −iZ

]−1
1√
2

[
I iZ

I −iZ

] [
E

H

]
,

(2.38)

into [
i∂t 0

0 i∂t

] [
G+
G−

]
= c

[
∇× 0

0 −∇×

] [
G+
G−

]
, (2.39)

which is (2.36). Therefore Eq. (2.34) are the Maxwell curl equations.

What is the expression of the transformation Dθ|Φ±〉 = exp(∓iθ)|Φ±〉 in
the coordinate representation? In the form of (2.39), it is just:

[
G+
G−

]

θ

= Dθ

[
G+
G−

]
(2.32)
=

[
I exp(−iθ) 0

0 I exp(iθ)

] [
G+
G−

]
. (2.40)
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When expressed with E and H, we find the duality transformation [33, Chap.

6.11]: [
E

ZH

]

θ

=

[
I cos θ −I sin θ
I sin θ I cos θ

] [
E

ZH

]
(2.41)

.

Let me recapitulate. From requiring them to be vectorial positive energy

massless objects I have shown that the vectors in M are those that meet the

transversality condition:

(
J · P
|P|

)2
|Φ±〉 = |Φ±〉, (2.42)

that they can be classified according to their helicity eigenvalue

J · P
|P| |Φ±〉 = ±|Φ±〉, (2.43)

and that their time evolution equations are

± c(J · P)|Φ±〉 = H|Φ±〉. (2.44)

In the coordinate representation, |Φ±〉 are the Riemann-Silberstein combina-
tions (2.36), and (2.44) are the Maxwell’s curl equations. Helicity and duality

appear naturally in the derivation.

The block diagonal structure of Eq. (2.39) is suggestive of the direct

sum of two representations [27, App. II.2]. This is indeed the case for the

proper Lorentz group which is comprised of spatial rotations and boosts. Since

helicity commutes with angular momentum (Tab. 2.2), rotations do not mix

G+ and G−. Also, the already mentioned fact that a boost does not mix the

two helicities of the electromagnetic field can be deduced from the way that

the electric and magnetic fields transform. Namely, if the boost is in the β/|β|
direction and γ = (1− |β|2)−1/2, the fields7 transform as [33, Eq. 11.149]:

E′ → γ (E+ β × B)− γ2

γ + 1
β (β · E) ,

B′ → γ (B− β × E)− γ2

γ + 1
β (β ·B) .

(2.45)

In the G± basis the rules are hence [48, Sec. 3.2]:

G′+ → γ (G+ − iβ × G+)−
γ2

γ + 1
β (β · G+) ,

G′− → γ (G− + iβ × G−)−
γ2

γ + 1
β (β · G−) ,

(2.46)

7For this discussion I will use B instead of H.
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which show that a boost does not mix G+ and G−.

This discussion relates directly to the transformation properties of the sec-

ond rank antisymmetric tensor Fµν formed with the components of E and B

[33, Eq. 11.137]. Fµν transforms as the (1,0)⊕(0,1) representation of the
proper Lorentz group [27, Chap. 10.5.1], but the fields E and B cannot be the

vectorial objects corresponding to the (1,0) and (0,1) components because

E and B get mixed under boosts, negating the direct sum. Clearly, the two

components correspond to G+ and G−.

A word on the Riemann-Silberstein representation is in order. Prof. Iwo

Bialynicki-Birula 8 has used the Riemann-Silberstein formalism to construct

a bona fide photon wave function in the coordinate representation [47, 48].

Together with Prof. Zofia Bialynicka-Birula, they have explored the many uses

that this formalism has in classical and quantum electromagnetism [54, 49]. An

equation equivalent to (2.35) can be found in [48, §2.2]. The discussion about
the well defined positive and negative helicities of G± under the assumption

of positive energies can be found in [48, §2.1].
I am going to use

G± =
1√
2
(±E+ iZH) , (2.47)

instead of the combinations in (2.36). There is nothing profound about this

change. I make it so that the parity operator exchanges the two helicity states

without adding a minus sign. If you use the transformation properties of E

and H under parity9 [33, Tab. 6.1]:

E
Π→ −E,H Π→ H, (2.48)

you get that, for the original combinations in (2.36)

G+
Π→ −G−,G− Π→ −G+. (2.49)

The combinations in (2.47) get rid of the minus signs.

G+
Π→ G−,G− Π→ G+, (2.50)

.

Now that M is characterized, it is time to construct basis for it.

8You can find his publications in http : //www.cf t.edu.pl/ birula/.
9These transformation properties result from the convention that the electric charge does

not change sign under parity. This is the convention used by Jackson that I adopt in my

thesis.
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2.2.2 Construction of basis in M

In the coordinate representation, there is an elegant method for finding monochro-

matic solutions of the Maxwell equations in a source free, isotropic and ho-

mogeneous medium. In [51, Sec. 13.1], [55, Chap. VII], we learn that, under

suitable conditions of the chosen spatial coordinate system, for each orthogo-

nal solution of the scalar Helmholtz equation

∇2ψν + k2ψν = 0, (2.51)

(ν labels different scalar solutions), we can obtain three orthogonal solutions of

the vectorial Helmholtz equation (2.27): One longitudinal and two transverse.

In my thesis, I will only consider the transverse degrees of freedom10.

The two transverse solutions are obtained from ψν by

M̂ν(r) = ∇× (ŵψν) and N̂ν(r) =
∇× M̂ν(r)

k
, (2.52)

where ŵ is a fixed unit vector. Vectorial solutions obtained from different

scalar solutions are orthogonal. Since transverse solutions of the Helmholtz

equation multiplied by exp(−ickt) are solutions of Maxwell’s curl equations
and meet the transversality condition, this method allows to build complete

vector bases in M. There are six different coordinate systems for which an

orthonormal basis for transverse electromagnetic fields can be built in this way

[51, Sec. 13.1]. Plane waves, multipoles and Bessel beams result from using

cartesian, spherical and cylindrical coordinates with ŵ equal to ẑ, r/|r| and ẑ,
respectively [55, Sec. VII]. In those three reference systems, the Mν and Nν
modes are commonly referred to as transverse electric (TE or s waves) and

transverse magnetic (TM or p waves) modes 11, respectively.

The scalar solution ψν determines the scalar properties shared by the two

vectorial solutions. For example, the scalar plane wave exp(i(p · r)) is a simul-
taneous eigenstate of the three components of P: |px , py , pz〉. The extra label
(s/p) distinguishes between the two orthogonal transverse vectorial solutions,

i.e, it represents a non-scalar property:

|px , py , pz , s/p〉. (2.53)

In exactly the same way, the multipoles and Bessel beams get their first three

identification numbers from the scalar ψν and the fourth one is produced

by (2.52). For the multipoles, the first three numbers can be chosen to be

10The zero mass condition forbids the longitudinal solution for the free field. It can be

shown ([15, I.B.5],[31, Chap. XXI,§22]) that the longitudinal degrees of freedom of the

electromagnetic field can always be seen as belonging to the sources.
11In the case of the multipoles, there is also another popular naming convention. Electric

multipoles and magnetic multipoles correspond to TM and TE modes, respectively [33, expr.

9.116-9.117].
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eigenvalues of the energy H, the square norm of the angular momentum vector

operator J2 = J2x + J
2
y + J

2
z , whose eigenvalues are j(j + 1) for integer j > 0,

and the third component of angular momentum Jz , whose eigenvalues I denote

by the integer n,

|ω, j(j + 1), n, s/p〉. (2.54)

For Bessel beams the first three numbers can be chosen to be eigenvalues of

H, Pz and Jz :

|ω, pz , n, s/p〉. (2.55)

2.2.3 Helicity as a polarization index

Let me turn my attention to the ∇×k operator at the core of the method in

(2.52). For monochromatic fields, this is the helicity Λ operator:

Λ =
J · P
|P| ≡

∇×
k
. (2.56)

This can be seen recalling that J ·P ≡ ∇×, and realizing that, for monochro-
matic fields

|P|−1|Φ〉 (2.33)= cH−1|Φ〉 = c

ω
|Φ〉 = 1

k
|Φ〉. (2.57)

I can write M̂ν(r)
(2.30)
= Λ2M̂ν(r)

(2.52)
= ΛN̂ν(r). So

ΛM̂ν(r) = N̂ν(r),ΛN̂ν(r) = M̂ν(r). (2.58)

Therefore, Λ changes TE modes into TM modes and vice versa, without

affecting the scalar degrees of freedom. This means that helicity can be

used to label the polarization degrees of freedom. Since M̂ν(r) and N̂ν(r) are

orthogonal, we have that

1√
2

(
M̂ν(r)± N̂ν(r)

)
(2.59)

are two orthogonal modes of well defined helicity equal to ±1. Therefore
besides using the TE/TM character to describe the polarization of vectors

((2.53)-(2.55)), we can also use helicity:

|px , py , pz ,±〉 =
1√
2
(|px , py , pz , s〉 ± |px , py , pz , p〉) ,

|ω, j(j + 1), n,±〉 = 1√
2
(|ω, j(j + 1), n, s〉 ± |ω, j(j + 1), n, p〉) ,

|ω, pz , n,±〉 =
1√
2
(|ω, pz , n, s〉 ± |ω, pz , n, p〉) .

(2.60)
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In Sec. 2.2.3 I will discuss the fundamental difference between TE/TM and

helicity as polarization descriptors. I will write a plane wave of well defined

helicity as |p λ〉. Note that plane waves are also eigenstates of the energy
because they are eigenstates of P2. For the plane waves p2x +p

2
y +p

2
z = |p|2 =

k2 = ω2/c2.

The coordinate representation expressions for plane waves of well defined

helicity can be found in Sec. 2.2.4, those for Bessel beams of well defined

helicity in Sec. 2.5

2.2.4 Eigenvectors of helicity in the plane wave basis

In the application chapters, I will use the plane wave basis often. It is worth

spending some space on it.

If you take the solutions of the scalar Helmholtz equation (2.51) to be

ψpxpypz = exp(ipxx) exp(ipy y) exp(ipzz) and apply the recipe

M̂pxpypz (r) = ∇× (ẑψpxpypz ), N̂pxpypz (r) =
∇× M̂pxpypz (r)

k
(2.61)

for all (px , py , pz), you will obtain all the possible plane waves and have con-

structed a basis of M. The explicit expressions in the cartesian [x̂, ŷ, ẑ] basis,

are:

M̂pxpypz (r) =
i

pρ
(py x̂− px ŷ) exp (ip · r) =

i (sinφx̂− cosφŷ) exp (ip · r) = ŝ exp (ip · r)

N̂pxpypz (r) =

(
−pz (px x̂+ py ŷ) + p2ρ ẑ

kpρ

)
exp (ip · r) =

(− cos θ cosφx̂− cos θ sinφŷ + sin θẑ) exp (ip · r) = p̂ exp (ip · r) ,
(2.62)

where pρ =
√
p2x + p

2
y , θ = arccos

pz
k , φ = arctan

py
px
.

As discussed before, sum and subtraction of TE and TM modes result in

states of well defined helicity:

ê+ exp (ip · r) =
1√
2
(̂s+ p̂) exp (i (p · r− ωt)) ,

ê− exp (ip · r) =
1√
2
(̂s− p̂) exp (i (p · r− ωt)) .

(2.63)

For example, for a plane wave with momentum pointing to the positive z

direction, the two states of definite helicity are

|(0, 0, pz),+〉 ≡ −
x̂+ i ŷ√
2
exp(i(pz z − ωt)) = −̂l exp(i(pz z − ωt),

|(0, 0, pz),−〉 ≡
x̂− i ŷ√
2
exp(i(pzz − ωt)) = r̂ exp(i(pzz − ωt)).

(2.64)
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For the plane waves, the helicity eigenstates coincide with the states of

definite polarization handedness in the plane perpendicular to their momentum

vector. I can now introduce an operational definition of a beam with well

defined helicity when expressed in the plane wave basis.

Any vector in M can be expanded in the plane wave basis p = (px , py , pz):

|Φ〉 =
∫
dpx

∫
dpy

∫
dpzα

pxpypz
+ |(px , py , pz),+〉+ αpxpypz− |(px , py , pz),−〉

(2.65)

To obtain an eigenvalue of helicity Λ|Φ〉 = |Φ〉 or Λ|Φ〉 = −|Φ〉, we need either
α
pxpypz
− = 0 or α

pxpypz
+ = 0 for all (px , py , pz), respectively. Fig. 2.3 illustrates

this.

Λ|Ψ〉 = |Ψ〉 Λ|Ψ〉 = −|Ψ〉 Λ|Ψ〉 6= α|Ψ〉

Figure 2.3: A field composed by the superposition of five plane waves has

definite helicity equal to one if, with respect to their momentum vectors, all

the plane waves are left hand polarized (left part), equal to minus one if they

are all right hand polarized (central part), and does not have a definite helicity

if all the plane waves do not have the same polarization handedness (right

part).

Helicity can be seen as polarization handedness in momentum space. It

is important not to confuse this interpretation with the polarization in real

space which we typically think about in the laboratory. In general, a vector

of well defined helicity has the three real space polarization components. For

example the left and central panels of Fig. 2.3, or a multipole or a Bessel

beam of well defined helicity. In a few cases, for example for a single isolated

plane wave, the correspondence is simple, but those are only exceptions to

the general situation. Also, the property that is connected to the duality

symmetry is helicity, not real space polarization. Helicity is a fundamental
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property in electromagnetism. The same cannot be said about polarization in

the real space.

Transformation properties of plane waves of well defined helicity

In this subsection, I provide a table with the transformation properties of plane

waves of well defined helicity under translations, rotations, parity and time

inversion. I will refer to this table often in the application chapters. Except for

translations, which are trivial because plane waves are eigenstates of both space

and time translations, the phase relationships between the original and the

transformed plane wave states must be derived carefully. The phase relations

in Tab. 2.4 are valid for plane wave vectors in M. Their derivation and more

general expressions that are valid for massive fields can be found in [27]: Chaps.

10, 11 and 12, for rotations, spatial inversion, and time inversion, respectively.

Transformation Action

Spatial translation Tû(∆)|p λ〉 = exp (−i∆û · P) |p λ〉 = exp(−i∆û · p)|p λ〉
Time translation U(τ)|p λ〉 = exp (−iτH) |p λ〉 = exp(−iτc|p|)|p λ〉
Rotation Rû(α)|p λ〉 = exp(−iλψ)|Rû(α)p λ〉
Parity Π|p λ〉 = | − p − λ〉
Time inversion T r |p λ〉 = −| − p λ〉

Table 2.4: Transformation properties of plane wave vectors in M. û is a

general unit vector. |Rû(α)p λ〉 is a plane wave with momentum equal to the
vector that results from rotating the original momentum vector p with the ma-

trix Rû(α). The phase exp(−iλψ) acquired in a rotation depends on p, α and
û [27, expr. 9.7-12,10.4-25]. I will mostly use the case: Rz(φ)Ry(θ)|k ẑ λ〉,
for which ψ = 0.

2.3 Polarization and ±E+ iZH
Helicity can be used to describe the polarization of the field. The connection

between polarization and the vectors of well defined helicity |Φ±〉 ≡ ±E+ iZH
has important practical implications. Assuming positive energies and that the

electric field is a circularly polarized plane wave, Maxwell’s equations can be

used to compute the magnetic field and then compute ±E + iZH. One of
the two components, the one of helicity opposite to the helicity of the initial

plane wave, is zero. The other one is non-zero and is still a circularly polarized

plane wave with the initial handedness. This happens independently of the

momentum of the plane wave. Therefore, not only plane waves, but any



36 CHAPTER 2. THEORY

vector of well defined helicity has a zero component in one of the two G±
components of the coordinate representation. On the other hand, starting

with a linearly polarized plane wave as the electric field, produces components

in both G± and both of them will be circularly polarized plane waves with

opposite polarization handedness.

The separation achieved by ±E+ iZH is quite general and can be put to
practical use, for example in figuring out which dipolar sources emit radiation

of well defined helicity (2.7.3). Also, it is useful in the analysis of the helicity

of any field. For example, say that you use COMSOL or a similar program to

compute the near field of a complicated structure. COMSOL will produce the

electric and magnetic complex fields in the region that you specify. Now, what

can you do if you want to analyze the helicity content of such (possibly very)

complicated field?: Using ±E+iZH is likely going to be the best option. Doing
a Fourier transform of the obtained fields to get an expansion in plane waves

of well defined helicity is certainly much more complicated. My colleague Nora

Tischler exploited the fundamental helicity separation in ±E + iZH to figure
out the helicity decomposition of a complex near field. I will reproduce the

figures that she obtained in section 2.7.2.

2.4 TE / TM and Helicity

It looks like we have two choices for representing the polarization of the field

or, according to previous discussions, the degree of freedom that scalar fields

do not have: TE/TM or helicity (±).
A given operator in M can be expanded in the two different polarization

bases. Denoting now by η the other three numbers and by ↑ / ↓ the TE/TM
character we can write (2.7) either:

S =
∫ ∫

dη̄dη
(
αη̄η|η̄ ↑〉〈↑ η|+ βη̄η |η̄ ↑〉〈↓ η|+ χη̄η|η̄ ↓〉〈↑ η|+ γη̄η |η̄ ↓〉〈↓ η|

)
,

(2.66)

or, using helicity ±

S =
∫ ∫

dη̄dη
(
aη̄η |η̄ +〉〈+ η|+ bη̄η |η̄ +〉〈− η|+ c η̄η |η̄ −〉〈+ η|+ d η̄η |η̄ −〉〈− η|

)
.

(2.67)

For each pair (η̄, η) there is a 2×2 matrix which contains the information
about polarization changes:

Sη̄η(±) =
[
aη̄η bη̄η
c η̄η d η̄η

]
, Sη̄η(↑↓) =

[
αη̄η βη̄η
χη̄η γη̄η

]
. (2.68)

The relationship between the two bases is easy enough (2.60) and the

matrix to change between them is

1√
2

[
1 1

1 −1

]
. (2.69)
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2.4.1 Helicity preservation in the TE/TM basis

Many systems have been traditionally analyzed in the TE/TM basis. Examples

of those are: The Fresnel formulas for planar multilayer systems, the Mie

scattering coefficients for spheres and the analysis of propagating modes of

waveguides. The question that I now address is, what are the conditions for

helicity preservation when the scattering operator S is expressed in the TE/TM

basis?

For a helicity preserving S, all of the Sη̄η(±) are diagonal. In the ↑ / ↓
basis, this means that:

1√
2

[
1 1

1 −1

]−1 [
aη̄η 0

0 d η̄η

]
1√
2

[
1 1

1 −1

]
=

Sη̄η(↑↓) =
1

2

[
aη̄η + d

η̄
η aη̄η − d η̄η

aη̄η − d η̄η aη̄η + d
η̄
η

]
=

[
αη̄η βη̄η
βη̄η αη̄η

] (2.70)

So, helicity is preserved when the scatterer “treats” the TE and TM polar-

izations equally: Maintains them and flips them with the same coefficients.

This result will become handy when analyzing the effect that a microscope

objective has on helicity (Chap. 3).

2.4.2 The symmetries connected to the TE/TM character

Duality symmetry implies the preservation of helicity. What is the TE/TM

number preserved by? In other words, what is the symmetry linked to TE/TM?

I now explore this question. I will now show that the TE/TM number is related

to spatial inversion symmetries but cannot be linked to a unique symmetry

transformation. This is an important difference between TE/TM and helicity.

To start, let me consider only the polarization degree of freedom. The

TE/TM vectors are linear combinations of the eigenvectors of helicity:

| ↑〉 = 1√
2
(|+〉+ |−〉) , | ↓〉 = 1√

2
(|+〉 − |−〉) . (2.71)

Since parity flips helicity (see Tab. 2.2), Π|±〉 = |∓〉, we would have that the
| ↑↓〉 are the eigenstates of parity

Π| ↑〉 = | ↑〉, Π| ↓〉 = −| ↓〉, (2.72)

and that parity is the symmetry linked to TE/TM. At this point, though, I

have not considered the scalar degrees of freedom. When they are included,

the story is not so simple anymore.

Obviously, we cannot ignore the action of Π in the other three numbers

describing the scalar properties. For example, parity changes momentum:

|p (s/p)〉 are not eigenstates of parity. On the other hand, the momentum of a
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plane wave is invariant under any mirror reflection across a plane containing it.

Hence, the TE/TM plane waves are eigenstates of one such mirror operation

Mû = ΠRû(π)

Mû|p ↑〉 = Mû
1√
2
(|p +〉+ |p −〉) = |p ↑〉,

Mû|p ↓〉 = Mû
1√
2
(|p +〉 − |p −〉) = −|p ↓〉.

(2.73)

where û ·p = 0 and the facts that helicity is invariant under rotations and flips
under parity have been used. The planar multilayer problem is diagonal in the

TE/TM plane wave. Here is the symmetry reason for it: Take any plane wave

as the input of the scattering problem of a planar multilayer system. There

is always a plane that contains the momentum of the input plane wave and is

perpendicular to the multilayer. Reflection across this plane is a symmetry of

the multilayer, and the TE/TM plane wave is an eigenstate of this reflection.

Besides the TE/TM character of the polarization, if ẑ is the stacking direction,

the system must also preserve (px , py ) because of transverse translational

symmetry. This is exactly what the Fresnel formulas reflect [53, Chap. 2.8.1].

In the multipole basis, the three indexes referring to scalar properties are

invariant under parity because H and J commute with Π. This shows why the

TE/TM multipoles are eigenstates of parity and the Mie problem is completely

diagonal in this basis. All four numbers of a TE/TM multipole are preserved

upon scattering off a sphere.

In conclusion, the TE/TM description of polarization is related to spatial

inversion symmetries but, contrary to the helicity case, cannot be tied to a

unique transformation.

Actually, the transformation built from the TE/TM eigenstates

| ↑〉〈↑ | − | ↓〉〈↓ |, (2.74)

is not even a symmetry of Maxwell’s equations (2.19). The action of (2.74)

is to flip helicity without doing anything else. To see that Maxwell’s equations

are not invariant under (2.74), we only need to transform (2.39) with the

matrix [
0 I

I 0

]
, (2.75)

to see that the form of the equations changes (the signs of the two curl

operators change).

One thing is always true, though: sums and subtraction of modes with

well defined helicities are the relevant constructions for the analysis of systems

with any spatial inversion symmetry; be it parity, mirror reflections or improper

axis of rotation.

Therefore, there are important differences between TE/TM and helicity.

The TE/TM character does not, by itself, define a symmetry in electromag-

netism. To obtain a valid symmetry, the transformation derived from the
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TE/TM character must be extended to include changes in the scalar degrees

of freedom. There is no unique extension, although the different extensions

are always some form of spatial inversion. On the other hand, helicity gener-

ates the electromagnetic duality symmetry, which acts only on the non-scalar

degree of freedom, and the TE/TM eigenstates are produced as sum and

subtraction of two modes which differ only in their helicity eigenvalue. In

light of this, and of the contents of Sec. 2.2.1, one may say that helicity

and duality are the fundamental operator and symmetry transformation of the

electromagnetic non-scalar degree of freedom, i.e, the polarization.

2.5 General vectors with well defined Jz

Bessel beams with well defined helicity will have a prominent role in one of the

application chapters. In this section, I will derive them by first constructing the

most general vector with well defined third component of angular momentum

Jz , and then particularizing it to obtain Bessel beams. At the end of the

section, I will talk about the special case of a single plane wave, and how

in this case, helicity and angular momentum are correlated, contrary to the

general situation.

I start with a way to build the plane wave basis of well defined helicity

alternative to the way in (2.61)-(2.63). Any plane wave of momentum p and

helicity λ can be obtained from |(0, 0, |p|), λ〉 by rotation ([27, expr. 9.7-12],
Tab. 2.4 and [56]):

|p λ〉 = Rz(φ)Ry(θ)|(0, 0, |p| = k), λ〉, (2.76)

Upon rotation, the momentum of the initial plane wave changes: Ends up

pointing towards that (θ, φ) direction. The helicity does not change. Momen-

tum does not commute with rotations, but helicity does (Tab. 2.4). Addi-

tionally, these particular rotations (2.76) do not imprint any phase term to the

resulting plane wave. Therefore, the whole plane wave basis can be built with

suitable rotations of |(0, 0, |p| = k), λ〉 states for k ∈ (0,∞).
Consider now the following construction:

|Φn〉 =
∫ ∞

0

dk

∫ π

0

dθ sin θ

∫ π

−π
dφ exp(inφ)Rz(φ)Ry (θ)

(
ckθ+ |(0, 0, k),+〉+ ckθ− |(0, 0, k),−〉

)
.

(2.77)

The beam in (2.77) is an eigenstate of Jz with eigenvalue n. This can be

seen by applying a rotation Rz(β)|Φn〉, and verifying that the state transforms
into itself times a phase factor exp(−inβ) with the following steps: Using that
a rotation is a linear operator, that two successive rotations along the same

axis are equivalent to a single rotation by the sum of the two angles and the
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change of the φ integration variable φ → φ̄ − β. The important action is in
red:

Rz(β)|Φn〉 =∫ ∞

0

dk

∫ π

0

dθ sin θ

∫ π

−π
dφ exp(inφ)Rz(β)Rz(φ)Ry(θ)

(
ckθ+ |k ẑ,+〉+ ckθ− |k ẑ,−〉

)
=

∫ ∞

0

dk

∫ π

0

dθ sin θ

∫ π+β

−π+β

dφ exp(inφ)Rz (β + φ)Ry (θ)
(
ckθ+ |k ẑ,+〉+ ckθ− |k ẑ,−〉

)
=

∫ ∞

0

dk

∫ π

0

dθ sin θ

∫ π+β

−π+β
dφ exp(in(φ̄ − β))Rz(φ̄)Ry (θ)

(
ckθ+ |k ẑ,+〉+ ckθ− |k ẑ,−〉

)
=

exp(−inβ)
∫ ∞

0

dk

∫ π

0

dθ sin θ

∫ π+β

−π+β
dφ exp(inφ̄)Rz(φ̄)Ry(θ)

(
ckθ+ |k ẑ,+〉+ ckθ− |k ẑ,−〉

)

= exp(−inβ)|Φn〉
(2.78)

To take the last step, I have used the fact that the shift in the integration

interval due to the change φ→ φ̄−β is irrelevant because the argument inside
the integral is 2π-periodic in the integration variable.

Equation (2.77) can be extended to include evanescent modes without af-

fecting the validity of the derivation in (2.78). This is worth explaining in some

detail. Evanescent electromagnetic modes exist at the interfaces of different

media and exhibit a rapid decay of intensity in the direction perpendicular to

the interface. For example, if the eigenvalue of Pz is an imaginary number

with positive imaginary part, the exp(ipzz) spatial dependence results in ex-

ponentially decaying intensity for increasing z . In order to obtain an imaginary

pz we need the norm of the transverse momentum to be larger than the wave

number: p2x + p
2
y = p2ρ > k2. Then pz/k = +

√
1− p2ρ/k2 is an imaginary

number while k2 = p2ρ + p
2
z is still met. Since sin θ = pρ/k, imaginary pz ’s can

be achieved in (2.77) by changing the integral in θ to one in
pρ
k with an infinite

upper limit

∫ π

0

sin θ dθ =

∫ 1

0

pρ√
1− p2ρ

dpρ
k
→
∫ ∞

0

pρ√
1− p2ρ

dpρ
k
, (2.79)

and the rotation Ry (θ) to Ry (arcsin
pρ
k ). The evanescent components will

be those with
pρ
k > 1. It is easy to verify that when

pρ
k > 1 the first ro-

tation Ry(arcsin
pρ
k ) changes pẑ into exactly the desired momentum vector

p = [pρ, 0, i
√
p2ρ − |p|2].

When the evanescent modes are included, and since the coefficients ckθ±
are arbitrary, the construction in (2.77) is the most general beam with well

defined Jz . I will use this construction in Chap. 3 to discuss the relationship

between angular momentum and polarization.
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2.5.1 Bessel beams of well defined helicity

Bessel beams of well defined helicity will play a central role in Chap. 3. The

following constructive procedure allows us to appreciate their well defined quan-

tities.

By setting

ckθλ = δ(k − k0)δ(θ − θ0), ckθ−λ = 0, (2.80)

in (2.77), we obtain modes of well defined helicity λ, energy ck0, third com-

ponent of linear momentum pz = k cos θ0 and third component of angular

momentum equal to n. These are Bessel beams of well defined helicity [57, 58].

|p| = k0

p̂x

p̂z
p̂y

1)

θ0

2)

Ry(θ0)

φ

3) exp(inφ)Rz(φ)

θ0

4)

Figure 2.4: 1) Start by taking a plane wave with well defined helicity and

momentum k0ẑ. 2) Rotate it by θ0 along the y axis. 3) Rotate it by φ along

the z axis and weigh it by exp(inφ). Repeat this process for all φ until the whole

cone is filled 4). All the plane waves have the same helicity and momentum

length, so helicity and energy are well defined. All of them have the same

projection onto p̂z : pz = k cos θ, which is hence also well defined. The text

explains in detail why Jz is well defined and equal to n.

The picture of a Bessel beam as a cone in the momentum representation

is a nice geometrical image. Fig. 2.4 illustrates its construction process. In

Chap. 3 I am going to need to use them in the coordinate representation.

After inserting the specified weights (2.80) into equation (2.77), substituting

the rotated plane waves by their explicit expressions (2.63), changing basis
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from [x̂, ŷ, ẑ] to [̂r, l̂, ẑ] and using

exp (ip · r) =
∑

m

imJm(pρρ) exp(im(arctan
py
px
− φ)) exp(ipzz) (2.81)

before performing the integral in dφ, one can finally obtain the real space

expressions in cylindrical coordinates of the Bessel beams with well defined

helicity (ρ =
√
x2 + y2, φ = arctan yx , z):

|k, pz , n,−〉 ≡ Cnpρ(ρ, φ, z) =
√
pρ
2π
in exp(i(pzz + nφ))×

(
i√
2

(
(1 +

pz
k
)Jn+1(pρρ) exp(iφ)̂r + (1−

pz
k
)Jn−1(pρρ) exp(−iφ)̂l

)
− pρ
k
Jn(pρρ)ẑ

)
,

|k, pz , n,+〉 ≡ Dnpρ(ρ, φ, z) =
√
pρ
2π
in exp(i(pzz + nφ))×

(
i√
2

(
(1− pz

k
)Jn+1(pρρ) exp(iφ)̂r + (1 +

pz
k
)Jn−1(pρρ) exp(−iφ)̂l

)
+
pρ
k
Jn(pρρ)ẑ

)
.

(2.82)

2.5.2 Helicity and angular momentum for plane waves

The derivation (2.78) that shows that the vector in (2.77) has an angular

momentum equal to n is independent of the weights ckθ± . In particular, it is

independent of helicity. In general, helicity and angular momentum are two

decoupled properties of the field. This decoupling can be appreciated by the

impossibility of associating a definite angular momentum to the eigenstates of

helicity depicted in the left and central parts of Fig 2.3. It is also reflected in

the fact that beams of well defined Jz , like Bessel beams or multipoles, can be

produced as arbitrary linear combinations of two modes of well defined helicity.

There is one important case where helicity and angular momentum are

related: A plane wave |p λ〉. The definition of |p λ〉 as helicity eigenstates
implies

Λ|p λ〉 = λ|p λ〉. (2.83)

Let me now expand the helicity operator in (2.83):

Λ|p λ〉 = J · P|P| |p λ〉 =
∑3
i=1 JiPi
|P| |p λ〉 =

Jxpx + Jypy + Jzpz
|p| |p λ〉 = Jp̂|p λ〉,

(2.84)

The second equality follows by applying the Pi operators to the plane wave and

obtaining the corresponding pi eigenvalues. Same with |P|−1. From (2.83)
and (2.84), it follows that the plane wave helicity eigenstates |p λ〉 are also
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angular momentum (Jp̂) eigenstates. This relationship connects helicity with

the rotational properties of |p λ〉, but only along the p̂ axis.
This can also be seen in (2.77) for the case of |(0, 0, k), λ〉. After set-

ting dθckθ± (ω, θ) = dθbk0± δ(θ − 0) and using the facts that Ry(0) = I and

Rz(φ)|(0, 0, k),±〉 = exp(∓φ)|(0, 0, k),±〉, we see that the integral on φ only
gives a non-zero contribution for n = +1 or n = −1, and that bk0+ is the only
remaining term when n = 1 while bk0− is the only remaining term when n = −1.
The angular momentum along the axis of the plane wave does determine its

helicity, and vice versa.

For the case of |−p λ〉, a derivation parallel to (2.84) leads to

Jp̂|−p λ〉 = −λ|−p λ〉. (2.85)

Using (2.84) and (2.85), it is easy to verify that the linear combinations

|p ± λ〉+ |−p ∓ λ〉 (2.86)

are also eigenstates of Jp̂ with eigenvalue n = ±λ.

2.6 Scattering as an operator in M

Consider the scattering situation in Fig. 2.5, and assume harmonic time de-

pendence exp(−iωt) for the fields.

Gin S Gout

(ǫ, µ)

Figure 2.5: Scattering problem. An object S is embedded in an infinite isotropic

and homogeneous medium with relative electric and magnetic constants (ǫ, µ).

An incident field Gin impinges on the object. The interaction of Gin with S

produces a scattered field Gout .

Gin is the field that would exist if the object S was not there. It is a solution

of Eqs. (2.19) and hence a member of M (see Sec. 2.2).
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The interaction of Gin with the charges in S produces induced currents j in

S. In turn, these currents give rise to the scattered field as12 [59, Eq. 50.8]:

Gout(r) = ik

∫

V

dr′G(r, r′)j(r′), (2.87)

where G(r, r′) =
(
I+ ∇∇

k2

) exp ik|r−r′|
|r−r′| is the Green tensor of the isotropic and

homogeneous medium surrounding S, and V is the volume of the object S.

G(r, r′) can be expanded by means of spherical wave functions, i.e. multi-

polar fields. The expansion contains two transverse and one longitudinal series

of linearly independent operators [51, Eq. 13.3.79]. Since, as mentioned be-

fore, only the transverse part of the fields is of interest, I will use the expansion

without the longitudinal terms (see for instance13 [60, Eq. (52)-(54)] or [61,

Eq. 4.5]):

G(r, r′) =
∑

j>0

j∑

n=−j

(−1)n+1
4π

(
M3jn(r)

(
M1jn(r

′)
)†
+ N3jn(r)

(
N1jn(r

′)
)†)

,

(2.88)

for |r| > |r′|. When |r| < |r′|, the superscripts (1, 3) must be interchanged
in the M and N functions. When multiplied by exp(−iωt), the Mjn and Njn
are real space representations of the multipolar states |ω, j(j + 1), n, s〉 and
|ω, j(j+1), n, p〉, respectively (see Sec. 2.2.2). The superscripts (1, 3) indicate
the kind of spherical radial function that they contain: Bessel or Hankel of the

first kind, respectively. The main differences between (M1, N1) and (M3, N3)

are that the former are finite at the origin and their behavior at infinity is that

of an “outgoing” plus an “incoming” wave, while the latter are singular at the

origin and at infinity contain only “outgoing” waves.

Since we are concerned about the field outside the scatterer, we can assume

|r| > |r′| for all r′ in V . After inserting (2.88) into (2.87) and performing the
volume V integral in r′ [7], Gout(r) is seen to be a linear combination of the

M3jn(r) and N
3
jn(r) modes. Their “outgoing” wave behavior at infinity makes

physical sense in a scattering problem.

The M3jn do not have a straightforward expansion into plane waves [60,

Eq. (46)]. Two expansions are needed, one for z > 0 and another one for

z < 0. The z = 0 plane, which contains the singularity, is excluded. Addition-

ally, both expansions contain evanescent plane waves. As mentioned before,

12In the form given in [51, Eq. 13.1.10], equation 2.87 has an extra term expressed as a

surface integral. For the scattering problem of Fig. 2.5, such surface can be chosen to be

a sphere of infinite radius. In this case, the transversality ([33, Chap. 10.6]) and fall off of

the scattered field causes the extra term to vanish.
13In [60], the author uses Mj,−n(Nj,−n) instead of the hermitian conjugates in (2.88). The

two are equivalent since the complex part of the modes is the azimuthal exp(inθ) dependence.

Other authors (e.g. [51, Eq. 13.3.79]) use cos(nθ) and sin(nθ) instead of exp(inθ); note

that these modes are not eigenstates of Jz .
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evanescent electromagnetic modes typically exist at the interfaces of different

media and exhibit a rapid decay of intensity in the direction perpendicular to

the interface. The evanescent plane waves in the expansions of M3jn have an

imaginary eigenvalue for Pz . For the z > 0 case, the sign of pz ensures that

the exp(ipzz) spatial dependence results in exponentially decaying intensity as

z increases. The opposite sign of pz ensures the decay of the evanescent plane

waves present in the expansion for z < 0 as z decreases.

Let me now distinguish two cases. The first one, when we are interested

in the scattered field at large distances of the scatterer, and the second one

when we are interested in the scattered field close to the scatterer.

In the first case, the field at each point r is, to good approximation [62,

Chap. 3.3.4], only dependent on the plane wave component with momentum

parallel to r. Therefore, Gout can be approximated as a single superposition

of plane waves [27, Chap. 7.5.2], which I will call G′out . It is hence clear that

G′out is a member of M, same as Gin. I will now assume that the induced

currents j are a linear function of Gin. This means that Gout (and G
′
out) are

linear functions of Gin. Therefore, there exists a linear operator T which acts

in M and maps the Gin input vectors onto the G
′
out output vectors.

At this point, I have reached firm ground in order for me to be able to apply

all the machinery about Hilbert spaces contained in Sec. 2.1.1 to the scattering

problem of Fig. 2.5. The total field at large distances to the scatterer can

be written G = Gin + G
′
out . To obtain an operator relating Gin with G, an

identity term must be added to T

S = I + T, (2.89)

S is typically called the scattering operator and it is the one that I will be using

most of the time.

In most of the applications of the following chapters, I will be dealing

with the scattered fields at large distances of the scatterer. When we are

interested in the scattered fields close to the scatterer, the situation is more

complicated. In order to define a scattering operator relating Gin with Gout ,

we need to pick one of the two semi-infinite spaces. If, for example, we

are interested in fields at z > 0, we would build a scattering operator Sz>0
whose resulting output field would only be valid for z > 0. And similarly

for z < 0. Note that the additional condition of being outside the scatterer

should also be met. Provided that we take these considerations into account,

it is still possible to use Hilbert spaces and the two operators (Sz>0, Sz<0)

to study the properties of scattered near-fields, including evanescent fields, by

means of symmetries and conservation laws. For example: Due to translational

symmetry, the evanescent wave produced by the total internal reflection of a

plane wave in a planar interface must have the same transverse momentum

components as the input.

To finalize this section, it is worth mentioning that absorption by the scat-
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terer results in a non unitary operator S which renders the norm of the output

vectors smaller than that of the input ones. Absorption reduces the total in-

tegrated energy of the field but does not change the eigenvalues of the energy

operator (the frequencies). For the latter to happen the system must be non

invariant under time translations, like for example an object moving away from

the source resulting in the Doppler effect. See Chap. 3.2 for a related discus-

sion. Independently of whether the system has losses or not, if it is invariant

under the action of a given operator (transformation), the scattering of an

eigenvector of such operator will only produce modes which are also eigenvec-

tors of the operator and have the same eigenvalue as the input mode. In this

respect, the applicability of symmetry arguments does not depend on whether

a system has losses or not.

2.6.1 A semi-analytical technique for scattering

The semi-analytical technique developed in [7] allows to compute the scatter-

ing operator in practical situations.

Consider a planar multilayer structure of arbitrary number of layers, thick-

nesses and electric constants ǫl , and magnetic constants µl = 1 for all layers.

Consider one (or several) objects embedded in the multilayer with constants

ǫ(r) and µ = 1. Note that this is a more general setting than the one depicted

in Fig. 2.5.

When particularized to the setting of Fig. 2.5, the technique in [7] allows

to obtain the operator T (see (2.89)) in the plane wave basis, i.e, it allows to

obtain the complex numbers

〈s p̄|T |p s〉, 〈s p̄|T |p p〉, 〈p p̄|T |p s〉, 〈p p̄|T |p p〉 (2.90)

for all (p, p̄).

The technique is based on the same ideas discussed in the previous sec-

tion. The currents inside the scattering objects induced by the input field

are proportional to (ǫ(r)− ǫl)EV (r), where EV (r) is the total field inside the
volume of the scattering objects. This internal field due to a |p s/p〉 input
can be obtained by means of known numerical techniques and/or commercial

software packages. Once EV (r) is known, a decomposition of the Green tensor

analogous to (2.88), but using plane waves instead of multipoles, can be used

to perform the integral in r′ and obtain the desired plane wave decomposition.

In its more general setting, the Green tensor of a planar multilayer system

is used instead of the one for a homogeneous and isotropic medium. The

functions that expand such Green tensor are then the eigenfunctions of the

multilayered structure [63].

The technique can be extended to spherical and cylindrical multilayer struc-

tures by using the expansion of the corresponding Green’s tensors in multipoles

or Bessel beams. It can also be extended to incorporate both magnetic layers

and magnetic scattering objects.



2.7. HELICITY PRESERVATION AND DUALITY SYMMETRY 47

I have used the code that implements the technique to produce the sim-

ulation results contained in [7], [64] and [65]. In particular, [7] contains the

exact14 radiation diagram for a subwavelength hole in a thin metallic film under

Gaussian illumination, including evanescent components.

2.7 Helicity preservation and duality symmetry

It is now time for the detailed discussion on helicity and duality.

Fig. 2.6 shows a graphical representation of helicity preserving and helicity

non-preserving scattering in the plane wave basis.

a)

Non-Dual

b)

Dual

Figure 2.6: (a) The helicity of an electromagnetic field is not preserved af-

ter interaction with a non-dual symmetric object. An incoming field with well

defined helicity, in this case a single plane wave of definite polarization hand-

edness (blue), produces a scattered field that contains components of the

opposite helicity (red). The helicity of the scattered field in panel (a) is not

well defined because it contains plane waves of different helicities. (b) Helicity

preservation after interaction with a dual symmetric object. The helicity of

the scattered field is well defined and equal to the helicity of the input field.

First of all, I need to discuss a key nuance in the use of duality symmetry in

light matter interactions. It is about the extra transformation of the sources

that Zwanziger used to prove that the whole electrodynamic theory is invariant

under the simultaneous action of the duality transformation of the fields and

a similar extra transformation of the sources [32]. Let me write again the

equations in Sec. 1.2 with µ0 = ǫ0 = 1. Using real fields, Zwanziger showed

14Only limited by numerical accuracies, discretization errors, etc ..., not by simplifications

in the model.



48 CHAPTER 2. THEORY

that the microscopic equations with both electric and magnetic sources

∇ · E = ρe , ∇ ·H = ρg,
∂tE = ∇×H− je , ∂tH = −∇× E− jg.

(2.91)

and the Lorentz force that a field affects on a charged particle with both

electric and magnetic couplings

F = ρeE+ je ×H+ ρgH− jg × E, (2.92)

are invariant under the simultaneous action of the duality transformation of

the fields

E→ Eθ = E cos θ −H sin θ,
H→ Hθ = E sin θ +H cos θ,

(2.93)

and the extra transformation of the sources
[
ρe
je

]
→
[
ρe
je

]

θ

=

[
ρe
je

]
cos θ −

[
ρg
jg

]
sin θ,

[
ρg
jg

]
→
[
ρg
jg

]

θ

=

[
ρg
jg

]
cos θ +

[
ρe
je

]
sin θ.

(2.94)

Is this the kind of duality invariance that I am going to exploit in light

matter interactions? No, it is not. Zwanziger answered a question about the

entire theory. The question that he answered could be stated like this:

If in a universe where each fundamental particle (s) has some electric es and

magnetic gs charges, you perform all the possible electrodynamic experiments

and record the results: Can you then predict the results of the experiments

performed in another universe where the charges of the particles are ẽs =

es cos θ − gs sin θ, g̃s = gs cos θ + es sin θ? The answer, Zwanziger taught us,
is yes, you can, whatever the value of θ.

My questions are going to be of a different kind. What I am interested in

is the properties of scattering systems under duality transformations without

the extra source transformation in (2.94). I do not want to be able to

predict what would happen if I performed the same experiment in the other

universe. What I want to know is things like, for example, whether in this

universe the eigenstates of helicity are preserved upon interaction with

a scatterer. Considering the extra source transformation in this context is

analogous to, given an incident field, a scatterer and the corresponding scat-

tered field, asking whether if I rotate both the incident and scattered fields by

10 degrees are they going to be solutions of a new scattering problem with

the scatterer rotated by 10 degrees?: They will be, because of the invariance

of physical laws under rotations, but the question does not give information

about whether the scatterer preserves the eigenstates of angular momentum.
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In this analogy, Zwanziger’s result is equivalent to the invariance of physical

laws under rotation, and I am interested on whether the rotated fields will still

be a solution of the original unrotated scatterer or, equivalently, if the original

unrotated fields are a solution of the problem for the rotated scatterer.

Without the extra transformation of the sources (2.94), duality is not a

symmetry of the microscopic equations (2.91). The symmetry is broken in

the microscopic theory. In Sec. 2.7.1, I derive conditions on the electric and

magnetic components of hypothetical elementary charges that, had they been

met in Nature, would result in a dual symmetric microscopic theory. We, of

course, have no control on the properties of elementary charges. Nevertheless,

even though the symmetry is broken in our microscopic theory, I will also show

that the duality symmetry can be restored both for the macroscopic equations

and the dipolar approximation. The symmetry is restored when the constitutive

relations of the macroscopic medium or the polarizability tensor of the dipolar

scatterer meet certain conditions, respectively. In these two approximations

to the description of light matter interactions, we can have dual symmetric

helicity preserving scatterers. And we can also put the resulting theory to

practical uses (see the application chapters).

Before continuing, I want to recall the key feature of the
√
2G± = ±E +

iZH representation from Sec. 2.2. It separates the evolution equations, which

were coupled for E and H (2.19), into two sets of decoupled equations (2.39).

This is related to the discussion in Sec. 1.2.2 about the two helicities of the

photon living separate lives in free-space. From Sec. 2.2, it is clear that the

two helicities are also separated in an isotropic and homogeneous medium,

and we could model it with two separate Hilbert spaces M±. In the scattering

problem of Fig. 2.5, a non-dual symmetric S couples the two spaces M±.

In the next three subsections I derive the conditions that elementary charges,

macroscopic media and dipolar scatterers should meet in order to maintain

M± separated from each other.

Let me then start.

2.7.1 Splitting electrodynamics at the microscopic level

As far as we know from electrodynamic experiments, we can think of all el-

ementary particles as having only electric charge [32]. As I will show in this

section, particles with only electric charge are source of and interact with

fields of the two helicities simultaneously. This means that the microscopic

equations of electrodynamics break the helicity conservation law.

Let me start the analysis by assuming a more general situation where

elementary particles have both electric and magnetic charges of arbitrary value.

With the definitions (2.47)
√
2G± = ±E + iH the microscopic equations
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are:

∇ ·G± =
1√
2
(±ρe + iρg) = ρ±

i∂tG± = ±∇× G± −
i√
2
(±je + i jg) = ±∇×G± − i j±,

(2.95)

where the last equalities contain the definitions of ρ± and j±.

The Lorentz force can be written:

F =
(
ρ+G

∗
+ + i j+ × G∗+

)
+
(
ρ−G

∗
− − i j− × G∗−

)
≡ F+ + F−. (2.96)

To split electrodynamics into two separate uncoupled spaces, all the elementary

particles should only have charges of one of the two ± kinds. According to
(2.95) and (2.96), under the assumption of positive energies, each of the two

different kinds of ± charged particles would only interact with and produce
fields of one definite helicity, opposite for each kind of particle. An elementary

particle would have a single kind of± charge if its electric and magnetic charges
are related like gs = ies or like gs = −ies . The charge density and current due
to each particle would be either:

ρs+ = 0, ρ
s
− = −

√
2ρse , j

s
+ = 0, j

s
− = −

√
2jse , (2.97)

or

ρs+ =
√
2ρse , ρ− = 0, j

s
+ =
√
2jse , j

s
− = 0. (2.98)

Assuming that the es are real, the particles would have purely imaginary mag-

netic charge gs = ±ies . Their “helicity charges” (or “chiral charges”) q±
would be real.

In this hypothetical situation, all scatterers would preserve helicity. Upon

interaction with a field of well defined helicity, only the charges of the corre-

sponding kind present in the scatterer would react (2.96). In turn they would

produce a scattered field of the same helicity as the input field. The charges

of the other kind would not react. A scatterer composed by a single kind of

chiral charge would be invisible to the radiation of the opposite helicity.

Since, as it seems to be the case empirically, all elementary particles can

be modeled as possessing only electric charge, equations (2.95) and (2.96)

show that they mix the two helicities. The particles have both kinds of helicity

charge (±) simultaneously and, when reacting to the Lorentz force due to a
pure helicity field, they become sources of both kinds of field at the same time.

The helicity conservation law is broken at the microscopic level.

We have no control over the charges of the elementary particles. Nev-

ertheless, we can engineer objects to effectively show duality symmetry. We

can even make them invisible to fields of a particular helicity. The next two

sections contain the conditions for helicity preservation (duality symmetry) in

the macroscopic equations and in the dipolar approximation.
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2.7.2 Helicity preservation in the macroscopic equations

The microscopic equations with sources are an exact description of classical

electromagnetism. In many practical problems, though, it is impossible to

consider every electron and proton of the system. For example, in the prop-

agation of light in water. Through a series of approximations [33, Chap. 6],

the average effect of all those microscopic charges of the medium is collected

into a different set of equations where new fields D and B are introduced in

addition to E and H,

∇ ·D = 0, ∇ · B = 0,
∂tD = ∇×H, ∂tB = −∇× E.

(2.99)

and the specifics of the medium are collected in what is known as the consti-

tutive relations which relate the two pairs of fields

[
ZD

B

]
=

[
ǫ χ

γ µ

][
E

ZH

]
= M

[
E

ZH

]
. (2.100)

The components ofM are, in the coordinate representation, integro-differential

operators. Depending on the medium, M can be very simple like D = ǫE,B =

µH, for scalar electric constant ǫ and magnetic constant µ, like the host

medium of Fig. 2.5. M also can be very complicated, where the four 3×3
blocks of N are, in the coordinate representation, convolutions in time and

space [66]. The symbols ǫ, χ, γ and µ represent whatever is needed in each

case. They can be scalars or tensors, they can be constant or vary in space

and frequency, they can also encode losses in the medium. The only restriction

that is inherent in (2.100) is that the constitutive relations are linear. There

are media where the constitutive relations are not linear, like in a non-linear

crystal, and those are outside the scope of my thesis15. Note the generality of

the setup: Spatial dependency covers inhomogeneous media and boundaries

between different piecewise homogeneous media, frequency dependency cov-

ers materials with different properties at different frequencies, losses can be

included for example with complex ǫ and µ, etc ... .

Here is a key point. The description of macroscopic electromagnetism

needs both the equations in (2.99) and the constitutive relations (2.100).

Only the two together have all the necessary information. When checking

whether this or that transformation is a symmetry of macroscopic electro-

magnetism, one needs to verify that the transformation leaves invariant both

the equations and the constitutive relations. Alternatively, we can include

15Strictly speaking all media are non-linear but most of them behave linearly at low field

intensities.
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(2.100) into (2.99):

[
∇· 0
0 ∇·

] [
ZD

B

]
=

(
0

0

)
=⇒

[
∇· 0
0 ∇·

]
M

[
E

ZH

]
=

(
0

0

)
,

[
∂t 0

0 ∂t

] [
D

B

]
=

[
0 ∇×
−∇× 0

] [
E

ZH

]
=⇒

[
∂t 0

0 ∂t

]
M

[
E

ZH

]
=

[
0 ∇×
−∇× 0

] [
E

ZH

]
,

(2.101)

and check the invariance of these resulting expressions. Note that the right

hand sides of the first line in (2.101) are two dimensional vectors with zeros

in them, while the other zeros that appear in the expressions are 3×3 null
matrices. The different brackets are an attempt to mark this difference.

I will now derive the conditions for helicity preservation in the Riemann-

Silberstein representation (2.47). With

R =
1√
2

[
I i I

−I i I

]
, (2.102)

I can change equations (2.101) into:

R

[
∇· 0
0 ∇·

]
R−1RMR−1R

[
E

ZH

]
=

(
0

0

)

R

[
i∂t 0

0 i∂t

]
R−1RMR−1R

[
E

ZH

]
= R

[
0 ∇×
−∇× 0

]
R−1R

[
E

ZH

]
,

(2.103)

which gives

[
∇· 0
0 ∇·

]
N

[
G+
G−

]
=

(
0

0

)

[
i∂t 0

0 i∂t

]
N

[
G+
G−

]
=

[
∇× 0

0 −∇×

] [
G+
G−

]
,

(2.104)

with

N = RMR−1 =
1

2

[
ǫ+ µ− i(χ− γ) −ǫ+ µ− i(χ+ γ)
−ǫ+ µ+ i(χ + γ) ǫ+ µ− i(χ − γ)

]
. (2.105)

In order to have uncoupled evolution equations for the two helicities, N

must be block diagonal, which imposes that:

ǫ = µ, χ = −γ. (2.106)

It can be checked that a block diagonal structure is the necessary and suffi-

cient condition for N to be invariant under duality transformation D−1θ NDθ =
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N. Then, the equations transformed by duality (2.40) have the same form for

the original variables

[
G+
G−

]
and the transformed variables

[
G+
G−

]

θ

= Dθ

[
G+
G−

]

variables.

Conditions equivalent to (2.106) can also be found in [43]. The authors

use a definition of the duality transformation for time harmonic fields which is

restricted to a single value of θ = π/2 and involves the imaginary constant i .

Such definition is equivalent to the definition of the helicity operator. Since

duality is not used as a continuous transformation generated by the helicity

operator, the connection to the preservation of helicity eigenstates cannot be

made with such an approach.

When (2.106) is met, the evolution equations read:

[
i∂t 0

0 i∂t

][
ǫ− iχ 0

0 ǫ+ iχ

] [
G+
G−

]
= c

[
∇× 0

0 −∇×

] [
G+
G−

]
. (2.107)

Equations (2.106) are the condition for duality symmetry (helicity preser-

vation) for the macroscopic equations. Note that the value of Z is chosen

in (2.100). The decoupling of the M± spaces depends on Z. Note also that

K± = ±ZD + iB are the transverse vectors (and not G±). An analogous
analysis using K± gives the same helicity preservation conditions (2.106).

Before moving to the dipolar approximation, I am going to stress an impor-

tant feature of duality symmetry for the macroscopic equations: Its restoration

is independent of geometrical shape.

Shape independence

In the last section I have shown that, for the macroscopic equations, helicity

preservation upon scattering does not depend on the shape of the scatterer, but

only on the materials of which is made. This is quite powerful. After choosing

a basis, one of the four numbers will be preserved (or not) independently of the

shape of the scatterer. This simplification is priceless in practical applications.

This shape independence comes from the fact that the constitutive matrix

N can depend on space and, for instance, model a medium Ω composed of

different homogeneous and isotropic domains with arbitrary boundaries. As

long as (2.106) is met, the medium is dual and helicity is preserved.

In a medium like Ω, N has spatial discontinuities. Maybe we should worry

about this discontinuities when applying the transversality condition in (2.99),

where there are spatial derivatives? It should always be possible to write N

so that the boundaries between two media are not sharp. Instead, N can be

assumed to vary very fast near them so as to go from the (ǫ1, µ1) of one

side to the (ǫ2, µ2) of the other side in a continuous and differentiable way.

There is another approach that can handle abrupt discontinuities. Appendix

A contains a proof that uses the boundary conditions to arrive at the result
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that, in a piece-wise homogeneous, reciprocal, non-chiral (χ = γ = 0) and

isotropic media composed of domains with sharp arbitrary boundaries, duality

is restored (helicity is preserved) if and only if:

ǫi
µi
= constant for all domain i . (2.108)

The proof can be found in [18]. I include it in appendix A because it involves the

common boundary conditions and treats the shape of the boundary explicitly.

It may provide more insight than the dryer (although more general) result from

(2.106). It is also the first form in which I could prove this useful result. The

idea of choosing the reference Z =
√
µ/ǫ discussed above is at the core of

the proof, as one may guess by inspecting (2.108).

I will now give an example of the usefulness of the result.

My colleague Nora Tischler performed numerical simulations in order to

illustrate the independence of helicity conservation from geometry in complex

systems. The helicity change (Fig. 2.7) for two different dielectric structures

in free space was analyzed: A cylinder, which is symmetric under rotations

along its axis, and a curved panflute like structure without any rotational,

translational or spatial inversion symmetry. Two versions of each structure

were simulated, corresponding to two different materials: the first one models

the properties of silica by setting ǫ = ǫglass = 2.25 and µ = µglass = 1. In the

second material duality is enforced (2.108), by setting ǫ = µ = ǫglass = 2.25.

The incident field is a circularly polarized plane wave (i.e. it has well defined

helicity) with momentum vector parallel to the red arrows in the figure. Its

electric field is −(x̂ + i ŷ)/
√
2 exp(kz − ωt). In the case of the cylinder, the

momentum direction is aligned with the axis of the cylinder. The intensities

of the two helicities (±) were computed as |E ± iH|2. Figure 2.7 shows that
helicity is conserved independently of the spatial symmetries, whenever Eq.

(2.108) is fulfilled, i.e. under conditions of duality symmetry.

Equation (2.108) predicts the results of Fig. 2.7 in a straightforward way.

As far as I know, this cannot be done with any other existing approach.

Finally, a nice check of (2.108) is to verify it in two of the few analytically

solvable electromagnetic scattering problems: A planar multilayer system and a

sphere. When imposing condition (2.108), the Fresnel coefficients are identical

for the two (TE and TM) polarizations for any plane wave impinging on the

multilayer. This implies helicity preservation (Sec. 2.4.1). The same is true

for the Mie coefficients representing the scattering of TE and TM multipoles

off a sphere: They are identical when (2.108) is met, implying preservation

of the multipoles of well defined helicity. These derivations are included in

Appendix B and in the supplementary information of [18].

2.7.3 Helicity preservation in the dipolar approximation

The scattering of electromagnetic waves by systems whose individual dimen-
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Figure 2.7: Impact of the different symmetries on the field scattered by

two dielectric structures. The upper row shows the scattered intensity (in

coordinate space) for a symmetric cylinder and the lower row for a panflute

like shape without any rotational or spatial inversion symmetry. The displayed

area is 700x700 nm. The calculation plane is perpendicular to the z axis and

20 nm away from the surface of the scatterers opposite to the one where the

incident field comes from. The length and diameter of the cylinder are 200

nm. The panflute is made of cylinders of different lengths and diameters, the

longest one is 200 nm long and the total panflute’s width is around 200 nm. In

(a) and (c) the structures have ǫ = 2.25, µ = 1, while in (b) and (d) duality

symmetry is enforced by setting ǫ = µ = ǫglass = 2.25. The incident field is a

plane wave of well defined helicity equal to 1, momentum vector pointing to the

positive z axis and a wavelength of 633 nm. The left half side of each subfigure

corresponds to the scattered field with helicity equal to the incident plane wave;

the right half is for the opposite helicity. For color scaling purposes, the right

half side is multiplied by the factor in the upper right corner. The (lack of)

cylindrical symmetry of the structures results in (non-)cylindrically symmetric

field patterns, which is consistent with the geometry of each case. On the

other hand, both scatterers behave identically with respect to conservation of

helicity, which is seen to depend exclusively on the electromagnetic properties

of the material. Simulation performed by Nora Tischler.

sions are small compared with a wavelength is a common and important occur-

rence. In such interactions it is convenient to think of the incident (radiation)

fields as inducing electric and magnetic multipoles that oscillate in definite

phase relationship with the incident wave and radiate energy in directions other
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than the direction of incidence. The exact form of the angular distribution is

governed by the coherent superposition of multipoles induced by the fields and

in general depends on the state of polarization of the incident wave. If the

wavelength of the radiation is long compared to the size of the scatterer, only

the lowest multipoles, usually electric and magnetic dipoles, are important.

So starts section 10.1.A of Jackson’s book [33]. It is the perfect intro-

duction to this section. Chapters 9 and 10 of [33] contain the derivations

justifying the last sentence. Typically, the dipolar approximation can be ap-

plied to scatterers that are at least ten times smaller than the wavelength.

So, in the context of scattering (Fig. 2.5) I am now dealing with elec-

tromagnetically small things. For example, molecules typically meet the small

size requirement at optical wavelengths. As Jackson wrote, the dipolar ap-

proximation is very common in the study of light matter interactions. I will

now derive the helicity preservation conditions in this approximation.

With the always present linearity assumption, the small scatterer S located

at point r0 can be modeled as an operator P that relates the incident electric

E and magnetic H fields at point r0 with the induced electric p and magnetic

m dipoles:

[
p(t)

m(t)

]
= P

[
E(r0, t)

H(r0, t)

]
=

[
α
pE

α
pH

α
mE

α
mH

][
E(r0, t)

H(r0, t)

]
. (2.109)

P is decomposed into its four 3 × 3 blocks, which are labeled using an obvi-
ous notation. A very common setting in the applications that use the dipolar

approximation is that of polarizability tensors (the technical name for P ) that

vary with frequency. In such case, it is advantageous to work with monochro-

matic fields F̂(r, ω) exp(−iωt) since P is then constant for each frequency. For
a general non-monochromatic input field the total response can be obtained

by linearly decomposing it into monochromatic fields. Dropping the “hats”

and the exp(−iωt) dependency from both sides:

[
p(ω)

m(ω)

]
= P

[
E(r0, ω)

H(r0, ω)

]
=

[
α
pE
(ω) α

pH
(ω)

α
mE
(ω) α

mH
(ω)

] [
E(r0, ω)

H(r0, ω)

]
(2.110)

From now on, I will drop the ω and r0 as well.

I am after helicity preservation. Therefore, the field radiated by the induced

dipoles must preserve the helicity of the incident field. I will first obtain the

relationship that must hold between p and m in order for their combined

emission to have a well defined helicity. Then, I will find the conditions that

P must meet so that incident fields with well defined helicity induce dipoles

which produce a scattered field with the same well defined helicity.

For the first task, I consider the field emitted by an electric dipole p and

a magnetic dipole m located at the same point in an infinite homogeneous
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and isotropic medium with electric and magnetic constants (ǫ, µ). I denote

by (Ep,Hp) the fields produced by the electric dipole p and (Em,Hm) those

produced by the magnetic dipole m. The total fields are the sum of the fields

radiated by the two dipoles

E = Ep + Em,H = Hp +Hm, (2.111)

from which we can obtain the two helicity components:

G+ = (Ep + Em) + iZ (Hp +Hm) ,

G− = − (Ep + Em) + iZ (Hp +Hm) .
(2.112)

A total field with well defined helicity equal to +1 will have no component of

helicity equal to -1, thus

G− = − (Ep + Em) + iZ (Hp +Hm) = 0. (2.113)

To solve (2.113), I use the relations in [33, Chap. 9.3]. According to Jackson,

a magnetic dipole m produces electric and magnetic fields (Em,Hm) which are

related to the electric and magnetic fields (Ep̄,Hp̄) produced by an auxiliary

electric dipole p̄ in the following way:

p̄ =
m

c
, Em = −ZHp̄, Hm =

1

Z
Ep̄. (2.114)

Note that, for now, p̄ and p are not related. Using (2.114) we turn (2.113)

into

Ep − iZHp = iEp̄ + ZHp̄. (2.115)

Equation (2.115) must be met in all points of space. The radiated fields

depend linearly on the dipole vectors. The solution is hence

p̄ = −ip, which means m
c
= −ip. (2.116)

The corresponding steps for a well defined helicity equal to -1 result in p̄ = ip,

or m/c = ip.

In summary:

p = ±im
c

(2.117)

are the only two cases when an electric and magnetic dipoles at the same point

produce a field with well defined helicity, respectively equal to ±1. Both types
of dipole must be present for it.

I can now advance to the last part of the program and find the conditions

on the polarizability tensor P under which the helicity of the incident field is

preserved in the scattered field due to the induced dipoles in (2.110). First, I

will change the representations of the incident fields and the induced dipoles

in equation (2.110) in order to separate the two helicity components. For the
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fields, G± is obviously the right choice. For the dipoles, in light of (2.117),

the transformation q± = 1/
√
2 (p± im/c), separates the dipolar components

that produce fields with well defined helicity. The transformation matrices are

T1 =
1√
2

[
I iZ

−I iZ

]
, T2 =

1√
2

[
I i

c I

I − ic I

]
. (2.118)

With the use of these matrices, I transform equation (2.110)

T2

[
p

m

]
= T2PT

−1
1 T1

[
E

H

]
(2.119)

into [
q+
q−

]
= T2PT

−1
1

[
G+
G−

]
. (2.120)

In light of (2.120), the condition for helicity to be preserved is that T2PT
−1
1

must be 3×3 block diagonal, which then imposes:

α
pE
= ǫα

mH
, α

mE
= −

α
pH

µ
. (2.121)

When (2.121) is met, we obtain

[
q+
q−

]
=



α
pE
− i
√
ǫ
µαpH 0

0 α
pE
+ i
√
ǫ
µαpH



[
G+
G−

]
. (2.122)

It is clear from the derivations that a field with well defined helicity incident

upon a small scatterer whose polarizability tensor meets (2.122) will only in-

duce the dipole of type (2.117) that corresponds to its helicity. The resulting

scattered field radiated by such dipole will preserve the helicity of the incident

field. The conclusion is that, for scatterers described by their polarizability

tensors, the relations in (2.121) are the necessary and sufficient conditions

for helicity preservation, or equivalently, duality symmetry. In [44], the au-

thors arrive at conditions (2.121) as one of the necessary conditions for zero

backscattering of an electrically small object. In Chap 4, I will clarify the re-

lationship between zero backscattering and duality. I will also give you some

examples of small realistic scatterers that meet (2.121) in Chap. 6.

Right now, I would like to pay some attention to the transformation prop-

erties of P under spatial inversion.

From the fundamental definitions of the electric and magnetic dipole mo-

ments associated to a charge density ρ(r) and corresponding current density

j(r) [33, Chap. 9.2,9.3]:

p =

∫
dr rρ(r), m =

∫
dr r × j(r) (2.123)
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and the transformation properties of ρ(r) and j(r) under parity, one can deduce

the transformation properties of p and m under parity. With the convention

that the charge density ρ is a scalar under parity and r → −r, then p → −p.
On the other hand, since j(r) does change sign under paritym→ m. Combined
with the transformations of the fields E→ −E and H→ H, we can obtain the
properties of P under spatial inversion:

[
α
pE

α
pH

α
mE

α
mH

]
Π→
[
α
pE

−α
pH

−α
mE

α
mH

]
. (2.124)

Remember that P is what we have assumed fully characterizes the electro-

magnetic response of the scatterer S. Relations (2.124) allow us to draw a few

conclusions. For example: Objects that are invariant under parity, like a sphere

or a cylinder, must feature a polarizability tensor P with α
pH
= α

mE
= 0. If

parity leaves the object invariant, parity must leave P invariant, which, accord-

ing to (2.124) demands α
pH
= α

mE
= 0. Chiral objects, i.e. objects that are

not super imposable onto their mirror reflections 16, must have non-zero α
pH

or α
mE
.

Finally, just a brief comment about the two approximations, macroscopic

and dipolar. Both approximations are useful in practical cases, as you will see

in the application chapters. Consider a dielectric sphere embedded in vacuum.

According to the macroscopic result (2.106), only when ǫsphere = µsphere is

the system dual, regardless of the size of the sphere. But, as shown in [67],

the dipolar approximation trades the stringent ǫsphere = µsphere condition

for a relationship between the radius and electric constant ǫsphere (assuming

µsphere = 1). It is important to remark that the dipolar approximation is

made in order to reach Eq. (2.121). Its use in lieu of (2.106) is limited by the

electromagnetic size of the sphere.

2.8 Scattering off a cone

In this section, I will analyze the scattering off a cone by means of symmetries

and conservation laws. Let me go back to the example of the cone of Fig.

1.1, and the two transformations that leave it unchanged. Rotation along the

z axis Rz(α) and mirror reflection across the xz plane, Mŷ.

The task for this section is to learn as much as possible about the scattering

properties of the cone by using symmetries and conservation laws. The first

thing is to expand its S operator in some basis. Assuming that the cone does

not preserve helicity: How do we choose the basis?

16The proper definition of chirality means breaking all possible spatial inversion operations;

including parity, mirror reflections and mirror reflections followed by a discrete rotation. There

is more discussion about chiral objects in Chap. 5.
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x̂

ẑ
ŷ

0)

θ

a) b)

Figure 2.8: The cone in (0) is left unchanged by a rotation along the z axis

(b), or a mirror reflection across any plane containing the z axis, for example

across the xz plane.

The problem is that Rz(α) and Mŷ do not commute (Tab. 2.2). We

cannot have a complete basis of simultaneous eigenvectors of Jz and Mŷ.

Actually, Jz anticommutes with Mŷ:

M−1ŷ JzMŷ = −Jz . (2.125)

which means that, for an eigenstate of Jz , the action of Mŷ is

Mŷ|n〉 = |−n〉, (2.126)

up to a phase which can be set17to 1 as in the equation above. Together with

the clue of mixing both helicities when the scatterer has inversion symmetries

(Sec. 2.4.2), and the discussion on [27, Sec. 11.1.2] one may guess that

|ñ τ〉 = 1√
2
(|n +〉+ τ |−n −〉) , (2.127)

for τ = ±1, is an interesting choice. In particular |ñ τ〉 is an eigenstate of Mŷ
with eigenvalue τ : Mŷ|ñ τ〉 = τ |ñ τ〉.
I still need two numbers to define the working basis. Energy commutes

with both Rz and Mŷ and will be preserved upon scattering because the cone

is time translational invariant18. A last choice compatible with H, Rz and Mŷ
is Pz . Pz will not be preserved by the cone since displacing it along the z axis

changes the system. If we complete the description of the modes in (2.127)

we find linear combinations of Bessel beams of well defined helicity:

|ω, pz , ñ τ〉 =
1√
2
(|ω, pz , n +〉+ τ |ω, pz ,−n −〉) . (2.128)

17One gets to choose the phase resulting from the action of one of the mirror operators

which contain the ẑ axis [27, Sec. 11.1.2]. Once the choice is made, the rest of the operators

will introduce an n dependent phase.
18Consequently, the eigenvalues of energy, i.e, the frequencies ω do not change. A counter

example would be a cone moving away from the source. The frequency of the scattered field

would change by the Doppler effect.
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I will now concentrate the discussion in the ñ and τ numbers and drop ω

and pz from the notation. We know that ω will be preserved and settle already

for not considering the changes in pz .

The modes in (2.128) are eigenstates of Mŷ with eigenvalue τ = ±1 and
the cone is invariant under Mŷ, therefore, τ is preserved upon scattering

〈τ̄ m̃|S|ñ τ〉 = 〈τ̄ m̃|M†ŷSMŷ|ñ τ〉 = τ̄τ〈τ̄ m̃|S|ñ τ〉 =⇒
〈τ̄ m̃|S|ñ τ〉 = 0, unless τ = τ̄ .

(2.129)

On the other hand, their angular momentum is not well defined, and this

couples two different modes: ñ and −ñ.

〈τ −ñ|S|ñ τ〉 [S,Rz ]=0=
τ

2
(〈− n|S|n +〉+ 〈+ −n|S|−n −〉) [S,Mŷ]=0= τ〈− n|S|n +〉 6= 0,

(2.130)

The two symmetries of the cone are used in (2.130) to relate the coupling be-

tween the ñ and −ñ modes to the helicity transfer coefficient for an eigenstate
of Jz . If the cone were to have duality symmetry, this coupling would vanish.

Note also that:

〈τ ñ|S|ñ τ〉 = 1
2
(〈+ n|S|n +〉+ 〈− −n|S|−n −〉)

[S,Mŷ]=0
= 〈+ n|S|n +〉 = 〈− −n|S|−n −〉.

(2.131)

Consider now the transformation T = Rz(
π
2n ):

Rz

( π
2n

)
|ñ τ〉 = Rz

( π
2n

) 1√
2
(|n +〉+ τ |−n −〉) =

1√
2

(
exp

(
−i π
2n
n
)
|n +〉+ τ exp

(
i
π

2n
n
)
|−n −〉

)
= −i |ñ −τ〉.

(2.132)

Therefore, T interchanges the two τ modes and also leaves the cone in-

variant. Then, one can show that the two τ modes have the same scattering

coefficients:

〈τ ñ|S|ñ τ〉 = 〈τ ñ|T−1ST |ñ τ〉 = 〈−τ ñ|S|ñ −τ〉. (2.133)

On the other hand, T = Rz(
π
2n ) is not going to work for n = 0. Actually,

there is no transformation that leaves the cone invariant and changes |0̃ τ〉
into |0̃ − τ〉. Then, (2.133) does not hold and the two modes can have
different scattering coefficients. If the cone had duality symmetry, these two

modes would have the same scattering coefficients because:

〈τ 0̃|S|0̃ τ〉 [S,Dθ]=0=⇒ 〈τ 0̃|D−1
π/2
SDπ/2|0̃ τ〉 = 〈−τ 0̃|S|0̃ −τ〉 (2.134)

There is another sense in which |0̃ τ〉 is special: There is no other mode
|−0̃ τ〉 to couple to. We say that the |0̃ τ〉 represent two invariant subspaces
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of dimension one. Each of them stays “inside” itself upon interaction with

S. For ñ 6= 0, the dimensionality of the subspaces invariant under S is two
| ± ñ τ〉, and would only reduce to one for a helicity preserving system.
All these findings are only based on symmetry arguments. They will hold

for any system with the same symmetry properties. For example, a cylindrical

hole in a layer of metal on top of a glass substrate like the one in the Preface. I

will analyze such system in detail in Chap. 3 and show you that the transmitted

power of the two |0̃ τ〉 modes differs by more than one order of magnitude.
Another example of a system with the same symmetry is the setup leading to

the Stark effect: Placing an otherwise rotationally symmetric atom in a static

and homogeneous electric field. The direction of the field is the only axis of

rotational symmetry left. The whole system is still invariant under reflections

across planes containing this axis. We should therefore expect the atom to

also have a τ dependent response for |0̃ τ〉.
In my opinion, we have learned quite a bit about the cone without much

work. Most of the applications will require just a bit more effort, but not much

more. Some of them will be even simpler than the cone.

2.9 Discussion of the approach

Studying light matter interactions by means of symmetries and conservation

laws using the framework of Hilbert spaces has its virtues and its limitations. I

would like to briefly comment on the ones that I have come across during my

research.

The approach has important virtues. The conclusions reached by sym-

metry arguments are typically of very general character because the exact

details of the system under consideration are not invoked. As discussed in

the previous section, the scattering properties of the cone that I derived using

symmetry arguments apply also to a nanohole in a metallic film or an atom in

an electric field. Also, the use of abstract vectors and operators in M ensures

that the arguments rely only on the algebraic properties of M, common to

every representation of M. Then, the results apply to all representations of

M. In physics, this formalism is most heavily exploited in quantum mechanics.

Many advances in the general theory of Hilbert spaces and linear systems have

been motivated by quantum mechanics. By using the Hilbert space approach

to classical electromagnetic scattering, these advances can be directly taken

advantage of. Actually, the setting and results also mostly19 apply to single

photon states since they have the same algebraic structure as classical fields.

They do not apply to multiphoton states, which require an extension to prod-

ucts of spaces, i.e. M2 =M⊗M for a two photon state, hence the limitation
19Their direct application in single photon experiments with absorbing scatterers would

require some modifications because of the finite probability that the photon is absorbed and

the scattering is zero.
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to linear scatterers.

Arguably, the most serious limitation of the approach is that it is, quite of-

ten, only qualitative and not quantitative. When a system has a symmetry, the

corresponding conservation law allows to make quantitative statements. When

the system lacks a symmetry we cannot, in general, make quantitative state-

ments about the changes of the non-preserved eigenvalues and eigenvectors.

Other means of analysis involving the detailed description of the system, not

only its symmetries, are then typically needed to obtain quantitative results.

With respect to the duality restoration conditions in (2.108) and (2.106),

their validity is that of the approximations implicit in the macroscopic equa-

tions. Jackson argues that the macroscopic equations are not valid for objects

less than 10 nanometers in size [33, Chap. 6.6]. The applicability of the du-

ality condition for the dipolar limit (2.121) is correspondingly bounded by the

ratio of the size of the object to the wavelength of the radiation.

Finally, I would like to mention again two properties of helicity, one for the

fields and one for the scatterers. They captivate me because of their extreme

simplicity in a normally very complex (scattering) world.

For a field of well defined helicity and considering positive frequencies only,

one of the two ±E+ iZH combinations is always zero everywhere, no matter
how complicated may E and H be. The orthogonality of the two helicity

components of the field manifests itself in a blunt way: No need to perform

the integrals typically involved in the inner product. I can not think of another

operator whose eigenstates have this property.

For a scatterer, the fact that it preserves or does not preserve helicity is

not affected by translations or rotations, which renders this property immune

to possible positioning and orientation errors in practical scenarios.
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Appendix A

Duality symmetry at media
boundaries

Let me consider an inhomogeneous medium Ω composed of several material

domains with arbitrary geometry. I assume that each domain i is homoge-

neous and isotropic, and fully characterized by its electric ǫi and magnetic µi
constants (with ǫ0 = µ0 = 1). In each domain, the constitutive relations are

hence B = µiH, D = ǫiE, and the curl equations for monochromatic fields

read

∇×H = −iωǫiE, ∇× E = iωµiH. (A.1)

Using Λ = k−1∇× (2.56) and ω = k0 = k/
√
ǫiµi we obtain

ΛH = −i
√
ǫi
µi
E, ΛE = i

√
µi
ǫi
H. (A.2)

Note that to arrive at this result, the fact that the wavenumber in each medium

is k = k0
√
ǫiµi has to be used in the expression of the helicity operator. Now,

we can normalize the electric field E→
√
ǫi
µi
E, to show that inside each of the

domains, we can recover the exact form of Maxwell’s equations in free space.

Clearly, if we want to have a consistent description for the whole medium Ω,

the normalization can only be done when all the different materials have the

same ratio ǫiµi = α ∀ i . In this case, the electromagnetic field equations on the
whole medium Ω are invariant under the duality transformations of (2.93).

I need to study the matching of the fields at the interfaces between the

different domains, where the material constants are discontinuous. In the

absence of free currents and charges, the electromagnetic boundary conditions

impose the following restrictions on the fields n̂×(E1−E2) = 0, n̂×(H1−H2) =
0, n̂ · (D1 − D2) = 0 and n̂ · (B1 − B2) = 0. Where n̂ is the unit vector
perpendicular to the interface. The boundary conditions can be seen as a real

space point to point transformation of the fields. For example, at a particular

65
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point r on the interface between domains 1 and 2, the boundary conditions

may be interpreted as the following linear transformation:

[
E2(r)

H2(r)

]
= diag(1, 1,

ǫ1
ǫ2
, 1, 1,

µ1
µ2
)

[
E1(r)

H1(r)

]
, (A.3)

where I have oriented our Cartesian reference axis so that ẑ = n̂.

With the duality transformation in matrix form:

[
Eθ
Hθ

]
=

[
I cos θ −I sin θ
I sin θ I cos θ

] [
E

H

]
= Dθ

[
E

H

]
.

It is a trivial exercise to check that the transformation matrix of (A.3) com-

mutes with Dθ if and only if ǫ1/µ1 = ǫ2/µ2. In such case, the fields in each of

the two media can be transformed by Dθ while still meeting the boundary con-

ditions at point r. I can now vary r to cover all the points of the interface and

repeat the same argument: The fact that Dθ does not depend on the spatial

coordinates allows to reorient the reference axis as needed to follow the shape

of the interface between two media (n̂ = ẑ). The derivation is hence indepen-

dent of the shape of the interface, and we can say that the boundary conditions

are invariant under duality transformations when ǫ1/µ1 = ǫ2/µ2. The above

derivations show that both the equations and the boundary conditions in Ω

are invariant under (2.93) when

ǫi/µi = constant for all domain i . (A.4)

The conclusion is that, independently of the shapes of each domain, a piecewise

homogeneous and isotropic system has an electromagnetic response that is

invariant under duality transformations if and only if all the materials have the

same ratio of electric and magnetic constants. In this case, since helicity is

the generator of duality transformations, the system preserves the helicity of

the electromagnetic field interacting with it.
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Multilayered systems and Mie
scattering

In this section I check that condition (2.108) in the main text

ǫi/µi = α ∀ domain i , (B.1)

is equivalent to helicity preservation in two analytically solvable scattering prob-

lems: A planar multilayer system and a sphere.

I will assume that the electromagnetic response of all media can be modeled

with constitutive relations of the type:

B = µH, D = ǫE, (B.2)

where µ and ǫ are scalars.

B.1 Planar multilayered systems

Planar multilayered systems are inhomogeneous systems that extend to infinity

in two spatial directions, while having finite or semi-infinite domains in the third

spatial direction (say z). These systems are best analyzed using plane waves

and the Fresnel equations for their reflection and transmission. The equations

can be found, for example, in [53, Chap. 2.8.1], and are valid for isotropic

layers.

Let me first consider the reflection off one of the interfaces of the multi-

layered system in terms of the s and p polarizations. When a s (p) polarized

plane wave reflects on a planar interface, its energy k, transverse momentum

[px , py ] and polarization character (s or p) remain unchanged (see Sec. 2.4.2).

The reflection coefficients depend on k, pρ =
√
p2x + p

2
y , the polarization and

the electric and magnetic constants (ǫ, µ) of the two media:

r s =
µcp

z
c − µmpzm

µcpzc + µmp
z
m

, rp =
ǫcp
z
c − ǫmpzm

ǫcpzc + ǫmp
z
m

, (B.3)
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where r s , rp are the reflection coefficients for the s and p polarizations, sub-

script m refers to the initial medium, subscript c refers to the second medium

where the plane wave reflects from and pz =
√
k2 − p2x − p2y =

√
k2 + p2ρ .

From the results in Sec. 2.4.1, the condition for a plane wave of well

defined helicity to preserve it after reflection is that r s = rp independently of

k2, px and py . It is easy to see that, in order to meet such condition in (B.3),

the electric and magnetic constants of both media must fulfill:

ǫc
µc
=
ǫm
µm

. (B.4)

By dividing all terms in r s by µm and all terms in r
p by ǫm, this conclusion

is reached immediately.

Using the transmission coefficient formulas in [53, Chap. 2.8.1], it can

be verified that this relation ensures the helicity conservation of the wave

transmitted onto the second medium as well: by successively applying this

method to the different layers we find that (B.4) is the condition that all layers

must fulfill so that helicity is preserved in the whole system. By demanding

helicity preservation in the multilayer we have reached Eq. (2.108).

B.2 Mie scattering

The Mie scattering theory treats the problem of a plane wave impinging on

an isotropic homogeneous sphere embedded in a different isotropic and homo-

geneous lossless medium. The problem is solved by decomposing the incident

plane wave in terms of multipolar fields, that is, waves of defined energy k,

squared angular momentum J2, angular momentum along an axis Jz , and par-

ity Π. Each of these modes preserves all of its characteristics upon scattering

off the sphere. It reflects off with a scattering coefficient which depends on

J2, Π and the electric and magnetic constants of the sphere and surrounding

medium [55, Chap. 9.25]:

as =
µmq

2js(qx)[xjs(x)]
′ − µc js(x)[qxjs(qx)]′

µmq2js(qx)[xh
(1)
s (x)]′ − µch(1)s (x)[qxjs(qx)]′

,

bs =
µc js(qx)[xjs(x)]

′ − µmjs(x)[qxjs(qx)]′

µc js(qx)[xh
(1)
s (x)]′ − µmh(1)s (x)[qxjs(qx)]′

,

(B.5)

where an and bn are the scattering coefficients for modes with Π = ±1 and
s(s +1) as the eigenvalue of J2, subindex c refers to the sphere and subindex

m to the surrounding medium, q = kc
km
=
√
ǫcµc
ǫmµm
, x = kmr =

2πr
λ0

√
ǫmµm, r is

the sphere radius and js(ρ) and h
(1)
s (ρ) are the spherical Bessel and spherical

Hankel functions of the first kind, respectively.
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Again, the condition for helicity conservation after scattering is that the

two scattering coefficients for the two different parity eigenmodes must be

identical.

By dividing the numerators and denominators of as by µc , and those of bs
by µm, it is seen that the two expressions are equal when:

µm
µc
q2 =

µc
µm

. (B.6)

Then, the condition for helicity conservation reads again,

ǫc
µc
=
ǫm
µm

. (B.7)
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Chapter 3

Spin and orbital angular
momentum: A symmetry
perspective

... and he again looked somewhat puzzled, as if I had

asked him to smell a higher symmetry. But he

complied courteously, and took it to his nose.

Oliver Sacks, “The Man Who Mistook His Wife for a

Hat and Other Clinical Tales”

In this chapter, I use symmetries and conservation laws to pinpoint the

underlying reasons for some notable effects that can be observed in focusing

and scattering. Note that the action of a lens can also be understood as

a scattering situation in the sense described in Sec. 2.6. The observation

of optical vortices in focusing and scattering is commonly attributed to the

transfer of electromagnetic spin angular momentum to electromagnetic orbital

angular momentum. In this chapter, I prove that the underlying reason is

very different in each case: Breaking of transverse translational symmetry in

focusing, and breaking of duality symmetry in scattering. The inconsistency

of the state of the art explanation can be traced back to the use of operators

(spin Sz and orbital Lz ) which, in the general case, break the transversality

of the fields they act on. These two operators are hence not operators in the

space of transverse fields M. On the other hand, their sum, i.e. the total

angular momentum Jz = Sz + Lz , is. The chapter also contains a study of

two transverse operators, acting within M which also sum to the total angular

momentum Jz . In particular, I derive the transformations that they generate.

These transformations are not rotations, as expected since these other pair

of operators do not obey the angular momentum commutation rules. The

transformations in question are related to frequency and helicity dependent

translations.
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Within the chapter, I analyze a scattering experiment by means of symme-

tries and conservation laws. This example shows that the framework developed

in Chap. 2 can be applied in practice in a straightforward manner.

LASER

LP QWP Lens Lens QWP LP

CCD

(a)

(b)

(c)

Figure 3.1: (a) Schematic representation of the experimental setup. The out-

put of a He-Ne laser (with wavelength equal to 632.8 nm) is passed through a

set of Linear Polarizer (LP) and Quarter Wave Plate (QWP) and focused with

a microscope objective of Numerical Aperture (NA) of 0.5 onto the sample.

The sample is a cylindrical hole of 400nm diameter on a 200 nm thick gold

layer on top of a 1 mm glass substrate. The transmitted light is collected

and collimated with another microscope objective of the same NA, analyzed

with another set of QWP and LP, and imaged with a Charged Coupled Device

(CCD) camera. (b) CCD image when the axis of the second LP is set to

select the input polarization. (c) CCD image when the axis of the second LP

is set to select the polarization orthogonal to the input one.

Figure 3.1 shows the experimental setup and results of a nanohole scat-

tering experiment1. The image in Fig. 3.1-(b) was obtained when the axis of

the second linear polarizer was set to select the input polarization. It shows an

Airy like pattern. This is the expected result from the diffraction of a focused

Gaussian laser from a sub wavelength hole. The image in Fig. 3.1-(c) was

obtained when the axis of the second polarizer was set to select the polariza-

tion orthogonal to the input one. It shows a very different mode from that of

3.1-(b). Similar results have been reported in [9, Fig. 4], [10, Figs. 2(c)-(d)],

and also more recently in [68, 69]. The two intensity minima of 3.1-(c) corre-

spond to two phase singularities (optical vortices) [70], and their appearance is

attributed to spin to orbital angular momentum transfer [9, 10, 11]. I will now

1This was my first (and so far only) contact with experimental physics. Assisted by

our common advisor A. Prof. Molina-Terriza, my colleague Xavier Zambrana-Puyalto and I

performed the experiment around June 2011 (see the Preface).



73

summarize the argument that is commonly used to explain these experimental

results.

The total angular momentum operator can be written as the sum of two

operators called spin angular momentum S and orbital angular momentum L:

J = S+ L. (3.1)

Their expressions in the coordinate representation are:

Sk = −iǫknm, L = −ir ×∇ (3.2)

where ǫknm is the totally antisymmetric tensor with ǫ123 = 1. Their third

components are:

Sz =



0 −i 0
i 0 0

0 0 0


 , Lz = −i∂θ, (3.3)

where θ = arctan(y/x).

The spin to orbital angular momentum transfer argument [11, 14] goes as

follows. The whole setup is cylindrically symmetric, therefore Jz = Sz + Lz
has to be preserved. Sz is associated with real space circular polarization

states with eigenvalues equal to ±1. Since the cross polarization measurement
resulting in 3.1-(c) measures a component of changed Sz , say from +1 to -

1, Lz must pick up the difference of 2 units of angular momentum. This

difference of 2 between the orbital angular momentum of the output and that

of the input is what causes the appearance of the two intensity minima of

Fig. 3.1-(c). The minima are the locations of two phase singularities (optical

vortices), which reflect the increase of the eigenvalue of Lz from 0 to 2.

The conversion between spin and orbital angular momentum is used to

explain phase singularities in numerical simulations of tightly focused fields as

well [13, 71, 72]. A detailed discussion about spin to orbital angular momentum

conversion can be found in [11].

From the point of view of symmetries and conservation laws, the spin to

orbital angular momentum conversion argument is not valid. This is immedi-

ately clear from the fact that, when considered separately, the components of

S and L are not operators in M. They break the transversality requirement

and throw vectors out of the Hilbert space of transverse Maxwell fields. In

general we have that, for |Ψ〉 in M:

(Sz + Lz )|Ψ〉 ∈M, Sz |Ψ〉 /∈M, Lz |Ψ〉 /∈M. (3.4)

Fig. 3.2 illustrates the transversality breaking action.

Another way of thinking of this is to consider that, after Sz or Lz act on

a solution of the free-space Maxwell’s equations, it generally ceases being a

solution. Yet another way is to observe that eigenstates of Sz cannot be used

to build a basis for M. This follows from the fact that eigenstates of Sz must
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a)

X

b)

Sz or Lz

c)

Figure 3.2: a) Pictorial representation of the Hilbert space of transverse

fields M. The transverse character is represented by the orthogonality of the

momentum (long arrows) and polarization (short arrows) of the members of

M. (b) An operator X in M takes transverse fields and converts them into

other transverse fields. Operators like the components of J and P obey this

rule. (c) Components of S or L do not obey the transversality rule. They

are not operators in M. The resulting fields are not solutions of Maxwell’s

equations, in the general case.

have zero component in the real space ẑ polarization and can therefore not be

used to expand a general field.

Accordingly, Si and Li do not generate any meaningful transformation in

electromagnetism. Indeed, the question of what symmetries are broken by a

scatterer that cause the change in the eigenvalues of Sz and Lz is not well

posed.

In Sec. 3.1, I will prove that what Fig. 3.1-(c) shows is helicity changing

in the scattering off the sample due to the breaking of duality symmetry. I will

also prove that, in focusing, the effects attributed to spin to orbital angular

momentum transfer are actually due to the fact that the lens changes the

momentum of the field due to its lack of transverse translation invariance.

The rest of the chapter is organized as follows. In Sec. 3.2 I will analyze two

alternative operators, which are operators in M, that have been shown to also

sum to J. Then, I will investigate the correlation between angular momentum

and polarization. Finally, in Sec. 3.4 I will reflect on the inconsistency of

the spin to orbital angular momentum explanation, and its relation with the

separate consideration of S and L.
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3.1 Symmetry analysis based on helicity and angular

momentum

The section of the setup in Fig. 3.1-a) between the two sets of wave plates

has the same symmetries as the cone in Sec. 2.8: Rotation along the z axis

Rz(α) and mirror reflection across any plane containing the z axis, for example

the xz plane. Instead of choosing the mirror symmetric modes of Sec. 2.8 I

will use Bessel beams of well defined helicity (2.82) to analyze the experiment:

|k, pz , n,−〉 ≡ Cnpρ(ρ, θ, z) =
√
pρ
2π
in exp(i(pzz + nθ))×

(
i√
2

(
(1 +

pz
k
)Jn+1(pρρ) exp(iθ)̂r + (1 −

pz
k
)Jn−1(pρρ) exp(−iθ)̂l

)
− pρ
k
Jn(pρρ)ẑ

)
,

|k, pz , n,+〉 ≡ Dnpρ(ρ, θ, z) =
√
pρ
2π
in exp(i(pzz + nθ))×

(
i√
2

(
(1− pz

k
)Jn+1(pρρ) exp(iθ)̂r + (1 +

pz
k
)Jn−1(pρρ) exp(−iθ)̂l

)
+
pρ
k
Jn(pρρ)ẑ

)
.

(3.5)

The idea is to analyze the transmission through the system block by block.

The input and output fields can always be expanded in the (3.5) basis, and

the symmetries of each block determine whether the eigenvalues of the four

operators (H, Pz , Jz and Λ) can or cannot change. In all the blocks, the self-

similar component of the total field2 is much smaller than the portion of the

field affected by the action of the scatterer. I will ignore the self-similar portion.

I start with the Gaussian laser going through the linear polarizer and quarter

wave plate (see Fig. 3.3). Since the input beam is collimated, the momentum

LASER

LP QWP

Figure 3.3: 632.8 nm Gaussian He-Ne laser input to a linear polarizer (LP)

and a quarter wave plate (QWP). To a good approximation, the output is a

linear combination of Bessel modes of well defined energy, angular momentum

and helicity, with a narrow distribution of longitudinal momentum components

around pz = k.

is mostly along the optical axis (z): pz ≈ k. The amplitudes of the com-

2The scattering operator S in (2.89) has a term proportional to the identity which reflects

the fact that a portion of the incident field is unchanged by the scatterer.



76 CHAPTER 3. SAM AND OAM: A SYMMETRY PERSPECTIVE

ponents with small transverse momentum
pρ
k =

√
1−

(
pz
k

)2
<< 1 are much

larger than those with large transverse momentum.

In this case, it is useful to consider the expressions (3.5) when
pρ
k → 0:

Cnpρ(ρ, θ, z) ≈
√
pρ
π
in+1 exp(ipzz)Jn+1(pρρ) exp(iθ(n + 1))̂r,

Dnpρ(ρ, θ, z) ≈
√
pρ
π
in+1 exp(ipzz)Jn−1(pρρ) exp(iθ(n − 1))̂l.

(3.6)

Assuming that the wave plates are set to select the real space r̂ polarization,

and since the Gaussian beam does not have a phase singularity exp(isθ) in its

dominant real space polarization component, the output must consist mostly

of C type modes with n = −1:

∑

pρ
k
→0

c input−1,pρ
|k, pz ,−1,−〉. (3.7)

Moving on to the microscope objective (see Fig. 3.4).

c
pρ
k
→0

−1

Lens

Figure 3.4: Microscope objective. Since it preserves energy, angular momen-

tum and helicity (see text), its action changes only the distribution of longi-

tudinal (transverse) momenta, increasing the weight of the smaller (higher)

components.

A perfect microscope objective preserves the energy and Jz since its re-

sponse is time invariant and the lens is cylindrically symmetric. The fact that

a perfect lens preserves helicity to a very good approximation is not obvious,

but has been discussed before [11]. In [17, App. C], you can find a formal

proof using the language of symmetries and conservation laws. I will briefly go

over the main ideas in it.

The most commonly used approximation for modeling a high numerical

aperture lens is called the aplanatic model [73]. Actually, microscope objec-

tive manufacturers strive to make them behave as aplanatic lenses. Assuming

monochromatic fields in the aplanatic model and a collimated input, the plane

wave decomposition of the field after the lens in real space cylindrical coordi-

nates can be written in terms of TE/TM polarization components (̂s, p̂) (see
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2.2.4) as:

Eout(ρ, φ, z) =
∫ π
0 sin θpdθp

∫
− π

πdφp
(
gs(θp, φp)̂sθpφp + gp(θp, φp)p̂θpφp

)
exp(ip · r),
(3.8)

where θp = arccos(pz/k) and φp = arctan(py/px). The dependence from the

input field comes in through the scalars

gs(θp, φp) = t(θp)
(
ŝθp=0,φp · Ein(f sin(θp), φp, z = z0)

)
,

gp(θp, φp) = t(θp)
(
p̂θp=0,φp · Ein(f sin(θp), φp, z = z0)

)
,

(3.9)

where f is the focal number of the lens and z0 a reference plane (see [73] for

details on the model).

Equations (3.8)-(3.9) constitute a mapping between real space polarization

components of the collimated input field and momentum space polarization

components of the focused output field. For my purpose here, it suffices to

highlight that the key assumption is that the t(θp) parameter in (3.9) is the

same for both s and p polarizations. This allows to prove that an aplanatic

lens preserves helicity [17, App. C]. In essence, the proof uses the results of

Sec. 2.4.1 to show that an aplanatic lens preserves helicity because it treats

the TE and TM components equally.

The lens thus preserves three of the four numbers that define the vectors

of the chosen Bessel beam basis; namely, the eigenvalues of H, Jz and Λ.

On the other hand, it clearly changes the transverse (longitudinal) momentum

distribution of the input mode: It bends the beam inwards. The distribution

of amplitudes, concentrated around pρ << 1 at the input, shifts towards

components of higher pρ. The eigenvalue of Pρ can change because the lens

lacks transverse translational symmetry on the xy plane.

In terms of the expansion coefficients, the lens can be seen as a block

which transforms the input expansion coefficients into output ones like:

c
pρ
k
→0

−1
Lens−−−→ c

pρ
−1.

The optical vortices in tightly focused fields [13, 71, 72] are indeed a direct

consequence of this change in momentum. Figure (3.5) shows the intensities

of the real space polarization components of a Bessel beam of well defined

helicity as a function of the transverse ρ coordinate for two pρ values, one small

and one large. The places where the change in pρ influences the expression of

the relevant Bessel beams are marked in red in (3.10).

C
pρ
−1(ρ, θ, z) =

√
pρ
4π
exp(ipzz)×

(1 +
pz
k
)J0(pρρ)̂r+ (1−

pz
k
)J−2(pρρ) exp(−i2θ)̂l− i

√
2
pρ
k
J−1(pρρ) exp(−iθ)ẑ.

(3.10)
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The value of pρ in (3.10) determines the relative weights of each real

space polarization component and hence the relative weights of the different

phase singularities hosted in them. For small pρ values, the l̂ and ẑ compo-

nents, which contain optical vortices, are much weaker than the dominant r̂

polarization which does not have a vortex (Fig. 3.5-(a)). For large pρ values

the non-dominant components gain relative weight (Fig. 3.5-(b)). As the lens

shifts the weight distribution towards modes with larger pρ values, the strongly

attenuated optical vortices of the input beam gain relative importance in the

focalized beam. This, and not spin to orbital angular momentum transfer is the

physical mechanism for the appearance of vortices in tightly focused beams.

0

1

2

3

A
.U
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ρk

|Er|
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a) pρ

k
= 0.1

0

1

2

−5 0 5
ρk

|Er|
2

|El|
2

|Ez|
2

b) pρ

k
= 0.9

Figure 3.5: Normalized field intensity for the right, left and longitudinal (̂r, l̂, ẑ)

real space polarization components for two C
pρ
k
→0

−1 modes, one with
pρ
k =

0.1 (a) and the other with
pρ
k = 0.9 (b). Note the scaling factors of the

non-dominant polarization components in the
pρ
k = 0.1 case. The l̂ and r̂

components host optical vortices.

c
pρ
−1

Figure 3.6: Only energy and angular momentum are preserved in the in-

teraction with the non-dual symmetric sample which also lacks longitudinal

translational symmetry.

It is now time to analyze the scattering off the sample (see Fig. 3.6).
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The (lack of) symmetries of the sample imply that H and Jz are preserved

and Pz is not. The fact that the collection lens collimates the beam before

the measurement apparatus makes the analysis of the change in Pz less im-

portant. The fourth number, the eigenvalue of helicity, is not conserved in

the interaction with the sample. Assuming all materials to be nonmagnetic

(µi = 1 ∀ i), the relative electric constants of the glass substrate (2.25) and
the gold film (-11.79+1.25i at 632.8 nm) violate the duality condition (2.108).

Let me assume that some portion of the incoming beam changes helicity in

the interaction, and D modes are created:

c
pρ
−1

scattering−−−−−−→ (cqρ−1, d
qρ
−1). (3.11)

Taking now into account the helicity preserving action of the second (col-

limating) microscope objective, the whole sequence of transformations before

the second set of wave plates can be summarized as

c
pρ
k
→0

−1
Lens−−−→ c

pρ
−1

Scattering−−−−−−→ (cqρ−1, d
qρ
−1)

Lens−−−→
(
c
qρ
k
→0

−1 , d
qρ
k
→0

−1

)
, (3.12)

and is graphically represented in Fig. 3.7.

c
pρ
k
→0

−1

Lens

c
pρ
−1

c
qρ
−1

d
qρ
−1

Lens

c
qρ
k
→0

−1

d
qρ
k
→0

−1

Figure 3.7: Graphical representation of the block by block transformations

of the expansion coefficients c and d corresponding to C and D modes with

helicity eigenvalue ∓1, respectively. The salient feature of the end to end
effect is the creation of modes of helicity different to the input one.

The salient feature of the overall system is the appearance of modes of

different helicity due to the interaction with a non-dual symmetric scatterer.

It is straightforward to show that these newly created modes are the ones that

produce the two minima in the image of Fig. 3.1-c). To do so, I first write

the coordinate representation expressions of the corresponding Bessel modes
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in the limit of small transverse momenta (3.6):

C
pρ
k
→0

−1 (ρ, θ, z) ≈
√
pρ
π
i2 exp(ipzz)J0(pρρ)̂r.

D
pρ
k
→0

−1 (ρ, θ, z) ≈
√
pρ
π
i2 exp(ipzz)J−2(pρρ) exp(−i2θ)̂l.

(3.13)

Now, an argument parallel to the one that I have used to determine the

composition of the input fields in Eq. (3.7) can be used to conclude that,

when the second linear polarizer is set parallel to the first one, the C
pρ
k
→0

−1

modes are dominant at the CCD; correspondingly, when it is set perpendicular

to the first one, the D
pρ
k
→0

−1 are dominant. The C
pρ
k
→0

−1 have non-zero intensity

in the center (ρ = 0), which matches Fig. 3.1-(b). The D
pρ
k
→0

−1 modes have

a phase singularity of order two (3.13) which corresponds to the two intensity

minima in Fig. 3.1-(b): High order phase singularities are inherently unstable

and always split into as many singularities of order one [8].

In conclusion, the underlying reason for the vortices observed in cylindrically

symmetric scattering experiments like [9, Fig. 4],[10, Figs. 2(c)-(d)] and

[68, 69] is not spin to orbital angular momentum transfer, but breaking of

electromagnetic duality symmetry.

3.1.1 Quantitative considerations on helicity change

In order to investigate the role of the aperture size, the experimental team

in the group carried out a systematic study of the helicity conversion in a

setup like the one in Fig. 3.1. They obtained power conversion ratios (Γ =

Pchanged/(Pchanged + Punchanged )) between roughly 0.05 and 0.4, depending

on the size of the nanohole. For example, it was 0.15 for a 300 nm diameter

hole. Please refer to [65] and to Fig. 3 in the experimental part of [74] for

more details. These conversion ratios are mainly due to the presence of the

nanohole. This can be concluded because measurements of helicity conversion

due only to the two microscope objectives gave Γ = 10−4, which is consistent

with the previously discussed helicity preservation in aplanatic lenses. Also,

even though conversion through the multilayer (without the hole) was hard to

measure3 due to the small transmitted power and the extinction ratios of the

linear polarizers (≈ 5× 10−5), a simulation of the helicity conversion through
the complete multilayer (without a hole) using perfect polarizers and lenses

gave Γ ≈ 4× 10−4.
A plausible explanation for the strong helicity conversion enhancement due

to the nanohole can be obtained by combining the relationship between helicity

eigenstates and eigenstates of spatial inversion operators discussed in Sec.

3An intensity pattern consistent with helicity change could be seen only after summing

together a large number of CCD images.
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2.4.2, with the role of resonances in the transmission of light through nanoholes

in metallic films [1, 75, 4]. The transmissivity of a nanohole in a metallic

film does not follow Bethe’s formula [76]. The difference is attributed to the

existence of plasmonic and other resonances in the structure, which get excited

by the incoming light and then re-radiate. The presence of the nanohole allows

to couple propagating light modes incident on it to non-propagating modes

(e.g. resonances) of the whole structure. Scattering by the nanohole produces

the large transverse momentum components (p2ρ > k2) that match those of

the evanescent non-propagating modes with imaginary pz eigenvalue (see Sec.

2.5). After accepting this mechanism, the helicity conversion enhancement

due to the nanohole is readily explained. As can be deduced from Sec. 2.4.2,

since the nanohole sample has mirror symmetries, the resonant modes will

be linear combinations of two modes of different helicity. These TE/TM

modes will not be degenerate because the structure is not dual. The incoming

helicity eigenstates contain both TE and TM components, so both TE and

TM resonances can be excited. After re-radiation, the outgoing mode will be

an equal amplitude sum of the two helicities. Therefore, helicity conversion is

greatly enhanced with respect to the case where the nanohole is not present,

the large transverse momenta are not produced and the evanescent mirror

symmetric modes are not excited.

3.1.2 Simulation results for different input modes

All the experimental work contained in [74] was done using either |n = 1, λ =
1〉 or |n = −1, λ = −1〉 as input modes. I have used the method in [7] to
obtain simulation results for other input modes: |n λ〉 modes with different n
and the mirror symmetric modes |ñ τ〉 = 1/

√
2 (|n +〉+ τ | − n −〉) introduced

in Sec. 2.8. The cone scattering results contained in Sec. 2.8 are relevant

for the nanohole sample described in Fig. 3.1 because the two systems have

and lack the same symmetries. They have Rz(α) symmetry and any mirror

plane of symmetry containing the z axis. They lack the three translational

symmetries, Mẑ and duality symmetry.

Fig. 3.8 shows the transmitted scattered power in logarithmic scale as a

function of ñ. For each |ñ τ〉 case, the input mode is a linear combination of
Bessel beams with a 632.8 nm wavelength and pz = k cos(π/6):

1√
2
(|ω pz n +〉+ τ |ω pz −n −〉) (3.14)

The output is collected with a microscopic objective of NA=0.9. The

sample is a hole of 300 nm of diameter in a 200 nm thick gold layer on top

of a 300 nm glass layer4. The magnetic constants of all layers are set to

unity and the electric constants of the gold and glass to -11.79+1.25i and

4Numerical limitations preclude the simulation of a realistic (much thicker) glass layer.
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|ñ τ〉 → |−ñ τ〉
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Figure 3.8: Nanohole transmitted scattered power in normalized logarithmic

scale for different input modes. Both transmission of the original modes and

conversion between modes coupled by the sample are shown. In the legend,

|a〉 → |b〉 indicates transmittivity from input |a〉 to output |b〉 modes. The
values are normalized to the transmittivity of the |ñ = 1 τ〉 mode: Γ =
log10(P/P|ñ=1 τ〉→|ñ=1 τ〉). The legend indicates the different pairs of modes

for which the transmissivities are equal due to symmetry reasons (see Sec.

2.8). The values of λ = ±1 are indicated by isolated ±, while the values of
τ = ±1 are indicated explicitly. The case ñ = 0 is special. The asymmetry
around ñ = 0 is consistent with the fact that the system does not have a

symmetry connecting the |ñ τ〉 modes with the | − ñ τ̄〉 modes. See the text
for a detailed explanation.
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2.25, respectively. All the transmissivity information for both |ñ τ〉 and |n λ〉,
including their respective power conversion to the | − ñ τ〉 and |n −λ〉 modes,
can be read off the graphs. The legend indicates the equivalences between

the results for |ñ τ〉 modes and |n λ〉 modes, which are immediate from the
symmetry analysis in Sec. 2.8.

The special character of the zero angular momentum modes is seen in

Fig. 3.8. According to the results of Sec. 2.8, ñ = 0 is the only case where

the transmissivity of the |ñ τ〉 modes can depend on τ . In this case, the
transmitted power is 30 times larger for the τ = −1 than for the τ = 1 case.
This is consistent with the fact that the surface plasmonic modes are TM

modes [77, Chap. 2.2], i.e. the subtraction of two otherwise identical modes

of opposite helicity (Sec. 2.2.3). Differences in the transmissivity of the two

modes have been reported in the literature for nanoholes [78] and also for

gratings with the same symmetries [79].

It is interesting to note that the |0 τ〉 modes are the only ones that have
both well defined mirror symmetry and angular momentum, the two symmetries

of the sample.

It is also worth mentioning that, in the laboratory, it is easier to use the

|n λ〉 modes than the |ñ τ〉 modes. Thanks to the equivalences in Sec. 2.8,
the information about the scattering of one set of modes can be obtained

using the other.

The results for ñ < 0 show more power in converted modes than on the

original modes. This suggests that other mechanisms of helicity conversion

besides the one outlined in Sec. 3.1.1 may exists: The coupling to resonant

modes of mixed helicity can at most produce and equal amount of converted

and non-converted power upon re-radiation. Systems where the power of the

helicity converted component is larger than that of the conserved helicity com-

ponent do exist [67]. In the examples provided in [67], the helicity conversion

ratio was seen to depend on the input mode. In any case, since the results

do not show the reflected power, a definitive assessment cannot be made of

whether the total scattered power of the changed helicity component is larger

than that of the preserved helicity component.

3.2 The split of angular momentum in two terms

In electromagnetism, the separation of the total angular momentum in two

components has its basis in the following fact. In the coordinate representa-

tion, the average of the total angular momentum of the field can be computed

as the sum of two averages [31, Chap. XXI §23], [33, probl. 7.27]:
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〈J〉 =
∫
dr r× (Et ×B) (3.15)

=

∫
dr (Et × At) +

∫
dr

3∑

i=1

E it(r×∇)Ait , (3.16)

where Et is the transverse part of the electric field and At the transverse part

of the vector potential5.

The use of the word average is purposeful. Typically, Eq. (3.15) is just

called the total angular momentum of the field. I will now explain why the

qualification average is appropriate. Consider a vector in M expanded in an

orthonormal basis of eigenvectors of Jz

|Φ〉 =
∑

ν,n

α(ν, n)|ν, n〉, (3.17)

where ν contains eigenvalues of other operators. It is straightforward to prove

that the third component of the vector 〈J〉 in Eq. (3.15) is nothing but the
real space calculation of the quantity:

〈Φ|Jz |Φ〉 =
∑

ν,n

n|αν,n|2. (3.18)

This can be seen in [80, §9, p. 151] and [33, Eq. 9.143] after the proper
normalizations are taken into account.

Equation (3.18) is the weighted average of the different Jz eigenvalues

of the modes present in the expansion of |Φ〉. The weights are the squared
norms of the expansion coefficients. Equation (3.18) is a sensible definition of

the average third component of the angular momentum of |Φ〉. Clearly, modes
with different angular momentum content can result in the same average value

of Eq. (3.15). In quantum mechanics, expression (3.18) is the average Jz of

the state |Φ〉.
The same considerations apply to the real space integrals used to compute

the energy, the momentum, and other properties of the fields. They are also

average values in the sense of (3.18). To verify this, it suffices to expand a field

in a basis of eigenvectors of the corresponding operator to reach an expression

similar to (3.18). Plane waves can be used for the energy and momentum

cases. Those integrals can be found in [80, §p, Eq. 33(a/b)]. For example,
it is appropriate to say that the scalar typically referred to as the energy of

the classical electromagnetic field is its average frequency. Again, the average

contains limited information: A field with an average frequency equal to the

5I have not used the vector potential in my thesis. Its relationship with the fields is:

H = ∇ × A, E = −∂tA + ∇φ, where φ is the scalar potential. The scalar and vector

potentials form a four-vector Aµ = (φ,A).
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transition energy of a system, may or may not be able to excite such transition

depending on whether the field actually contains a component with frequency

equal to the average.

Returning to the main discussion, the identification of the two parts of

equation (3.16) with spin and orbital angular momenta is tempting due to the

appearance of the operator L = −ir × ∇ and the relationship of the cross-
product with the spin-1 matrices representing S. But, when the standard

second quantization techniques are used to obtain expressions for the two

operators, they are found to not obey the commutation relations that define

angular momenta. The resulting Fock space operators are not6 S and L. After

the seminal work of Van Enk and Nienhuis in [81], several authors have studied

the properties of these “other” operators [82, 83, 84].

I will call these operators Ŝ and L̂, for the purpose of distinguishing them

from S and L. To summarize, the situation is the following one. Both pairs

of vector operators sum up to J:

J = S+ L = Ŝ+ L̂. (3.19)

S and L are angular momenta operators but, due to their transversality

violation (see Fig. 3.2), they are proper operators in the Hilbert space of

transverse fields M. Ŝ and L̂ are operators in M, but they are not angular

momenta. They will not be directly useful in questions regarding the rotational

properties of fields and scatterers. The question is then: What can they be

used for?

I will now study Ŝ and L̂, starting by deriving what the transformations

that they generate are.

The expressions for the Ŝ operators in the Fock space representation of

quantized modes with well defined momentum p and helicity λ = ± can be
found in [31, chap XXI. prob. 7],[62, Chap. 10.6.3], [81]:

ŜF =

∫
dp (n̂p,+ − n̂p,−)

p

|p| , (3.20)

where the n̂p,± are the number operators.

The expression for the Ŝ operator in the momentum representation of

classical fields can be deduced from [84, eq. 6] to be:

Ŝm =

∫
dp
p

|p| (|p +〉〈+ p| − |p −〉〈−p|) . (3.21)

In both (3.20) and (3.21), p are numbers: The three momenta eigenvalues of

the modes on which the operators act.

The commutation relations between Ŝ and L̂ were found to be exactly

the same in the two representations of Eqs. (3.20) and (3.21) ([85, 84]),

6Note that these two vectors of operators do obey the commutation relations of angular

momenta.



86 CHAPTER 3. SAM AND OAM: A SYMMETRY PERSPECTIVE

reflecting the fact that they represent the same algebraic structure. With εjkl
denoting the totally antisymmetric tensor with ε123 = 1, the commutation

relations read

[Ŝj , Ŝk ] = 0, [L̂j , L̂k ] = i
∑

l

εjkl(L̂l − Ŝl),

[Ŝj , L̂k ] = i
∑

l

εjkl Ŝl .
(3.22)

These are different from the commutation relations that define angular

momentum operators: [Jj , Jk ] = i
∑
l εjklJl . Clearly, neither Ŝ nor L̂ are

angular momenta. They do not generate rotations and, consequently, their

eigenstates are not necessarily preserved upon interaction with rotationally

symmetric systems. On the other hand, they may be preserved by systems

without rotational symmetry. I will later give examples of both these cases.

With the definition

Ŝ = Λ
P

|P| , (3.23)

which implies L̂ = J − ΛP/|P|, L̂ and Ŝ meet the commutation relations
in (3.22). This can be verified using that Λ commutes with both J and P.

For vectors in M, the action of Ŝ on the modes |p λ〉 of well defined mo-
mentum and helicity is the same as the one produced by (3.20) and (3.21)

in their particular representations. I can therefore take Ŝ in (3.23) as the

representation-independent expression of the operators in (3.20) and (3.21).

In order to further understand Ŝ and L̂, and to be able to use them in
the context of symmetries and conservation laws in light matter interactions,
I wish to obtain more insight into the exact action of the transformation
exp(−iβ · ΛP/|P|), where β is a real vector. I will try its action on simul-
taneous eigenstates of Λ and |P|. The test modes are hence monochromatic
modes with well defined helicity λ and frequency ω = |p| (in units of c = 1),
which I denote by |ω λ〉, ignoring any other well defined quantity. Note that
|ω λ〉 can be a superposition of modes with different momentum directions.
For simplicity, I study first a single component of Ŝ. I take the first com-
ponent of Ŝ, use it to generate the corresponding continuous transformation
with a real scalar parameter βx and apply such transformation to |ω λ〉. I
then manipulate this expression using the Taylor expansion of the exponential,
the fact that helicity and momentum commute, that Λ2 = I for transverse
electromagnetic fields (Sec. 2.2), and then substitute the operators Λ and |P|
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by their eigenvalues λ and ω:

exp (−iβxΛPx/|P|) |ω λ〉 =
∞∑

k=0

[
(−iβxΛPx/|P|)2k

(2k)!
+
(−iβxΛPx/|P|)2k+1

(2k + 1)!

]
|ω λ〉 =

∞∑

k=0

[
(−iβxPx/|P|)2k

(2k)!
+
(−iβxPx/|P|)2k+1 Λ

(2k + 1)!

]
Λ2k |ω λ〉 =

∞∑

k=0

(−iβxPx/|P|)2k
(2k)!

|ω λ〉+ λ
∞∑

k=1

(−iβxPx/|P|)2k+1
(2k + 1)!

|ω λ〉 =

exp (−i(λβx/ω)Px) |ω λ〉. (3.24)

The final expression in (3.24) is a translation along the x axis with displace-

ment λβx/ω. For a fixed value of βx , the magnitude of the translation depends

on the frequency of the field. The direction of the translation, i.e. whether it

is towards larger or smaller x values, depends on the helicity of the field.

Since the components of Ŝ commute, the derivation in (3.24) can be easily

extended to the case of exp(−iβ · ΛP/|P|), resulting in:

exp(−iβ · ΛP/|P|)|ω λ〉 = exp(−i(λ/ω)β · P)|ω λ〉. (3.25)

Equation (3.25) is a translation along the direction of the unitary vector β̂ =

β/|β| by a displacement equal to λ|β|/ω. The value of helicity λ controls the
direction of the translation along the β̂ axis, and |β|/ω its absolute value.
The particular case of monochromatic fields in the coordinate representa-

tion is worth examining because the action of exp(−iβ · ΛP/|P|) as a helicity
dependent translation can be very clearly seen. For a monochromatic field

of well defined helicity Fω±(x, y , z, t) = F̂±(x, y , z) exp(−iωt), it follows from
(3.25), that the action of exp(−iβ · ΛP/|P|) is

exp(−iβ · ΛP/|P|)F̂±(x, y , z) exp(−iωt) =
F̂±(x ∓ βx/ω, y ∓ βy/ω, z ∓ βz/ω, t) exp(−iωt),

(3.26)

where the anticipated spatial translation is explicitly seen in the displacements

of the cartesian coordinates.

Equations (3.24), (3.25) and (3.26), provide physical insight about the

transformations generated by Ŝ. Figure 3.9 depicts the helicity dependent

displacement experienced by a monochromatic Gaussian-like field upon appli-

cation of exp(−iβx Ŝx) or exp(−iβz Ŝz ).
I now consider the other part of the split. The transformations generated

by L̂ have a straightforward interpretation in relation with the transformations

generated by Ŝ. Since J = L̂+ Ŝ:

L̂ = J− Ŝ = J− Λ P|P| . (3.27)
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Figure 3.9: The diagrams on the left represent the transverse (a,c,e) and

longitudinal (g) intensity patterns of Gaussian-like monochromatic fields with

different helicity content. The diagrams on the right show the effect that

the application of transformations generated by Ŝ have on these fields. (a-f)

Effect of exp(−iβx Ŝx) on the transverse intensity pattern for (a, b) a field of
well defined helicity equal to one, (c, d) a field of well defined helicity equal to

minus one, (e, f) a field containing both helicity components. (g, f) show the

effect of exp(−iβz Ŝz ) on the longitudinal intensity pattern of a field containing
both helicity components.

Since rotations and translations along the same axis commute and helicity

commutes with all rotations and translations (Tab. 2.2), the transformations

generated by L̂ are trivially separated into those generated by Ŝ and those

generated by J. Referring again to the example of monochromatic fields, each

component of L̂, L̂i , generates a helicity dependent translation along the i-

axis followed by a rotation around the same axis. The order in which the two

operations are applied does not matter.

With the insight gained up to this point, I can now make some qualitative

considerations about light matter interactions using Ŝ and L̂.
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As discussed in Sec. 3.1, an aplanatic lens preserves helicity and the com-

ponent of angular momentum along its axis, say Jz . It does not preserve either

Ŝz or L̂z because the lensing action changes Pz . The lens is thus a cylindrically

symmetric system that does not preserve either Ŝz nor L̂z . On the other hand,

the natural modes of a straight electromagnetic waveguide of arbitrary cross-

section (see Fig. 3.10) will be eigenstates of Pz , and, if all the materials have

the same ratio of electric and magnetic constants, they will be eigenstates of

helicity (Eq. 2.108). Therefore, Ŝz can be used to classify the eigenmodes of

a non cylindrically symmetric system. These two examples illustrate the fact

that Ŝ and L̂ are not related to rotations.

(ǫ1, µ1)

(ǫ2, µ2) with
ǫ1
µ1
= ǫ2
µ2

Figure 3.10: Infinitely long waveguide of arbitrary cross section. The indicated

relationship between the electric and magnetic constants of the waveguide

(ǫ1, µ1) and those of the medium (ǫ2, µ2) make the system dual symmetric

(Eq. 2.108). The dual symmetric waveguide is also translationally invariant

along its axis and time invariant. Its eigenmodes can therefore be classified

using eigenvalues of Λ, Pz and H. They can also be classified using Ŝz , showing

that Ŝ is not connected with rotational symmetry.

I now discuss an application of one kind of simultaneous eigenstates of Ŝ.

Since the three components of Ŝ commute, there exist modes with simulta-

neously well defined values for the three of them. The eigenvalue of one more

independent commuting operator is needed to completely specify an electro-

magnetic field. Choosing helicity results in a plane wave of well defined helicity

|p λ〉. Choosing parity, which commutes with Ŝ since it simultaneously flips
the sign of both helicity and momentum, results in a so called standing or

stationary wave.
1√
2
(|p +〉 ± |−p −〉) . (3.28)

In the coordinate representation, the electric field of such a mode reads, for

p = pẑ:

(x̂+ i ŷ)

[
cos(p · r)
i sin(p · r)

]
exp (−iωt) . (3.29)

Fields similar to those in (3.29) were recently predicted to achieve an enhanced

interaction with chiral molecules [86]. This points towards a role for simulta-

neous eigenstates of Ŝ and parity in the study of the interactions of light with
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chiral molecules. On the other hand, it should be noted that the name “su-

perchiral fields” used in that work can be misleading because of the fact that,

while chiral objects undergo a fundamental change after a parity transforma-

tion, the fields in (3.29) are eigenstates of parity, and therefore stay invariant

after a parity transformation.

To finalize, I include one other instance where the Ŝ operator plays a role.

3.2.1 Ŝ and the Pauli-Lubanski four-vector

The Ŝ operators are related to the spatial part of a well known object in

relativistic field theory: The Pauli-Lubanski four-vector Wµ. The length of

the Pauli-Lubanski four vector WµW
µ is one of the Poincaré invariants used

to classify elementary particles [27, Chap. 10.4.3]. It is known [87, expr.

6.6.6] that for a massless field: Wµ = ΛPµ. For the space components Wk
k = 1, 2, 3, we have then that:

Wk = ΛPk = ΛPk
|P|
|P| = Ŝk |P| = ŜkH, (3.30)

where the third equality follows from the definition in (3.23) and the fourth

from the assumption of positive frequencies which selects the H = |P| option
and discards the H = −|P| from the massless condition H2 = |P|2. As far as
I know, relationship (3.30) has not been reported previously.

I also note that the four-vector operator (X̂, Π̂) defined in [88], with time

component equal to the “chirality” (X̂) and space component equal to the

“chiral momentum” (Π̂), which, in the present notation would be X̂ ≡ ΛH and
Π̂ ≡ ŜH, is exactly the Pauli Lubanski four-vector (X̂, Π̂) ≡ (ΛH, ŜH) = Wµ.

3.3 Angular momentum and polarization

I will now study a common interpretation of the split of the total angular

momentum. In the literature, the polarization of a field is often considered to

be a contributor to its angular momentum [89, 90, 39]. In general, though, the

polarization of the field is completely decoupled from its angular momentum,

as I will now show.

It is possible to give an argument for such decoupling from the constructive

way of generating solutions of the vectorial Helmholtz equation from solutions

of the scalar vector equations ([51, Sec. 13.1], [55, Chap. VII]) considered

in Chap. 2.2.2. The argument is that angular momentum is determined by

a scalar function, which gives rise to two transverse orthogonally polarized

fields. Making arbitrary linear combinations of those two modes will main-

tain the same angular momentum but vary the polarization degree of freedom

through its complete range of possible values. Polarization cannot affect an-

gular momentum. The same is true for the other properties that the vectorial

mode inherits from the scalar solution.
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I will now give a formal proof of the idea. Consider the construction (2.77)

of a general7 mode of well defined Jz :

|Φn〉 =
∫ ∞

0

dk

∫ π

0

dθ sin θ

∫ π

−π
dφ exp(inφ)Rz(φ)Ry (θ)

(
ckθ+ |(0, 0, k),+〉+ ckθ− |(0, 0, k),−〉

)
.

(3.31)

The mode in (3.31) is generated by a linear superposition of plane wave

modes. Each plane wave is initially built as a linear superposition of two

plane waves of well defined helicity (±) and initial momentum aligned with
the positive z-axis, p = (0, 0, |p| = k). The complex coefficients of the linear
superposition are ckθ± . As discussed in Sec. 2.5, the rotation Rz(φ)Ry (θ)

preserves the two helicity components and does not imprint any additional

phases on them. Therefore, the ensemble of ckθ± completely determine the

polarization of |Φn〉.
Crucially, the steps (2.78) in the proof that |Φn〉 is an eigenstates of Jz

with eigenvalue n are independent of ckθ± , that is, independently of polarization.

The argument holds for arbitrarily small non-null values of θ. It applies

for electromagnetic fields that fall within the paraxial approximation [91]. The

case of a single plane wave is different, as discussed in Sec. 2.5.2. The angular

momentum along the axis of the plane wave does determine its helicity, and

vice versa.

3.4 Discussion about the separation of J

Caution against the separate consideration of S and L for the electromagnetic

field can be found in reference books like [16, §16] and [15, p. 50]. In 1992,
Allen et al. published a seminal paper [92], where solutions of the paraxial

equation are used to argue the separate observability of Sz and Lz and propose

an experimental setup to measure Lz .

To this date, there has not been such experimental observation.

I have strong reservations about the validity of the conclusions reached in

[92]. The article uses the properties of solutions of the paraxial equation, which

are not solutions of Maxwell’s equations, to identify observable properties of

electromagnetic fields which, collimated or not, are solutions of Maxwell’s

equations. The properties of the two kinds of solutions and the algebraic

structure of the Hilbert spaces that they belong to are different. For exam-

ple, in the paraxial equation, the scalar and polarization parts of the solution

can be separately specified. It is then clear than two different generators of

rotations, one for the scalar part (Lz) and one for the polarization part (Sz ),

can exist. Real electromagnetic fields have a single such kind of observable:

7Evanescent components can be included by a change in the integration limits of θ. See

the discussion around (2.77). I will not include them here to avoid cluttering the notation.
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Jz . Nevertheless, one of the claims in [92] is that a paraxial photon has two

distinct observables connected to its rotational properties: Lz and Sz . This

amounts to suggesting that new observables for the field arise under the parax-

ial approximation. Physical reasons supporting such claim can not be found

in [92] nor anywhere else, as far as I know. I have also been unable to find a

systematic discussion on the domain of validity of the claimed Lz and Sz sep-

aration. Such discussion should necessarily contain a measure of the separate

observability as a function of the parameters involved in the approximation.

In any case, what seems to be uncontroversial is that, outside the paraxial

regime, separate consideration of Sz and Lz is meaningless. Several efforts

have been undertaken to rigorously extend the separation in the paraxial regime

to the non-paraxial regime, but have encountered fundamental difficulties [93,

94]. Accordingly, experiments with material particles trapped in the center of

a beam [95, 96, 97] have shown that the rotation rates of the particles depend

only on the total angular momentum Jz . Often the experimental results in

[89] are interpreted as showing separate measurement of Sz and Lz . In that

work, the particles were trapped away from the center of the beam. Since

Jz does not commute with Px or Py (Tab. 2.2), even if the beam is an

eigenstate of Jz with respect to its axis, a decomposition in Jz eigenstates

with respect to an off axis point will contain not one, but several modes with

different eigenvalues. Such multiplicity of modes is not considered in [89].

It is also important to note that all the cited experiments were carried out

using a microscope objective with high numerical aperture. In the strongly

non-paraxial regime of experiments like [89], the separation of Sz and Lz has

no theoretical support at all. The observation of two distinct kinds of angular

momentum transfer from the electromagnetic field to other objects, one due

solely to Lz and the other due solely to Sz , would indeed be extraordinary.

As mentioned above, there is no evidence of such observation in the paraxial

regime either.

Unfortunately, the idea that light possesses two distinct forms of angu-

lar momentum, spin an orbital, is deeply entrenched in the community, as an

online search quickly shows. The assessment of whether the relevant electro-

magnetic beams fit within the paraxial approximation is rarely made. This then

leads to inconsistent theories like spin to orbital angular momentum transfer.

As discussed, the appearance of optical vortices in focusing and scattering is

commonly explained as two instances of such transfer. As I have shown in Sec.

3.1, the appearance of the vortices is in fact due to the breaking of two dif-

ferent symmetries: Transverse translational symmetry in focusing and duality

symmetry in scattering. There are other notable phenomena that are explained

by spin to orbit, for example, the spin Hall effect of light [98, 99, 100, 101] or

the action of the so called “q-plates” [14]. Given that Maxwell’s fields do not

have spin or orbital angular momentum, the symmetry analysis of any instance

where the transfer explanation is used should result in new insights.
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The approach taken in this thesis to light matter interactions results in

predictions which can be experimentally verified [21, 20] (Chaps. 4 and 5),

answers the question of why there are observable changes [17] (this chapter),

why do notable phenomena happen [18, 22] (Chap. 4), and provides sufficient

insight for engineering purposes [20, 21, 19] (Chaps. 4-6). The separate

consideration of S and L has none of these features. For example: If the

sample in Fig. 3.1 was approximately dual like the small spheres studied in

[67], there will be no significant intensity in the image of the cross polarized

measurement. This prediction cannot be reached using S and L.
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Chapter 4

Forward and backward
scattering off systems with
discrete rotational symmetries

There is a noticeable general difference between the

sciences and mathematics on the one hand, and the

humanities and social sciences on the other. [...] In

the former, the factors of integrity tend to dominate

more over the factors of ideology. It’s not that

scientists are more honest people. It’s just that

nature is a harsh taskmaster.

Noam Chomsky

In this chapter, I will use symmetries and conservation laws to study the

electromagnetic forward and backward scattering properties of linear systems

with discrete rotational symmetries Rz(2π/n) for n = 1, 2, 3, . . . . I will show

that the scattering coefficients are restricted for systems with symmetries

of degree n ≥ 3: Along the axis of symmetry, forward scattering can only
be helicity preserving while backward scattering can only be helicity flipping.

These restrictions do not exist for systems with symmetries of degree n = 2

or the trivial n = 1. These results depend only on the discrete rotational

symmetry properties of the scatterer. In particular, they do not depend on the

(lack of) duality symmetry of the scatterer1.

I will also show that, if in addition to the discrete rotational symmetry of

degree n ≥ 3, the system has electromagnetic duality symmetry, it will exhibit
zero backscattering.

When n →∞, and the system reaches cylindrical symmetry, these results
provide the symmetry reasons underpinning the prediction in [102] of zero

1As I will show, this is because only two particular scattering directions are considered.

The field scattered in other directions is disregarded.
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backscattering for vacuum embedded spheres with ǫ = µ. In the same article,

the authors also find that upon scattering of such spheres, the state of polar-

ization of an incident plane wave is preserved independently of the scattering

angle. In this case, the underlying symmetry reasons can be seen to be the

simultaneous duality and mirror symmetries exhibited by the spheres.

These results could have applications in the engineering of structures for

polarization control and also in reducing the backscattering from solar cells.

The zero backscattering effect can also be used for testing the performance

of devices designed to achieve duality symmetry.

4.1 Description of the problem

In this chapter, the scattering problem that I am interested in has the following

characteristics

• The input field is a single plane wave with momentum vector pointing
to the positive z direction.

• Only two scattering directions are of interest:

– Forward: The scattered plane wave whose momentum is parallel to

the one of the input plane wave (ẑ).

– Backward: The scattered plane wave whose momentum is anti

parallel to the one of the input plane wave (−ẑ).

In general, there is scattering in other directions, but they are not con-

sidered in this chapter.

• The scatterers have discrete rotational symmetries, that is, they are
invariant under a rotation by a discrete angle 2π/n, where n = 2, 3 . . ..

See Fig. 4.1.

Note that this setting excludes the input used in the experimental setup of Fig.

3.1: The decomposition of such focused field in the plane wave basis contains

plane waves whose momentum is not aligned with the z direction.

4.2 Derivations and results

The first part of the analysis does not involve the duality symmetry. It only

involves the discrete rotational symmetries. Nevertheless, helicity is still rele-

vant because the problem is restricted to plane waves with momentum parallel

or anti parallel to a fixed axis. Let me particularize the results obtained in

(2.84) and (2.85) to the case of plane waves with momentum pẑ or −pẑ,
where p = |p|:

Jz | ± pẑ λ〉 = ±λ| ± pẑ λ〉. (4.1)
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x̂

ŷ

ẑ

Figure 4.1: Systems with discrete rotational symmetries Rz(2π/n) of degree

n = 2, 3, 4. Left panel: Prisms. Right panel: Unit cells of two dimensional

arrays. Note that the coordinate axes have different orientation in the two

panels.

In the case of |pẑ λ〉, the eigenvalues of Λ and Jz coincide, while for |−pẑ λ〉,
they have opposite sign. Accordingly, the properties of |±pẑ λ〉 under rotations
along the z axis are:

Rz(α)| ± pẑ λ〉 = exp(∓iαλ)| ± pẑ λ〉. (4.2)

I will also need their hermitian conjugate version:

〈λ ± pẑ|Rz(α)−1 = (Rz(α)| ± pẑ λ〉)†
(4.2)
= exp(±iαλ)〈λ ± pẑ|. (4.3)

The helicity dependent forward (τλλ̄f ) and backward (τ
λλ̄
b ) scattering co-

efficients are the following matrix elements of the scattering operator S:

τλλ̄f = 〈λ̄ pẑ|S|pẑ λ〉, τλλ̄b = 〈λ̄ −pẑ|S|pẑ λ〉, (4.4)

where λ(λ̄) is the helicity of the input(scattered) plane wave.

I will now assume that the scattering system has a discrete rotational

symmetry 2π/n along the z axis as in Fig. 4.1. What this symmetry means

for the scattering operator is that S is invariant under a transformation by

Rz(2π/n):

R−1z (2π/n)SRz (2π/n) = S. (4.5)
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All is now ready. Let me first study the forward scattering coefficient τλλ̄f :

τλλ̄f = 〈λ̄ pẑ|S|pẑ λ〉
(4.5)
= 〈λ̄ pẑ|R−1z (2π/n)SRz (2π/n)|pẑ λ〉

(4.2),(4.3)
= exp(−i(λ− λ̄)2π

n
)〈λ̄ pẑ|S|pẑ λ〉 = exp(−i(λ − λ̄)2π

n
)τλλ̄f .

(4.6)

For helicity preserving scattering λ = λ̄, (4.6) results in the trivial state-

ment τλλf = τλλf , which contains no information. But, for helicity chang-

ing scattering λ = −λ̄ (with λ = ±1), there are only two ways to meet
τλ,−λf = τλ,−λf exp(±i4π/n). One is that τλ,−λf = 0, and the other is that

there exist an integer k such that:

4π

n
= 2πk =⇒ 2

n
= k, (4.7)

This second way is only possible if n = 1 or n = 2. It can not happen for n ≥ 3,
which then forces τλ,−λf = 0. This means that there is no component of

changed helicity in the forward scattering direction of a system with a discrete

rotational symmetry Rz(2π/n) with n ≥ 3. The forward scattering direction
can only contain the preserved helicity component. Note that the derivation

does not involve the duality properties of the scatterer, i.e. its general helicity

preservation properties.

Let me now turn to the backward scattering coefficient.

τλλ̄b = 〈λ̄ −pẑ|S|pẑ λ〉
(4.5)
= 〈λ̄ −pẑ|R−1z (2π/n)SRz (2π/n)|pẑ λ〉

(4.2),(4.3)
= exp(−i(λ+ λ̄)2π

n
)〈λ̄ −pẑ|S|pẑ λ〉 = exp(−i(λ+ λ̄)2π

n
)τλλ̄b .

(4.8)

The situation is now reversed with respect to the helicity. For helicity flip-

ping backscattering λ = −λ̄, the result is trivial τλ,−λb = τλ,−λb . For helicity

preserving backscattering λ = λ̄, one can go through the same arguments

as before to conclude that: There is no preserved helicity component in the

backward scattering direction of a system with a discrete rotational symmetry

Rz(2π/n) with n ≥ 3. For such case, the backward scattering direction can
only contain the changed helicity component.

In summary, for n = 1, 2, the two helicities are possible in both forward

and backward scattering. For n ≥ 3, forward scattering can only be helicity
preserving and backward scattering can only be helicity flipping. Fig. 4.2

illustrates these results. It is worth recalling that this analysis is only valid for

the forward and backward scattering directions: The derivations do not apply

to other scattering directions. In those directions, both preserved and flipped

helicity are expected to be present, except, of course, for dual symmetric

scatterers where helicity changes are forbidden. Two very clear examples for
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Figure 4.2: Forward and backward scattering produced by input plane waves of

well defined helicity impinging on structures with discrete rotational symmetries

Rz(2π/n): Gray rectangular prism (n = 2), green equilateral triangular prism

(n = 3) and green square prism (n = 4). Plane waves of positive helicity (left

handed polarization) are blue. Plane waves of negative helicity (right handed

polarization) are red. The input plane waves, labeled as “in”, have positive

helicity and momentum aligned with the positive z axis. The text shows that

for n ≥ 3, the forward scattering can only contain components with the same
helicity as the input and the backward scattering can only contain components

with helicity opposite to the input one. In the figure, this is reflected in the

restricted helicity components drawn in forward and backward scattering for

the square (n = 4) and triangular (n = 3) prisms. No such restrictions apply

to the rectangular prism (n = 2): Any helicity is allowed in both forward and

backward scattering.

n = 4 can be found in [103] and [104]. In [103] the authors design an array of

split ring resonators which has Rz(2π/4) symmetry. Their forward scattering

results show very small (< 10−5) conversion ratios between the two circular

polarizations. In [104], the authors study the forward and backward scattering

properties of their design, which consist of four gold helices set in a square,

specifically arranged to have Rz(2π/4) symmetry. This structure is compared
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with a single helix, which lacks rotational symmetries (except the trivial n = 1).

The authors numerically analyze several cases where the helices have different

number of turns and use both a lossless and a lossy model for the response

of the gold. Their results show zero circular polarization conversion ratio in

forward scattering for the n = 4 structure, regardless of the number of helix

turns and the loss model. The single helix shows non-zero conversion in both

lossless and lossy cases.

The results from the two references are consistent with the restrictions ob-

tained in (4.6) and (4.7): Helicity cannot change in forward scattering when

n ≥ 3. Since the fields are plane waves, helicity preservation in forward scatter-
ing translates in preservation of the real space circular polarizations (̂r, l̂). This

can be seen in Tab. 4.1, which contains the explicit expressions of | ± pẑ λ〉
in the coordinate representation.

λ = 1 λ = −1
pẑ −̂l exp(i(pz − ωt)) r̂ exp(i(pz − ωt))
−pẑ r̂ exp(i(−pz − ωt)) −̂l exp(i(−pz − ωt))

Table 4.1: Expressions for monochromatic plane waves of well defined helicity

(λ = ±1) in the real space representation of electromagnetic fields. The
momentum of the plane waves is either parallel or anti-parallel to the z axis

±pẑ. The real space polarization vectors in the expressions are l̂ = (x̂+ i ŷ)/
√
2

and r̂ = (x̂ − i ŷ)/
√
2. In order to have the same handedness with respect to

its momentum vector, the real space polarization vector must change when

the momentum changes sign.

The backward scattering analysis in [104] shows preservation of the real

space circular polarizations (̂r, l̂) for the n = 4 structure as opposed to polar-

ization conversion for the n = 1 structure. Again, these findings do not depend

on the number of helix turns and loss model. These results are consistent with

the result in (4.8): Helicity cannot be preserved in backward scattering when

n ≥ 3. In backward scattering, helicity change translates into preservation of
the real space circular polarization vectors: See in Tab. 4.1 how plane waves of

opposite helicity and momentum have the same real space polarization vector.

One of the properties of the symmetry arguments that I have used in the

derivations is that they are independent of factors like the wavelength of the

illumination, the number of turns of the helices, the loss model, or whether

the system is an array, a square arrangement of four helices or a single helix.

The restrictions on the forward and backward helicity scattering coefficients

for n ≥ 3 agree with the results in [105]. In that work, the authors study the
consequences that different geometrical symmetries of the scatterer, including

discrete rotational symmetries, have on the forward and backward scattering
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Mueller and Jones matrices. The results are also in agreement with the findings

contained in [106, 107]. In these references, the authors study the forward

subscattering matrices of two dimensional planar arrays with different kinds of

symmetry. In particular, they find that the matrices of systems with discrete

rotational symmetries with degree n = {3, 4, 6} have eigenstates that coincide
with the two circular polarizations.

Before involving the duality symmetry in the discussion, it is worth consid-

ering the results in [108]. The authors show that the extinction, absorption

and scattering cross sections of nanoparticle clusters with n ≥ 3 discrete ro-
tational symmetry are independent of the linear polarization angle of the input

plane wave. Using the formalism of this paper, the polarization independence

of the extinction cross section can be recovered for systems with n ≥ 3 fea-
turing a mirror plane of symmetry (M) containing the symmetry axis. For a

given input polarization, the optical theorem [33, Chap. 10.11] states that

the total extinction cross section is proportional to the imaginary part of the

co-polarization forward scattering coefficient. Let me show that the mirror

symmetry forces the forward scattering coefficient to be identical for both

helicities:

τλλf = 〈λ pẑ|S|pẑ λ〉 = 〈λ pẑ|M†SM|pẑ λ〉 = 〈−λ pẑ|S|pẑ − λ〉 = τ−λ−λf ,

(4.9)

where the second equality follows from the invariance of the scatterer under

the mirror reflection, and the third one from the fact that the momentum pẑ

is left unchanged since the mirror plane contains the z axis, but helicity flips

sign under any spatial inversion.

Together with the inherent helicity preservation of the n ≥ 3 system, which
means that τλ,−λf = 0, Eq. (4.9) implies that, in the helicity basis, the 2x2

Jones matrix is proportional to the identity. It is therefore the same in all

polarization bases, in particular, in the linear polarization basis. The extinction

cross section will hence be independent of the polarization. It is interesting to

note that, while the structures considered in [108] are mirror symmetric, the

ones in [103] and [104] are not, so the above conclusion does not apply to

them.

Consider now the following question: What happens if, on top of a discrete

rotational symmetry with n ≥ 3, the scatterer has duality symmetry? In this
case, there will not be any scattering in the backwards direction at all: Since

n ≥ 3, only the changed helicity component is possible, but, because of duality
symmetry (helicity preservation) helicity cannot change upon scattering. The

solution is that τλλ̄b = 0 for all (λ, λ̄). The system exhibits zero backscattering.

See Fig. 4.3.

In [43, 44], the authors study zero backscattering from dual systems with

Rz(2π/4) symmetry. In this chapter, the consideration of the connection be-

tween helicity and duality, and the relationship between helicity and angular mo-
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Figure 4.3: If, besides the discrete rotational symmetry, the scatterers also

have electromagnetic duality symmetry, all the red right handed plane waves

will disappear from Fig. 4.2 because duality enforces helicity preservation in

all scattering directions. Therefore, dual objects with discrete rotational sym-

metries with n ≥ 3 will exhibit zero backscattering.

mentum for plane waves, allows to conclude that the same zero backscattering

effect exists for Rz(2π/3), Rz(2π/4), Rz(2π/5), Rz(2π/6), ..., etc, symmet-

ric scatterers.

A direct application of the results contained in this section is the design of

a planar array exhibiting zero backscattering. One requirement is to arrange

the array inclusions so that the system has a discrete rotational symmetry of

degree n ≥ 3. The other one is to make the inclusions be dual symmetric
scatterers. If the inclusions are small enough, the dipolar duality conditions in

(2.121) are the design goal.

Recently, solar cells of semiconductor nanowires arranged in a square lattice

have been shown to achieve significant efficiencies [109]. According to the

results of this section, investigating the duality properties of the nanowires

could lead to insights for reducing their reflection of normally incident light.

4.3 Scattering off magnetic spheres

In 1983 Kerker et. al. [102] reported several unusual scattering effects for

magnetic spheres (with magnetic constant µ 6= 1). One of them was the fact
that a plane wave impinging on a vacuum embedded sphere with ǫ = µ does
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not produce any backscattered field. This effect, which has been referred to

as an anomaly [110], can be easily understood using the results from Sec. 4.2.

First, a vacuum embedded sphere with ǫ = µ meets the macroscopic

duality condition (2.108). It is therefore dual and preserves helicity. Second,

a sphere has cylindrical symmetry, which is the limiting case of a discrete

rotational symmetry Rz(2π/n) when n tends to infinity. The results from

Sec. 4.2 apply directly to Kerker’s setup: The sphere is a dual object with a

discrete rotational symmetry of degree n ≥ 3 and will therefore exhibit zero
backscattering due to symmetry reasons.

It is worth mentioning that already in [111], the author uses Maxwell’s

equations to derive that ǫ(r) = µ(r) and cylindrical symmetry are sufficient

conditions for zero backscattering.

Going back to [102], the authors found that, upon scattering off a vacuum

embedded sphere with ǫ = µ, the state of polarization of light is preserved

independently of the scattering angle. I will now show that the root cause

of such interesting phenomenon is the simultaneous invariance of the system

with respect to duality transformations, due to the material of the sphere, and

any mirror reflection through a plane containing the origin of coordinates, due

to the geometry of the sphere. This can be seen using the results of Sec. 2.4

as follows.

Let me take any pair of input and output plane waves with momenta p

and p̄, respectively. Since the sphere is invariant upon a reflection across

the plane defined by the two momenta, the TE/TM character of the input

plane wave will be preserved in the output plane wave. This follows from the

relationship between spatial inversion operators and the TE/TM character of

electromagnetic fields that I discussed in Sec. 2.4.2. Consequently, the 2x2

scattering submatrix between the two plane waves must be diagonal in the

TE/TM basis (↑↓):
Sp̄p(↑↓) =

[
αp̄p 0

0 γp̄p

]
. (4.10)

Additionally, the sphere is a dual object which preserves helicity. According to

(2.70), this forces the diagonal terms of the (4.10) to be equal. Then:

Sp̄p(↑↓) = αp̄p
[
1 0

0 1

]
. (4.11)

The subscattering matrix is proportional to the identity. The polarization of

the output plane wave is identical to the one of the input plane wave. This

argument works for all (p, p̄) and explains the preservation of the state of

polarization after scattering off a sphere with ǫ = µ.
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Chapter 5

Optical activity

In science, it is not speed that is the most important.

It is the dedication, the commitment, the interest

and the will to know something and to understand it.

These are the things that come first.

Eugene Wigner

An object which cannot be superimposed onto its mirror image is said

to be chiral. Chirality is entrenched in nature. For instance, some interac-

tions among fundamental particles are not equivalent to their mirrored ver-

sions [112]. Also, the DNA, and many aminoacids, proteins and sugars are

chiral. The understanding and control of chirality has become important in

many scientific disciplines. In chemistry, the control of the chiral phase (left

or right) of the end product of a reaction is crucial, since the two versions can

have very different properties. In nanoscience and nanotechnology, chirality

plays an increasingly important role [113, 114].

The chirality of electromagnetic fields is mapped onto its helicity. Since

electromagnetic fields are routinely used to interact with matter at the nano,

meso, molecular and atomic scales, it is not surprising that the interaction

between chiral light and chiral matter has become an important subject of

study for practical and also fundamental reasons. The subject itself is quite

old [115, 116] and, from the beginning, has always been associated with the

rotation of the linear polarization of light, an effect that occurs for example

upon propagation through a solution of chiral molecules. A comprehensive

theoretical study of optical activity based in symmetry principles can be found

in [117], and the modern theoretical and computational methods for optical

activity calculations are reviewed in [118]. Recently, the powerful techniques

of group representation theory have been used to study optical activity effects

[119, 120, 121].

In this chapter, I study the rotation of the plane of linear polarization from

the point of view of symmetries and conservation laws. In Sec. 5.1 I derive two

105
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necessary conditions for a scatterer to rotate linear polarization states: Helicity

preservation and breaking of a mirror symmetry. In Sec. 5.2 I investigate

how a solution of chiral molecules meets those two conditions in the forward

scattering direction. The random orientation of the molecules in the solution

is the crucial factor. This randomness effectively endows the solution with

cylindrical symmetry, which leads to helicity preservation by the solution in the

forward scattering direction (see Sec. 4.3). The fact that this preservation

is “automatic” may be the reason why its role is not commonly considered

in optical activity. Its importance is evident when considering non-forward

scattering directions in a solution: The geometric argument leading to helicity

preservation in forward scattering does not apply to non forward scattering

directions. In Sec. 5.3 I discuss the design of structures for achieving artificial

optical activity using the results from the previous sections. Finally, Sec. 5.4

is devoted to another well known means of polarization rotation: The Faraday

effect. I analyze the difference between the Faraday effect and molecular

optical activity in terms of the space and time inversion symmetries.

5.1 Necessary conditions for polarization rotation

Consider the scatterer S in Fig. 5.1 and assume the following conditions. Upon

excitation by an incident plane wave with momentum p and linear polarization

α, the scattered component with momentum p̄ has linear polarization α+ β,

where β is independent of α. The polarization angles are measured with respect

to the momentum dependent direction set by the polarization vector of the

TE component in each plane wave (see Eq. (2.62)). In a generalization of this

|p, α〉

|p̄,
α
+
β
〉

S

Figure 5.1: The linear polarization of the input plane wave (|p, α〉 =
exp(iα)|p +〉 + exp(−iα)|p −〉) is rotated by the scatterer in the figure in
the following way: For the scattered plane wave with momentum p̄, the plane

of linear polarization has rotated by an angle β with respect to the input. β is

independent of α.



5.1. NECESSARY CONDITIONS FOR POLARIZATION ROTATION 107

transformation, the polarization is allowed to become elliptical, and the degree

of ellipticity is independent of α as well. This is illustrated in Fig. 5.2. Imagine

that the scatterer S behaves in such way, i.e., as a “generalized” polarization

rotator for the (p, p̄) input/output plane waves: What can be said about the

symmetries of S?

α =⇒ α

β

Figure 5.2: Generalization of linear polarization rotation. The output polar-

ization is elliptical, with the restriction that both the ellipticity and the angle

of rotation β are independent of the input polarization angle α.

To start I consider a general 2x2 sub-scattering matrix for (p, p̄) in the

helicity basis

Sp̄p =

[
a b

c d

]
(5.1)

and impose the type of transformation illustrated by Fig. 5.2. A linear po-

larization state1 [exp(iα) , exp(−iα)]T /
√
2 is transformed into a new state

[f+ f−]
T :

[
f+
f−

]
=

[
a b

c d

]
1√
2

[
exp(iα)

exp(−iα)

]
=
1√
2

[
a exp(iα) + b exp(−iα)
c exp(iα) + d exp(−iα)

]
. (5.2)

The angle of the major ellipse axis with respect to the horizontal axis is θ =
1
2 arg (f+f−

∗). According to the specification, it must be that

2θ = 2(α+ β) for all α, (5.3)

which then forces

f+f−
∗ = η exp(i2(α+ β)), (5.4)

where η is a real number. Using (5.21):

f+f−
∗ = ac∗+ad∗ exp(i2α)+bc∗ exp(−i2α)+bd∗ = η exp(i2(α+β)), (5.5)

1The superscripted symbol T denotes transposition.
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which must be valid for all α and hence imposes b = c = 0 and gives 2β =

2(arg a − arg d). The most general matrix which meets the requirement is
hence diagonal in the helicity basis

Sp̄p =

[
ap̄p 0

0 d p̄p

]
=

[
|ap̄p| exp(i arg ap̄p) 0

0 |d p̄p | exp(i arg d p̄p )

]
. (5.6)

The conclusion is that the specified transformation needs helicity preserva-

tion. Helicity preservation will happen if S has duality symmetry. As shown in

Chap. 4, it will also happen if p = p̄ and S has a discrete rotational symmetry

of degree higher than 3 along the p axis.

Consider now the mirror operation Mpp̄ across the plane defined by the

two vectors (p, p̄) and assume that the system possesses this mirror symmetry:

M−1pp̄ SMpp̄ = S. This particular mirror reflection leaves the momentum vectors

invariant because they are contained in the reflection plane and, since any

spatial inversion (parity) flips the helicity value, the plane wave states transform

as

Mpp̄|p,±〉 = |p,∓〉,Mpp̄|p̄,±〉 = |p̄,∓〉. (5.7)

Using these transformation properties and the fact that the mirror operator

is unitary (M−1pp̄ = M†pp̄), we can see that, if the system is invariant under

this mirror transformation, the angle of rotation βp̄p is equal to zero because

ap̄p = d
p̄
p :

ap̄p = 〈+, p̄|S|p,+〉 = 〈+, p̄|M†pp̄SMpp̄|p,+〉
= 〈−, p̄|S|p,−〉 = d p̄p ⇒ βp̄p = arg a

p̄
p − arg d p̄p = 0.

Therefore, in order for S to perform the generalized polarization rotation,

it must break (lack) the Mpp̄ mirror symmetry. For the p = p̄ case, there are

infinitely many mirror planes defined by (p, p). To avoid app = d
p
p , the scatterer

must break all of them.

In conclusion, helicity preservation and breaking of the Mpp̄ mirror sym-

metries are necessary conditions for the rotation of linear polarization on the

(p, p̄) input/output directions.

5.2 Molecular optical activity

The study of the phenomenon of polarization rotation is an old scientific en-

deavor. In 1811, Arago discovered that the plane of linear polarization rotates

upon propagation through a quartz crystal. Around 1815, Biot discovered

that when light propagates through a solution of certain types of molecules,

its linear polarization rotates as well [115]. Commonly referred to as molecular

optical activity, the study of its root causes has a long history [122, 123, 117].

In 1848, Pasteur identified the absence of mirror planes of symmetry of the
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molecule as a necessary condition [116]. He called it “dissymétrie moĺeculaire”

and by it Pasteur meant non-superimposability of the molecule and its mirror

image, in other words: Chirality. Nowadays, this necessary condition is as-

sumed to also be sufficient, and the exceptions to the rule are explained by

other means [123, sec. II.G], [124, Chap. 2.6]. Nevertheless, in his seminal

work [125], Condon posed a still unresolved question: “The generality of the

symmetry argument is also its weakness. It tells us that two molecules related

as mirror images will have equal and opposite rotatory powers, but it does

not give us the slightest clue as to what structural feature of the molecule

is responsible for the activity. Any pseudoscalar associated with the structure

might be responsible for the activity and the symmetry argument would be

unable to distinguish between them.”.

Condon’s question suggests that the chirality of the molecule is not the

whole story in optical activity. Section 5.1 shows that helicity preservation is

a necessary condition. I will come back to his question later in this chapter.

The results of Sec. 5.1 show that helicity preservation is a necessary

condition for optical activity, which is at odds with the common understanding

of molecular optical activity, that is, that chirality of the molecule is the only

necessary and sufficient condition. I will now show that in molecular optical

activity, the randomness of the orientations of the molecules in the solution

is the key factor that reconciles the results of Sec. 5.1 with the common

view. The idea is that the solution acquires an effective cylindrical symmetry

due to the randomness. The cylindrical symmetry implies the “automatic”

preservation of helicity in the forward scattering direction (results in Secs. 4.2

and 4.2).

In molecular optical activity, the measurements are performed in the for-

ward scattering direction. This is the special case p = p̄ (see Fig. 5.3). As

proved in Chap. 4, when only the forward scattering direction is considered,

helicity preservation can happen independently of whether the scatterer has

duality symmetry. It occurs for systems with discrete rotational symmetries of

degree n ≥ 3, and in particular for cylindrical symmetry (n → ∞). I will now
prove that, due to the randomness of the solution:

• I) A solution of molecules is, effectively, rotationally symmetric. It has
hence cylindrical symmetry along any axis, in particular p = p̄.

• II) For the solution to break any mirror symmetry, the individual particle
must be chiral.

To prove these two points, I will make use of the theory of independent

random scattering to study the Mueller matrix of the solution. The Mueller

matrix relates the input Stokes parameters with the output Stokes parameters

[126, Chap. 3.2]. I will assume a mixture containing a large number of ran-

domly oriented scattering particles immersed in an isotropic and homogeneous
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S

Figure 5.3: The rotation of linear polarization observed in molecular optical

activity is measured in the forward scattering direction. This direction is special

w.r.t helicity preservation between input and output. As shown in Chap. 4,

rotational symmetries can result in the preservation of helicity independently

of whether the scatterer has duality symmetry.

medium. I will also assume that the mixture has a linear response and that it

contains only one kind of particle.

The theory of independent random scattering [127, 1.21, 4.22], [126,

Chap. 3.2] is typically used to approximately describe electromagnetic prop-

agation in a random solution of small scattering particles. It is exact when

the individual particles are sufficiently separated2 and the number of particles

tends to infinity. In this case, the Mueller matrix of the total solution LS(p, p̄)

can be computed as the average sum of the Mueller matrices for all possible

orientations of the individual particle. If f (·) is the function that converts a
2x2 scattering matrix to its corresponding Mueller matrix 3 we have that

LS(p, p̄) = n0

∫
dR f (SRu (p, p̄)) = n0

∫
dR f (〈λ̄, p̄|R†SuR|p, λ〉), (5.8)

where n0 is the density of particles per unit volume,
∫
dR indicates the sum

over all possible rotations and SRu (p, p̄) is the 2x2 scattering matrix of a R-

rotated version of the individual particle with coefficients 〈λ̄, p̄|R†SuR|p, λ〉.
Note that Su denotes the scattering operator of the individual particle, while

S denotes the scattering operator of the solution as a whole. It is important

2A condition on the standard deviation (SD) of the random distance di j between two

particles which ensures sufficient separation can be found in [126, expr. 3.1.13]: SD(di j) ≥
ν
4
,

where ν is the wavelength. In [127, Chap. 1.21], the condition for applying independent

scattering is given in terms of the radius of the particles R: di j >> 3R.
3Formula A4.12 in [128, App. IV] reads f (N) = A(N ⊗ N∗)A−1, where N is the 2×2

Jones matrix and ⊗ denotes the Kronecker matrix product. For the circular polarization basis

A =









1 0 0 1

0 1 1 0

0 i −i 0

1 0 0 −1









.
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to note that due to the integral over all rotations, equation (5.8) is only exact

in the limit of infinite number of randomly oriented particles. From now on, I

will take (5.8) as an effective response for the mixture and comment on which

of the obtained results explicitly rely on the
∫
dR average and which do not.

Let me start with statement II) concerning mirror symmetry and assume

that the solution breaks one given mirror symmetry:

∃ v̂ such that [S,Mv̂] 6= 0. (5.9)

The Mueller matrix of the mirror system can be written4

L
M†v̂SMv̂

(p, p̄) = n0

∫
dR f (〈λ̄, p̄|R†M†v̂SuMv̂R|p, λ〉). (5.10)

Lack of the mirror plane of symmetry Mv̂ for the mixture implies that

LS(p, p̄) 6= LM†v̂SMv̂(p, p̄) for at least one pair (p, p̄).
Now, let me assume that the individual particle possesses a symmetry of

the rotation-reflection kind: Qmŵ = MŵRŵ
(
2π
m

)
. When we assume any of

these symmetries for Su, the argument of f (·) in (5.10) can be written5 as
〈λ̄, p̄|R†R̃†SuR̃R|p, λ〉, where R̃ is a fixed rotation which depends on v̂ and
ŵ. Then:

L
M
†
v̂SMv̂
(p, p̄) = n0

∫
dR f (〈λ̄, p̄|R†R̃†SuR̃R|p, λ〉) = LS(p, p̄), ∀ (p, p̄).

(5.11)

The second equality follows from the fact that, when R covers all possible

rotations once, R̃R also covers all possible rotations once and the result of

the integral is always the same, independently of R̃ (including the case of the

identity R̃ = I). This is an application of the re-arrangement lemma from

group theory [27, Chap. 2]. Equation (5.11) means that if the individual

particle has any Qmŵ symmetry, the solution is mirror symmetric across any

plane. Therefore it does not meet one of the necessary conditions from Sec.

5.1.

In order for the solution to meet such condition, the individual particle can

not have any of the Qmŵ symmetries. The lack of all the Q
m
ŵ symmetries is the

exact definition of chirality [124]. The molecule must therefore be chiral. A

solution of chiral molecules will break all mirror symmetries. Due to disorder,

for the solution to break one mirror symmetry, it must break them all. Since

4The right hand side of (5.10) can be interpreted as the response of a solution of a

particle which is the mirror image version of the original particle. In the limit of independent

scattering from an infinite number of particles, such response is identical to that of the mirror

image of a solution of the original particle.
5To obtain such result, substituteM†v̂SuMv̂ = M

†
v̂R
†
ŵ

(

2π
m

)

R†ŵ(π)Π
†SuΠRŵ(π)Rŵ

(

2π
m

)

Mv̂,

use the facts that any mirror symmetry is the product of parity and a rotation (Mv̂ = Rv̂(π)π),

that the parity operator Π commutes with any rotation and that Π2 is the identity, and group

all fixed rotations (which depend on v̂, ŵ) into rotation R̃.
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this result needs the averaging over random orientations, it will not apply to

an ordered system. For instance, an ensemble of non-chiral oriented molecules

can easily lack one mirror plane of symmetry without lacking them all. In [129],

Barron mentions that there are non-chiral ordered systems which have been

empirically shown to be optically active.

At this point, it is interesting to note that a helicity eigenstate meets

the definition of chirality, i.e, lacks all the Qmŵ symmetries, in the sense that

Qmŵ |η, λ〉 will always be orthogonal to |η, λ〉 because helicity will flip indepen-
dently of what the other three numbers (η) represent. It is hence appropriate

to say that the chiral character of the electromagnetic field is represented by

its helicity.

With respect to cylindrical symmetry (statement I)), using again the re-

arrangement lemma (which needs the
∫
dR averaging) one can show that

LS(p, p̄) = LR̃†SR̃(p, p̄), for any rotation R̃.

LR̃†SR̃(p, p̄) =

∫
dR f (〈λ̄, p̄|R†R̃†SuR̃R|p, λ〉) = LS(p, p̄). (5.12)

Such effective rotational symmetry implies conservation of the angular momen-

tum along any axis and ensures helicity preservation in the forward scattering

direction. Having used the average over all possible rotations, this conclusion

will not apply to ordered systems or systems with a small number of particles.

For example, the result does not apply to an ensemble of oriented molecules.

The acquisition of effective rotational symmetry due to orientation randomness

and its breaking by an ordered sample is illustrated in Fig. 5.4.

These results show that the forward scattering direction of a random so-

lution of any chiral molecule meets the two conditions for polarization rota-

tion derived in Sec. 5.1. Due to randomness, the chirality of the molecule

is necessary and sufficient for breaking any mirror symmetry and the helicity

preservation in forward scattering comes from effective cylindrical symmetry.

The question is then: What happens in non-forward (p 6= p̄) scattering
directions? The solution still lacks all mirror planes of symmetry, in particular

Mpp̄, but, crucially, the geometrical argument that leads to helicity preservation

in forward scattering (see Chap. 4) does not work for non-forward scattering

directions. One has therefore no apparent reason to expect helicity preserva-

tion in a non-forward measurement. Actually, according to Gell-Mann’s total-

itarian principle, “everything that is not forbidden is mandatory”, one should

expect that helicity is not preserved. This principle does not seem to be a

proved result of theoretical physics, but rather a conjecture. Nevertheless,

the principle is met for helicity non-preservation in non-forward scattering, as

my colleagues Alex Barbara and Dr. Xavier Vidal have shown in a series of

experiments. Table 5.1 and Fig. 5.5 show the results of one of their experi-

ments. The sample consisted of a solution of maltose, which is a chiral sugar.

They performed measurements at two scattering directions, forward (results
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a) Disordered sample. 90 deg. rotation.

b) Ordered sample. 90 deg. rotation.

Figure 5.4: Illustration of the effective rotational symmetry acquired by a

random solution. The left parts of the figures are the initial mixtures and the

right parts are the rotated versions of the initial mixtures. Even though the

limit of infinite number of particles cannot be graphically illustrated, it can

already be perceived in the figures that, after a rotation, the light scattering

properties of an ordered sample (b) should significantly change, while those of

a disordered sample (a) should not; in fact, under the assumptions made in the

text, they do not change at all when the number of particles tends to infinity.

Note that the effective rotational symmetry in (a) is acquired independently

of any property of the individual particle. In particular, it does not matter

whether the particle is chiral or not.

in Tab. 5.1) and at a scattering angle of 90 degrees (results in Fig. 5.5). The

conclusion that can be extracted from the two measurements is that helicity

is preserved in forward scattering but is not preserved at 90 degrees.

The forward scattering helicity preservation can be seen in the measure-

ments of the input and output Stokes parameters contained in Tab. 5.1. The
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sample was illuminated by a collimated Gaussian laser which was prepared6 as

an approximate helicity eigenstate with eigenvalue equal to either +1 or -1.

The measurements of the Stokes parameters reveal that helicity is preserved.

S1 S2 S3 DOP(%)

Input (λ = 1) −5× 10−5 ± 3.2× 10−3 −2.85× 10−3 ± 4.18× 10−3 0.999992± 7× 10−6 99.850± 0.094
Output −1.7× 10−3 ± 4× 10−3 3.5× 10−3 ± 6.8× 10−3 0.999986± 2.6× 10−5 99.796± 0.072
Input (λ = −1) −3.01× 10−3 ± 3.5× 10−3 −7.8× 10−3 ± 3.5× 10−3 −0.999962± 2.9× 10−5 99.310± 0.068
Output −6.7× 10−3 ± 3.6× 10−3 −1.19× 10−2 ± 3.7× 10−3 −0.999903± 4.9× 10−5 99.23± 0.066

Table 5.1: Forward scattering polarimetric measurements off a maltose so-

lution. The Stokes parameters and the degree of polarization (DOP) of the

input and output beams were measured with a polarimeter. The two first data

rows correspond to an input of positive helicity and the two last rows to an

input of negative helicity. The preservation of S3 after propagation of the so-

lution shows that helicity is preserved by the sample in the forward scattering

direction. Experiment performed by Alex Barbara and Dr. Xavier Vidal.

On the other hand, the measurements at 90 degrees in Fig. 5.5 show

that helicity was not preserved. The power measurements at 90 degrees were

done using a linear polarizer which was rotated at 5 degree steps. If the input

helicity had been preserved, such measurement would have given a flat curve

with respect to the polarizer orientation.

5.2.1 Disorder and duality symmetry

In this section I provide some analytical and numerical evidence that helicity

is not preserved by a random mixture of non-dual particles. It indicates that

duality of the particle is required for duality of the solution. Unlike in the case

of forward scattering, randomness does not induce helicity preservation in a

general scattering direction.

I will use the Mueller matrix formalism to study random mixtures of dif-

ferent kinds of particles and provide analytical and numerical evidence that

helicity is only preserved for all (p, p̄) when the individual particles preserve

helicity.

In general, equation (5.8) must be evaluated numerically. I later provide

numerically obtained values for mixtures of spherical, conical and helical par-

ticles. For the simple case of small (w.r.t. the wavelength) spherical particles

with relative electric constant ǫ and relative magnetic constant µ = 1, there

is an analytical expression for Su(p, p̄) [126] which allows to obtain LS(p, p̄)

6See Eq. (3.6) and the discussion around it for the preparation of approximate helicity

eigenstates in the collimated case.
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Figure 5.5: Linear polarization power at 90 degrees scattering angle off a

solution of maltose as a function of the measurement polarizer orientation.

The error bars denote 95% confidence intervals. Since the collimated inputs

were helicity eigenstates to a good approximation, both curves should be flat

in the case of a helicity preserving scattering. The shape of the curves implies

some degree of helicity changing by the solution of maltose at 90 degrees

scattering angle. Experiment performed by Alex Barbara and Dr. Xavier Vidal.

also analytically,

LS(p, p̄) = δpp̄I4x4 + n0k
2a3

ǫ− 1
4π(ǫ+ 2)

×

×




cos2(χpp̄) + 1 cos
2(χpp̄)− 1 0 0

cos2(χpp̄)− 1 cos2(χpp̄) + 1 0 0

0 0 2 cos(χpp̄) 0

0 0 0 2 cos(χpp̄)


 ,

(5.13)

where k is the wavenumber, a is the radius of the sphere and χpp̄ is the angle

between the input and output momentum vectors. The first term is the 4× 4
identity matrix, which, as indicated by the Kronecker delta δpp̄ is only added

when p = p̄. It represents the contribution of the original input plane wave

(2.89).

For a helicity preserving system, the two Stokes vectors of well defined

helicity
[
1 0 0 ±1

]
must be eigenvectors of the Mueller matrix of the
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system L. This restricts the matrix coefficients Li j :

L11 = L44, L14 = L41, L21 = L31 = L24 = L34 = 0. (5.14)

For general χpp̄, matrix (5.13) violates the helicity preserving conditions

(5.14). Therefore, in general, a solution of small non-dual spheres does not

preserve helicity.

Nora Tischler, Dr. Xavier Vidal and I designed and performed simulations

to investigate whether the conclusions reached for small spheres also hold for

mixtures of other kinds of particles and sizes. We numerically computed the

rotational average (5.8) for small conical, and helical particles and for spheres

of different sizes, with ǫ = 2.25 and µ = 1 immersed in vacuum.

To measure the degree of helicity transformation in each case we used the

following metric on the resulting Mueller matrices:

Γ =
(L11 + L14 − (L41 + L44))2

2 (L11 + L14 − (L41 + L44))2 + (L11 + L14 + (L41 + L44))2
+

(L11 − L14 + (L41 − L44))2

2 (L11 − L14 + (L41 − L44))2 + (L11 − L14 − (L41 − L44))2
.

(5.15)

The first (second) line in (5.15) is the relative helicity change affected by the

Mueller matrix on a Stokes vector of well defined positive (negative) helicity.

Γ = 0 for a helicity preserving Mueller matrix (5.14), and Γ = 1 for a perfect

helicity flipping Mueller matrix.

Figure 5.6-(a) plots Γ as a function of the relative angle between the

input and output momenta (χpp̄) for spheres, cones and helices of dimen-

sions ≈ λ0/6, where λ0 is the wavelength. The individual scattering matrices
SRu (p, p̄) for the computation of (5.8) were obtained by illuminating the single

scatterer with plane waves of defined helicity from all input directions described

by polar and azimuthal angles (θ, φ). For each input direction, the scattered

far field in all output directions (θ̄, φ̄) was then computed. For the sphere, the

computation was done analytically by applying the Mie scattering theory. For

the cylinder and the helix, a commercial finite elements package (COMSOL)

was used in which far field calculations are made with the Stratton-Chu for-

mula. Given an input output momenta pair (θ, φ), (θ̄, φ̄), the helicity scattering

coefficients are asymptotically proportional to the projection of the far field for

direction (θ̄, φ̄) onto the corresponding polarization vectors (see (2.63)). For

the sphere, the integral
∫
dR in (5.8) is trivial. For the cone and the helix,

it must be numerically computed. All angles were discretized using 5 degrees

intervals. Fig. 5.6-(b) plots Γ(χpp̄) for spheres of diameters ≈ [λ0/2, λ0, 2λ0].
All cases show that the solutions do not preserve helicity. This may indicate

that, in general, for the solution to preserve helicity, the individual particles

must preserve helicity. Disorder seems to help only in the forward scattering

direction. Note how the helicity preservation properties are independent of
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Figure 5.6: Helicity transformation metric Γ(χpp̄) results obtained from the

numerical computation of the Mueller matrices of solutions (in vacuum) of

different kinds of particles with ǫ = 2.25 and µ = 1. Γ = 0 corresponds to

helicity preservation and Γ = 1 to perfect helicity flipping. A helicity preserving

solution should exhibit Γ = 0 for all χpp̄. (a) Spheres, cones and helices of

dimension ≈ λ0/6. The wavelength of light was λ0 =632 nm. (b) Spheres

with diameters ≈ [λ0/2, λ0, 2λ0]. All cases break helicity preservation. In the
small particle case (a), the results are very similar independently of the kind

of particle (small differences not visible in the figure). For larger sizes (b),

there is a more complex behavior of Γ(χpp̄) with oscillations where Γ is close

to zero for some angles. This behavior may be related to the excitation of

higher (than dipole) multipolar moments.

the geometrical properties of the particles. Spheres have all mirror planes of

symmetry, helices lack them all and cones have some but not all. In all cases

Γ(0) = 0 and Γ(π) = 1, reflecting the fact that for a cylindrically symmet-

ric system helicity is preserved in forward scattering and flipped in backward

scattering, in agreement with the results contained in Chap. 4.

The results of this and the previous sections suggest the following an-

swer to Condon’s question reproduced at the beginning of Sec. 5.2. In the

common setup of forward propagation through a solution of chiral molecules,

optical activity is not only due to structural features of the individual molecules.

The necessary helicity preservation is achieved through the effective cylindrical

symmetry that the disordered orientations of the molecules induce onto the

solution as a whole. No extra structural feature besides chirality is required

of the molecule in this case. On the other hand, should scattering directions

other than forward be considered, it seems that another structural feature of
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the molecule is necessary: Duality symmetry7. The same can be said for single

molecules or ordered ensembles of molecules.

5.3 Designing artificial optical activity

The results of Secs. 5.1 and 5.2 can be applied to the design of structures

exhibiting artificial optical activity. Such structures are a matter of current

research interest. See for example [130, 103, 131, 132].

The requirement of breaking mirror symmetries is widely recognized in the

field, but the requirement of helicity preservation does not seem to be. I spec-

ulate that this is due to the fact that natural molecular optical activity has

up to now been only related to the breaking of spatial inversion symmetries,

and not to helicity preservation. Two situations must be distinguished in de-

sign problems: Optical activity in forward scattering only and optical activity

in non-forward scattering directions. If optical activity is only needed in for-

ward scattering, the necessary helicity preservation can be achieved by means

of geometrical symmetries of the scatterer: Discrete rotational symmetries

Rz(2π/n) with n ≥ 3 (see Chap. 4). Additionally, the scatterer must break
all mirror symmetries containing the propagation axis. The designs in [103]

and [104] meet the two necessary conditions for optical activity in the forward

direction.

On the other hand, when optical activity in directions other than forward is

required, discrete rotational symmetries do not help achieving helicity preser-

vation. The evidence presented in 5.2.1 suggest that helicity preservation is

then only achievable by dual symmetric scatterers. Designs for non-forward

directions that do not take the helicity preservation requirement into account

result in rotation angles β which depend on the input polarization angle α, for

example in [132] and [133]. Let me then assume that duality is indeed needed.

A design strategy for the case of ordered arrays of inclusions like [133, 132] is,

provided that the inclusions are small enough, to engineer their polarizability

tensors to have a dual symmetric dipolar response according to the conditions

(2.121) and to break the appropriate mirror symmetries. For example, chiral

inclusions would break them all. In Chap. 6 I will briefly discuss two types of

dual dipolar scatterers. One of them is chiral.

As a last example, the recipe for an object with zero backscattering and

optical activity in forward scattering is straightforward when using results from

Chap. 4. The object must be dual, break all the reflection symmetries across

planes containing the optical axis and possess a discrete rotational Rz(2π/n)

symmetry of degree n ≥ 3. A 2D array of chiral and dual dipolar scatterers
arranged to have the discrete rotational symmetry would accomplish it.

To finalize, I would like to point out that the consideration of helicity

7The duality conditions for a dipolar scatterer can be found in Eq. (2.121).
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and duality allows to treat near field situations. Enhancing the interaction

between molecules and fields by means of strong near fields is a very important

technique. Such strong near fields appear for example very close to resonant

nanostructures. The analysis in this chapter, implicitly identifying scattering

directions with plane waves, relates to the far field but its extension to the

near field is straightforward. For example, if one desires to excite adsorbed

molecules with a strong near field of pure handedness, the recipe is to design

resonant nanostructures that have duality symmetry. The appropriate external

illumination would, upon interaction with the nanostructure, excite a resonant

near field with well defined helicity which would interact with the adsorbed

molecules.

5.4 Faraday rotation

Systems that break spatial inversion symmetries are not the only ones able to

rotate linear polarization. Those that break time inversion symmetry can do

it as well. The effect is similar but not identical.

When a linearly polarized electromagnetic wave propagates in a medium in

the presence of an external magnetic field parallel to the propagation direction,

the polarization of the wave rotates. This effect is called Faraday rotation or

Faraday effect. It has applications for example in astrophysics [33, Prob. 7.15],

and polarization dependent isolators. These isolators exploit the following

effect: If the polarization is rotated by θ degrees when the wave propagates

forward through the medium, it is rotated by an additional θ degrees when it

propagates back after a reflection. The final rotation is 2θ. In the case of a

solution of chiral molecules, the polarization rotation on the way back exactly

cancels the polarization rotation of the way forth resulting in 0 total rotation.

It is interesting to see that this difference is a direct consequence of the

properties of each system under time and spatial inversion symmetries, and

the transformation properties of plane waves with well defined helicity under

these two discrete transformations. The objective of this section is to show

this difference in a formal way.

Consider the two different media in Fig. 5.7. The medium of Fig. 5.7-(a)

is homogeneous and isotropic, and there is an external static magnetic field.

The medium in Fig. 5.7-(b) is a solution of chiral molecules, also homogeneous

and isotropic in effect. Here are the assumptions about the two media.

The first medium is invariant under spatial inversion symmetry but breaks

time inversion symmetry. The electromagnetic response of the medium de-

pends on the external field B, which is even under spatial inversion but flips

sign under time inversion and changes the constitutive relations. The second

medium is invariant under time inversion symmetry but breaks spatial inversion

symmetry.

Therefore, with respect to spatial inversion, the scattering operators of the
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two media (a), (b), meet:

Π−1SaΠ = Sa, Π
−1SbΠ 6= Sb, (5.16)

which means that, for arbitrary vectors |η〉, η̄〉 the symmetry enforces

〈η̄|Sa|η〉 = 〈η̄|Π−1SaΠ|η〉 (5.17)

in system (a), and that, in general

〈η̄|Sb|η〉 6= 〈η̄|Π−1SbΠ|η〉 (5.18)

in system (b).

The consequences of time inversion symmetry in the scattering coefficients

must be evaluated with care due to the antilinearity of the time inversion

operator T r . A detailed discussion can be found in [27, Chap. 12.7.2]. The

bottom line is that time inversion symmetry of the system imposes that the

scattering operator S meets 〈η̄|Sa|η〉 = 〈η|T r−1ST r |η̄〉. Therefore, for the
two systems under consideration, we have that

〈η̄|Sb|η〉 = 〈η|T r−1SbT r |η̄〉 (5.19)

and that, in general

〈η̄|Sa|η〉 6= 〈η|T r−1SaT r |η̄〉. (5.20)

An important clarification is in order at this point. Relations (5.18) and

(5.20) do not mean that electromagnetic phenomena can break time or spatial

inversion symmetries. The complete theory has both those symmetries. This

is different from saying that the behavior of a given system considered in iso-

lation breaks one of this discrete symmetries. For example, the time inversion

operator T r in (5.20) is not meant to act on the sources that originate the B

field in Fig. 5.7-(a). Should these sources be transformed as well, the sym-

metry would be restored. See [129] for an equivalent discussion for a system

like the one in Fig. 5.7-(b) with respect to spatial inversion.

Let me recall the transformation properties of plane waves of well defined

helicity under Π and T r (Tab. 2.4):

Π|p λ〉 = |−p −λ〉, T r |p λ〉 = −|−p λ〉. (5.21)

In both systems, the different scattering coefficients for plane waves of

momenta ±p and helicities ± can be related pairwise using Eqs. (5.17), (5.19)
and (5.21). In the case of medium (a):

αa = 〈+ p|Sa|p+〉 = 〈+ p|Π−1SaΠ|p +〉 = 〈− −p|Sa|−p −〉.
βa = 〈− p|Sa|p−〉 = 〈− p|Π−1SaΠ|p −〉 = 〈+ −p|Sa|−p +〉.

(5.22)
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For medium (b):

αb = 〈+ p|Sb|p+〉 = 〈+ p|T r−1SbT r |p +〉 = 〈+ −p|Sb|−p +〉.
βb = 〈− p|Sb|p−〉 = 〈− p|T r−1SbT r |p −〉 = 〈− −p|Sb|−p −〉.

(5.23)

In both systems, (5.22) and (5.23) mean that the α and β coefficients are

related to each other by the symmetry that is broken in each system. This

allows α 6= β, which causes the rotation of the linearly polarized states.
I will model the action of the reflectors on the right of Fig. 5.7 as: |p λ〉 →

|−p −λ〉. This is consistent with the fact that reflections from a cylindrically
symmetric object flip helicity (see Chap. 4).

Finally, note that the cylindrical symmetry of both media ensures helicity

preservation on forward scattering in both forth and back transmissions.

Using all these considerations, one can calculate the overall effect of

the forth (“towards the right”) and back (“towards the left”) transmissions

through each medium. The doubling of the rotation angle in the time inver-

sion breaking system is clearly seen in the coefficients acquired after the round

trip: α2a and β
2
a for the positive and negative helicity cases, respectively. The

canceling of the rotation for the space inversion breaking system is also clearly

seen since both helicities pick up the same αbβb factor.

Finally, it is worth mentioning how the properties of medium (a) fit with the

necessary conditions for polarization rotation derived in Sec. 5.1. The presence

of the external B field breaks all mirror reflection symmetries except the one

across the plane orthogonal to B. This can be seen by recalling that a mirror

reflection across a plane perpendicular to vector û can be written as ΠRû(π).

Since B is unchanged by parity, it will be modified by the Rû(π) rotation

unless B is along the direction of û. This breaking of mirror symmetries

accomplishes one of the necessary conditions from Sec. 5.1. The situation

with respect to the other one, helicity preservation, should in principle be

as discussed throughout this chapter: Helicity preservation can be achieved

by geometrical means in the forward direction and seems to require duality

symmetry in non-forward directions.
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b) Optical activity: time inversion symmetric, spatial inversion NOT symmetric

|p +〉, |p −〉

in

αb|p +〉, βb|p −〉

αb|−p −〉, βb|−p +〉αbβb|−p −〉, αbβb|−p +〉

out

b) Optical activity: time inversion symmetric, spatial inversion NOT symmetric

a) Faraday rotation: spatial inversion symmetric, time inversion NOT symmetric

B

|p +〉, |p −〉

in

αa|p +〉, βa|p −〉

αa|−p −〉, βa|−p +〉α2a|−p −〉, β2a |−p +〉

out

Figure 5.7: Effect of spatial and time inversion symmetry properties. System

(a) has spatial inversion symmetry and breaks time inversion. System (b)

has time inversion symmetry and breaks spatial inversion. Both systems are

assumed to be cylindrically symmetric. The “in” plane waves travel through

the system a first time, reflect off the mirrors (thick dark line on the right)

and travel through the system a second time in the opposite sense. The

coefficients relating the complex amplitudes of the “in” and “out” states can

be computed using (5.22) and (5.23). Due to the different properties under

the discrete transformations, the behavior of the two systems is different. In

(a) the overall coefficients are potentially different for the two helicity states.

In (b), they must be equal. Any linear polarization rotation is canceled in (b)

and is doubled in (a). This is what happens in a solution of chiral molecules

and a medium exhibiting Faraday rotation, respectively.



Chapter 6

Duality symmetry in
transformation
electromagnetics

Il y avait un nombre important de questions que je

m’étais posées et, comme vous le savez, lorsqu’on se

pose vraiment les questions, on donne de meilleures

réponses que si l’on se contente de lire les réponses

convenues.

There were a significant number of questions I had

asked myself and, as you know, when you really ask

yourself the questions, you give better answers than

when one merely reads the conventional answers.

Albert Messiah

Transformation electromagnetics offers a path to the design of invisibil-

ity cloaks, perfect lenses and any other device whose action on the elec-

tromagnetic field can be casted as a spacetime coordinate transformation

[134, 135, 136]. Transformation electromagnetics1 is based on the fact that

Maxwell’s equations in an arbitrary coordinate system or an empty region

of curved spacetime are equivalent to Maxwell’s equations inside a material

medium in a flat spacetime background [137]. The desired transformation

specifies a spacetime metric which at its turn specifies the constitutive rela-

tions of the material. A detailed treatise in transformation electromagnetics

can be found in [50].

Such formidable step in the ability to manipulate electromagnetic waves

comes with a correspondingly steep increase in the tunability requirements of

1Also known as “Transformation optics”, which is the original name used by Leonhardt

and Philbin in [50]. Their formulation is wavelength independent and thus warrants the more

general name, which is also used in the literature.
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material constitutive relations. Nature does not provide nearly enough flex-

ibility in this aspect. We must synthesize artificial materials: Electromag-

netic metamaterials [138]. Transformation media are typically implemented

by means of an ensemble of inclusions in an homogeneous and isotropic di-

electric. These inclusions are sometimes referred to as meta atoms. The idea

is to obtain the required constitutive relations from the collective response of

the meta atoms. Currently, though, there is no systematic design methodology

to go from the constitutive relations to the actual implementation of the meta-

material. In general, this is a highly complex task, partly because of the large

number of degrees of freedom which include the electromagnetic response of

the meta atoms and their three dimensional spatial arrangement. Reducing

the number of degrees of freedom that have to be managed while maintaining

the ability to implement general coordinate transformations is desirable.

In this chapter, I study the role of duality symmetry in transformation elec-

tromagnetic devices, in particular in their implementation by means of meta-

materials. The fact that duality is an inherent symmetry of transformation

electromagnetics (Sec. 6.1) allows to constrain the individual response of the

meta atoms without restricting the implementable transformations (Sec. 6.2).

Additionally, I identify the portion of a given transformation which acts equally

on both helicity components and the one which has a different effect on each

of them. Finally, I give two examples of families of meta atoms that can be

engineered to have a helicity preserving response in the dipolar approximation.

6.1 An inherent symmetry of transformation electro-

magnetics

Let us imagine that we want to build a device that transforms the electromag-

netic field in a given way. If the transformation can be written as a change of

coordinates, the framework of transformation electromagnetics [136, 50] al-

lows us to obtain the constitutive relations that the device must have. Trans-

formation electromagnetics is based on the equivalence of Maxwell’s equations

in two very different scenarios. The macroscopic Maxwell’s equations in a gen-

eral coordinate system, or a general gravitational field, have the same form

as in a particular dielectric medium whose constitutive relations depend on

the corresponding spacetime metric gµν [137]. When written in the Riemann-

Silberstein notation with the usual restriction to positive energies

F = 1√
2

[
Z0D+ iB

−Z0D+ iB

]
, G = 1√

2

[
E+ iZ0H

−E+ iZ0H

]
. (6.1)

those constitutive relations read

F =
[
A+ 0

0 A−

]
G, (6.2)
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with Anm± = (−√−ggnm ∓ ig0kεnkm)/g00, where n,m and k run from 1 to
3, gµν is the inverse spacetime metric and εnkm is the totally antisymmetric

Levi-Civita symbol.

A crude description of the technique of transformation electromagnetics is

to say that it is a recipe to find the constitutive relations that would create the

optical potential that “bends” light in the desired way. The “bending” is not

only spatial; it can also be spatio-temporal. In general, the coordinate change

acts on spacetime and may mix space and time components.

It is easy to show that duality symmetry is inherent to the framework.

The block diagonal form of the constitutive relation (6.2) is the necessary

and sufficient condition for duality symmetry in the macroscopic equations

(2.106). Duality symmetry is hence an inherent property of electromagnetism

in any coordinate system and in curved space time. This is fully consistent

with I. Bialynicki-Birula’s realization that the two helicity components of an

electromagnetic wave do not mix in a gravitational field [47, 48].

Duality symmetry (helicity preservation) is therefore also an inherent prop-

erty in transformation electromagnetics. Strictly speaking, it can be seen as a

necessary condition for any transformation medium.

6.2 Metamaterials for transformation electromagnet-

ics

According to the above discussion, helicity preservation is a necessary condition

for a transformation medium. Therefore, a metamaterial designed to act

as a transformation medium should preserve helicity, i.e, it should be dual

symmetric. In this section, I discuss the conceptually most straightforward way

to build dual symmetric meta media, i.e. the use of helicity preserving meta

atoms. It is also the only general way that I know of. Additionally, I give two

examples of helicity preserving meta atoms. I also obtain some design insights

by considering the properties of media that can affect a different action on

the two helicities, and the parity transformation properties of both the meta

atoms and their lattice arrangement.

6.2.1 Helicity preserving meta atoms

The obvious way to achieve helicity preservation in an arrangement of scatter-

ers is that each of the scatterers preserves helicity. The results of Sec. 5.2.1

hint towards the possibility that this may be the only general way. There is

also an argument for venturing that any implementable transformation can be

achieved using only helicity preserving scatterers. In transformation electro-

magnetics, the information contained in the two helicity components of the

field is inherently kept apart. Therefore, any coupling of the two helicities by

the individual scatterers is an undesired effect which would need to be canceled
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by their collective arrangement (if such cancellation is at all possible). Some of

the degrees of freedom of the arrangement would then have to be sacrificed

for this purpose and they would not be available for the implementation of

the desired transformation. It then seems disadvantageous to use non-helicity

preserving inclusions.

From now on, I will restrict the discussion to metamaterials whose inclu-

sions are helicity preserving. I will also assume that the inclusions are small

enough so that they can be treated in the dipolar approximation. In such case,

the conditions to be met by the inclusions are the duality conditions for a

dipolar scatterer written in (2.121):

α
pE
= ǫα

mH
, α

mE
= −

α
pH

µ
, (6.3)

which refer to the components of the 6x6 polarizability tensor of the inclusion

[
α
pE

α
pH

α
mE

α
mH

]
. (6.4)

Equation (6.3) is a restriction on the polarizability tensors of meta atoms

in transformation electromagnetics. It reduces the number of possible dipolar

tensors to those that preserve helicity. By getting rid of unwanted helicity

cross-couplings at the inclusion level, the duality symmetry inherent in the

transformation electromagnetics formalism is ensured when using meta atoms

that meet (6.3). In a sense, it allows to concentrate the research effort on

a particular class of meta atoms. I will briefly discuss two families of helicity

preserving meta atoms in Sec. 6.2.3.

6.2.2 Equal and distinct action on the two helicities

A given transformation can be decomposed into a portion which acts equally

on both helicity components and one which has a different action on each of

them. One can then make considerations on the necessary spatial inversion

properties of lattices and inclusions for metamaterials to act differently on both

helicities.

Eq. (6.2) is equivalent to:

[
Z0D

B

]
=

[
ǫ χ

−χ ǫ

][
E

Z0H

]
, (6.5)

with ǫ = −√−ggnm/g00 and χ = ig0kε
nkm/g00. Note how ǫ depends only

on the space-space components of the metric2 and χ only on the spacetime

2Because n,m and k run from 1 to 3 and do not take the value 0 which addresses the

spacetime components.
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components of the metric. This separation is discussed in detail in [136, 50]: ǫ

represents the space only part of the coordinate transformation and χ the part

that mixes space and time. For example, the transformation that results in an

invisibility cloak has χ = 0, while that corresponding to a moving medium has

a magneto-electric component χ 6= 0 [50, Sec. 5].
From the point of view of helicity, ǫ and χ also have a distinct role. In

a transformation medium, the time evolution equations for the field can be

written:

i∂t

[
ǫ− iχ 0

0 ǫ+ iχ

]
G =

[
∇× 0

0 −∇×

]
G. (6.6)

Eq. (6.6) means that ǫ contains the part of the transformation which

acts equally on both helicity components, while χ has a different action on

each helicity3. From the coordinate transformation point of view, space-only

transformations act equally on the two helicity components while space time

mixing transformations have a different effect on each helicity.

The lattice

For the overall effective response of the metamaterial, the properties of the

three dimensional arrangement need to be taken into account. For example,

in a Bravais lattice with sites r(n1, n2, n3) given by

r(n1, n2, n3) = n1a+ n2b+ n3c, (6.7)

where ni are integers and (a, b, c) are the lattice vectors, spatial inversion

is always a symmetry of the lattice because to each point (n1, n2, n3) there

exist its spatially inverted image at (−n1,−n2,−n3). The fact that a Bravais
lattice has parity symmetry can be used, together with the transformation

properties of (D,B,E,H) under parity, to show that the lattice cannot induce

non-zero values of the constitutive magneto-electric component χ. Therefore,

in a Bravais lattice, the magneto-electric coupling must originate from the

inclusions cross-polarizabilities α
pH
(α
mE
). This situation is analogous to the

breaking of time inversion symmetry in a magnetic crystal due not to the lattice

itself, but to the alignment of the magnetic moments of the atoms in it and

their transformation properties under time inversion. Figure 6.1 illustrates the

discussion about spatial inversion.

The case of non Bravais lattices is different since they may or may not

have parity symmetry.

3To see that this is so, one can use abstract notation (see Sec. 2.2) to substitute the

curl (J · P in abstract form) by ±|P| for the two helicities, respectively: From Eq. (2.31),
J·P
|P| |Φ±〉 = ±|Φ±〉 =⇒ J · P|Φ±〉 = ±|P||Φ±〉. The sign difference in front of the curls in

(6.6) cancels the one in ±|P| and the only difference left in the evolution equations of the

two helicity components is the different sign in front of χ.
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The inclusion

Let me now recall Eq. (2.122), which connects the values of the fields at

the location of a helicity preserving dipolar scatterer with the dipolar moments

that they induce in it. Monochromatic fields are assumed:

[
q+
q−

]
=



α
pE
− i
√
ǫ
µαpH 0

0 α
pE
+ i
√
ǫ
µαpH



[
G+
G−

]
. (6.8)

In analogy with the macroscopic case, equation (6.8) shows that α
pE
has the

same action on the two helicity eigenstates, while α
pH
acts differently because

of the different sign preceding it.

The spatial inversion properties of the inclusion are crucial to establish a pri-

ori which inclusions can and which cannot exhibit non-zero cross-polarizabilities

α
pH
(α
mE
). For example, for inclusions that are invariant under a spatial in-

version (parity) operation, their cross-polarizabilities can be shown to vanish

due to the spatial inversion transformation properties of the fields (E,H) and

the electric and magnetic dipolar moments (p,m). Note that this argument

applies independently of the helicity preserving condition of the polarizability

tensor. It is worth highlighting that duality symmetry and spatial inversion

symmetry are distinct symmetries. Scatterers may have or lack either of the

symmetries independently of the other one. Since parity is the only fundamen-

tal operator that flips helicity (see Tab. 2.2), a dual object must break spatial

inversion symmetries (not necessarily parity) in order to have a different effect

in the two helicities.

6.2.3 Dual spheres and dual helices

I will now briefly discuss two families of helicity preserving meta atoms. They

are actually two kinds of inclusions that are commonly considered for metama-

terials: Dielectric spheres [139, 110, 140, 141] and conducting chiral inclusions

[142, 143, 140].

In the dipolar approximation, a sphere can be engineered to meet the duality

condition (6.3) by appropriately choosing its radius as a function of the material

[67]. For a conducting helix and other conducting chiral inclusions, duality can

be achieved by adjusting their geometrical dimensions. Fig. 6.1 illustrates the

two kinds of inclusions.

Spheres have spatial inversion symmetry. Therefore α
pH
= α

mE
= 0, and

it follows that for arrangements of the type (6.7) the sphere is an inclusion

that cannot produce a different effect for the two helicities. It also follows

that the only condition that a sphere has to meet for it to be dual symmet-

ric is α
pE
= ǫα

mH
. Consider then a small dielectric sphere with radius rS
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∆x

∆y

∆z

a)

l

r

b)

∆s
∆s

∆s

c)

Figure 6.1: (a,c) Lattice unit cells. (b) Single turn helix. (a) Spheres in an

orthorombic lattice arrangement (∆x 6= ∆y 6= ∆z). The spatial inversion sym-
metry of this structure precludes it from exhibiting magneto-electric coupling

in its effective constitutive relations. In (c), the parity symmetry of the cubic

lattice is broken by the chiral inclusions (b), and a non-null magneto-electric

coupling χ is allowed.

and relative electric and magnetic constants equal to ǫS and 1, respectively.

The polarizabilities of a such a sphere when immersed in a homogeneous and

isotropic medium can be derived analytically. Their expressions can be found

for example in [139, Chap. 3.4]. In the units I have assumed they read:

α
pE
= Iǫ
6πi

k3
a1 α

mH
= I
6πi

k3
b1, (6.9)

where I is the identity matrix and ǫ and k are those of the host medium. The

numbers a1 and b1 are the Mie coefficients of dipolar order
4. The duality

condition α
pE
= ǫα

mH
is then met when a1 = b1. For a given wavelength

and ǫS, the solution to the equation a1(rS) = b1(rS) determines one particular

radius. For that radius, the sphere is dual in the dipolar approximation. Outside

the dipolar regime, if higher multipolar orders are considered, the sphere ceases

to be dual. There will be some helicity change upon scattering. The idea is

that for small spheres, where the non-dipolar terms are very small, the helicity

4Expressions for the Mie coefficients can be found for example in [55, Sec. 9.25]. I have

reproduced them in Chap. 2 App. B.
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change will be correspondingly small. For example, in [67], the following case

can be found: A sphere of 130 nm radius and a refractive index of 2.55 is dual

in the dipolar regime (a1 = b1) for a wavelength of 780 nm. The total relative

helicity conversion due to symmetry breaking higher multipolar orders is of the

order of 10−4 in helicity converted power.

Now to the other example: Conducting helices. Chiral inclusions lack spa-

tial inversion symmetry. Consequently, non-zero electric and magnetic cross-

polarizabilities α
pH
and α

mE
are allowed. This type of inclusions are inherently

suitable for the implementation of transformations which mix space and time

components, i.e, which have a different action for the two helicities. He-

lices and chiral split ring resonators (Ch-SRR) [144, 145, 142, 143] are being

considered as meta atoms for operation from the microwave to the infra-red

regime. Analytical expressions for their polarizability tensors have been derived

under suitable approximations, [146, 145, 147]. Using those expressions, it

can be seen that helicity preservation (6.3) can be achieved around the res-

onant frequency of the inclusion by adjusting its dimensions. For the helix

([147, Sec. 4.1]), the key dimensional parameter is r2/l , the ratio between

the square of the radius of the loop and the length of the straight wire (see

Fig. 6.1-(b)). For the Ch-SRR ([145, Sec. 3]), it is the ratio between the

square of the radius of the rings and the height separation between the two

parallel rings composing the chiral inclusion (see Fig. 1 in [145] for a drawing

of a Ch-SRR). In electromagnetic terms, the meaning of the key parameter is

very similar in both the helix and the Ch-SRR cases.

The value of the key parameter that makes the inclusion dual has a 1/ω

dependency. If the structure is made dual for the resonant frequency, many

physically interesting phenomena occur. For example, in [142], it is shown

that a helix meeting such condition interacts only with one of the circular

polarizations, that is, is transparent for the other one. In [147], such a helix is

shown to maximally interact with a given electromagnetic field, extracting the

maximum possible power from it. In [145] the authors state that, under such

condition, a Ch-SRR has several advantages for building negative refractive

index metamaterials including wide operation bandwidth and lack of forbidden

bands.

All these conditions were found in those works without consideration of the

duality symmetry properties of the structure. I believe that the fact that all

these interesting and apparently useful phenomena occur when the structure is

dual is not a coincidence, but rather further indication that the consideration

of the duality symmetry provides a useful guide for the design of meta atoms

for transformation devices.

Very recently [148], duality and helicity have been used to discuss the

scattering of plane waves by metasurfaces.
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6.3 Outlook

Given a desired transformation, transformation electromagnetics gives the re-

quired constitutive relations. The next step is to find the lattice and inclusions

that effectively result in those constitutive relations. Many questions arise. For

example: Does this problem always have a solution? Is the solution unique?

How to fabricate an inclusion with a specified polarizability tensor?

Let me assume for a moment that there actually exists a systematic way of

going from the desired constitutive relations to the polarizability tensors and

lattice arrangement of the inclusions. Provided that the desired transformation

of the fields can be written as a space-time coordinate change, we can use

transformation electromagnetics to obtain the constitutive relations and from

these, the polarizability and arrangement of the meta atoms. This situation

would then be closer to a fully automated process going from the specification

of the transformation to the fabrication of the device. The ability to make

inclusions with specified polarizabilities also needs to be addressed. Assuming

again that this step is successful, the last obstacle would then be the actual

fabrication process, in particular the accuracy with which the inclusions can be

fabricated and placed.

A related endeavor is the search for other families of meta atoms that can

be engineered to preserve helicity.
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Chapter 7

Conclusion

In my thesis, I have developed a tool for the study, understanding and engineer-

ing of the interaction of electromagnetic radiation with material systems. The

tool is based on symmetries and conservation laws. At its core lies the system-

atic use of the electromagnetic duality symmetry and its conserved quantity,

the electromagnetic helicity. Their use allows to treat the polarization degrees

of freedom of the field in a straightforward way. I have applied the frame-

work to the study of several different problems, obtaining insights and design

guidelines in optical activity, zero backscattering, metamaterials for transfor-

mation optics and nanophotonics phenomena involving the electromagnetic

angular momentum. This conclusion chapter contains a summary of the key

contributions and the research outlook.

7.1 Summary of key contributions of this thesis to the

field of research

The theoretical basis and results are established in Chap. 2.

Section 2.2 shows that helicity is the natural operator for describing the

non-scalar (polarization) degree of freedom of the electromagnetic field. Maxwell’s

equations for an infinite isotropic and homogeneous medium can be derived

from a small set of assumptions by means of abstract manipulations. Looking

for the equations of massless vectorial objects with positive energy automat-

ically brings in the helicity operator in its abstract form. This, and the fact

that the transformation generated by helicity, electromagnetic duality, does

not affect any other property of the field except for its polarization, distin-

guish helicity and duality from other means of treating polarization. Section

2.4 explains the relationship of helicity eigenstates and the commonly used

TE and TM polarization modes. Two important differences between helicity

and TE/TM are that, first, the TE/TM character does not have a unique

symmetry associated to it and, second, that all of the mode dependent sym-

133
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metries associated with the TE/TM character affect not only the polarization

but also other properties of a general field like, for example, momentum or

angular momentum.

Section 2.7 contains a detailed study of the conditions needed to preserve

the helicity of light, that is, to achieve duality invariance. Such conditions

are given for three different approximations: The microscopic equations with

elementary charged particles, the macroscopic equations and the dipolar scat-

tering approximation. I have obtained the relations between the electric and

magnetic charges of hypothetical elementary particles that would separate

electrodynamics into two uncoupled domains, one for each helicity. For the

macroscopic and dipolar cases, I have obtained the restrictions that duality

invariance imposes on the constitutive relations and the polarizability tensor

of the dipolar scatterer, respectively. For these two last cases, expressions

for the restrictions already existed, but had not been derived and understood

considering the two ends of the conservation law: Helicity preservation and

duality symmetry. The macroscopic and dipolar cases have immediate conse-

quences for the analysis of practical scattering problems. In particular, they

allow to assert whether a given scatterer will or will not preserve the helicity

of the light interacting with it. This completes the framework and gives it

general applicability. Some of the contents of this chapter were published in

[FCZPMT12], [FCZPT+13] and [FCMT13].

In Chaps. 3 to 6, I have used the framework developed in Chap. 2 to study

different problems.

In Chap. 3, helicity and angular momentum are used to clarify the underly-

ing symmetry reasons for observations commonly attributed to the mechanism

of “spin to orbital angular momentum transfer” a.k.a “spin orbit interaction”.

I show that the reason for the appearance of optical vortices in focused fields

is the breaking of transverse translational symmetry by the lens. On the other

hand, in the case of scattering off a cylindrically symmetric target, the vor-

tices appear due to the breaking of duality symmetry by the scatterer. The

symmetry approach avoids the separate consideration of the spin and orbital

angular momentum operators. This separation is not possible for solutions of

Maxwell’s equations since both operators generally break the transversality of

the fields they act on. The chapter also contains a study of two well known

transverse operators whose sum also results in the total angular momentum

operator. In particular, I have derived the transformations that they generate

and have given examples of their use in light matter interactions. As expected,

those transformations are not rotations. Instead, they are related to helicity

and frequency dependent translations. Additionally, I have shown that there is

a direct relationship between the transverse “spin” operators and the spatial

part of the Pauli-Lubanski four vector. Most of these results are contained in

the published article [FCZPMT12] or in the manuscript [FCZPMT13], which

is currently under review.
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Chapter 4 shows how the interplay of two different symmetries, discrete ro-

tational symmetries and duality symmetry, can be used to understand and engi-

neer the forward and backward scattering properties of an object. In particular,

I have shown that a dual symmetric scatterer with a discrete rotational sym-

metry Rz(2π/m) of degree m ≥ 3 will necessarily exhibit zero backscattering,
that is, no energy will be scattered backwards. Using these results, I have given

a symmetry based recipe for building a two dimensional array exhibiting zero

backscattering. These results were published in1 [FC13]. The symmetry argu-

ments relating to scattering off magnetic spheres are contained in [FCZPT+13]

and were extended to cylindrally symmetric objects in [ZPFCJ+13].

Chapter 5 contains a study of optical activity from the point of view of

symmetries and conservation laws. I have shown that helicity preservation is

a necessary condition for optical activity understood as the rotation of linear

polarization between tow input/output plane waves. This necessary condition

is not normally taken into account in the design of structures with artificial

optical activity. This omission results in polarization rotation angles that are

not independent of the input polarization state. The omission may be due to

the fact that the most common setting for the observation of natural opti-

cal activity, the forward scattering direction of a solution of chiral molecules,

preserves helicity “automatically”. This preservation, shown not to happen in

non-forward directions, is not related to duality symmetry. I have proved that

it is due to the effective cylindrical symmetry that the random orientations of

the molecules endows the solution with. The chapter contains analytical and

numerical evidence strongly suggesting that in a general non-forward scatter-

ing direction, duality symmetry is a requirement for helicity preservation and

it is therefore also a requirement for optical activity in those directions. Tak-

ing all these results into account I have given a symmetry based recipe for

building two dimensional arrays exhibiting artificial optical activity on a general

direction. Finally, I have shown how the different results that optical activ-

ity and Faraday rotation produce upon a propagation-reflection-propagation

round trip are connected to the different behavior of the two systems under

time and space inversion transformations. Most of these results were published

in [FCVTMT13].

In Chap. 6 I have used the duality symmetry inherent to the mathematics

of transformation electromagnetics to constrain the polarizability tensors of

the meta atoms used to build transformation electromagnetic devices. The

chapter contains arguments that show that helicity preserving meta atoms

meeting the dipolar duality conditions are the only class of meta atoms needed

to build a general transformation device. Two families of dual symmetric meta

atoms, one chiral and one non-chiral are briefly discussed. Additionally, the

chapter provides some insight into the kinds of transformations that can be

1In this section, I will refer to the publications listed in the publication list, located after

the acknowledgments
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obtained by chiral and non-chiral meta atoms. These results were published in

[FCMT13].

7.2 Outlook

As shown in the application chapters, the current state of the tool already

allows its use in many cases of practical interest.

I believe that other cases where it should lead to new insights are the

study of the spin Hall effect of light [98, 99, 100, 101] or the action of the

so called “q-plates” [14]. Both cases are commonly explained as a “spin to

orbital angular momentum” transfer.

I also believe that the new understanding of the symmetries involved in

optical activity can be used for the design of sensitive schemes for detection

of chiral molecules and sorting of their chiral phase.

Nevertheless, the tool has areas with room for improvement that deserve

careful consideration.

It is clearly interesting to attempt to increase the quantitative ability of the

tool. For example, for the zero backscattering objects of Chap. 4, it would

be important to have some information about how much energy is scattered

in directions that are a small deviation away from the backward direction. In

each particular system, the answer can be obtained by simulation, but it is

conceivable that the manifestation of a slightly broken symmetry has general

consequences.

From the qualitative point of view, a proof of the Gell-Mann’s totalitarian

principle, “everything that is not forbidden is mandatory”, maybe in the form

“everything that is not forbidden by symmetry is mandatory”, would endow

the tool with more qualitative power.

With respect to extensions, a natural one would be to extend it so that

multi photon states can be considered. Since multi photon states belong to

products of electromagnetic Hilbert spaces, decomposing those spaces into

their irreducible components and enforcing the correct permutation symmetry

seems to be a plausible starting point.

An important extension would be the consideration of other elementary

particles, notably the electron. The tandem helicity/duality provides a route

for controlling the non-scalar degree of freedom of the electromagnetic field.

A similar tandem for the electron would no doubt have an impact on the

practical applications of the polarization of electrons like “spintronics”. The

fact that the electron has mass is a crucial difference. Helicity is a Lorentz

invariant for massless fields but is not Lorentz invariant for massive particles: It

changes with Lorentz boosts. From the point of view of group theory, the free

electromagnetic field may be seen as being composed of two separate entities

of different helicity. This is not true for the electron and will certainly impact

the extension of the framework to treat its polarization. On the other hand,
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the equations that govern the propagation of spacetime curvature in vacuum

have been shown to be symmetric under a duality transformation [149]. This

is consistent with the fact that the gravitational field is massless, and should

allow a smoother extension of the theory of helicity and duality that I have

developed to the gravitational field.

Finally, I believe that one of the interesting applications of symmetries and

conservation laws, in particular duality, is the quest for a systematic design

strategy for transformation electromagnetic devices. As briefly mentioned in

Sec. 6.3, it would be desirable to find a systematic way to, given the constitu-

tive relations specified by the desired transformation, obtain the polarizability

tensors and three dimensional arrangement of the meta medium exhibiting

such effective response.
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Rodŕıguez-Herrera, David Lara, and Chris Dainty. Spin-to-orbital angular

momentum conversion in focusing, scattering, and imaging systems.

Opt. Express, 19(27):26132–26149, Dec 2011.

[12] F. Manni, K. G. Lagoudakis, T. K. Paräıso, R. Cerna, Y. Léger, T. C. H.
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