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## Abstract

We give a definition of internal crossed module in a protomodular, Barr-exact category $\mathscr{C}$ with finite coproducts, and we show that the category of internal crossed modules in $\mathscr{C}$ is equivalent to the category of internal categories in $\mathscr{C}$. A category that is protomodular, Barr-exact, has finite coproducts, and is also pointed is, equivalently, a semi-abelian category. Our definition of internal crossed module is a generalisation of a definition of crossed module in a semi-abelian category due to Janelidze. Similarly, our theorem stating the equivalence of the categories of internal crossed modules and internal categories in $\mathscr{C}$ is a generalisation of a corresponding theorem of Janelidze's. We show that the category $\mathbf{L R}$ of Lie-Rinehart algebras is protomodular, Barr-exact, and has finite coproducts, showing that our new definition of internal crossed module applies to the category of Lie-Rinehart algebras, and thus that the categories of internal crossed modules in LR and internal categories in $\mathbf{L R}$ are equivalent. We then compare our definition of internal crossed module with the existing definition of a crossed module of Lie-Rinehart algebras.
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## Chapter. 1

## Introduction

## Semi-abelian categories

The notion of an abelian category abstracts from and generalises the category $\mathbf{A b}$ of abelian groups [12]. The category Grp of groups is not abelian; however, Grp shares many of the properties of abelian categories. This motivates the definition of a semi-abelian category, which abstracts from and generalises the category Grp. A category $\mathscr{C}$ is semi-abelian if $\mathscr{C}$ is pointed, protomodular, Barr-exact, and has finite coproducts [17]. For other examples of semi-abelian categories, all abelian categories are semi-abelian, as are the categories of non-unitial rings, Lie algebras and many other non-abelian categories of algebras.

## Internal categories and crossed modules in Grp

Now consider an internal category

$$
\begin{equation*}
C_{2} \xrightarrow[q]{\stackrel{p}{m}} C_{1} \underset{c}{\stackrel{d}{\stackrel{i}{\leftrightarrows}}} C_{0} \tag{1.1}
\end{equation*}
$$

in Grp, the category of groups. Let

$$
\operatorname{Ker} d=\left\{f \in C_{1}: d(f)=1_{C_{0}}\right\} .
$$

Then for all $k \in \operatorname{Ker} d$ and all $x \in C_{0}$, we have

$$
1_{x} \cdot k \cdot 1_{x}^{-1} \in \operatorname{Ker} d,
$$

and the resulting

$$
\phi: C_{0} \rightarrow \operatorname{Aut}(\operatorname{Ker} d): x \mapsto\left(k \mapsto^{x} k=1_{x} \cdot k \cdot 1_{x}^{-1}\right) .
$$

is a group homomorphism; that is, an action of $C_{0}$ on $\operatorname{Ker} d$. We can also define a homomorphism

$$
\partial: \operatorname{Ker} d \rightarrow C_{0}: k \mapsto c(k) .
$$

These two homomorphisms

$$
\begin{align*}
& \phi: C_{0} \rightarrow \operatorname{Aut}(\operatorname{Ker} d),: x \mapsto\left(k \mapsto{ }^{x} k\right)  \tag{1.2}\\
& \partial: \operatorname{Ker} d \rightarrow C_{0}: k \mapsto c(k)
\end{align*}
$$

together satisfy, for all $x \in C_{0}$, and for all $k, k^{\prime} \in \operatorname{Ker} d$,

1. $\partial\left({ }^{x} k\right)=x \cdot \partial(k) \cdot x^{-1} \quad$ (Equivariance)
2. ${ }^{\partial(k)} k^{\prime}=k \cdot k^{\prime} \cdot k^{-1} \quad$ (Peiffer condition)

Any such pair of homomorphisms (an action of a group $G$ on a group $H$ and a homomorphism $H \rightarrow G$ ) that satisfy these conditions is called a crossed module of groups.

We have seen that given the internal category (1.1), we can produce the crossed module (1.2). Moreover, we can recover $C_{1}$ from the other data. For any $f \in C_{1}$,

$$
f=f \cdot\left(1_{x}^{-1} \cdot 1_{x}\right)=\left(f \cdot 1_{x}^{-1}\right) \cdot 1_{x}=k \cdot i(x),
$$

with $k \in \operatorname{Ker} d$, and $x \in C_{0}$, and this representation is unique. So for any $f=k \cdot i(x), g=k^{\prime} \cdot i\left(x^{\prime}\right) \in C_{1}$,

$$
f \cdot g=k \cdot 1_{x} \cdot k^{\prime} \cdot\left(1_{x}^{-1} \cdot 1_{x}\right) \cdot 1_{x}^{\prime}=k \cdot\left(1_{x} \cdot k^{\prime} \cdot 1_{x}^{-1}\right) \cdot 1_{x} \cdot 1_{x}^{\prime}=k \cdot{ }^{x} k^{\prime} \cdot i\left(x x^{\prime}\right)
$$

This looks like the semi-direct product

$$
\operatorname{Ker} d \rtimes C_{0}=\left\{(k, x): k \in \operatorname{Ker} d, x \in C_{0}\right\},
$$

with group product

$$
(k, x) \cdot\left(k^{\prime}, x^{\prime}\right)=\left(k^{x} \cdot k^{\prime}, x \cdot x^{\prime}\right) .
$$

Indeed,

$$
C_{1} \rightarrow \operatorname{Ker} d \rtimes C_{0}: k \cdot i(x) \mapsto(k, x)
$$

is an isomorphism of groups.
We can also recover the composition of the internal category. It turns out that the composition morphism $m$ of an internal category of groups is determined by the group product of $C_{1}$ :

$$
g \circ f=m(f, g)=g \cdot i d(g)^{-1} \cdot f .
$$

Writing $f=k \cdot i(x), g=k^{\prime} \cdot i\left(x^{\prime}\right)$, we have

$$
m\left(k \cdot i(x), k^{\prime} \cdot i\left(x^{\prime}\right)\right)=k^{\prime} \cdot k \cdot i(x)
$$

Thus we can define a composition homomorphism $m^{\prime}$ for composable pairs in $\left(K \rtimes C_{0}\right) \times\left(K \rtimes C_{0}\right)$ by

$$
m^{\prime}\left((k, x),\left(k^{\prime}, x^{\prime}\right)\right)=\left(k^{\prime} \cdot k, x\right) .
$$

For more details, see [19], [8].

## Crossed modules

Crossed modules of groups were first defined by Whitehead in the 1940s in algebraic topology, see [22]. The equivalence between the categories of crossed modules and internal categories in Grp was known by Verdier and Duskin in the 1960s; a proof of the equivalence was first published by Brown and Spencer in 1976 [8]. Since then, various authors have found it expedient to introduce a notion of a crossed module for other structures, for example, Lie algebras [18]. These crossed modules have been defined by analogy, in a more or less ad hoc manner. In the paper [16], Janelidze gives a unifying definition of crossed module in semi-abelian categories such that the equivalence of crossed modules and internal categories holds. Remarkably, the old ad hoc definitions agree with the results of applying the general semi-abelian definition in concrete cases.

## Lie-Rinehart algebras

Given a smooth manifold $M$, there is a commutative algebra $A=C^{\infty}(M)$ of infinitely differentiable functions $M \rightarrow \mathbb{R}$. There is also a Lie $\mathbb{R}$-algebra $L$ of all the vector fields on $M$, with Lie bracket $[X, Y](f)=X(Y(f))-Y(X(f))$. The algebra $A$ is an $L$-module, and the Lie algebra $L$ is an $A$-module. Furthermore $A$ and $L$ act on each other in a "compatible" way. This is a motivating example of a Lie-Rinehart algebra, first defined in [15], see Definition 3.1.2.

## Crossed modules and internal categories of Lie-Rinehart algebras

Crossed modules of Lie-Rinehart algebras were defined by Casas et al in [11]. The category LR of Lie-Rinehart algebras is not semi-abelian, because it is not pointed. Therefore Janelidze's (semiabelian) definition of crossed module does not apply to the category of Lie-Rinehart algebras. It turns out, however, that the category $\mathbf{L R}$ is protomodular, Barr-exact, and has finite coproducts. In this thesis, we give a new definition of an internal crossed module in a protomodular, Barr-exact category $\mathscr{C}$ with finite coproducts, showing that the categories of internal crossed modules and internal categories in $\mathscr{C}$ are equivalent, and thus extending Janelidze's (semi-abelian) result. We then show that the category of Lie-Rinehart algebras is protomodular, Barr-exact, and has finite coproducts, thus showing that the categories of internal crossed modules and internal categories in LR are equivalent. Finally, we compare internal crossed modules in LR to the classical definition of a crossed module of Lie-Rinehart algebras, with a view towards establishing the equivalence between the categories of (classical) crossed modules and internal categories in LR.

In chapter 2 of this thesis, we will give a definition of internal crossed module for any protomodular, Barr-exact category $\mathscr{C}$ that has finite coproducts, and show that this definition ensures that the category of these internal crossed modules is equivalent to the category of internal categories in $\mathscr{C}$. In chapter 3, we will turn our attention to Lie-Rinehart algebras. There we will introduce Lie-Rinehart algebras, and the existing definition of a crossed module of Lie-Rinehart algebras, before showing that the category of Lie-Rinehart algebras is protomodular, Barr-exact, and has finite coproducts. Finally, we compare internal crossed modules of Lie-Rinehart algebras with the existing definition of a crossed module of Lie-Rinehart algebras.

## Prerequisites

This thesis is not quite self contained. We collect here some definitions and references that may be useful to the reader.

A category $\mathscr{C}$ is called regular if $\mathscr{C}$ is finitely complete and has image factorisations that are stable under pullback. Equivalently, a category $\mathscr{C}$ is regular if (1) it is finitely complete; (2) every kernel pair has a coequaliser; and (3) regular epimorphisms (coequalisers) are stable under pullback. A regular category $\mathscr{C}$ is called Barr-exact if every equivalence relation in $\mathscr{C}$ is a kernel pair. We use basic results concerning regular categories, Barr-exact categories, regular epimorphisms, strong epimorphisms, and related topics. A good reference is the appendix of [5].

We also assume the reader knows the definitions of the categories of internal categories (see [19]) and reflexive graphs (see [5]).

## Notation

We will use the following notational conventions.
If

$$
A \stackrel{\pi_{A}}{\leftrightarrows} A \times B \xrightarrow{\pi_{B}} B
$$

is a product, and $f: X \rightarrow A$ and $g: X \rightarrow B$ are morphisms, then we write the induced morphism into the product as $\binom{f}{g}$ :


Similarly, a morphism into a pullback is written $\binom{f}{g}$, as in


If

$$
A \xrightarrow{i_{A}} A+B \stackrel{i_{B}}{\longleftrightarrow} B .
$$

is a coproduct, and if $f: A \rightarrow Y$ and $g: B \rightarrow Y$ are morphisms, then we write the induced morphism out of the coproduct as $(f, g)$ :


As in the example just given, we will usually write coproduct injections from $X$ to $X+Y$ as

$$
X \xrightarrow{i_{X}} X+Y .
$$

## Chapter. 2

## Crossed modules in protomodular, Barr-exact categories with finite coporoducts

In the paper [16], Janelidze defines a general notion of crossed module in any semi-abelian category, and shows that for any semi abelian category $\mathscr{C}$, the category of crossed modules in $\mathscr{C}$ is equivalent to the category of internal categories in $\mathscr{C}$. In this chapter, we show that this result can be extended to hold more generally. In particular, pointedness is not required, provided that the category $\mathscr{C}$ is Barr-exact, protomodular, and has finite coproducts.

Recall the case of groups that we discussed in the introduction. Notice that the split epimorphism

$$
C_{1} \underset{i}{\stackrel{d}{\rightleftarrows}} C_{0}
$$

is enough to determine the action of $C_{0}$ on $\operatorname{Ker} d$. This action, in turn, is enough to recover the original split epimorphism as the projection of $C_{0} \rtimes \operatorname{Ker} d$ onto $C_{0}$. If we consider the extra structure given by the morphism $c$, we have a reflexive graph, and giving this reflexive graph is the same as giving the pre-crossed module $\partial: \operatorname{Ker} d \rightarrow C_{0}$. Finally, if we consider the extra structure of the composition morphism $m$, we have an internal category; but to give this composition $m$ is the same as making the pre-crossed module $\partial$ into a crossed module.

We will use a similar strategy in this section. First we will search for conditions on a category $\mathscr{C}$ under which we have an equivalence between split epimorphisms in $\mathscr{C}$ and (a suitable general definition of) internal actions in $\mathscr{C}$. Then we will show that giving an extra morphism to build up to a reflexive graph is the same as building up to (a suitable definition of) an internal pre-crossed module. Finally, we will show that giving the reflexive graph a composition morphism, and thus making it into an internal category, is the same as giving (a suitable definition of) an internal crossed module. It should be noted that at times this chapter borrows significantly from Janelidze's approach to the semi-abelian case in [16], adapting his methods and strategy to fit our non-pointed setting.

### 2.1 Split epimorphisms and "actions"

## Split epimorphisms

Definition 2.1.1. Let $\mathscr{C}$ be a category. We let $\operatorname{SpIEp}(\mathscr{C})$ denote the category of split epimorphisms of $\mathscr{C}$. The objects of $\operatorname{SplEp}(\mathscr{C})$ are split epimorphisms

$$
E \underset{s}{\stackrel{p}{\rightleftarrows}} B
$$

of $\mathscr{C}$. More precisely, an object of $\operatorname{SpIEp}(\mathscr{C})$ is a quadruple $(E, B, p, s)$, where $p$ is a split epimorphism and $s$ is a section of $p$, that is, $p s=1_{B}$. We will sometimes write $(p, s)$ instead of $(E, B, p, s)$. A morphism $(E, B, p, s) \rightarrow\left(E^{\prime}, B^{\prime}, p^{\prime}, s^{\prime}\right)$ of $\operatorname{SpIEp}(\mathscr{C})$ is a pair $(f, g)$ of morphisms of $\mathscr{C}$ such that $p^{\prime} f=g p$ and $f s=s^{\prime} g$. In other words, a morphism is a pair $(f, g)$ of morphisms of $\mathscr{C}$ such that the
diagram

commutes in both directions.
Definition 2.1.2. Let $\mathscr{C}$ be a category. For each object $B \in \mathscr{C}$, let $\mathbf{S p I E p}_{B}(\mathscr{C})$ denote the category of split epimorphisms of $\mathscr{C}$ over $B$. The objects of $\operatorname{SpIEp}_{B}(\mathscr{C})$ are the objects of $\operatorname{SpIEp}(\mathscr{C})$ such that the codomain of the split epimorphism is $B$. The morphisms of $\operatorname{SplEp}_{B}(\mathscr{C})$ are the morphisms of $\operatorname{SpIEp}(\mathscr{C})$ that have $1_{B}$ in the second component.

## An adjunction

Let $\mathscr{C}$ be a category with pullbacks and an initial object 0 . We begin with the following definition.
Definition 2.1.3 (kernel,Ker). Let $p: E \rightarrow B$ be a morphism in $\mathscr{C}$. We can take the pullback of $p$ along the unique morphism $!_{B}$ from the initial object to $B$ :


We define the object $\operatorname{Ker} p$, along with the morphism $\kappa_{p}: K \rightarrow 0$ to be the kernel of $f$. Of course, the injection $k_{p}: \operatorname{Ker} p \rightarrow E$ is also part of the definition of the kernel. By the universal property of the pullback, this process determines a functor $\operatorname{Ker}: \operatorname{SpIEp}(\mathscr{C}) \rightarrow \mathscr{C} / 0$ (see the diagram below), which we refer to as the kernel functor.


Remark. We observe that if 0 is also a terminal object, then $\mathscr{C} / 0 \cong \mathscr{C}$ and our definition agrees with the usual definition of a kernel in a pointed category.

Remark. We also observe that for any morphism $x: X \rightarrow 0$, the unique morphism $!_{X}: 0 \rightarrow X$ is a section of $x$, thus $\mathscr{C} / 0=\operatorname{SpIEp}_{0}(\mathscr{C})$. Indeed, more generally, pulling back a split epimorphism $p: E \rightarrow B$ with section $s$ along an arbitrary arrow $f: A \rightarrow B$ gives a split epimorphism, with the section given by the unique morphism $u$ induced by the cone $\left(1_{A}, s f\right)$.

We have already defined the kernel functor $\operatorname{Ker}: \operatorname{SpIEp}(\mathscr{C}) \rightarrow \mathscr{C} / 0$. There is also the codomain functor

$$
\operatorname{Cod}: \operatorname{SpIEp}(\mathscr{C}) \rightarrow \mathscr{C}
$$

which maps

to

$$
g: B \rightarrow B^{\prime}
$$

So, for any category $\mathscr{C}$ with pullbacks and an initial object 0 , we can define a functor

$$
U: \mathbf{S p I E p}(\mathscr{C}) \rightarrow \mathscr{C} / 0 \times \mathscr{C}
$$

by

$$
U=\binom{\text { Ker }}{\mathrm{Cod}},
$$

defined on objects by sending

$$
E \stackrel{p}{\stackrel{y}{\leftrightarrows}} B
$$

to the pair $\left(\operatorname{Ker} p \xrightarrow{\kappa_{p}} 0, B\right)$.
If $\mathscr{C}$ has finite coproducts, then given a pair $(X \xrightarrow{x} 0, A)$ in $\mathscr{C} / 0 \times \mathscr{C}$, we can form the coproducts

$$
A \xrightarrow{i_{A}} A+X \stackrel{i_{X}}{\longleftrightarrow} X
$$

and

$$
A \xrightarrow{1_{A}} A=A+0 \stackrel{!_{A}}{\longleftrightarrow} 0
$$

We define $F(X \xrightarrow{x} 0, A)$ to be the split epimorphism

$$
A+X \underset{i_{A}}{\stackrel{1_{A}+x}{\leftrightarrows}} A
$$

We denote the kernel of the morphism $1_{A}+x$ by


Now, since $A b X \xrightarrow{\kappa_{A, x}} 0$ is the kernel of $1_{A}+x$, we have

$$
U F(X \xrightarrow{x} 0, A)=\left(A b X \xrightarrow{K_{A, x}} 0, A\right) .
$$

We define the morphism

$$
\eta_{A, x}:(X \xrightarrow{x} 0, A) \rightarrow\left(A b X \xrightarrow{K_{A, x}} 0, A\right)
$$

by $1_{A}: A \rightarrow A$ on the $\mathscr{C}$ component, and on the $\mathscr{C} / 0$ component by

$$
\eta_{x}: X \rightarrow A b X,
$$

where $\eta_{x}$ is the unique morphism making the following diagram commute


Let $\mathscr{C}$ be a category with pullbacks and finite coproducts, and let

$$
E \underset{s}{\stackrel{p}{\rightleftarrows}} B,
$$

be a split epimorphism of $\mathscr{C}$. Given any morphism

$$
(f, g):(X \xrightarrow{x} 0, A) \rightarrow U(E, B, p, s)=\left(\operatorname{Ker} p \xrightarrow{\kappa_{p}} 0, B\right)
$$

of $\mathscr{C} / 0 \times \mathscr{C}$, the morphism of split epimorphisms

is the unique morphism $\overline{(f, g)}$ such that $\overline{U(f, g)} \eta_{A, x}=(f, g)$. This shows that, if $\mathscr{C}$ is a category with pullbacks and finite coproducts, there is an adjunction

$$
F \dashv U: \mathbf{S p I E p}(\mathscr{C}) \rightarrow \mathscr{C} / 0 \times \mathscr{C}
$$

From (2.1), it follows that the counit $\epsilon$ has components $\epsilon_{(E, B, p, s)}=\left(s, k_{p}\right): B+\operatorname{Ker} p \rightarrow E$.

## Internal actions

From now on, we assume that $\mathscr{C}$ is a category with pullbacks and finite coproducts. We have seen that, for such categories $\mathscr{C}$, we have the adjunction

$$
\begin{gathered}
\operatorname{SpIEp}(\mathscr{C}) \\
F \uparrow \dashv \downarrow U \\
\mathscr{C} / 0 \times \mathscr{C},
\end{gathered}
$$

with unit $\eta$, with components

$$
\eta_{A, x}=\left(\eta_{X}, 1_{A}\right):(X \xrightarrow{x} 0, A) \rightarrow\left(A b X \xrightarrow{\kappa_{A, x}} 0, A\right),
$$

and counit $\epsilon$, with components

$$
\epsilon_{p, s}=\left(\left(s, k_{p}\right), 1_{B}\right):\left(B+\operatorname{Ker} p, B, 1_{B}+\kappa_{p}, i_{B}\right) \rightarrow(E, B, p, s) .
$$

This adjunction determines a monad

$$
\left(b=U F: \mathscr{C} / 0 \times \mathscr{C} \rightarrow \mathscr{C} / 0 \times \mathscr{C}, \eta, U \epsilon_{F}\right),
$$

and hence the Eilenberg-Moore category $(\mathscr{C} / 0 \times \mathscr{C})^{b}$ of b-algebras, where the objects satisfy the axioms for algebras for a monad [19].

We will gradually introduce assumptions on $\mathscr{C}$ that force the functor $U$ to be monadic, and thus give an equivalence between the categories $\operatorname{SpIEp}(\mathscr{C})$ and $(\mathscr{C} / 0 \times \mathscr{C})^{b}$. We will see that for categories $\mathscr{C}$ satisfying these assumptions, the category $(\mathscr{C} / 0 \times \mathscr{C})^{b}$ plays an analogous role in the general theory that we develop here to the role played by the category of group actions in establishing the equivalence between internal categories and crossed modules of groups that we mentioned in the introduction. This is the reason for the choice of terminology in the following definition.
Definition 2.1.4 (Internal action). We define an internal action in $\mathscr{C}$ to be an object of $(\mathscr{C} / 0 \times \mathscr{C})^{b}$. We call $\operatorname{Act}(\mathscr{C})=(\mathscr{C} / 0 \times \mathscr{C})^{b}$ the category of actions internal to $\mathscr{C}$.

Remark. Note that there is a key difference between the internal actions just defined and a group action. In the case of groups, we have an object of Grp acting on another object of Grp; in our definition an object of $\mathscr{C}$ acts on an object of $\mathscr{C} / 0$.

Explicitly, these generalised "actions" consist of objects $X, A \in \mathscr{C}$, along with morphisms $X \xrightarrow{x} 0$ and $A b X \xrightarrow{\xi} X$ such that the diagrams

commute, where $A b(A b X)$ is the kernel of $1_{A}+\kappa_{A, x}: A+A b x \rightarrow A$, and $1_{A} b \xi$ is the morphism $\operatorname{Ker}\left(1_{A}+\xi\right)=\operatorname{Ker} F\left(\xi, 1_{A}\right)$. These data define an internal action

$$
\left(\xi, 1_{A}\right):\left(A b X \xrightarrow{\kappa_{A, x}} 0, A\right) \rightarrow(X \xrightarrow{x} 0, A) .
$$

We will usually write actions as triples $(X \xrightarrow{x} 0, \xi, A)$.
A morphism of actions

$$
(X \xrightarrow{x} 0, \xi, A) \rightarrow\left(X^{\prime} \xrightarrow{x^{\prime}} 0, \xi^{\prime}, A\right)
$$

is a pair $(\alpha, \beta)$, with

$$
\alpha:(X \xrightarrow{x} 0) \rightarrow\left(X^{\prime} \xrightarrow{x^{\prime}} 0\right)
$$

a morphism of $\mathscr{C} / 0$ and

$$
\beta: A \rightarrow A^{\prime}
$$

a morphism of $\mathscr{C}$ such that

commutes, where $\beta b \alpha=\operatorname{Ker} F(\alpha, \beta)$.

Remark. Observe that for any pair $(X \xrightarrow{x} 0, A) \in \mathscr{C} / 0 \times \mathscr{C}$, we have

$$
\begin{gathered}
b(X \xrightarrow{x} 0, A)=U F(X \xrightarrow{x} 0, A)=U\left(A+X, A, 1_{A}+x, i_{A}\right)=\left(A b X \xrightarrow{k_{A, x}} 0, A,\right), \\
\eta_{A, x}=\left(\eta_{x}, 1_{A}\right),
\end{gathered}
$$

and

$$
U \epsilon_{F(A, x)}=U \epsilon_{\left(1_{A}+x, i_{A}\right)}=U\left(\left(i_{A}, k_{A, x}\right), 1_{A}\right) .
$$

It follows that $b, \eta$, and $U \epsilon_{F}$ do not affect anything in the second component. Indeed, for any fixed $A$, there is another related monad

$$
A b: \mathscr{C} / 0 \rightarrow \mathscr{C} / 0:(X \xrightarrow{x} 0) \mapsto\left(A b x \xrightarrow{K_{A, x}} 0\right) .
$$

## The comparison functor

Provided that $\mathscr{C}$ is a category with pullbacks and finite coproducts, we have our adjunction $(F, U, \eta, \epsilon)$, the induced monad (b, $\eta, U \epsilon_{F}$ ), and the corresponding Eilenberg-Moore adjunction ( $F^{b}, U^{b}, \eta^{b}, \epsilon^{b}$ ) [19]. Let $K$ denote the comparison functor

$$
K: \operatorname{SpIEp}(\mathscr{C}) \rightarrow(\mathscr{C} / 0 \times \mathscr{C})^{b},
$$

defined on objects by

$$
(E, B, p, s) \mapsto U F U(E, B, p, s) \xrightarrow{U \epsilon_{(E, B, p, s)}} U(E, B, p, s),
$$

and on morphisms by

$$
(f, g) \mapsto U(f, g) .
$$

More explicitly, this sends a split epimorphism $(E, B, p, s)$ to the object $\left(\operatorname{Ker} p \xrightarrow{\kappa_{p}} 0, B\right)$ equipped with the action

$$
U \epsilon_{(E, B, p, s)}=U\left(\left(s, k_{p}\right), 1_{B}\right)=\left(\operatorname{Ker}\left(\left(s, k_{p}\right), 1_{B}\right), 1_{B}\right),
$$

which is a morphism of $\mathscr{C} / 0 \times \mathscr{C}$. The first component, $\operatorname{Ker}\left(\left(s, k_{p}\right), 1_{B}\right)$, is defined by the following commutative diagram

where $\operatorname{Ker}\left(\left(s, k_{p}\right), 1_{B}\right)$ is the unique morphism induced by the cone $\left(\kappa_{B, \kappa_{p}},\left(s, k_{p}\right) \cdot k_{B, \kappa_{p}}\right)$. Also, we see that $1_{\text {Ker } p}$ is the unique morphism such that both

$$
\kappa_{p} \cdot 1_{\operatorname{Ker} p}=\kappa_{p}
$$

and

$$
k_{p} \cdot 1_{\operatorname{Ker} p}=\left(s, k_{p}\right) \cdot i_{\operatorname{Ker} p} .
$$

But

$$
\kappa_{p} \cdot \operatorname{Ker}\left(\left(s, k_{p}\right), 1_{B}\right) \cdot \eta_{\operatorname{Ker} p}=\kappa_{B, \kappa_{p}} \cdot \eta_{\operatorname{Ker} p}=\kappa_{p},
$$

and

$$
k_{p} \cdot \operatorname{Ker}\left(\left(s, k_{p}\right), 1_{B}\right) \cdot \eta_{\operatorname{Ker} p}=\left(s, k_{p}\right) \cdot k_{B, \kappa_{p}} \cdot \eta_{\operatorname{Ker} p}=k_{p} .
$$

So $\operatorname{Ker}\left(\left(s, k_{p}\right), 1_{B}\right) \cdot \eta_{\text {Ker } p}=1_{\text {Ker } p}$.
To summarise $U \epsilon_{(E, B, p, s)}=U \epsilon_{p, s}$ is given by

in the first component and

$$
B \xrightarrow{1_{B}} B
$$

in the second component.

## Monadicity

We recall that when $\mathscr{C}$ is a category with pullbacks and finite coproducts, we have our adjunction $(F, U, \eta, \epsilon)$, the induced monad $\left(b, \eta, U \epsilon_{F}\right)$, and the corresponding Eilenberg-Moore adjunction $\left(F^{b}, U^{b}, \eta^{b}, \epsilon^{b}\right)$. The comparison functor $K$ satisfies $U^{b} K=U$ and $K F=F^{b}$ :


We want to find conditions under which $K$ is an equivalence of categories.
We begin by recalling the following standard definition.
Definition 2.1.5. Let $U: \mathscr{D} \rightarrow \mathscr{E}$ be a functor. We say that $U$ is monadic if $U$ has a left adjoint $F$ and the comparison functor $K: \mathscr{D} \rightarrow \mathscr{E}^{U F}$ is an equivalence of categories.

Thus we are looking for conditions under which

$$
U: \operatorname{SpIEp}(\mathscr{C}) \rightarrow \mathscr{C} / 0 \times \mathscr{C}
$$

is guaranteed to be monadic. There are several "monadicity" theorems that give sufficient conditions for a functor to be monadic, for example, see [2]. We will use the "Crude Monadicity Theorem". Before stating it, we need the following standard definition.
Definition 2.1.6 (Reflexive pair). Let $\mathscr{E}$ be a category. A reflexive pair of $\mathscr{E}$ is a parallel pair

$$
A \underset{g}{\stackrel{f}{\rightrightarrows}} B
$$

of morphisms of $\mathscr{E}$ with a common section $s: B \rightarrow A$. That is, $f s=1_{B}=g s$.

Theorem 2.1.7 (Crude Monadicity Theorem (Beck)). A functor $U: \mathscr{D} \rightarrow \mathscr{E}$ is monadic if
(i) $U$ has a left adjoint;
(ii) $\mathscr{D}$ has, and $U$ preserves coequalisers of reflexive pairs;
(iii) U reflects isomorphisms.

Proof. See [2].
Basically, $\mathscr{D}$ having reflexive coequalisers allows us to construct a left adjoint $L$ to $K$. Having $U$ preserve reflexive coequalisers makes the unit of the adjunction $\eta: 1 \Longrightarrow K L$ an isomorphism. If, in addition, $U$ reflects isomorphisms, then the counit $\epsilon: L K \rightarrow 1_{\mathscr{D}}$ is an isomorphism.

We will be especially interested in having an explicit construction for the left adjoint $L$. As such, we now consider the part of the proof of the Crude Monadicity Theorem involving the construction of the left adjoint $L$. Let $(F \dashv U: \mathscr{D} \rightarrow \mathscr{E}, \eta, \epsilon)$ be an adjunction, and let $\left(T=U F: \mathscr{E} \rightarrow \mathscr{E}, \mu=U \epsilon_{F}, \eta\right)$ be the induced monad. Let $(X, x) \in \mathscr{E}^{T}$. Then since $F x \cdot F \eta_{X}=F\left(x \cdot \eta_{X}\right)=1_{F X}$, and $\epsilon_{F X} \cdot F \eta_{X}=1_{F X}$, the pair

$$
F U F X \xrightarrow[\epsilon_{F X}]{\stackrel{F x}{\longrightarrow}} F X
$$

is a reflexive pair. By hypothesis, there is a coequaliser

$$
F U F X \xrightarrow[\epsilon_{F X}]{\stackrel{F x}{\longrightarrow}} F X \xrightarrow{l(X, x)} L(X, x) .
$$

This defines the left adjoint $L$.
It will be useful later on to know that under suitable assumptions each component of the counit of the adjunction

$$
\begin{gathered}
\operatorname{SpIEp}(\mathscr{C}) \\
F \uparrow \dashv \downarrow U \\
\mathscr{C} / 0 \times \mathscr{C},
\end{gathered}
$$

is a coequaliser. First we need the following lemma.
Lemma 2.1.8. Let $(T: \mathscr{E} \rightarrow \mathscr{E}, \eta, \mu)$ be a monad. Let $X$ be an object of $\mathscr{E}$, and let $T X \xrightarrow{x} X$ be an algebra for $T$. Then

$$
\begin{equation*}
T^{2} X \xrightarrow[\mu_{X}]{\stackrel{T x}{\longrightarrow}} T X \xrightarrow{x} X \tag{2.2}
\end{equation*}
$$

is a coequaliser.
Proof. The algebra for a monad axioms ensure that (2.2) is a cofork. Let

$$
\begin{equation*}
T^{2} X \xrightarrow[\mu_{X}]{\xrightarrow{T x}} T X \xrightarrow{y} Y \tag{2.3}
\end{equation*}
$$

be a cofork. For any morphism $f: X \rightarrow Y$ such that $y=f x$, we have

$$
f=f \cdot x \cdot \eta_{X}=f \cdot x \cdot \eta_{X}=y \cdot \eta_{X},
$$

so that there can be at most one such $f$. On the other hand, existence follows from the naturality of $\eta$, and the monad axioms:

$$
y \cdot \eta_{X} \cdot x=y \cdot T x \cdot \eta_{T X}=y \cdot \mu_{X} \cdot \eta_{T X}=y .
$$

Now we can prove the following.
Proposition 2.1.9. Let $(F \dashv U: \mathscr{D} \rightarrow \mathscr{E}, \eta, \epsilon)$ be an adjunction. If $U$ is monadic, then, for every $Y \in \mathscr{D}$, the component $\epsilon_{Y}: F U Y \rightarrow Y$ of the counit $\epsilon$ of the adjunction is a coequaliser.

Proof. Suppose that $U$ is monadic. Let $\left(T=U F: \mathscr{E} \rightarrow \mathscr{E}, \mu=U \epsilon_{F}, \eta\right)$ be the induced monad. Let $Y \in \mathscr{D}$. Note that $\left(U Y, U \epsilon_{Y}\right)$ is an algebra for the monad $T$, and that

$$
F U F U Y \xrightarrow[F U \epsilon_{Y}]{\stackrel{\epsilon_{F U Y}}{\longrightarrow}} F U Y
$$

is a reflexive pair in $\mathscr{D}$. Since $U$ is monadic, there is a coequaliser

$$
F U F U Y \underset{F U \epsilon_{Y}}{\stackrel{\epsilon_{F U Y}}{ }} F U Y \xrightarrow{c} C
$$

in $\mathscr{D}$. By the naturality of $\epsilon$, the diagram

commutes, making

$$
F U F U Y \underset{F U \epsilon_{Y}}{\stackrel{\epsilon_{F U Y}}{\longrightarrow}} F U Y \xrightarrow{\epsilon_{Y}} Y
$$

a cofork. By the universal property of the coequaliser, there exists a unique $\theta: C \rightarrow Y$ such that

commutes. Applying $U$ to this diagram, we obtain the commutative diagram


Since

$$
U F U Y \xrightarrow{U_{\epsilon}} U Y
$$

is an algebra for the monad $U F$, Lemma 2.1.8 tells us that $U \epsilon_{Y}$ is also a coequaliser of the (reflexive) pair ( $\epsilon_{F U Y}, F U \epsilon_{Y}$ ). Since $U$ preserves coequalisers of reflexive pairs, the morphism $U \theta$ is the unique morphism from the coequaliser $U C$ that makes the diagram (2.4) commute. It follows that $U \theta$ is an isomorphism. Since $U$ reflects isomorphisms, the morphism $\theta$ is an isomorphism, making

$$
F U Y \xrightarrow{\epsilon_{Y}} Y
$$

a coequaliser.

## Protomodularity

To recapitulate, so far we have assumed that $\mathscr{C}$ is a category with pullbacks and finite coproducts. We want to find conditions on $\mathscr{C}$ that make the functor

$$
U=\binom{\mathrm{Ker}}{\mathrm{Cod}}: \mathbf{S p l E p}(\mathscr{C}) \rightarrow \mathscr{C} / 0 \times \mathscr{C}
$$

satisfy the conditions of the Crude Monadicity Theorem, and thus make $U$ a monadic functor, meaning that

$$
K: \operatorname{SpIEp}(\mathscr{C}) \rightarrow(\mathscr{C} / 0 \times \mathscr{C})^{b}
$$

is an equivalence of categories. We already know that $U$ has a left adjoint. We need $U$ to reflect isomorphisms. This section will address this need.

For each $f: A \rightarrow B$ in $\mathscr{C}$, there is a functor

$$
f^{*}: \mathbf{S p I E p}_{B}(\mathscr{C}) \rightarrow \mathbf{S p I E} \mathbf{p}_{A}(\mathscr{C}),
$$

defined on objects by the following procedure. If $p$ is a split epimorphism with section $s$, then take the pullback


The cone $\left(1_{A}, s f\right)$ induces a section of $q$. Functoriality follows from the universal property of the pullback.

We claim that $U$ reflects isomorphisms if $\mathscr{C}$ satisfies the following definition.
Definition 2.1.10 (Protomodular category). Let $\mathscr{C}$ be a category with pullbacks. We say that $\mathscr{C}$ is protomodular if for every morphism $f: A \rightarrow B$ of $\mathscr{C}$, the functor $f^{*}: \operatorname{SpIEp}_{B}(\mathscr{C}) \rightarrow \operatorname{SpIEp}_{A}(\mathscr{C})$ reflects isomorphisms.

If $\mathscr{C}$ has an initial object and pullbacks, then, for every object $X \in \mathscr{C}$, there is a unique morphism $!_{X}: 0 \rightarrow X$, which gives rise to a functor

$$
!_{X}^{*}: \operatorname{SpIEp}_{B}(\mathscr{C}) \rightarrow \mathbf{S p I E p}_{0}(\mathscr{C}) .
$$

In fact, there is an equivalent definition of protomodularity in such categories.
Proposition 2.1.11. Let $\mathscr{C}$ be a category with pullbacks and an initial object 0 . The following statements are equivalent.

1. $\mathscr{C}$ is protomodular
2. For every $X \in \mathscr{C}$, the functor

$$
!_{X}^{*}: \operatorname{SplEp}_{X}(\mathscr{C}) \rightarrow \operatorname{SplEp}_{0}(\mathscr{C})
$$

reflects isomorophisms.

Proof. If $\mathscr{C}$ is protomodular, then for every morphism $f$ of $\mathscr{C}$, the functor $f^{*}$ reflects isomorphisms; therefore, in particular, this holds for every $!_{X}: 0 \rightarrow X$.

On the other hand, assuming (2), let $f: A \rightarrow B$ be a morphism of $\mathscr{C}$. Note that the following diagram commutes (up to isomorphism).


Let $g:(E, B, p, s) \rightarrow\left(E^{\prime}, B, p^{\prime}, s^{\prime}\right)$ be a morphism of $\operatorname{SplEp}_{B}(\mathscr{C})$ for which $f^{*}(g)$ is an isomorphism. Then $!_{A}^{*}\left(f^{*}(g)\right)=!_{B}^{*}(g)$ is an isomorphism, and, since $!_{B}^{*}$ reflects isomorphisms, $g$ is an isomorphism. Therefore $f^{*}$ reflects isomorphisms, and $\mathscr{C}$ is protomodular.
Theorem 2.1.12. If $\mathscr{C}$ is protomodular, then the functor

$$
U=\binom{\mathrm{Ker}}{\mathrm{Cod}}: \mathbf{S p l E p}(\mathscr{C}) \rightarrow \mathscr{C} / 0 \times \mathscr{C}
$$

reflects isomorphisms.
Proof. Let $\mathscr{C}$ be a protomodular category, and let

be a morphism of split epimorphisms such that $U(h, g)=(\operatorname{Ker}(h, g), g)$ is an isomorphism in $\mathscr{C} / 0 \times \mathscr{C}$. Then, in particular, $g$ is an isomorphism in $\mathscr{C}$, and so $g p$ is a split epimorphism with section $s g^{-1}$. Consider the diagram


Since the top and bottom squares are both pullbacks, the pullback lemma says that the outer rectangle is a pullback. Therefore $\operatorname{Ker} g p=\operatorname{Ker} p$; and we can factorise the diagram

as


Thus

$$
\operatorname{Ker}(h, g)=!_{B^{\prime}}^{*}\left(\left(h, 1_{B^{\prime}}\right)\right) .
$$

Now $\operatorname{Ker}(h, g)$ is assumed to be an isomorphism, so, since $\mathscr{C}$ is protomodular, $\left(h, 1_{B^{\prime}}\right)$ is an isomorphism. Thus $h$ is an isomorphism, making $(h, g)$ an isomorphism, and showing that $U$ reflects isomorphisms.

## $\operatorname{SplEp}(\mathscr{C})$ has coequalisers of reflexive pairs

From now on, we assume that the category $\mathscr{C}$ is protomodular in addition to having pullbacks and finite coproducts. Since the assumption of protomodularity tells us that $U$ reflects isomorphisms, in order to make $U$ monadic it will suffice to find conditions on $\mathscr{C}$ under which $\operatorname{SplEp}(\mathscr{C})$ has coequalisers of reflexive pairs and $U$ preserves these.

First we want to find conditions under which $\mathscr{C}$ has coequalisers of reflexive pairs. Now in a regular category $\mathscr{E}$, given a reflexive pair

$$
A \xlongequal[g]{\stackrel{u}{\leftrightarrows}} \underset{\substack{u}}{\stackrel{y}{\leftrightarrows}} B
$$

in $\mathscr{E}$, the morphism

$$
X \xrightarrow{\binom{f}{g}} Y \times Y
$$

can be factorised as
with $e$ a regular epimorphism and

$$
I \xlongequal{\binom{f^{\prime}}{g^{\prime}}} Y \times Y
$$

a monomorphism, and thus a relation on $Y$. Indeed,

is a reflexive relation. Since $e$ is an epimorphism, a morphism $d: Y \rightarrow D$ satisfies $d f^{\prime}=d g^{\prime}$ if and only if it satisfies $d f=d f^{\prime} e=d g^{\prime} e=d g$. Thus to give a coequaliser of the pair $(f, g)$ is to give a coequaliser of the pair $\left(f^{\prime}, g^{\prime}\right)$. It follows that if $\mathscr{C}$ is a regular category, then, to show that $\mathscr{C}$ has coequalisers of reflexive pairs, it is enough to show that $\mathscr{C}$ has coequalisers of reflexive relations.

From now on, we let $\mathscr{C}$ be a regular category in addition to having finite coproducts and being protomodular. If we assume that $\mathscr{C}$ is also Barr-exact, then our task of showing that $\mathscr{C}$ has coequalisers of reflexive pairs reduces even more.

Proposition 2.1.13. Let $\mathscr{C}$ be a protomodular, Barr-exact category. Then every reflexive relation in $\mathscr{C}$ is a kernel pair.

Proof. A Mal'tsev category is defined to be a category in which every reflexive relation is an equivalence relation. Every protomodular category is Mal'tsev: see Proposition 17 of [7]. Since $\mathscr{C}$ is protomodular, every reflexive relation in $\mathscr{C}$ is an equivalence relation. Since $\mathscr{C}$ is Barr-exact, every equivalence relation is a kernel pair. It follows that every reflexive relation is a kernel pair.

We are now in a position to prove the following proposition.
Proposition 2.1.14. Let $\mathscr{C}$ be a Barr-exact, protomodular category. Then $\mathscr{C}$ has coequalisers of reflexive pairs.

Proof. By the discussion at the beginning of section, it suffices to show that $\mathscr{C}$ has coequalisers of reflexive relations. Let

$$
R \underset{g}{\stackrel{u}{f}} \underset{\underset{f}{\leftrightarrows}}{\leftrightarrows}
$$

be a reflexive relation in $\mathscr{C}$. Then, by Proposition 2.1.13, there is a morphism $r: Y \rightarrow C$ of $\mathscr{C}$ such that $(f, g)$ is the kernel pair of $r$. Since $\mathscr{C}$ is a regular category, $r=m q$, with $q: Y \rightarrow M$ a regular epimorphism, and $m: M \rightarrow C$ a monomorphism. Now since $m$ is a monomorphism, and

$$
m q f=r f=r g=m q g,
$$

we have $q f=q g$ so that

commutes. In fact it is pullback. To see why, let

be a commutative square, and consider the solid part of the following diagram


Since $q w=q z$, we must have $r w=m q w=m q z=r z$. So, since $(f, g)$ is the kernel pair of $r$, there is a unique morphism $v: Z \rightarrow R$ such that $f v=w$ and $g v=z$. This makes $(f, g)$ the kernel pair of the regular epimorphism $q$; therefore, since $\mathscr{C}$ is a regular category, $q$ is a coequaliser of $f$ and $g$. Thus every reflexive relation in $\mathscr{C}$ has a coequaliser. It follows that every reflexive pair in $\mathscr{C}$ has a coequaliser.

We have just seen that if $\mathscr{C}$ is Barr-exact and protomodular, then $\mathscr{C}$ has coequalisers of reflexive pairs. We claim that the same is true for $\operatorname{SpIEp}(\mathscr{C})$.

Theorem 2.1.15. Let $\mathscr{C}$ be a Barr-exact, protomodular category. Then $\operatorname{SpIEp}(\mathscr{C})$ has coequalisers of reflexive pairs.

Proof. There is a category $\mathscr{R}$ with two objects $X$ and $Y$, and three non-identity morphisms $\alpha: X \rightarrow Y$, $\beta: Y \rightarrow X$, and $\beta \alpha: X \rightarrow X$, while $\alpha \beta=1_{Y}$. Clearly, $\operatorname{SpIEp}(\mathscr{C})$ is the functor category [ $\mathscr{R}, \mathscr{C}$ ]. As such, $\operatorname{SpIEp}(\mathscr{C})$ has all the colimits (and limits) that $\mathscr{C}$ has, and these are constructed pointwise [21]. By Theorem 2.1.15, $\mathscr{C}$ has coequalisers of reflexive pairs; it follows that $\operatorname{SplEp}(\mathscr{C})$ has coequalisers of reflexive pairs.

From now on, we assume that $\mathscr{C}$ is protomodular, Barr-exact, and has finite coproducts. Theorem 2.1.15 ensures that $\operatorname{SpIEp}(\mathscr{C})$ has coequalisers of reflexive pairs. At this point, it is possible to describe the left adjoint $L$. From the discussion following the Crude Monadicity Theorem 2.1.7, we know that if $(F \dashv U: \mathscr{D} \rightarrow \mathscr{E}, \eta, \epsilon)$ is an adjunction and if $x: U F X \rightarrow X$ is an algebra for the induced monad $U F: \mathscr{E} \rightarrow \mathscr{E}$, then there is a coequaliser

$$
F U F X \xrightarrow[\epsilon_{F X}]{\stackrel{F x}{\longrightarrow}} F X \xrightarrow{l(X, x)} L(X, x) \text {. }
$$

Interpreting this for our adjunction $(F \dashv U: \operatorname{SpIEp}(\mathscr{C}) \rightarrow \mathscr{C} / 0 \times \mathscr{C}, \eta, \epsilon)$, we see that for each action $(X \xrightarrow{x} 0, \xi, A)$ in $\boldsymbol{\operatorname { A c t }}(\mathscr{C})=(\mathscr{C} / 0 \times \mathscr{C})^{b}$, there is a coequaliser

We let $L(X \xrightarrow{x} 0, \xi, A)$ be the object

$$
A \rtimes X \underset{\alpha}{\stackrel{\delta}{\rightleftarrows}} A
$$

of $\operatorname{SpIEp}(\mathscr{C})$. Following Bourn and Janelidze [6], who treated the pointed case, we will refer to $A \rtimes X$ as the semi-direct product of $A$ and $B$. Note that this generalised semi-direct product is an abstract definition, and that, although it agrees with classical notions of semi-direct product in concrete cases such as Grp, it is not, in general, an algebra structure on the product of underlying sets.

## $U$ preserves coequalisers of reflexive pairs

We have seen that if $\mathscr{C}$ is a Barr-exact, protomodular category, then $\operatorname{SplEp}(\mathscr{C})$ has coequalisers of reflexive pairs. We want to show that $U$ preserves these. Since $U$ is a right adjoint functor, it preserves all limits; in particular, it preserves kernel pairs. Clearly, if $U$ preserves coequalisers of reflexive pairs, then it preserves regular epimorphisms; but we will see that, in fact, the converse is also true.

Suppose that $U$ also preserves regular epimorphisms. Given a coequaliser $q: Y \rightarrow C$ of a reflexive pair $(f, g): X \rightarrow Y$ in $\operatorname{SpIEp}(\mathscr{C})$, we can take the image factorisation

and $\left(f^{\prime}, g^{\prime}\right)$ will be the kernel pair of $q$. Then $U q$ is a regular epimorphism with kernel pair $\left(U f^{\prime}, U g^{\prime}\right)$. Thus it is the coequaliser of $\left(U f^{\prime}, U g^{\prime}\right)$. If there is a morphism $h: U Y \rightarrow Z$ such that $h . U f=h . U g$, then, since $U e$ is a regular epimorphism, and thus an epimorphism, $h \cdot U f^{\prime} . U e=h \cdot U f=h . U g=$ $h \cdot U g^{\prime} . U e$ implies that $h \cdot U f^{\prime}=h \cdot U g^{\prime}$. Hence there is a unique morphism $t: U C \rightarrow Z$ such that $h=t . U q$, making $U q$ the coequaliser of $(U f, U g)$. We see, then, that if $U$ preserves regular epimorphisms, it preserves coequalisers of reflexive pairs. It follows that, to show that $U$ preserves coequalisers of reflexive pairs, we only need to show that $U$ preserves regular epimorphisms.

Since a morphism is a regular epimorphism if and only if it is the coequaliser of its kernel pair, and since both of these are formed pointwise in $\operatorname{SpIEp}(\mathscr{C})$, a regular epimorphism of $\operatorname{SpIEp}(\mathscr{C})$ is a morphism $(f, g)$ of $\operatorname{SplEp}(\mathscr{C})$ with both $f$ and $g$ regular epimorphisms of $\mathscr{C}$. Let

be a regular epimomorphism of $\operatorname{SpIEp}(\mathscr{C})$. Then we have the following commutative diagram

where the top and bottom faces of the cube are pullback squares. The following lemma will allow us to factorise it, which will help us to show that $U$ preserves regular epimorphisms.

Lemma 2.1.16. In any category with pullbacks, a diagram of the form

can be factorised as

in which all three horizontal squares, the lower front face, and the upper left face are pullbacks.

Proof. We form the pullback


Then we have the commutative diagram

where $u$ is the unique morphism induced by the cone $\left(k^{\prime},!_{B} \kappa^{\prime}\right)$.
The back face is also a pullback since the vertical arrows are identities. Since the right and left squares of the diagram

are pullbacks, the pullback lemma says that the outer rectangle is a pullback. Then both the outer rectangle and the right hand square of the diagram

are pullbacks. Since the left hand square commutes, the pullback lemma says it is also a pullback. This is the middle horizontal square.

Since $(f, g)$ is a morphism in $\operatorname{SpIEp}(\mathscr{C})$, the pair of morphisms $(f, p)$ is a cone over $\left(p^{\prime}, g\right)$, and thus there is a unique $t: E \rightarrow Q$ such that $r t=p$ and $q t=f$. Now

$$
q t k=f k=k^{\prime} x=q u x=q u x,
$$

and

$$
r t k=p k=!_{B} \kappa=!_{B} \kappa^{\prime} x=r u x .
$$

Since $q$ and $r$ are jointly monic, we have $t k=u x$, and thus the diagram (2.6) in the statement of the lemma commutes.

Consider the diagram


The large rectangle and the right square are pullbacks, and the left square commutes; therefore the pullback lemma says that the left square is a pullback. This is the upper left face.

In fact, the following proposition tells us that the morphism $t$ of the previous lemma is, in fact, a regular epimorphism.

Proposition 2.1.17. Let $\mathscr{C}$ be a protomodular, Barr-exact category. Then, given a diagram in $\mathscr{C}$ of the form

where $(p, s)$ and $\left(p^{\prime}, s^{\prime}\right)$ are split epimorphisms, and $f$ and $g$ are regular epimorphisms, the comparison to the pullback is a regular epimorphism; that is, the unique morphism t making

commute is a regular morphism.
Proof. First we claim that

is a pushout. Let $b p=a f$. If $h p^{\prime}=a$, then $h=h p^{\prime} s^{\prime}=a s^{\prime}$, showing uniqueness. On the other hand,

$$
a s^{\prime} g=a f s=b p s=b
$$

and

$$
a s^{\prime} p^{\prime} f=a s^{\prime} g p=b p=a f .
$$

Since $f$ is a regular epimorphism, $a s^{\prime} p^{\prime}=a$, giving existence. Thus the square

is a pushout, and, since split epimorphisms are regular epimorphisms, all four morphisms are regular epimorphisms. From Proposition 17 of [7], every protomodular category is Mal'tsev. From Theorem 5.7 of [9], given a pushout of strong epimorphisms in a Barr-exact, Mal'tsev category, the comparison to the pullback is a strong epimorphism. But, in a regular category, strong epimorphisms are exactly the same as regular epimorphisms. Therefore, since $\mathscr{C}$ is assumed to be protomodular and Barr-exact, $t$ is a regular epimorphism.

We can now prove the following.
Theorem 2.1.18. If $\mathscr{C}$ is protomodular and Barr-exact, then the functor

$$
U=\binom{\mathrm{Ker}}{\mathrm{Cod}}: \mathbf{S p l E p}(\mathscr{C}) \rightarrow \mathscr{C} / 0 \times \mathscr{C}
$$

preserves coequalisers of reflexive pairs.
Proof. From the discussion at the beginning of this section, we know that it is sufficient to show that $U$ preserves regular epimorphisms. Let

be a regular epimorphism in $\operatorname{SpIEp}(\mathscr{C})$. We apply the factorisation of Lemma 2.1.16 to the cube


Lemma 2.1.16tells us that

(the upper left face of the resulting prism) is a pullback. Proposition 2.1.17 tells us that the morphism $t$, being the comparison to the pullback, is a regular epimorphism. But $\mathscr{C}$ is a regular category, so that regular epimorphisms are stable under pullback in $\mathscr{C}$. Hence $\operatorname{Ker}(f, g)$ is a regular epimorphism of $\mathscr{C}$, and $U(f, g)=(\operatorname{Ker}(f, g), g)$ is a regular epimorphism of $\operatorname{SplEp}(\mathscr{C})$. It follows that $U$ preserves regular epimorphisms. We conclude that $U$ preserves coequalisers of reflexive pairs.

## $K$ is an equivalence of categories

Finally, putting all the pieces together, we can prove the key result.
Theorem 2.1.19. If $\mathscr{C}$ is protomodular, Barr-exact, and has finite coproducts, then the functor

$$
U=\binom{\mathrm{Ker}}{\mathrm{Cod}}: \mathbf{S p l E p}(\mathscr{C}) \rightarrow \mathscr{C} / 0 \times \mathscr{C}
$$

is monadic.

Proof. This is a direct result of the Crude Monadicity Theorem 2.1.7 together with Theorems 2.1.15, 2.1.12, and 2.1.18,

In other words, the comparison functor $K: \operatorname{SpIEp}(\mathscr{C}) \rightarrow(\mathscr{C} / 0 \times \mathscr{C})^{b}=\boldsymbol{\operatorname { A c t }}(\mathscr{C})$ is an equivalence of categories. We recall, from the discussion following Theorem 2.1.15, that the left adjoint $L$ sends

$$
(X \xrightarrow{x} 0, A, \xi) \mapsto A \rtimes X \underset{\alpha}{\stackrel{\delta}{\rightleftarrows}} A .
$$

While $K$ sends

$$
E \underset{s}{\stackrel{p}{\rightleftarrows}} B \mapsto\left(\operatorname{Ker} p \xrightarrow{\kappa_{p}} 0, B, \operatorname{Ker}\left(\left(s, k_{p}\right), 1_{B}\right)\right) .
$$

### 2.2 Reflexive graphs and pre-crossed modules

Having generalised the equivalence between the categories of split epimorphisms in Grp and actions in Grp so that the equivalence holds for any Barr exact, protomodular category $\mathscr{C}$ with finite coproducts, we will now do the same for the equivalence between the categories of reflexive graphs and pre-crossed modules.

## From split epimorphisms to reflexive graphs

Let $\mathscr{C}$ be a protomodular, Barr-exact category with finite coproducts. We let $\operatorname{RefGph}(\mathscr{C})$ denote the category of reflexive graphs in $\mathscr{C}$. Let

$$
E \underset{s}{\stackrel{p}{\rightleftarrows}} B
$$

be a split epimorphism in $\mathscr{C}$. From Proposition 2.1.9, we know that

$$
F U F U(p, s) \xrightarrow[F U \epsilon_{p, s}]{\stackrel{\epsilon_{F U(p)}}{\longrightarrow}} F U(p, s) \xrightarrow{\epsilon_{p, s}}(p, s)
$$

is a coequlaiser. Explicitly, this means that

is a coequaliser in $\operatorname{SplEp}(\mathscr{C})$. In particular,

$$
B+B b \operatorname{Ker} p \xrightarrow[\left(i_{B}, k_{\left.B, k_{p}\right)}\right)]{1_{B}+\operatorname{Ker} \epsilon_{p, s}} B+\operatorname{Ker} p \xrightarrow{\left(s, k_{p}\right)} E
$$

is a coequaliser in $\mathscr{C}$. Now to give a reflexive graph in $\mathscr{C}$ is to give a split epimorphism

$$
E \stackrel{p}{\stackrel{y}{\leftrightarrows}} B
$$

along with another morphism $E \xrightarrow{q} B$ such that $q s=1_{B}$. By the universal property of the coequaliser, to give a morphism $q: E \rightarrow B$ is, equivalently, to give a morphism

$$
(f, g)=q\left(s, k_{p}\right)=\left(q s, q k_{p}\right): B+K \rightarrow B
$$

that satisfies

$$
\begin{equation*}
(f, g)\left(i_{B}, k_{B, \kappa_{p}}\right)=(f, g)\left(1_{B}+\operatorname{Ker} \epsilon_{p, s}\right) . \tag{2.7}
\end{equation*}
$$

Equation (2.7) is equivalent to

$$
\left(f,(f, g) k_{B, \kappa_{p}}\right)=\left(f, g \operatorname{Ker} \epsilon_{p, s}\right),
$$

which holds if and only if

$$
(f, g) k_{B, \kappa_{p}}=g \operatorname{Ker} \epsilon_{p, s}
$$

For $s$ to be a section of $q$, we also require that

$$
f=(f, g) i_{B}=\left(q s, q k_{p}\right) i_{B}=q s=1_{B} .
$$

Thus a reflexive graph in $\mathscr{C}$ is basically a split epimorphism

$$
E \underset{s}{\stackrel{p}{\rightleftarrows}} B
$$

along with a morphism $g: \operatorname{Ker} p \rightarrow B$ such that

$$
g \operatorname{Ker} \epsilon_{p, s}=\left(1_{B}, g\right) k_{B, \kappa_{p}} .
$$

## Internal pre-crossed modules

In light of the equivalence $\operatorname{SpIEp}(\mathscr{C}) \simeq \operatorname{Act}(\mathscr{C})$, the discussion above shows that to give a reflexive graph

is to give an internal action $(X \xrightarrow{x} 0, A, \xi)$ along with a morphism $g$ satisfying

$$
g \xi=\left(1_{A}, g\right) k_{A, x}
$$

This motivates the following definition
Definition 2.2.1 (Internal pre-crossed module, $\operatorname{PXMod}(\mathscr{C})$ ). Let $\mathscr{C}$ be a Barr exact, protomodular category with finite coproducts. An internal pre-crossed module in $\mathscr{C}$ is a quadruple

$$
(A, X \xrightarrow{x} 0, \xi, g),
$$

where

$$
(A, X \xrightarrow{x} 0, \xi)
$$

is an internal action (an object of $\left.(\mathscr{C} / 0 \times \mathscr{C})^{b}\right)$ and $g: X \rightarrow A$ is a morphism of $\mathscr{C}$ such that the diagram

commutes. A morphism of internal pre-crossed modules is a morphism $(r, s)$ of actions such that $s g^{\prime}=g r$. This defines the category of internal pre-crossed modules in $\mathscr{C}$, which we denote by $\operatorname{PXMod}(\mathscr{C})$.

Building on the equivalence $\operatorname{SpIEp}(\mathscr{C}) \simeq \operatorname{Act}(\mathscr{C})$, we have the following theorem.
Theorem 2.2.2. Let $\mathscr{C}$ be a Barr exact, protomodular category with finite coproducts. The category of reflexive graphs in $\mathscr{C}$ is equivalent to the category of internal pre-crossed modules of $\mathscr{C}$.

Proof. The above discussion shows that everything works at the level of objects. A reflexive graph ( $C_{1}, C_{0}, d, i, c$ ) is sent to

$$
\left(\operatorname{Ker} d \xrightarrow{\kappa_{d}} 0, C_{0}, \operatorname{Ker} \epsilon_{d, i}, c k_{d}\right)=\left(K\left(C_{1}, C_{0}, d, i\right), c k_{d}\right) .
$$

Let

$$
(t, s):\left(K\left(C_{1}, C_{0}, d, i\right), c k_{d}\right) \rightarrow\left(K\left(C_{1}^{\prime}, C_{0}^{\prime}, d^{\prime}, i^{\prime}\right), c^{\prime} k_{d}^{\prime}\right)
$$

be a morphism of internal pre-crossed modules. Explicitly, $t: \operatorname{Ker} d \rightarrow \operatorname{Ker} d^{\prime}$ and $s: C_{0} \rightarrow C_{0}{ }^{\prime}$ are morphisms making

and

commute. Since $(t, s)$ is a morphism of actions, there is exactly one morphism

$$
(f, h):\left(C_{1}, C_{0}, d, i\right) \rightarrow\left(C_{1}^{\prime}, C_{0}^{\prime}, d^{\prime}, i^{\prime}\right)
$$

in $\operatorname{SplEp}(\mathscr{C})$ such that $K(f, h)=(\operatorname{Ker}(f, h), h)=(t, s)$. We claim that this morphism $(f, h)=(f, s)$ of split epimorphisms is also a morphism of reflexive graphs. We only need to show that $c^{\prime} f=s c$. We have, by definition of $t=\operatorname{Ker}(f, s)$, from the facts that $(t, s)$ is a morphism of pre-crossed modules and that $(f, s)$ is a morphism of split epimorphisms,

$$
c^{\prime} f k_{d}=c^{\prime} k_{d^{\prime}} t=s c k_{d},
$$

while

$$
c^{\prime} f i=c^{\prime} i^{\prime} s=s=s c i .
$$

From Proposition 2.1.9, we know that $\left(i, k_{d}\right)=\epsilon_{d, i}$ is a coequaliser, and thus an epimorphism, so the fact that

$$
c^{\prime} f\left(i, k_{d}\right)=\left(c^{\prime} f i, c^{\prime} f i k_{d}\right)=\left(s c i, s c k_{d}\right)=s c\left(i, k_{d}\right)
$$

implies that $c^{\prime} f=s c$ as required.

### 2.3 Internal categories and crossed modules

In the last section, we were able to build on the equivalence $\operatorname{SplEp}(\mathscr{C}) \simeq \operatorname{Act}(\mathscr{C})$ and obtain the equivalence between the categories of reflexive graphs and internal pre-crossed modules in $\mathscr{C}$. We will now build on this equivalence to produce an equivalence between internal categories and (a suitable definition of) crossed modules that generalises the equivalence in the category Grp.

## From reflexive graphs to internal categories

What is an internal category in a Barr-exact, protomodular category with finite coproducts? Given a reflexive graph

$$
C_{1} \stackrel{\substack{\stackrel{i}{c}} \stackrel{i}{\leftrightarrows}}{{ }_{c}}
$$

in $\mathscr{C}$, we can form the pullback

giving $C_{2}$, the object of composable pairs. The cone $\left(1_{C_{1}}, i c\right)$ induces a $u: C_{1} \rightarrow C_{2}$, which is the unique morphism making

commute. Similarly, there is a unique morphism $v: C_{1} \rightarrow C_{2}$ making

commute. We can also form the iterated pullback

giving $C_{3}$, the object of composable triples. Now a reflexive graph

$$
C_{1} \stackrel{\substack{\stackrel{i}{\leftrightarrows}}}{\stackrel{i}{\leftrightarrows}} C_{0}
$$

in $\mathscr{C}$ gives rise to an internal category precisely when there is a morphism $m: C_{2} \rightarrow C_{1}$ satisfying the following:
(M.1) $m u=1_{C_{1}}=m v$ (guaranteeing that the identities for composition function as such);
(M.2) $d m=d p$ and $c m=c q$ (guaranteeing that the domain and codomain of composites are as they should be);
(M.3) and $m\binom{p \pi_{1}}{m \pi_{2}}=m\binom{m \pi_{1}}{q \pi_{2}}$ (guaranteeing that composition is associative).

We will show first that given a reflexive graph there is at most one such composition making it into an internal category. Then we will characterise categories internal to $\mathscr{C}$ by giving the necessary and sufficient conditions for the existence of a composition. In order to do this, we want to be able to speak of $\operatorname{Ker} p$ in terms of $\operatorname{Ker} d$. The following lemma shows that we can.

Lemma 2.3.1. Let $\mathscr{C}$ be a category with pullbacks and an initial object 0 . Let

and

be pullbacks. Then

is a pullback.
Proof. Consider the diagram

where the large rectangle and the right hand square are pullbacks. Note that, by the universal property of the pullback, $t=\binom{!_{B} K}{k}$ is the unique morphism such that $f\binom{!_{B} K}{k}=!_{B} K$ and $g\binom{!_{B} K}{k}=k$. Hence the left hand square commutes; therefore the pullback lemma tells us that the left hand square is a pullback.

## Uniqueness of the composition

We will now show that given a reflexive graph there is at most one composition $m$ making it into an internal category. Applying Lemma 2.3.1 to the pullbacks

shows that the kernel of $p$ is given by


We let $t=\binom{!_{c_{1}} k_{d}}{k_{d}}$. Since $p$ is a split epimorphism with $p u=1_{C_{1}}$, we know from Proposition 2.1.9 that

is a coequaliser in $\operatorname{SpIEp}(\mathscr{C})$. In terms of the morphism $d: C_{1} \rightarrow C_{0}$, this can be written as

In particular,

$$
C_{1}+C_{1} b \operatorname{Ker} d \xrightarrow[\left(i_{C_{1}}, k_{C_{1}, \kappa_{d}}\right)]{1_{C_{1}}+\operatorname{Ker} \epsilon_{p, u}} C_{1}+\operatorname{Ker} d \xrightarrow{(u, t)} C_{2}
$$

is a coequaliser in $\mathscr{C}$.
By the universal property of the coequaliser, to give a morphism $m: C_{2} \rightarrow C_{1}$ is, equivalently, to give a morphism

$$
(a, b)=m(u, t)=(m u, m t): C_{1}+\operatorname{Ker} d \rightarrow C_{1}
$$

that satisfies

$$
\begin{equation*}
(a, b)\left(i_{C_{1}}, k_{C_{1}, \kappa_{d}}\right)=(a, b)\left(1_{C_{1}}+\operatorname{Ker} \epsilon_{p, u}\right) . \tag{2.8}
\end{equation*}
$$

That is, to give $m: C_{2} \rightarrow C_{1}$ is to give $(a, b): C_{1}+\operatorname{Ker} d \rightarrow C_{1}$ such that

$$
\left(a,(a, b) k_{C_{1}, k_{d}}\right)=\left(a, b \operatorname{Ker} \epsilon_{p, u}\right)
$$

or, equivalently,

$$
(a, b) k_{C_{1}, \kappa_{d}}=b \operatorname{Ker} \epsilon_{p, u} .
$$

For $m$ to be a composition for an internal category, we also require that $m u=1_{C_{1}}=m v$. Thus we require that $(a, b)=m(u, t)=(m u, m t)=\left(1_{C_{1}}, m t\right)$. Now observe that

$$
p v k_{d}=i d k_{d}=i!_{C_{0}} \kappa_{d}=!_{C_{1}} \kappa_{d}=p t
$$

and

$$
q v k_{d}=k_{d}=q t .
$$

Since $p$ and $q$ are jointly monic, we have $t=v k_{d}$. So, assuming that $m v=1_{C_{1}}$, we have

$$
b=m t=m v k_{d}=k_{d} .
$$

This shows that in order to give an internal category, the morphism $(a, b)$ that defines $m$ must satisfy $(a, b)=m(u, t)=\left(1_{C_{1}}, k_{d}\right)$. Therefore there can be at most one composition $m$.

## Existence of a composition

We have just seen that, for $m$ to be a composition, we need $m(u, t)=\left(1_{C_{1}}, k_{d}\right)$. The argument at the beginning of section 2.2 shows that, given the split epimorphism

$$
C_{2} \underset{u}{\stackrel{p}{\rightleftarrows}} C_{1},
$$

to give $m: C_{2} \rightarrow C_{1}$ such that $m u=1_{C_{1}}$ is to give $\left(1_{C_{1}}, b\right)=(m u, m t)$ such that

$$
k_{d} \operatorname{Ker} \epsilon_{p, u}=\left(1_{C_{1}}, b\right) k_{C_{1}, \kappa_{d}} .
$$

It follows that, for there to be a morphism $m: C_{2} \rightarrow C_{1}$, satisfying the conditions (M.1) (M.2), and (M.3), the diagram

$$
\begin{align*}
& C_{1} b \operatorname{Ker} d \xrightarrow{k_{c_{1}, \kappa_{d}}} C_{1}+\operatorname{Ker} d \tag{2.9}
\end{align*}
$$

must commute.
In fact, we claim that such an $m$ exists if and only if (2.9) commutes. Suppose that (2.9) commutes. Then the solid part of the following diagram commutes

The universal property of the coequaliser gives a unique $m: C_{2} \rightarrow C_{1}$ satisfying $m(u, t)=\left(1_{C_{1}}, k_{d}\right)$. Thus $m u=m(u, t) i_{C_{1}}=\left(1_{C_{1}}, k_{d}\right) i_{C_{1}}=1_{C_{1}}$. To show that $m v=1_{C_{1}}$, note that $p u i=i=i d i=p v i$ and $q u i=i c i=i=q v i$. Since $p$ and $q$ are jointly monic, we have $u i=v i$. Then

$$
m v\left(i, k_{d}\right)=\left(m v i, m v k_{d}\right)=(m u i, m t)=\left(i, m(u, t) i_{\operatorname{Ker} d}\right)=\left(i,\left(1_{C_{1}}, k_{d}\right) i_{\operatorname{Ker} d}\right)=\left(i, k_{d}\right) .
$$

By Proposition 2.1.9, $\left(i, k_{d}\right)=\epsilon_{d, i}$ is a coequaliser, and thus an epimorphism, so $m v=1_{C_{1}}$. This shows that (M.1) holds.

Now we show that (M.2) holds; that is, that $d m=d p$ and $c m=c q$. By Proposition 2.1.9, $(u, t)=\epsilon_{p, u}$ is an epimorphism. Therefore the equality

$$
d m(u, t)=d\left(1_{C_{1}}, k_{d}\right)=\left(d, d k_{d}\right)=\left(d,!_{C_{0}} \kappa_{d}\right)=\left(d p u, d!_{C_{1}} \kappa_{d}\right)=(d p u, d p t)=d p(u, t)
$$

implies that $d m=d p$. Similarly,

$$
c m(u, t)=c\left(1_{C_{1}}, k_{d}\right)=c(i c, q t)=c(q u, q t)=c q(u, t)
$$

implies that $c m=c q$, showing that (M.2) holds.
It remains to show that (M.3) holds; that is, that the composition is associative. We need to show that

$$
m\binom{p \pi_{1}}{m \pi_{2}}=m\binom{m \pi_{1}}{q \pi_{2}} .
$$

Let $\sigma: C_{3} \rightarrow C_{2}$ be the unique morphism making

commute. Then

$$
C_{3} \underset{\sigma}{\stackrel{\pi_{1}}{\rightleftarrows}} C_{2}
$$

is a split epimorphism. Let $r: \operatorname{Ker} d \rightarrow C_{3}$ be the unique morphism making

commute. Then, by the pullback lemma, the left hand square is a pullback, and thus a kernel of $\pi_{1}$. Now

$$
p\binom{p \pi_{1}}{m \pi_{2}}(\sigma, r)=p \pi_{1}(\sigma, r)=p\left(\pi_{1} \sigma, \pi_{1} r\right)=\left(p, p!_{C_{2}} \kappa_{d}\right)=\left(p,!_{C_{1}} \kappa_{d}\right)=p\left(1_{C_{2}}, t\right)
$$

and

$$
q\binom{p \pi_{1}}{m \pi_{2}}(\sigma, r)=m \pi_{2}(\sigma, r)=(m u q, m t)=\left(q, k_{d}\right)=(q, q t)=q\left(1_{C_{2}}, t\right) .
$$

Since $p$ and $q$ are jointly monic, we have

$$
\binom{p \pi_{1}}{m \pi_{2}}(\sigma, r)=\left(1_{C_{2}}, t\right) .
$$

Thus

$$
\begin{equation*}
m\binom{p \pi_{1}}{m \pi_{2}}(\sigma, r)=m\left(1_{C_{2}}, t\right)=\left(m, k_{d}\right) . \tag{2.10}
\end{equation*}
$$

On the other hand,

$$
p\binom{m \pi_{1}}{q \pi_{2}}(\sigma, r)=m \pi_{1}(\sigma, r)=m\left(\pi_{1} \sigma, \pi_{1} r\right)=\left(m, m!_{C_{2}} \kappa_{d}\right)=\left(m,!_{C_{1}} \kappa_{d}\right)=p(u m, t)
$$

and

$$
q\binom{m \pi_{1}}{q \pi_{2}}(\sigma, r)=q \pi_{2}(\sigma, r)=(q u q, q t)=(i c q, q t)=(i c m, q t)=q(u m, t) .
$$

Therefore

$$
\binom{m \pi_{1}}{q \pi_{2}}(\sigma, r)=(u m, t) ;
$$

so that

$$
\begin{equation*}
m\binom{m \pi_{1}}{q \pi_{2}}(\sigma, r)=m(u m, t)=\left(m, k_{d}\right) . \tag{2.11}
\end{equation*}
$$

From (2.10) and (2.11), and using the fact that $(\sigma, r)=\epsilon_{\pi_{1}, \sigma}$ is an epimorphism, we have

$$
m\binom{p \pi_{1}}{m \pi_{2}}=m\binom{m \pi_{1}}{q \pi_{2}},
$$

showing that (M.3) holds.
We have shown that $m$ is a composition if and only if (2.9) commutes. But since $t$ is the kernel of $p$ and $(u, t)=\epsilon_{p, u}$,

$$
k_{d} \operatorname{Ker} \epsilon_{p, u}=q t \operatorname{Ker} \epsilon_{p, u}=q(u, t) \kappa_{C_{1}, \kappa_{d}}=\left(i c, k_{d}\right) \kappa_{C_{1}, \kappa_{d}} .
$$

So a reflexive graph ( $C_{1}, C_{0}, d, c, i$ ) gives rise to an internal category if and only if

$$
\begin{align*}
& C_{1} b \operatorname{Ker} d \xrightarrow{k_{C_{1}, \kappa_{d}}} C_{1}+\operatorname{Ker} d \\
&  \tag{2.12}\\
& { }^{{ }^{C_{1}, \kappa_{d}} \downarrow} \downarrow \\
& C_{1}+\operatorname{Ker} d \xrightarrow[\left(i c, k_{d}\right)]{ }{ }^{\downarrow}{ }^{\left(1_{C_{1}}, k_{d}\right)}
\end{align*}
$$

commutes.

## From internal pre-crossed modules to internal categories

Now let $(X \xrightarrow{x} 0, A, \xi, g)$ be an internal pre-crossed module. Then

is a reflexive graph, where $\left((\alpha, \beta), 1_{A}\right):\left(A+X, A, 1_{A}+x, i_{A}\right) \rightarrow(A \rtimes X, A, \delta, \alpha)$ is the coequaliser defined in (2.5), the morphism $\gamma$ is defined by $\gamma(\alpha, \beta)=\left(1_{A}, g\right)$, and

is a pullback, and thus a kernel of $\delta$. Making the appropriate substitutions in the diagram (2.12) gives


Now consider the following diagram, which we have borrowed from Janelidze [16].


We claim that each of the four quadrialterals surrounding the original square commutes. Since for all morphisms $f$ and $h$ of $\mathscr{C}$ we have $f b h=\operatorname{Ker} F(f, h)$, the top quadrilateral and the left quadrilateral both commute by virtue of the definition of the functors Ker and $F$. The right quadrilateral commutes since

$$
\left(1_{A \rtimes X}, \beta\right)\left((\alpha, \beta)+1_{X}\right)=((\alpha, \beta), \beta)=(\alpha, \beta)\left(1_{A}+\nabla_{X}\right) .
$$

The bottom quadrilateral commutes since

$$
(\alpha \gamma, \beta)\left((\alpha, \beta)+1_{X}\right)=(\alpha \gamma(\alpha, \beta), \beta)=\left(\alpha\left(1_{A}, \gamma \beta\right), \beta\right)=(\alpha, \beta)\left(\left(1_{A}, \gamma \beta\right)+1_{X}\right) .
$$

We claim that the inner square commutes if and only if the outer rectangle does. On the one hand, if the inner square commutes, then

$$
\begin{aligned}
(\alpha, \beta)\left(1_{A}+\nabla_{X}\right) k_{(A+X), x} & =\left(1_{A \rtimes X}, \beta\right)\left((\alpha, \beta)+1_{X}\right) k_{(A+X), x} \\
& =\left(1_{A \rtimes X}, \beta\right) k_{(A \rtimes X), x}\left((\alpha, \beta) b 1_{X}\right) \\
& =(\alpha \gamma, \beta) k_{(A \rtimes X), x}\left((\alpha, \beta) b 1_{X}\right) \\
& =(\alpha \gamma, \beta)\left((\alpha, \beta)+1_{X}\right) k_{(A+X), x} \\
& =(\alpha, \beta)\left(\left(1_{A}, \gamma \beta\right)+1_{X}\right) k_{(A+X), x} .
\end{aligned}
$$

On the other hand, from the same chain of equations, we see that if the outer rectangle commutes, then

$$
\left(1_{A \rtimes X}, \beta\right) k_{(A \rtimes X), x}\left((\alpha, \beta) b 1_{X}\right)=(\alpha \gamma, \beta) k_{(A \rtimes X), x}\left((\alpha, \beta) b 1_{X}\right) .
$$

But since $(\alpha, \beta)$ is a coequaliser, it is a regular epimorphism, and so is $F\left((\alpha, \beta), 1_{X}\right)$. Since $U$ preserves regular epimorphisms, $(\alpha, \beta) b 1_{X}=\operatorname{Ker} F\left((\alpha, \beta), 1_{X}\right)$ is a regular epimorphism. Hence

$$
\left(1_{A \rtimes X}, \beta\right) k_{(A \rtimes X), x}=(\alpha \gamma, \beta) k_{(A \rtimes X), x}
$$

and the inner square commutes. So given an internal pre-crossed module $(X \xrightarrow{x} 0, A, \xi, g)$, we know that the corresponding reflexive graph

$$
A \rtimes X \underbrace{\frac{\delta}{\overbrace{\alpha}}}_{\gamma} A
$$

is part of an internal category if and only if

$$
\begin{equation*}
(\alpha, \beta)\left(1_{A}+\nabla_{X}\right) k_{(A+X), x}=(\alpha, \beta)\left(\left(1_{A}, g\right)+1_{X}\right) k_{(A+X), x} \tag{2.15}
\end{equation*}
$$

(recalling that $g=\gamma \beta$ ); that is, if and only if the diagram

commutes.

## Internal crossed modules

We can "simplify" condition (2.15) further. Notice that the following diagram commutes

recalling that the left hand square is a (kernel) pullback. The commutativity of the outer rectangle, and the universal property of the pullback ensure that there exists a unique $v$ making

commute. Also, since

$$
A+A b X \xrightarrow[\left(i_{A}, k_{A, x}\right)]{1_{A}+\xi} A+X \xrightarrow{(\alpha, \beta)} A \rtimes X
$$

is a coequaliser, we have $(\alpha, \beta) k_{A, x}=\beta \xi$. Thus we have the commutative diagram

giving

$$
\begin{equation*}
(\alpha, \beta)\left(1_{A}+\nabla_{X}\right) k_{(A+X), x}=\beta \xi v . \tag{2.17}
\end{equation*}
$$

Since $k: \operatorname{Ker} F \Longrightarrow F$ is a natural transformation, we also have the commutative diagram

giving

$$
\begin{equation*}
(\alpha, \beta)\left(\left(1_{A}+g\right)+1_{X}\right) k_{(A+X), x}=\beta \xi\left(\left(1_{A}, g\right) b 1_{X}\right) . \tag{2.18}
\end{equation*}
$$

Equations (2.15), (2.17), and (2.18) together give

$$
\begin{equation*}
\beta \xi v=\beta \xi\left(\left(1_{A}, g\right) b 1_{X}\right) . \tag{2.19}
\end{equation*}
$$

Since $(x, \beta)$ is a jointly monic pair, and we also have

$$
x \xi v=\kappa_{A, x} v=\kappa_{(A+X), x}=\kappa_{A, x}\left(\left(1_{A}, g\right) b 1_{X}\right)=x \xi\left(\left(1_{A}, g\right) b 1_{X}\right),
$$

we can conclude that the reflexive graph

$$
A \rtimes X \underset{\gamma}{\frac{\delta}{\overbrace{\gamma}}} A,
$$

corresponding to the pre-crossed module ( $X \xrightarrow{x} 0, A, \xi, g$ ), is part of an internal category if and only if the diagram (2.20) below commutes. That is, if and only if

$$
\xi v=\xi\left(\left(1_{A}, g\right) b 1_{X}\right) .
$$

With this in mind, we give the following defintion.

Definition 2.3.2 (Internal crossed module, $\operatorname{XMod}(\mathscr{C})$ ). Let $\mathscr{C}$ be a protomodular, Barr-exact category with finite coproducts. An internal crossed module of $\mathscr{C}$ is defined to be an internal pre-crossed module

$$
(X \xrightarrow{x} 0, A, \xi, g)
$$

such that the diagram

commutes, where $v$ is defined as in (2.16). A morphism of internal crossed modules is a morphism of internal pre-crossed modules. This determines a category, which we denote by XMod $(\mathscr{C})$.

Theorem 2.3.3. Let $\mathscr{C}$ be a protomodular, Barr-exact category with finite coproducts. The category $\mathbf{X M o d}(\mathscr{C})$ of internal crossed modules in $\mathscr{C}$ is equivalent to the category of internal categories in $\mathscr{C}$.

Proof. The above discussion shows that everything works at the level of objects. An internal category $\left(C_{1}, C_{0}, d, i, c, m\right)$ is sent to the crossed module $\left(\operatorname{Ker} d \xrightarrow{k_{d}} 0, C_{0}, \operatorname{Ker} \epsilon_{d, i}, c k_{d}\right)=\left(K\left(C_{1}, C_{0}, d, i\right), c k_{d}\right)$. Let $(r, s):\left(K\left(C_{1}, C_{0}, d, i\right), c k_{d}\right) \rightarrow\left(K\left(C_{1}^{\prime}, C_{0}^{\prime}, d^{\prime}, i^{\prime}\right), c^{\prime} k_{d}^{\prime}\right)$ be a morphism of internal crossed modules. Explicitly, $r: \operatorname{Ker} d \rightarrow \operatorname{Ker} d^{\prime}$ and $s: C_{0} \rightarrow C_{0}{ }^{\prime}$ are morphisms making the following two diagrams commute.


Since $(r, s)$ is a morphism of pre-crossed modules, there is exactly one morphism

$$
(f, h):\left(C_{1}, C_{0}, d, i, c\right) \rightarrow\left(C_{1}^{\prime}, C_{0}^{\prime}, d^{\prime}, i^{\prime}, c^{\prime}\right)
$$

of reflexive graphs corresponding to $(r, s)$ under the equivalence $\operatorname{RefGph}(\mathscr{C}) \simeq \mathbf{P X M o d}(\mathscr{C})$. Indeed, $(r, s)=K(f, h)=(\operatorname{Ker}(f, h), h)$. We claim that the morphism $(f, h)=(f, s)$ of reflexive graphs is also a morphism of internal categories. We only need to show that

commutes. Consider the diagram


If the outer rectangle and the top square commute, then

$$
f m(u, t)=m^{\prime}\left(u^{\prime}, t^{\prime}\right)(f+\operatorname{Ker}(f, s))=m^{\prime}\binom{f p}{f q}(u, t) .
$$

But since $(u, t)=\epsilon_{p, u}$ is a coequaliser by Proposition 2.1.9, we have $f m=m^{\prime}\binom{f p}{f q}$, as desired. Therefore it suffices to show that both the outer rectangle and the top square commute.

Recall that $\operatorname{Ker}(f, s)$ is defined to be the unique morphism making the diagram

commute. To see that the outer rectangle of (2.21) commutes, observe that

$$
\begin{aligned}
m^{\prime}\left(u^{\prime}, t^{\prime}\right)(f+\operatorname{Ker}(f, s)) & =\left(1_{C_{1}^{\prime}}, k_{d^{\prime}}\right)(f+\operatorname{Ker}(f, s)) \\
& =\left(f, k_{d^{\prime}} \operatorname{Ker}(f, s)\right)=\left(f, f k_{d}\right)=f\left(1_{C_{1}}, k_{d}\right)=f m(u, t) .
\end{aligned}
$$

Now we show that the top square of (2.21) commutes. On the one hand, we have

$$
\binom{f p}{f q}(u, t)=\binom{f p}{f q}\left(\begin{array}{cc}
{ }^{1} & c_{1} \\
i c & c_{c_{1}} \kappa_{d} \\
i c & k_{d}
\end{array}\right)=\left(\begin{array}{cc}
f & f!c_{1} \kappa_{d} \\
f i c & f k_{d}
\end{array}\right) .
$$

On the other hand, we have

$$
\left(u^{\prime}, t^{\prime}\right)(f+\operatorname{Ker}(f, s))=\left(\begin{array}{cc}
1 & C_{1}^{\prime}! \\
i^{\prime} c^{\prime} & c_{1}^{\prime}{ }_{d^{\prime}} \\
k_{d^{\prime}}
\end{array}\right)(f+\operatorname{Ker}(f, s))=\left(\begin{array}{cc}
f & !_{C^{\prime}}^{\prime} \kappa_{d^{\prime}} \\
i^{\prime} c^{\prime} f & k_{d^{\prime}} \operatorname{Ker}(f, s) \\
\operatorname{Ker}(f, s)
\end{array}\right) .
$$

We show that

$$
\left(\begin{array}{cc}
f & f!C_{1} \kappa_{d}{ }_{c} \\
f i c & f k_{d}
\end{array}\right)=\left(\begin{array}{cc}
f & ! \\
i^{\prime} c^{\prime} f & c_{1}^{\prime} k_{d^{\prime}} \\
k_{d^{\prime}} & \operatorname{Ker}(f(f, s) \\
\operatorname{Ker}(f, s)
\end{array}\right)
$$

by equating components. First note that, from (2.22), we have

$$
!_{C_{1}^{\prime}} \kappa_{d^{\prime}} \operatorname{Ker}(f, s)=!_{C_{1}^{\prime}} \kappa_{d}=f!_{C_{1}} \kappa_{d} .
$$

Next, since $(f, s)$ is a morphism of reflexive graphs, we have $f i=i^{\prime} s$ and $s c=c^{\prime} f$. It follows that

$$
f i c=i^{\prime} s c=i^{\prime} c^{\prime} f .
$$

Finally, the equation

$$
k_{d^{\prime}} \operatorname{Ker}(f, s)=f k_{d}
$$

is immediate from 2.22 . It follows that the top square commutes. Therefore the bottom square commutes, showing that $(f, s)$ is a morphism of internal categories.

## Chapter. 3

## Crossed modules in the category of Lie-Rinehart algebras

This chapter consists of two parts: in part 1, we will define Lie-Rinehart algebras and show that, for a given field $k$ and commutative algebra $A$ over $k$, there is a category of Lie-Rinehart algebras that is protomodular, Barr-exact, and has finite coproducts; in part 2, we will give the classical definitions of action, semi-direct product, and crossed module of Lie-Rinehart algebras before comparing the "classical" crossed modules to our definition of internal crossed modules in the category of LieRinehart algebras.

### 3.1 The category of Lie-Rinehart algebras

Before defining Lie-Rinehart algebras, we need the following definition.
Definition 3.1.1 (Derivation, $\operatorname{Der}(A)$ ). Let $k$ be a field, and let $A$ be a commutative algebra over $k$. A $k$-derivation of $A$ is a $k$-linear endomorphism $D: A \rightarrow A$ such that, for all $a, b \in A$, the "product rule"

$$
D(a b)=a D(b)+D(a) b
$$

holds. We let $\operatorname{Der}(A)$ denote the set of all $k$-derivations of $A$.
The set of linear endomorphisms $\operatorname{End}(A)$ is a ring with composition as an operation. It becomes a Lie $k$-algebra under the bracket

$$
\left[T, T^{\prime}\right]=T T^{\prime}-T^{\prime} T .
$$

Since $\operatorname{Der}(A)$ is a vector subspace of $\operatorname{End}(A)$, and since for all $D, D^{\prime} \in \operatorname{Der}(A)$, and for all $a, b \in A$, we have

$$
\begin{aligned}
\left(D D^{\prime}-D^{\prime} D\right)(a b) & =D\left(a D^{\prime}(b)\right)+D\left(D^{\prime}(a) b\right)-\left(D^{\prime}(a D(b))+D^{\prime}(D(a) b)\right) \\
& =a D\left(D^{\prime}(b)\right)+D(a) D^{\prime}(b)+D^{\prime}(a) D(b)+D\left(D^{\prime}(a)\right) b \\
& \left.-\left(a D^{\prime}(D(b))+D^{\prime}(a) D(b)+D(a) D^{\prime}(b)+D^{\prime}(D(a)) b\right)\right) \\
& =a\left(\left(D\left(D^{\prime}(b)\right)-D^{\prime}(D(b))\right)+\left(D\left(D^{\prime}(a)\right)-D^{\prime}(D(a))\right) b\right. \\
& =\left(a\left(D D^{\prime}-D^{\prime} D\right)(b)+\left(D D^{\prime}-D^{\prime} D\right)(a) b,\right.
\end{aligned}
$$

the subspace $\operatorname{Der}(A)$ is a Lie subalgebra under the same bracket. With the obvious scalar multiplication $(a, D) \mapsto((a D): A \rightarrow A: b \mapsto a D(b)), \operatorname{Der}(A)$ is also an $A$-module. In fact, it will be our first example of a Lie-Rinehart algebra.

## Lie-Rinehart algebras

Definition 3.1.2 (Lie-Rinehart algebra, [15]). Let $k$ be a field, and let $A$ be a commutative algebra over $k$. A Lie-Rinehart algebra (over $k$ and $A$ ) is a Lie $k$-algebra $L$ that is simultaneously an $A$-module together with a map $\alpha: L \rightarrow \operatorname{Der}(A)$ that is simultaneously a morphism of Lie $k$-algebras and a morphism of $A$-modules such that, for all $x, y \in L$ and for all $a \in A$, we have

$$
[x, a y]=a[x, y]+\alpha_{x}(a) y,
$$

where $\alpha_{x}$ is the image of $x$ under $\alpha$.

A morphism

$$
f:(L, \alpha: L \rightarrow \operatorname{Der}(A)) \rightarrow\left(L^{\prime}, \alpha^{\prime}: L^{\prime} \rightarrow \operatorname{Der}(A)\right)
$$

of Lie-Rinehart algebras is defined to be a morphism $f: L \rightarrow L^{\prime}$ of Lie $k$-algebras that is also a morphism of $A$-modules such that

commutes. It follows that for a fixed pair $(A, k)$ there is a category $\mathbf{L R}(A, k)$ of Lie-Rinehart algebras. Here we are considering a fixed $A$ and $k$, so we will usually omit the $(A, k)$ and simply write $\mathbf{L R}$ for the category of Lie-Rinehart algebras over the given $A$ and $k$.

Some trivial cases are worth mentioning here. On the one hand,

$$
\operatorname{Der}(A) \xrightarrow{1_{\operatorname{Der}(A)}} \operatorname{Der}(A)
$$

is clearly a Lie-Rinehart algebra; indeed, it is the terminal object of $\mathbf{L R}$. On the other hand, the zero Lie-Rinehart algebra (with underlying set $\{0\}$ ) is the initial object, which we denote by

$$
0 \xrightarrow{0} \operatorname{Der}(A),
$$

or simply by 0 . If, in the definition of a Lie $k$-algebra, we replace the field $k$ with a commutative algebra over a field $k$, then we get a Lie A-algebra. If $R$ is a Lie $A$-algebra, then $R \xrightarrow{0} \operatorname{Der}(A)$ is a Lie-Rinehart algebra. Conversely, a Lie-Rinehart algebra of the form $R \xrightarrow{0} \operatorname{Der}(A)$ is a Lie $A$-algebra. We will soon see that $\mathbf{L R}$ has pullbacks, so that the kernel functor Ker, defined in Definition 2.1.3, can be defined on $\operatorname{SpIEp}(\mathbf{L R})$. For any split epimorphism $p: L \rightarrow L^{\prime}$ of Lie-Rinehart algebras, the kernel of $p$, defined as the pullback of $p$ along the unique morphism $!_{L^{\prime}}: 0 \rightarrow L^{\prime}$, is a Lie $A$-algebra.

## LR is Barr-exact and has finite coproducts

Let $k$ be a field, and let $A$ be a commutative algebra over $k$. There is a category $\mathscr{A}$ that has Lie $k$-algebras with an $A$-module structure as objects (with no compatibility required); the morphisms of $\mathscr{A}$ are the Lie algebra homomorphisms that are also $A$-module homomorphisms. Since an object of $\mathscr{A}$ is merely a set along with some operations of finite arity satisfying certain equations, the category $\mathscr{A}$ is finitarily monadic over set, and so $\mathscr{A}$ is complete, cocomplete, and Barr-exact, see [1].

Since $\operatorname{Der}(A)$ is an object of $\mathscr{A}$, we can form the slice category $\mathscr{A} / \operatorname{Der}(A)$. We claim that $\mathscr{A} / \operatorname{Der}(A)$ is also complete, cocomplete, and Barr-exact. Indeed, we have the following.

Lemma 3.1.3. Let $k$ be a field, and let $A$ be a commutative algebra over $k$. Let $\mathscr{A}$ be the category of Lie $k$-algebras with an A-module structure defined above. Then the following statements hold.

1. The category $\mathscr{A} / \operatorname{Der}(A)$ is complete and cocomplete.
2. Colimits and connected limits in $\mathscr{A} / \operatorname{Der}(A)$ are computed as in $\mathscr{A}$.
3. The category $\mathscr{A} / \operatorname{Der}(A)$ is Barr-exact

Proof. For (1) and (2), see the proof of Proposition 2.16.3 of [3].
For (3), it follows from (1) and (2) that $\mathscr{A} / \operatorname{Der}(A)$ has all finite limits and coequalisers; in particular, $\mathscr{A} / \operatorname{Der}(A)$ certainly has coequalisers of kernel pairs. Thus, to show that $\mathscr{A} / \operatorname{Der}(A)$ is regular, it is enough to show that regular epimorphisms are stable under pullback. Let $q$ be the pullback of a regular epimorphism (equivalently a coequaliser) $p$ along some $f$ in $\mathscr{A} / \operatorname{Der}(A)$. Then, since pullbacks in $\mathscr{A} / \operatorname{Der}(A)$ are computed as in $\mathscr{A}$, the morphism $q$ is the pullback of $p$ along $f$ in $\mathscr{A}$. Since coequalisers are computed in $\mathscr{A} / \operatorname{Der}(A)$ as in $\mathscr{A}$, the morphism $p$ is a coequaliser in $\mathscr{A}$. Since $\mathscr{A}$ is regular, $q$, being the pullback of the regular epimorphism $p$ along $f$ in $\mathscr{A}$, is a regular epimorphism (equivalently a coequaliser) in $\mathscr{A}$. It follows that it is a coequaliser in $\mathscr{A} / \operatorname{Der}(A)$, and thus a regular epimorphism $\mathscr{A} / \operatorname{Der}(A)$.

To see that $\mathscr{A} / \operatorname{Der}(A)$ is Barr-exact, let $\binom{k}{l}: X \rightarrow Y \times Y$ be an equivalence relation in $\mathscr{A} / \operatorname{Der}(A)$. Then $\binom{k}{l}$ also an equivalence relation in $\mathscr{A}$. Since $\mathscr{A}$ is exact, $\binom{k}{l}$ is the kernel pair of its coequaliser in $\mathscr{A}$. This coequaliser is also a coequaliser in $\mathscr{A} / \operatorname{Der}(A)$. And since pullbacks are computed in the same way in $\mathscr{A} / \operatorname{Der}(A)$ as in $\mathscr{A}$, same, kernel pairs lift. Hence every equivalence relation in $\mathscr{A} \operatorname{Der}(A)$ is s kernel pair in $\mathscr{A} / \operatorname{Der}(A)$, and $\mathscr{A} \operatorname{Der}(A)$ is Barr-exact.

Now an object $L \xrightarrow{\alpha} \operatorname{Der}(A) \in \mathscr{A} / \operatorname{Der}(A)$ is an object of $\mathbf{L R}$ precisely when for all $x, x^{\prime} \in L$, and for all $a \in A$, the equation

$$
\left[x, a x^{\prime}\right]=a\left[x, x^{\prime}\right]+\alpha_{x}(a) x^{\prime}
$$

holds. This equation determines the category $\mathbf{L R}$ as a full subcategory of $\mathscr{A}$. Since equationally determined full subcategories of locally presentable categories are always reflective, $\mathbf{L R}$ is reflective, and thus cocomplete. We claim that $\mathbf{L R}$ is also closed under limits, subobjects, and images. More precisely.

Proposition 3.1.4. Let $k$ be a field, and let $A$ be a commutative algebra over $k$. Let $\mathscr{A}$ be the category of Lie $k$-algebras with an A-module structure defined above. Then the following statements hold.

1. The subcategory $\mathbf{L R}$ of $\mathscr{A} / \operatorname{Der}(A)$ is closed under limits. That is, if a diagram in $\mathbf{L R}$ has a limit $L$ in $\mathscr{A} / \operatorname{Der}(A)$, the limit $L$ is in $\mathbf{L R}$.
2. The subcategory $\mathbf{L R}$ of $\mathscr{A} / \operatorname{Der}(A)$ is closed under subobjects. That is, if $L$ in $\mathbf{L R}$ has a subobject $L^{\prime}$ in $\mathscr{A} / \operatorname{Der}(A)$, then $L^{\prime}$ is in $\mathbf{L R}$.
3. The subcategory $\mathbf{L R}$ of $\mathscr{A} / \operatorname{Der}(A)$ is closed under images. That is, if $L$ is in $\mathbf{L R}$, and $p: L \rightarrow Y$ is a surjective morphism of $\mathscr{A} / \operatorname{Der}(A)$, then $Y$ is in $\mathbf{L R}$.

Proof. (1) and (2) follow directly from the fact that an object of $\mathbf{L R}$ is an object of $\mathscr{A} / \operatorname{Der}(A)$ such that a certain equation holds. If the equation holds individually for all objects of the diagram, then it also must hold for the limit of the diagram. If the equation holds for all elements of a set, it certainly holds for all elements of the subset.

For (3), let $L \xrightarrow{\alpha} \operatorname{Der}(A) \in \mathbf{L R}$, and let

be a surjection in $\mathscr{A} / \operatorname{Der}(A)$, Let $x^{\prime}, y^{\prime} \in L^{\prime}$. Then, since $p$ is surjective, there exist $x, y \in L$ such that $p(x)=x^{\prime}$ and $p(y)=y^{\prime}$. Then

$$
\begin{aligned}
{\left[x^{\prime}, a y^{\prime}\right]=[p(x), a p(y)]=[p(x), p(a y)]=p[x, a y] } & =p\left(a[x, y]+\alpha_{x}(a) y\right) \\
& =a[p(x), p(y)]+\left(\alpha^{\prime} p\right)_{x}(a) p(y) \\
& =a[p(x), p(y)]+\alpha_{p(x)}^{\prime}(a) p(y) \\
& =a\left[x^{\prime}, y^{\prime}\right]+\alpha_{x^{\prime}}^{\prime}(a) y^{\prime},
\end{aligned}
$$

making $L^{\prime}$ a Lie-Rinehart algebra.
We now show that $\mathbf{L R}$ is Barr-exact.

## Proposition 3.1.5. The category LR is Barr-exact.

Proof. Since LR is closed under limits and $\mathscr{A} /(\operatorname{Der}(A))$ is complete, $\mathbf{L R}$ is complete. We have already seen that regular epimorphisms are stable under pullback in $\mathscr{A} / \operatorname{Der}(A)$, but $\mathbf{L R}$ is closed under limits, hence to show that $\mathbf{L R}$ is regular, it is enough to show that every kernel pair has a coequaliser. Now a kernel pair $\binom{k}{l}: X \rightarrow Y \times Y$ in $\mathbf{L R}$ has a coequaliser $q: Y \rightarrow C$ in $\mathscr{A} / \operatorname{Der}(A)$. The fact that $C$ is a (surjective) image of the Lie-Rinehart algebra $Y$ under $q$ together with the fact that $\mathbf{L R}$ is closed under images make $q: Y \rightarrow C$ a coequaliser in LR. Hence the category of Lie-Rinehart algebras is a regular category

To see that $\mathbf{L R}$ is Barr-exact, note that an equivalence relation $\binom{k}{l}: X \rightarrow Y \times Y$ in $\mathbf{L R}$ has a coequaliser $q: Y \rightarrow C$ in $\mathscr{A} / \operatorname{Der}(A)$, and that $\binom{k}{l}$ is the kernel pair of this coequaliser $q$ in $\mathscr{A} / \operatorname{Der}(A)$. Again, the fact that $\mathbf{L R}$ is closed under images makes $q: Y \rightarrow C$ a coequaliser in $\mathbf{L R}$. Then the fact that $\mathbf{L R}$ is closed under pullbacks ensures that $\binom{k}{l}$ is the kernel pair of $q$ in $\mathbf{L R}$.

## The category of Lie-Rinehart algebras is protomodular

We now know that the category of Lie-Rinehart algebras has finite coproducts, and is Barr-exact. In this section, we will show that $\mathbf{L R}$ is protomodular. This will allow us to apply Definition 2.3.2 and Theorem 2.3.3 to LR.

Lemma 3.1.6. If $\mathscr{E}$ is a category with pullbacks, $\mathscr{B}$ is a protomodular category, and there is a functor $P: \mathscr{E} \rightarrow \mathscr{B}$ that preserves pullbacks and reflects isomorphisms, then $\mathscr{E}$ is protomodular.
Proof. Let $\mathscr{E}$ be a category with pullbacks, let $\mathscr{B}$ be a protomodular category, and let $P: \mathscr{E} \rightarrow \mathscr{B}$ be a functor that preserves pullbacks and reflects isomorphisms. Let $f: A \rightarrow B$ be a morphism of $\mathscr{E}$, and let $g:(E, B, p, s) \rightarrow\left(E^{\prime}, B, p^{\prime}, s^{\prime}\right)$ be a morphism of $\operatorname{SpIEp}_{B}(\mathscr{E})$ for which $!_{B}^{*}(g)$ is an isomorphism. Note that $!_{B}^{*}(g)$ is the unique morphism making

commute. By the pullback lemma, the top square is a pullback. Then applying $P$ to everything gives a pullback in $\mathscr{B}$. The isomorphism $P\left(!_{B}^{*}(g)\right)=\left(P\left(!_{B}\right)\right)^{*}(P(g))$. Since $\mathscr{B}$ is protomodular, $P(g)$ is an isomorphism. Since $P$ reflects isomorphisms, $g$ is an isomorphism. Thus, for every $B \in \mathscr{E}$, the functor $!_{B}^{*}$ reflects isomorphisms, by Proposition (2.1.11), we conclude that $\mathscr{E}$ is protomodular.

Lemma 3.1.7. The forgetful functor $G: \mathbf{L R} \rightarrow$ Vect $_{k}$ preserves pullbacks and reflects isomorphims.
Proof. Let

$$
f:\left(L \xrightarrow{\alpha_{L}} \operatorname{Der}(A)\right) \rightarrow\left(N \xrightarrow{\alpha_{N}} \operatorname{Der}(A)\right)
$$

and

$$
g:\left(M \xrightarrow{\alpha_{M}} \operatorname{Der}(A)\right) \rightarrow\left(N \xrightarrow{\alpha_{N}} \operatorname{Der}(A)\right)
$$

be morphisms of LR. At the level of vector spaces (and modules), the pullback is

where $L \times_{N} M=\left\{\binom{l}{m}: l \in L, m \in M\right.$, and $\left.f(l)=g(m)\right\}$ is a subspace (and submodule) of the direct product, defined with componentwise addition and scalar multiplication, and $\pi_{L}$ and $\pi_{M}$ are the projections. The bracket $\left[\binom{l}{m},\binom{l^{\prime}}{m^{\prime}}\right]=\binom{\left[l, l^{\prime}\right]}{\left[m, m^{\prime}\right]}$ makes $L \times_{N} M$ a Lie algebra, and the morphism $\alpha_{N} f \pi_{L}$ makes $L \times_{N} M$ a Lie-Rinehart algebra. It can be checked that the projections are Lie-Rinehart algebra morphisms, and that, with these projections, the Lie-Rinehart algebra $L \times_{N} M$ satisfies the universal property of the pullback. Thus $G$ preserves pullbacks.

Now we show that $G$ also reflects isomorphisms. If

$$
h:\left(V \xrightarrow{\alpha_{V}} \operatorname{Der}(A)\right) \rightarrow\left(W \xrightarrow{\alpha_{W}} \operatorname{Der}(A)\right)
$$

is both a morphism of $\mathbf{L R}$ and an isomorphism of vector spaces, then for all $x, y \in V$,

$$
h^{-1}[x, y]=h^{-1}\left[h h^{-1}(x), h h^{-1}(y)\right]=h^{-1} h\left[h^{-1}(x), h^{-1}(y)\right]=\left[h^{-1}(x), h^{-1}(y)\right],
$$

so that $h^{-1}$ is a morphism of Lie algebras. Furthermore, for all $a \in A$,

$$
h^{-1}(a x)=h^{-1}\left(a h h^{-1}(x)\right)=h^{-1} h\left(a h^{-1}(x)\right)=a h^{-1}(x),
$$

making $h^{-1}$ a morphism of $A$-modules. From $\alpha_{W} h=\alpha_{V}$, we get $\alpha_{W}=\alpha_{V} h^{-1}$. Thus $h^{-1}$ is a morphism of $\mathbf{L R}$, making $h$ an isomorphism of $\mathbf{L R}$, and proving that $G$ reflects isomorphisms.

Proposition 3.1.8. The category LR of Lie-Rinehart algebras is protomodular.
Proof. By Lemma (3.1.7), the forgetful functor $G: \mathbf{L R} \rightarrow$ Vect $_{k}$ preserves pullbacks and reflects isomorphisms. Since Vect ${ }_{k}$ is abelian, and therefore protomodular, Lemma (3.1.6 allows us to conclude that $\mathbf{L R}$ is protomodular.

### 3.2 Crossed modules of Lie-Rinehart algebras

We now know that the category $\mathbf{L R}$ is protomodular, Barr-exact, and has finite coproducts. Thus, by Theorem 2.3.3, we know that the category of internal categories in $\mathbf{L R}$ is equivalent to the category $\mathbf{X M o d}(\mathbf{L R})$ of internal crossed modules in LR, obtained by applying Definition 2.3.2 to LR. We then compare the category $\mathbf{X M o d}(\mathbf{L R})$, thus defined, to the classically defined category of crossed modules of Lie-Rinehart algebras.

## Classical Definitions

We begin by stating the classical definitions of action, semi-direct product, pre-crossed module, and crossed module of Lie Rinehart algebras. We take the following standard definitions from the paper [11] by Casas et al.

Definition 3.2.1 (Lie-Rinehart algebra action [11]). Let

$$
L \xrightarrow{\alpha} \operatorname{Der}(A)
$$

be a Lie-Rinehart algebra, and let $R$ be a Lie $A$-algebra, so that

$$
R \xrightarrow{0} \operatorname{Der}(A)
$$

is Lie-Rinehart algebra. We say that $L$ acts on $R$ if there is a $k$-bilinear map

$$
L \times R \rightarrow R:(x, r) \mapsto[x, r]
$$

such that for all $x, y \in L, r, s \in R, a \in A$, we have
(A.1) $[[x, y], r]=[x,[y, r]]-[y,[x, r]]$,
(A.2) $[x,[r, s]]=[[x, r], s]-[[x, s], r]$,
(A.3) $[a x, r]=a[x, r]$,
(A.4) $[x, a r]=a[a, r]+\alpha_{x}(a) r$.

Conditions (A.1) and (A.2) together ensure that $L$ acts on $R$ at the level of Lie $k$-algebras. We will now see that conditions (A.3) and (A.4) will enable us to define a new Lie-Rinehart algebra: the semi-direct product $L \rtimes R$. Let

$$
L \xrightarrow{\alpha} \operatorname{Der}(A)
$$

be a Lie-Rinehart algebra that acts on a Lie $A$-algebra

$$
R \xrightarrow{0} \operatorname{Der}(A) .
$$

We can form the direct sum of vector spaces $L \oplus R$ and define the bilinear map

$$
\begin{equation*}
L \oplus R \times L \oplus R \rightarrow L \oplus R:((x, r),(y, s)) \mapsto([x, y],[r, s]+[x, s]-[y, r]), \tag{3.1}
\end{equation*}
$$

which is a Lie-bracket, and thus makes $L \oplus R$ into a Lie- $k$ algebra: it is called the semi-direct product $L \rtimes R$ of the Lie $k$-algebras $L$ and $R$. Being the direct sum of the $A$-modules $L$ and $R$, it is also an $A$-module, with $a(x, r)$ defined to be ( $a x, a r$ ). Also, observe that the projection $L \rtimes R \rightarrow L$ preserves both the Lie algebra and the $A$-module structure. In order for $L \rtimes R$ to be a Lie-Rinehart algebra, we need a morphism $\gamma: L \rtimes R \rightarrow \operatorname{Der}(A)$ that is a morphism both of $A$-modules and of Lie $k$-algebras, and satisfies

$$
[(x, r), a(y, s)]=a[(x, r)]+\gamma_{(x, r)}(a)(y, s) .
$$

Letting $\gamma_{(x, r)}=\alpha_{x}$, we have

$$
\begin{aligned}
{[(x, r), a(y, s)] } & =[(x, r),(a y, a s)] \\
& =([x, a y],[r, a s]+[x, a s]-[a y, r]) \\
& =\left(a[x, y]+\alpha_{x}(a) y, a[r, s]+0+a[x, s]+\alpha_{x}(a) s-a[y, r]\right) \\
& =(a[x, y], a[r, s]+a[x, s]-a[y, r])+\left(\alpha_{x}(a) y, \alpha_{x}(a) s\right) \\
& =a([x, y],[r, s]+[x, s]-[y, r])+\alpha_{x}(a)(y, s) \\
& =a[(x, r),(y, s)]+\gamma_{(x, r)}(a)(y, s) .
\end{aligned}
$$

Thus we can make the following definition

Definition 3.2.2 (Semi-direct product of Lie-Rinehart algebras [11]). Let

$$
L \xrightarrow{\alpha} \operatorname{Der}(A)
$$

be a Lie-Rinehart algebra that acts on a Lie $A$-algebra

$$
R \xrightarrow{0} \operatorname{Der}(A)
$$

by $(x, r) \mapsto[x, r]$. We define the semi-direct product $L \rtimes R \xrightarrow{\gamma} \operatorname{Der}(A)$ of Lie-Rinehart algebras to be the direct sum of $A$-modules $L \oplus R$ along with the Lie bracket

$$
L \oplus R \times L \oplus R \rightarrow L \oplus R:((x, r),(y, s)) \mapsto([x, y],[r, s]+[x, s]-[y, r]),
$$

with $\gamma_{(x, r)}=\alpha_{x}$.
Definition 3.2.3 (Crossed module of Lie-Rinehart algebras [11]). A crossed module of Lie-Rinehart algebras consists of a Lie-Rinehart algebra $L$, a Lie $A$-algebra $R$, a Lie-Rinehart algebra action $\phi: L \times R \rightarrow R$, and a Lie-Rinehart algebra homomorphism $\partial: R \rightarrow L$ such that
(CM.1) $\partial([x, r])=[x, \partial(r)]$
(CM.2) $\left[\partial\left(r^{\prime}\right), r\right]=\left[r^{\prime}, r\right]$

We call equation (CM.1) equivariance, and we call equation (CM.2) the Peiffer condition. Whenever we have a quadruple $(L, R, \phi, \partial)$ that satisfies condition (CM.1) we say that $(L, R, \phi, \partial)$ is a pre-crossed module.

## Internal crossed modules in the category of Lie-Rinehart algebras

We will now apply definition 2.3 .2 to the category $\mathbf{L R}$ and compare the results to the classical definition of the category of crossed modules. Recall that our general definition says that for any protomodular, Barr-exact category $\mathscr{C}$ with finite coproducts, an internal crossed module of $\mathscr{C}$ is defined to be an internal pre-crossed module

$$
(X \xrightarrow{x} 0, A, \xi, g)
$$

such that the diagram

commutes, where $v$ is defined as in (2.16).
Let

$$
L \xrightarrow{\alpha} \operatorname{Der}(A)
$$

be a Lie-Rinehart algebra, let

$$
R \xrightarrow{0} \operatorname{Der}(A)
$$

be a Lie $A$-algebra, and let

$$
L+R \xrightarrow{\beta} \operatorname{Der}(A)
$$

be their coproduct in LR. Suppose that we are given an internal action

$$
(R \xrightarrow{0} 0, L, \xi: L b R \rightarrow R)
$$

of $L$ on $R$. Recall that this means that $\xi$ is an algebra structure map for the monad $U F=b$. Let $x \in L$, $r \in R$. Then $\left[i_{L}(x), i_{R}(r)\right] \in L+R$, and

$$
\left(1_{L}+0\right)\left(\left[i_{L}(x), i_{R}(r)\right]=\left[\left(1_{L}+0\right) i_{L}(x),\left(1_{L}+0\right) i_{R}(r)\right]=\left[1_{L}(x), 0(r)\right]=[x, 0]=0,\right.
$$

so that for all $(x, r) \in L \times R$, we have $\left[i_{L}(x), i_{R}(r)\right] \in L b R$.
We claim that we can define an action (in the classical sense) of $L$ on $R$ by

$$
[x, r]:=\xi\left(\left[i_{L}(x), i_{R}(r)\right]\right) .
$$

We now check that this is indeed an action in the classical sense.
Condition (A.1) of Definition 3.2.1 translates to

$$
\begin{equation*}
\xi\left(\left[i_{L}\left[x, x^{\prime}\right], i_{R}(r)\right]\right)=\xi\left(\left[i_{L}(x), \xi\left[i_{L}\left(x^{\prime}\right), i_{R}(r)\right]\right]\right)-\xi\left(\left[i_{L}\left(x^{\prime}\right), \xi\left[i_{L}(x), i_{R}(r)\right]\right)\right. \tag{3.2}
\end{equation*}
$$

Now, using the Jacobi condition,

$$
\begin{aligned}
{\left[i_{L}\left[x, x^{\prime}\right], i_{R}(r)\right] } & =\left[\left[i_{L}(x), i_{L}\left(x^{\prime}\right)\right], i_{R}(r)\right] \\
& =-\left[i_{R}(r),\left[i_{L}(x), i_{L}\left(x^{\prime}\right)\right]\right] \\
& =\left[i_{L}(x),\left[i_{L}\left(x^{\prime}\right), i_{R}(r)\right]\right]+\left[i_{L}\left(x^{\prime}\right),\left[i_{R}(r), i_{L}(x)\right]\right] \\
& =\left[i_{L}(x),\left[i_{L}\left(x^{\prime}\right), i_{R}(r)\right]\right]-\left[i_{L}\left(x^{\prime}\right),\left[i_{L}(x), i_{R}(r)\right]\right] .
\end{aligned}
$$

And so

$$
\begin{align*}
\xi\left(\left[\left[i_{L}(x), i_{L}\left(x^{\prime}\right)\right], i_{R}(r)\right]\right) & =\xi\left(\left[i_{L}(x),\left[i_{L}\left(x^{\prime}\right), i_{R}(r)\right]\right]-\left[i_{L}\left(x^{\prime}\right),\left[i_{L}(x), i_{R}(r)\right]\right]\right) \\
& =\xi\left(\left[i_{L}(x),\left[i_{L}\left(x^{\prime}\right), i_{R}(r)\right]\right]\right)-\xi\left(\left[i_{L}\left(x^{\prime}\right),\left[i_{L}(x), i_{R}(r)\right]\right]\right) \tag{3.3}
\end{align*}
$$

Now note that, though we write $i_{R}(r)$, we are thinking of $i_{R}(r) \in L b R$, and since $k_{L, R} \eta_{R}=i_{R}$, we really mean $\eta_{R}(r)$, Thus, since $\xi \eta_{R}=1_{R}$,

$$
\begin{align*}
\xi\left(\left[i_{L}(x),\left[i_{L}\left(x^{\prime}\right), i_{R}(r)\right]\right]\right) & =\left[\xi i_{L}(x), \xi\left[i_{L}\left(x^{\prime}\right), i_{R}(r)\right]\right]=\left[\xi i_{L}(x), \xi \eta \xi\left[i_{L}\left(x^{\prime}\right), i_{R}(r)\right]\right] \\
& =\left[\xi i_{L}(x), \xi i_{R} \xi\left[i_{L}\left(x^{\prime}\right), i_{R}(r)\right]\right]=\xi\left[i_{L}(x), i_{R} \xi\left[i_{L}\left(x^{\prime}\right), i_{R}(r)\right]\right] . \tag{3.4}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\xi\left(\left[i_{L}\left(x^{\prime}\right),\left[i_{L}(x), i_{R}(r)\right]\right]\right)=\xi\left[i_{L}\left(x^{\prime}\right), i_{R} \xi\left[i_{L}(x), i_{R}(r)\right]\right] . \tag{3.5}
\end{equation*}
$$

Substituting (3.4) and (3.5) into (3.3), we obtain (3.2). It follows that condition (A.1) holds.
Condition (A.2) of Definition 3.2.1 translates to

$$
\begin{equation*}
\xi\left(\left[i_{L}(x), i_{R}\left[r, r^{\prime}\right]\right)=\left[\xi\left(\left[i_{L}(x), i_{R}(r)\right]\right), r^{\prime}\right]-\left[\xi\left(\left[i_{L}(x), i_{R}\left(r^{\prime}\right)\right]\right), r\right] .\right. \tag{3.6}
\end{equation*}
$$

Again, we can use the Jacobi condition to get

$$
\begin{aligned}
{\left[i_{L}(x), i_{R}\left[r, r^{\prime}\right]\right.} & =\left[i_{L}(x),\left[i_{R}(r), i_{R}\left(r^{\prime}\right)\right]\right] \\
& \left.\left.=\left[\left[i_{L}(x), i_{R}(r)\right], i_{R}\left(r^{\prime}\right)\right]\right]-\left[\left[i_{L}(x), i_{R}\left(r^{\prime}\right)\right], i_{R}(r)\right]\right]
\end{aligned}
$$

Applying $\xi$ to both sides, we have

$$
\begin{align*}
\xi\left(\left[i_{L}(x), i_{R}\left[r, r^{\prime}\right]\right)\right. & =\xi\left(\left[\left[i_{L}(x), i_{R}(r)\right], i_{R}\left(r^{\prime}\right)\right]-\left[\left[i_{L}(x), i_{R}\left(r^{\prime}\right)\right], i_{R}(r)\right]\right) \\
& =\xi\left(\left[\left[i_{L}(x), i_{R}(r)\right], i_{R}\left(r^{\prime}\right)\right]\right)-\xi\left(\left[\left[i_{L}(x), i_{R}\left(r^{\prime}\right)\right], i_{R}(r)\right]\right) \tag{3.7}
\end{align*}
$$

Again, we use the fact that $i_{R}$ really means $\eta_{R}$, and we have

$$
\begin{align*}
\xi\left(\left[\left[i_{L}(x), i_{R}(r)\right], i_{R}\left(r^{\prime}\right)\right]\right) & =\left[\xi\left(\left[i_{L}(x), i_{R}(r)\right]\right), \xi i_{R}\left(r^{\prime}\right)\right] \\
& =\left[\xi\left(\left[i_{L}(x), i_{R}(r)\right]\right), \xi \eta_{R}\left(r^{\prime}\right)\right]=\left[\xi\left(\left[i_{L}(x), i_{R}(r)\right]\right), r^{\prime}\right] . \tag{3.8}
\end{align*}
$$

Similarly, we have

$$
\begin{equation*}
\xi\left(\left[\left[i_{L}(x), i_{R}\left(r^{\prime}\right)\right], i_{R}(r)\right]\right)=\left[\xi\left(\left[i_{L}(x), i_{R}\left(r^{\prime}\right)\right]\right), r\right] . \tag{3.9}
\end{equation*}
$$

Substituting (3.8) and (3.9) into (3.7) gives condition (A.2).
Condition (A.3) of Definition 3.2.1 translates to

$$
\begin{equation*}
\xi\left(\left[i_{L}(a x), i_{R}(r)\right]\right)=a \xi\left(\left[i_{L}(x), i_{R}(r)\right]\right) \tag{3.10}
\end{equation*}
$$

We have

$$
\begin{aligned}
\xi\left(\left[i_{L}(a x), i_{R}(r)\right]\right) & =\xi\left(\left[a i_{L}(x), i_{R}(r)\right]\right)=\xi\left(-\left[i_{R}(r), a i_{L}(x)\right]\right) \\
& =-\xi\left(a\left[i_{R}(r), i_{L}(x)\right]\right)+\beta_{i_{R}(r)}(a) i_{L}(x) \\
& =-a \xi\left(\left[i_{R}(r), i_{L}(x)\right]\right)+\left(\beta i_{R}\right)_{r}(a) i_{L}(x) \\
& =-a \xi\left(\left[i_{R}(r), i_{L}(x)\right]\right)+0 \\
& =a \xi\left(\left[i_{L}(x), i_{R}(r)\right]\right) .
\end{aligned}
$$

Condition (A.4) of Definition 3.2.1 translates to

$$
\xi\left(\left[i_{L}(x), i_{R}(a r)\right]\right)=a \xi\left(\left[i_{L}(x), i_{R}(r)\right]\right)+\alpha_{x}(a) r .
$$

Now

$$
\begin{aligned}
\xi\left(\left[i_{L}(x), i_{R}(a r)\right]\right) & =\xi\left(a\left[i_{L}(x), i_{R}(r)\right]+\beta_{i_{L}(x)}(a) i_{R}(r)\right) \\
& =\xi\left(a\left[i_{L}(x), i_{R}(r)\right]\right)+\xi\left(\left(\beta i_{L}\right)_{x}(a) i_{R}(r)\right) \\
& =\xi\left(a\left[i_{L}(x), i_{R}(r)\right]\right)+\xi\left(\alpha_{x}(a) i_{R}(r)\right) \\
& =\xi\left(a\left[i_{L}(x), i_{R}(r)\right]\right)+\alpha_{x}(a) \xi i_{R}(r) \\
& =\xi\left(a\left[i_{L}(x), i_{R}(r)\right]\right)+\alpha_{x}(a) \xi \eta(r) \\
& =\xi\left(a\left[i_{L}(x), i_{R}(r)\right]\right)+\alpha_{x}(a) r
\end{aligned}
$$

as required.
We have just seen that every internal action of Lie-Rinehart algebras gives rise to a "classical action" of Lie-Rinehart algebras. On the other hand, given a "classical action", we can form the "classical" semi-direct product and thus obtain the split epimorphism given by the projection onto $L$, which, under the equivalence $\operatorname{SpIEp}(\mathbf{L R}) \simeq \operatorname{Act}(\mathbf{L R})$, gives us an internal action. It can be checked that if we start with a classical action, form the internal action corresponding to the classical semidirect product projection, and finally form from this the induced classical action, we obtain the same action we started with. On the other hand, if we start with an internal action $\xi$, form the induced classical action and the corresponding semi-direct product projection, then this turns out to be the same as the split epimorphism corresponding to $\xi$ under the equivalence $\mathbf{S p I E p}(\mathbf{L R}) \simeq \operatorname{Act}(\mathbf{L R})$. It follows that the categories of split epimorphisms in $\mathbf{L R}$ and (classical) actions in $\mathbf{L R}$ are equivalent.

Given an internal pre-crossed module, the morphism $g: R \rightarrow L$ satisfies the internal equivariance condition. The "classical" action induced by the underlying internal action is really a special case of internal action, formed by restricting to $L \times R$. It follows that an internal pre-crossed module is also a "classical" pre-crossed module. On the other hand, given a "classical" pre-crossed module, the morphism $g: R \rightarrow L$ gives a morphism $(1, g): L \oplus R \rightarrow L$. It can be checked that $(1, g)$ is indeed a Lie-Rinehart algebra morphism, and thus gives a reflexive graph in LR. Under the equivalence $\operatorname{RefGph}(\mathbf{L R}) \simeq \mathbf{P X M o d}(\mathbf{L R})$, this is a pre-crossed module.

Similarly for crossed modules, internal crossed modules can be seen to give "classical" crossed modules by restricting to $L \times R$. On the other hand, given a "classical" crossed module, we can form the reflexive graph just described from the underlying pre-crossed module. We can then form an internal category at the level of $A$-modules. It can be checked that the composition $m$, defined by

$$
L \oplus R \oplus R \xrightarrow{\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 1
\end{array}\right)} L \oplus R,
$$

is actually a Lie-Rinehart algebra morphism. This gives an internal category of Lie-Rinehart algebras, and therefore gives the corresponding internal crossed module.

## Chapter. 4

## Conclusion

We have given new definitions of internal action, internal pre-crossed module, and internal crossed module in protomodular, Barr-exact categories $\mathscr{C}$ with finite coproducts; and we have shown that the resulting categories of internal actions in $\mathscr{C}$, pre-crossed modules in $\mathscr{C}$, and crossed modules in $\mathscr{C}$ are equivalent to the categories of split epimorphisms in $\mathscr{C}$, reflexive graphs in $\mathscr{C}$, and internal categories in $\mathscr{C}$ respectively. These results generalise Janelidze's corresponding results for semi-abelian categories in (16].

We have shown that the category of Lie-Rinehart algebras is protomodular, Barr-exact, and has finite coproducts; thus we have shown that the categories of internal crossed modules and internal categories in the category of Lie-Rinehart algebras are equivalent. We have seen that the "classical" definitions of Lie-Rinehart algebra action and crossed module of Lie-Rinehart algebras agree with our definitions of internal action and internal crossed module in LR. Thus, we have shown that the categories of split epimorphisms in $\mathbf{L R}$ and crossed modules in $\mathbf{L R}$ are equivalent, respectively, to the categories of "classical" actions in LR and "classical" crossed modules in LR. These are, to our knowledge, new results.

However, there remains the minor frustration that the condition in our definition of an internal crossed module does not quite reduce to the Peiffer condition when the general definition is applied to concrete categories such as LR or Grp. In the semi-abelian setting, Janelidze raised the question as to when a simpler condition- one that does reduce to the Peiffer condition in Grp- is actually equivalent to the definition of an internal crossed module [16]. Martins-Ferriera and van der Linden showed, in [20], that under the so-called "Smith is Huq condition", the simpler condition- the one that reduces to the Peiffer condition- is equivalent to the definition of an internal crossed module. Although pointedness was assumed in proving this result, it is natural to ask whether pointedness is necessary. We plan to address this in the future.
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