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Summary

A parity structure is a name given to a formalism of pasting diagrams, among these
are: parity complexes in the sense of Street, pasting schemes in the sense of Johnson, and
directed complexes in the sense of Steiner. The idea behind these formalisms is to take a
set of faces and attach an orientation to each face so that we obtain a presentation of a
(strict) free w-category.

The above formalisms include examples such as the simplexes and hypercubes, but are
not sufficiently general to allow for other reasonable examples. In this thesis, our main
goal is to construct a parity structure on other polytopes. An example of interest is the
polytope family known as the associahedra. Notable work on the associahedra includes
that of Tamari and Stasheff.

One approach to associahedra is via left bracketing functions (Ibf) due to Huang-Tamari.
We will introduce a generalisation of an Ibf which we call a higher left bracketing function
(hlbf), and show that they correspond to the faces of the associahedron. We are able to
construct a parity structure on the hlbfs. This parity structure does not satisfy the parity
complex axioms due to Street. However, it does satisfy a modified set of axioms given by
Campbell. It follows from the results of Campbell that we have a loop free pasting scheme
in the sense of Johnson.

The construction of a parity structure on the associahedron is generalised to a more
basic structure known as an abstract pre-polytope. To achieve this, we introduce the idea
of a label structure on an abstract pre-polytope. From a label structure, we obtain a
parity structure which is then proven to satisfy the axioms due to Campbell. Finally, we
use this construction on other polytopes such as the hypercubes and permutohedra.
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Introduction

A category [15] consists of objects and morphisms between these objects, together with
a way to compose these morphisms. A morphism f between objects  and y is denoted
by an arrow f :x — y. We say that x is the source (domain) of f, and y is the target
(codomain) of f. Pairs of morphisms f : 2 — y and g : y — z are composable whenever
the target of f is the source of g. The composite is denoted by the morphism gf : £ — z.
Furthermore, we require that composition satisfy the associative and identity laws.

In Chapter|[I] we introduce the idea of a higher category as a generalisation of a category
to include higher dimensional arrows called n-cells. An n-cell is denoted by an arrow
a: f — g between (n — 1)-cells f and g. We say that f is the source of «, and g is the
target of a. An w-category consists of all n-cells for each n € w (the first infinite ordinal).
The notion of composition is generalised to allow n-cells to be composed. Depending on
the axioms we require on these compositions, we either obtain a weak w-category [14] or
a strict w-category [23]. In this thesis, we will consider strict w-categories in the sense of
Street [23].

A pasting diagram is a collection of n-cells which is presented as arrows that have not yet
been composed, instead they are pasted together. It is required that the source and target
of these arrows fit together in such a way that for every possible order of composition, we
obtain the same n-cell. For example, the interchange law for 2-categories can be expressed
by the following pasting diagram.

NN

For example, we exclude loops such as in the following.
e —> 0

o <—— 0

The following is a pasting diagram of a 3-simplex.
o ————> O

,T —_—
¢

[ ]

o ———> O [ ]
A parity structure in the sense of Street [24] is a formal definition of a pasting diagram.
The central idea behind this formalism is that a pasting diagram is built up from a
collection of n-dimensional geometric shapes (called the faces), each of which represents

an n-cell. We may define a parity structure as a graded set C' = ano C,, where C, consists

A

vii



viii 0. INTRODUCTION

of the n-dimensional faces. For each face z, we partition the boundary of = (subfaces of
one dimension lower) into two disjoint non-empty subsets = and z7. We call = the
negative faces of x, and ™ the positive faces of z. The positive faces correspond to the
target of the corresponding cell in the pasting diagram, and the negative faces correspond
to the source.

In the literature, there are at least three different formalisms of the notion of a well
behaved pasting diagram. These include: parity complexes due to Street [24], pasting
schemes due to Johnson [12] and directed complexes due to Steiner [21]. In each formalism,
the underlying structure is equivalent to a parity structure as described above. However,
each requires slightly different axioms to hold. Each formalism gives a presentation of a
free w-category.

A computad, first defined by Street [22], is a generalisation of a quiver. A free category
is generated by a quiver. Analogously, a free n-category is generated by a computad.
Parity complexes, pasting schemes and directed complexes are among the computads that
generate free w-categories.

The common examples of parity complexes, pasting schemes and directed complexes
include the simplexes and hypercubes. We observe that the existing formalisms of past-
ing diagrams are not sufficiently general to cover all examples of well behaved pasting
diagrams. The following pasting diagram generates a free 3-category, however it is not a
parity complex as demonstrated in Example

a4f>d a#-d
o
h f g —= h WT g
81
b———c¢ h —c¢

k k

A (convex) polytope is a generalisation of a polygon to arbitrary dimensions. There are
numerous definitions of a polytope, some of which can be found in [28]. For the purposes of
investigating parity structure, the combinatorial properties of these convex polytopes are
more important than the geometric properties. The set of all faces of a polytope together
with the subface relation forms a partially ordered set, we often call this the face poset.
An abstract polytope in the sense of McMullen et al. [16] is a generalisation of a polytope
which involves an abstraction of the face poset. An abstract polytope is a bounded, graded
poset which satisfies the diamond property, and the connectedness condition. A formal
statement of the diamond property is given in Definition m(c), and connectedness is
given in Definition [1.32}d).

In Chapter 2, we investigate a polytope known as the associahedron. Associahedra have
a very rich history dating back to the early work by Tamari [26] and Stasheff [20]. In [26],
Tamari defines the associahedron as a polytope with binary bracketings of n-fold products
for the vertices, and partial bracketings of n-fold products for the higher dimensional
faces. Throughout this thesis, all trees are planar unless stated otherwise. In [20], Stasheff
defines the associahedron as a polytope with binary trees with n leaves for the vertices,
and non-binary trees for the higher dimensional faces.

Another interesting polytope is the permutohedron. Ziegler claims in [28] that the
permutohedron was first studied by Schoute [19]. Guilbaud and Rosenstiehl are credited
for coining the name permutohedra [10]. A permutohedron is defined as a polytope with
vertices corresponding to permutations of n letters.

We will discuss, in Chapter [I} an implicit partial ordering on the underlying graded set
of a parity structure. This partial order is generated by the relation z < y iff x € y™ Ny ™.
Such a partial ordering is considered by Johnson in [I2] and Steiner in [2I], but not by
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Street in [24]. A consequence of this implicit partial ordering is that a parity structure
can actually be defined on a graded poset (instead of a graded set). This will be used as
our motivation to investigate parity structures defined on an abstract polytope. We then
describe the idea of a Hasse diagram, which is a useful illustrative tool when studying
parity structures on abstract polytopes. In such a setting, we then give a characterisation
of axioms 1* and 2 (which are closely related to Street’s parity complex axioms).

In [4], Campbell gives a comparison between parity complexes and pasting schemes.
Campbell describes a sufficient set of conditions on a parity structure to obtain a loop
free pasting scheme in the sense of Johnson. We will call such a parity structure an LGC-
complex. For the purposes of our thesis we will describe and then use an equivalent list of
conditions. We also incorporate our poset perspective of parity structures into Campbell’s
results. Our main thesis aim is to construct an LGC-complex on polytopes such as the
associahedron and permutohedron.

To give a parity structure on the associahedron, we require a suitable presentation of the
associahedron. The vertices of an associahedron can be represented by the left bracketing
functions (Ibf) due to Huang-Tamari [I1]. We generalise the notion of an Ibf to that of
a higher left bracketing function (hlbf); these correspond to higher dimensional faces of
an associahedron. To motivate the definition of an hlbf, we will consider a construction
called a broom which is due to Verity [27]. A broom is constructed from a tree, and so we
may exploit its geometric properties to describe a specific construction on a broom. This
construction gives an 1bf when applied to a broom arising from a binary tree. The same
construction when applied to a broom arising from a non-binary tree will give an hlbf. We
give a formal definition of an hlbf in Chapter [2]

In Chapter [l we investigate the relationship between parity complexes in the sense of
Street, and pasting schemes in the sense of Johnson. We first include our point of view
of parity structures in terms of abstract polytopes. Then, we discuss Campbell’s point
of view that an LGC-complex gives rise to a loop free pasting scheme. This leads to
Chapter [2| where we give a description of the poset of hlbfs and investigate its properties.
We prove numerous properties of this poset which are then used to motivate the definition
of a label structure in Chapter Each hlbf z can be associated with a pair (¢,,S,) as
defined in Proposition A label structure involves labelling each face of an abstract
polytope with a pair (p, ®) which is compatible with the partial ordering as prescribed by
a set of axioms. From a label structure, we can obtain a parity structure as described in
Proposition [3.3] The axioms of a label structure are then used to prove that we have an
LGC-complex.

Towards the end of our thesis we will construct label structures for our main polytope
examples: hypercubes, associahedra and permutohedra. These polytope families are part
of a larger class of polytopes known as hypergraph polytopes due to DoSen and Petrié¢
[7]. Hypergraph polytopes are also known as nestohedra in the sense of Postnikov [1§].
In terms of defining a label structure, we will show that it is convenient to work in a
hypergraph polytope setting.

The contents of Chapter [I| and Chapter [2| are essentially independent of each other.
Chapter [3|relies on many ideas from Chapter [T} but depends on Chapter 2] only for certain
specific aspects about faces of the associahedron.
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Chapter 1

Parity structures

In this chapter, we will discuss higher categories as a generalisation of categories to
include higher dimensional arrows known as n-morphisms or n-cells. We are interested in
special types of higher categories known as strict w-categories. In the context of higher
categories, a pasting diagram is a collection of n-morphisms with well behaved properties.
These diagrams capture the idea of composition whereby morphisms are ‘pasted’ along
their common boundaries. Intuitively, n-morphisms can be understood as n-dimensional
geometric shapes known as polytopes. The pasting diagrams below represent the 2-
dimensional simplex (triangle), hypercube (square), associahedron (pentagon), and per-
mutohedron (hexagon) respectively.

e
\¢/> / ¢ \ 7N 7 \
NN | /
_— e

In the literature, there are at least three different notions of parity structures - parity
complexes due to Street [24], pasting schemes due to Johnson [12], directed complexes due
to Steiner [21]. In [24], Street observes that for any parity complex, there is an associated
chain complex built up from free abelian groups. This point of view is central to the theory
of directed complexes due to Steiner [2I]. A unifying theme among these formalisms is
that they capture the intuitive idea that a pasting diagram consists of n-dimensional faces
of a polytope that are pasted together in a certain way. For each n-dimensional face there
is a boundary consisting of (n — 1)-dimensional faces. For a given face we partition its
boundary into two sets which are called the positive and negative faces; this action gives
parity to such a face. It is required that a set of conditions must hold. These conditions
vary among the existing formalisms. However each allows us to construct a free w-category.

The main examples of each of the above formalisms include the simplexes and hyper-
cubes. Our main thesis aim is to extend this list to include the polytope family known
as the associahedra. We will construct a parity on the associahedron and check if it is an
example of a parity complex or pasting scheme. It turns out that we can show that the
pasting scheme axioms hold, however one of the parity complex axioms does not. There
are three parity complex axioms, of which the third has two halves, called 3(a) and 3(b).
We are able to prove a stronger version of axiom 1, which we call axiom 1*, as well as
axioms 2 and 3(a), but it turns out that axiom 3(b) does not hold for the associahedra.

This chapter will serve as an introduction to the formalisms of parity complexes and

pasting schemes which we will be used within this thesis. Firstly, we will provide a
formalism for the process of giving parity as discussed earlier; these are called parity
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structures. Then we describe a parity complex [24] as a parity structure which satisfies
the parity complex axioms. We will then provide a discussion on the shortcomings of
axiom 3(b) which is one of the parity complex axioms.

Following our discussion on parity complexes, we introduce our point of view of par-
ity structures in terms of polytopes. We show that the underlying graded set of parity
structure due to Street [24] has an implicit partial ordering. In the examples of parity
complexes, the simplexes and hypercubes, this partial ordering is in fact the face inclusion
ordering. Following this, we introduce the notion of an abstract polytope due to McMullen
et al. [16]. We then give our characterisation of axioms 1* and 2 for parity structures on
abstract polytopes.

Next, we describe pasting schemes due to Johnson [12]. For our purposes of constructing
a parity on the associahedron, we found it convenient to consider pasting schemes as
defined via parity structures. Here we will be following the approach of Campbell [4] who
gives a sufficient set of conditions on a parity structure in order to obtain a loop free
pasting scheme; these are called the linearity, globularity and cellularity axioms denoted
by [(L)} [(G)] and [(C)| respectively. We shall call a parity structure satisfying these axioms
an LGC-complex.

Lastly, we will present an equivalent set of axioms for an LGC-complex. It follows from
Theorem B.3.3. of [4] that an LGC-complex satisfies axioms 1*, 2 and 3(a). We will
show that the globularity axiom follows from the cellularity axiom together with
parity complex axioms 1*, 2 and 3(a). Thus we have an equivalent set of axioms for an
LGC-complex; these are axioms 1*, 2, |(L)| and |(C)

1.1 Higher categories

A category is a collection of objects and morphisms together with a way to compose these
morphisms. A natural example is the category of sets and functions where composition is
the usual composition of functions. It is customary to represent a morphism by an arrow.
For example, a morphism f is a function f :x — y between sets x and y. We represent
this morphism by the following diagram

r—-Y

which consists of an arrow labelled by f. In this case, we call x the domain (or source) of
f and y the codomain (or target) of f.

A higher category is a generalisation of a category which includes additional structure
in the form of higher dimensional arrows. The concept of a morphism, which is an arrow
between objects, is generalised to an n-cell. A 0-cell is an object and a 1-cell is a morphism.
For n > 1, an n-cell is an arrow between (n — 1)-cells. For example, a 2-cell is an arrow
between morphisms as demonstrated by the following diagram

where f and g are morphisms (or 1-cells), and « is a 2-cell represented by an arrow from
f to g. A 2-category consists of O-cells, 1-cells and 2-cells together with two types of
compositions (horizontal and vertical composition).

In this thesis, we will only consider strict higher categories such as strict n-categories
and strict w-categories. Weak w-categories have been studied in the literature via several
different models, including those in the survey [14]. Strictness refers to the strict equalities
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appearing in the axioms. We will describe two equivalent ways of defining an w-category;
the many-sorted definition and the single-sorted definition.

1.1.1 Many-sorted definition of categories

In the many-sorted definition of an n-category, we explicitly define sets Cy, C1,...,C)
consisting of the i-cells for each i < n. Let w be the first infinite ordinal. An w-category
consists of sets C, for each n € w. We will first give the definition of a category.

Definition 1.1 A category C consists of a set of objects Cy and a set of morphisms Cj
together with the following

* functions s,t : C1 — Cj called the source and target maps respectively.

* a function id : Cy — C4 which sends x to an identity morphism 4d, for each x € Cj.

* a function o : {(f,g) € C1 xCy | t(f) = s(g9)} — C called composition which sends
composable pairs f, g to go f.
which satisfy the following conditions.
1. For composable pairs (f, g), we have s(go f) = s(f) and t(g o f) = t(g).
2. (Identity) For each z,y € Cy and f € Ci, we have foid, = f = id, o f where
x = s(f) and y = t(f).

3. (Associativity) For composable pairs (f, g) and (h, g), we have (fog)oh = fo(goh).

Remark For a morphism f € C; we say that the source (or domain) of f is = s(f) and

the target (or codomain) of f is y = t(f) and denote this by the diagram x N Y.

We denote the set of composable pairs of morphisms by C1 x¢, C1 = {(f,9) € C1 xC1 |
t(f) = s(g9)}. In following diagram, we summarise all the data of a category.

(o]
Cl X Co 01 Cl id CO
—_—
t

We will often use the following diagram to represent the data of a category; the arrows
indicate the source and target maps.

C

Co

Example 1.2 (a) There are many categories consisting of finitely many objects, among
these are the following examples. The empty category which consists of no objects
or morphisms. 1; there is one object together with an identity morphism on this
object. 2; there are two objects a and b together with an identity on each object,
and a morphism f:a — b.

(b) A group can be viewed as a one object category. The morphisms of this category cor-
respond to elements of the group. For such a category, the composition corresponds
to multiplication of the group.

(c) A partially ordered set (P, <) can be viewed as a category whose objects are the
elements of P and there is a morphism x — y whenever z < y. Note that for any
x € P there is an identity due to reflexivity; « < x. The associativity law holds due
to transitivity of <; x <y < z implies x < z.

(d) Set objects are sets and morphisms are functions between sets,
Grp the objects are groups and the morphisms are homomorphisms of groups,

Top the objects are topological spaces and the morphisms are continuous maps,
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Cat the objects are categories and the morphisms are functors,

and many other which can be found in pg. 10 of [I5].

Definition 1.3 A 2-category C' consists of the sets of objects (0-cells) Cp, morphisms
(1-cells) C; and 2-cells Cy together with categories

S0 5081 51

Co Oy Co e

Co .
to tot1 t1

Ch

These categories (from left to right) have composition denoted by o, oy (horizontal
composition of 2-cells along 0-cells), and o; (vertical composition of 2-cells along 1-cells).
Furthermore, the following conditions hold.

1. (Globular) sps1 = sot1 and tot1 = tgs.

2. (Interchange law) (aog 8) 01 (709 d) = (01 7¥) og (B 01 9) for all composable 2-cells
@, B,7,0.

We will often express the information of a 2-category by a diagram of the following form
Cy Ch Co

Example 1.4 (a) It was mentioned earlier that Cat is a category. In fact, it becomes
a 2-category when we define the 2-cells to be natural transformations.

(b) Consider the following pasting diagram
f k
m m
a b c
RN
h m

which is a presentation of a 2-category. The idea of pasting in a pasting diagram
corresponds to composition in the 2-category. The cells are generated by pasting

arrows together. For example, the 1-cells a i> band b - ¢ can be pasted together

to obtain another 1-cell a k—f> ¢; this corresponds to the horizontal composition. The
2-cells f =5 gand g 5 h can be pasted together to obtain another 2-cell f X% by
this corresponds to the vertical composition. We also include identities and insist
the required axioms hold.

We will now give a definition of an w-category which is a generalisation of a 2-category
to include n-cells for all n € w. We will first introduce the idea of a globular set which is
a generalisation of condition 1 in the definition of a 2-category.

Definition 1.5 A globular set C' is a collection of sets {C), }new together with source and

target maps as shown in the following diagram
S92 S1 S0

Cs Co Ch Co

to t1 to

which satisfy the equations s,sn+1 = Sptnt1 and tptyr1 = tpspy1 for all n € w.

Definition 1.6 An w-category C consists of a globular set
S92 S1 S0

Cs Co Ch Co

to t1 to




1.1 HIGHER CATEGORIES )

together with categories
Cm _Cy
for all n < m. Furthermore, we require that
C Cnm Ch

are 2-categories for all possible n < m < .

Remark The unlabelled arrows are understood as composites of the appropriate source
or target maps. The n-cells are the elements of C),. We may define an n-category as an
w-category for which the i-cells are identities for all ¢ > n.

1.1.2 Single-sorted definition of categories

The single-sorted definition of a category is used by Street [24] and Johnson [12]. As
our discussion is related to the works of Street and Johnson, for completeness will also
give this definition of an w-category. In the single-sorted approach, we consider a single
set whose elements are called cells. As a consequence we do not explicitly state what the
n-cells are, rather we may infer them from the identity cells.

Definition 1.7 A category (C, s,t,*) consists of a set C' together with

* functions s,t : C — C called the source and target maps respectively.

* composition function * : {(z,y) € C x C | s(z) = t(y)} — C which sends compos-
able pairs z,y to = * y.

which satisfy the following conditions.
1. ss=s=1ts, tt =t = st.
2. If s(z) = t(y), then s(z xy) = s(y) and t(z xy) = t(z).

3. (Identity) s(z) = t(y) = y implies x x y = x,
x = s(z) =t(y) implies z x y = y.

4. (Associativity) s(z) = t(y) and s(y) = t(z) implies (x *y) *x 2 = x * (y * 2).
Remark An identity morphism is an element x € C' with either s(x) = x or t(x) = x

(and hence both); we identify these identity morphisms as the objects. We have an arrow
u — v whenever s(z) = u and t(x) = v.

Definition 1.8 A 2-category (C, so,to, *o, S1,%1,%1) consists of categories (C, sq,to,*o)
and (C, s1,t1,*1) which satisfy the following conditions.
1. S$180 = S0 = SpS1 — Sotl, tlto = t[) = totl = tosl.
2. If sg(a) = to(a’), then sq(a *¢ a’) = s1(a) xo s1(a’) and t1(a xg a’) = t1(a) *¢ t1(a’).
3. (Interchange law) If s1(a) = t1(b), s1(a’) = t1(b') and sg(a) = to(a’), then (a *1 b) *¢
(@' 1 V) = (a*xod)*1 (bxo V).
Remark We identify the the identities of *g and *; as the 0-cells and 1-cells respectively.

We may now give the definition of an w-category due to Street [23].

Definition 1.9 An w-category is a set C' together with categories (C, sy, ty, *,,) for each
n € w such that (C, sy, tn, *n, Sm, tm, *m) 1S a 2-category for all n < m.
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Remark For each n € w, the identities of *, are identified as the n-cells; these are
elements ¢ € C with s,z = t,x = x. We may define an n-category as an w-category C
with no non-identity ¢-cells for ¢ > n.

Note that the above definition does not exclude the existence infinite dimensional cells.
This differs from the definition of an w-category given in Definition [I.6] which requires that
every cell is finite dimensional.

Example 1.10 (a) In [24,[12]21], certain pasting diagrams have been shown to generate
w-categories; these include the simplexes and hypercubes.

(b) In Section 1 of [24], the w-glob described generates an w-category.

(c) In Chapter |3, we will present a general method of constructing w-categories using
our notion of a label structure. Our examples include the hypercubes, associahedra
and permutohedra.

We will now give the definition of a free w-category. Let C), be the elements of C' that
are identities for *x, but not for *; where k < n. Denote c) = ZZ:O C'. as the n-skeleton
of C.

Definition 1.11 An w-functor f : (C, (Sn, tn, *n)new) — (C', (8}, th,, ), )new) i a function

n)»’nr n
f : C — ' which respects all sources, targets and compositions

Definition 1.12 An w-category C is freely generated by a subset A when, for all w-
categories X, for all n € w, for all w-functors f : C™ — X and, for all functions
g: ANCOTY 5 X such that s,g = fsn, thg = ftn, there exists a unique w-functor
h: C"t) 5 X whose restriction to C™ is is f and whose restriction to A N C™*Y ig
g as indicated in the following commutative diagram.

g
C(n-i-l) ***** h -—-> X
Sn tn Sn tn

1.2 Parity complexes

In this section, we will formalise the notion of a parity as discussed in the introduction;
we will call this a parity structure. This will allow us to give a definition of a parity
complex as defined in [24] 25]. We will then discuss an implicitly defined partial ordering
on a parity structure and how we plan to use this for the purposes of our thesis.

The definition below is due to Street [24].

Definition 1.13 A parity structure is a graded set

C= i Chn
n=0

together with, for each element z € C,, with n > 0, two disjoint non-empty finite subsets
27,27 C C,_1. The elements of 2~ are called negative faces of x, and those of x™ are
called positive faces of .
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The following are various notations and conventions introduced by Street [24].
* Greek symbols such as €, will be used to denote signs — or +.

* Each subset S C C admits a grading by S,, = S N C,. The n-skeleton of S C C'is

denoted by
s =3%"5,
m=0

We say that S is n-dimensional when it is equal to its n-skeleton.

* Let S~ denote the set of elements of C' which occur as negative faces of some x € S,
and similarly for S*. In symbols,

S‘EzLJacE

€S

Whenever S = {z} we may write S as z°. Often we will work with sets of the
following form 2" = {z € y" | y € 2°}.

Let ST denote the set of negative faces of elements of S which are not positive faces
of any element of S, and similarly for S*. In symbols,

ST =57\s*
St = 8H\5~

The following definition is due to Street [24].

Definition 1.14 Let C' be a parity structure. A subset S C C'is called well formed when
Sp has at most one element, and, for all x,y € S, for n > 0, if z # y then z° Ny* = & for
each e € {—,+}.

Example 1.15 Consider the parity structure arising from the following pasting diagram

of a 2-simplex.
02
0————2
012
01 12
1

The subset {01,12} is well formed since we can observe that the arrows 01 and 12
share no heads or tails. On the other hand, the subset {02,12} is not well formed since
2 €02t Nn12t.

Let x < y whenever 27 Ny~ # @. This implies that x # y since ~, 2" were assumed
disjoint. For any S C C, let <ig denote the preorder obtained on S as the reflexive
transitive closure of the relation < on S. We will drop the subscript whenever S = C' so
that < = <¢. In general, <y is contained in, but not equal to, the restriction of < to
S. Whenever order properties of a subset S of C are referred to in this work, it will be
implicitly understood that the order <ig is intended.

We may now give the definition of a parity complex due to Street [24].

Definition 1.16 A parity complex is a parity structure C satisfying the following condi-
tions.

Axiom1 z Uzttt =z"Tuzt"

Axiom 2 2z~ and z7T are well formed
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Axiom 3 (a) z<dy<z = z=y
(b) z<y,xelyezr = n=c¢

As observed by Street [24], for any parity complex C' there is an associated chain complex
built up out of the free abelian groups on each C,, with differential defined by

d(xz) = Zy— Zz.

yext zZEXT™

This point of view was central to the theory of Steiner [2I], which was further developed
by Crans-Steiner [5] and Ara-Maltsiniotis [I} 2], 3].

We will now give the definition of the cells for a parity complex. The following definitions
are due to Street [24].

Definition 1.17 Let C' be a parity complex, S, M, P are subsets of C'. Say S moves M
to P when
P=(MUST)\S™ and M = (PUS™)\S™.

Example 1.18 Consider the pasting diagram as given in Example [[.15] It is clear that
{012} moves {2,02} to {2,01,12}.

Definition 1.19 A cell of a parity complex C' is a pair (M, P) of non-empty well formed
finite subsets M, P of C such that M and P move M to P. The set of cells is denoted by
O(C). The n-source and n-target of (M, P) are defined by

sn(M,P) = (M™, M, U P"V) ¢, (M, P) = (M Dy P, PM),
An ordered pair of cells (M, P), (N, Q) is called n-composable when
tn(M, P) = sn(N,Q),
in which case their n-composite is defined by
(M, P) %5 (N, Q) = (M U (N\Np), (P\P,) UQ).

Call (M, P) € O(C) an n-cell when M U P is n-dimensional. This is the same as the
requirement that the cell is equal to its n-source (and/or its n-target), and so M,, = P,.

Example 1.20 Consider the pasting diagram as given in Example Here M =
{0,02,012}, P = {2,01, 12,012} are well formed subsets for which both M and P moves
M to P. So we have (M, P) is a 2-dimensional cell.

Theorem 1.21 (Street) Let C' be a parity complex. Then O(C) is an w-category.

Additional axioms on a parity complex C as specified in Section 4 of [24] and corrected
in [25] are then used to prove that O(C) is a free w-category. We have decided to not
include this part in our discussion of parity complexes as this does not reflect the scope of
our thesis. To understand why, we must consider axiom 3(b) of a parity complex.

In order to investigate axiom 3(b), we will first consider the relationship between a
pasting diagram and a parity structure. For a pasting diagram, the n-cells correspond to
the elements of C,, and for any morphism the negative and positive faces correspond to
the domain and codomain respectively. We will show this by an example to help develop a
sense of intuition behind the concept of a pasting diagram. Next, we will give an example
of a 3-dimensional parity structure which does not satisfy axiom 3(b) in [24].
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Example 1.22 Consider the following pasting diagram.

a d a4f>d
h h g s ’YT g
Ghi
b ¢ b

We obtain a graded set C' = Zi:o Cp where Cy = {a,b,c,d}, C1 = {f,g,h,k,l},
Cy = {a, 3,7} and C3 = {s}. For any element x € C, we let x~ and " be the domain
and codomain (respectively) of the arrow x. For instance v~ = {h,k} and y* = {f,g}. Tt
can be verified that this is a parity structure which satisfies axioms 1, 2 and 3(a).

Note that h <1l <1 g since h™ NI~ = {b} and [T Ng~ = {d}. However h € v~ and
g € v" and so axiom 3(b) does not hold. Nevertheless, C' generates a free w-category,
and furthermore it satisfies Campbell’s LGC axioms (which will be discussed in the last
section of this chapter).

J\

Q

In Appendix A, we will provide a counterexample of axiom 3(b) for the 4-dimensional
associahedron. Despite this issue with axiom 3(b) we are nevertheless able to show that
our parity structure on the associahedron satisfies axioms 1, 2 and 3(a). In fact, we are
able to show that the unions of axiom 1 are disjoint,

Axiom 1* g7~ UaT™T =z tuazt™
T Natt =z tnat- =9

As a consequence of our above observations, in the remainder of this chapter we will
be interested in parity structures which satisfy axioms 1*, 2 and 3(a). Note that Street
proves in Proposition 1.1 of [24] that disjointness of the unions of axiom 1 follows from
axiom 3(b). The result below is the second half of Proposition 1.1 of [24] which follows
from the disjointness of unions of axiom 1*.

Proposition 1.23 Let C be a parity structure satisfying axiom 1*. Then
T =z N2t =2"F

ot =t At = ot

for all x € C,, with n > 2.

We will now introduce a partial order which is implicit in the definition of parity struc-
ture. This partial order has been considered by Steiner [21] and Johnson [12], however
Street [24] does not consider this partial ordering. We will make observations for this
partial order which will then serve as our motivation for considering abstract polytopes in
the sense of McMullen et al. which can be found on pg. 22 of [16].

Proposition 1.24 Let C' be a parity structure. Let < be the preorder on C generated by
the relation x <y iff v € y~ Uy™. Then (C,<) is a partially ordered set.

Proof. All that needs to be shown is that the preorder < is anti-symmetric. Suppose there
exist z,y € C with z #£ y and x < y < x; we aim to show a contradiction. Note that x <y
implies there exists a sequence x = xg,...x, = y where n > 0 such that z; < x;41 are
generators for all i. Let x € C}, for some k; then by the above calculation we have y € C,,
where m = k + n > k. Similarly, since y < x, we have © € C} where k > m, which is a
contradiction. O
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We discovered that the above partially ordered set is a highly useful viewpoint for the
purposes of our thesis: constructing parity structures on polytopes such as the associahe-
dron. We will use this poset approach of parity structures in Chapter [3] to make a very
meaningful connection between parity structures and geometric shapes known as poly-
topes. In the latter parts of this section, we will introduce an abstraction of the poset of
faces of a (geometric) polytope; this is known as an abstract polytope [16].

A natural property that is included in the definition of an abstract polytope is that it
is a graded poset. We now give a definition of a graded poset and then show that a parity
structure with the partial ordering defined in Proposition is a graded poset.

Definition 1.25 Let (C, <) be a partially ordered set.
(a) Given z,y € C, write x <; y whenever x <y, v # y and z < z < y implies z = z or
z=y.
(b) C'is graded when there exists a rank function rank : C — Z satisfying the following
condition. Let x,y € C with x <y. Then x <y y iff ranky = rankx + 1.

Proposition 1.26 Let C' be a parity structure together with the partial ordering defined
in Proposition|1.24. Then (C,<) is a graded poset.

Proof. Recall that a parity structure is a graded set C = Y °  C,. Let rankz = n for
each = € C),; this defines a rank function on C.

All that needs to be shown is that = < y iff ranky = rankx + 1. Let z,y € C with
x < y be given. Note that x < y implies that « € C,, and y € C,,, where n < m. It suffices
to show that © <1 y iff m = n+ 1. Suppose that = <1 y; then by definition of <, we must
have m =n + 1.

We will now prove the converse. Suppose that m = n + 1; we aim to show that x <y y.
Let z € C), with x < z < y. Note that n <p <m =n + 1, it follows that either n = p or
p=n-+ 1 and so either x = z or z = y. Thus we have shown that x <; y. O

Proposition 1.27 Let C be a parity structure satisfying axioms 1* and 2. Consider the
partially ordered set (C, <) defined in Proposition|1.24. Let x,y,z € C with x <1 y <1 2
be given. Then there exists a unique y' € C with y' #y and v <1 y' <3 z.

Proof. Let z € y® and y € 2 for some a, § € {—,+}; it follows that = € 2*5. By axiom 1*
we have 27~ Uz = 27T UzT~. Now since these unions are disjoint, it follows that either
z € 2508 or x € 225(8) where () is the opposite sign to 7.

Consider the case of z € 25(®B. There exists y € z5(® such that z € ¢/ and so
x <1y <1 z. By definition of a parity structure, z* and 2(®) are disjoint subsets and so
we must have 3 # y.

All that remains is to show that 3/ is unique with the properties v’ # y and = <7 ' <1 2.
Suppose there exists u # 3y with the above property; we aim to show a contradiction.
Recall that 2 € 25(®)8 5o by the disjointness part of axiom 1*, we must have x ¢ 20¢(B) 1t
follows that u € 25(®) and so z € u?. By axiom 2, 25(® is well formed. However z € y°Nu?
so by well formedness we have y = u, which is a contradiction. Hence the result follows.

For the case of 2 € 2°¢(8) we can use a similar argument as above. O

The above result is informally known as the ‘diamond property’ which is equivalent to
axiom (P4) as appearing on pg. 25 of [I6]. In order to see the motivation behind this
name, we must first consider the concept of a Hasse diagram.

Definition 1.28 Let (C, <) be a graded poset. A Hasse diagram of C is a graph with the
set of vertices are elements of C, together with edges given by {(z,y) | x <1 y or y <1 x}.
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For any given parity structure on C' we assign direction to the edges of its Hasse diagram
in the following way.

y<i1x
r—Y

y<i1x

} = yecat,
y—)x

} < yecxr
We will now express the parity structure given in Example in terms of Hasse
diagrams.

Example 1.29 Consider the parity structure C = Zi:o C,, given by the pasting diagram
in Example The following is the Hasse diagram of the poset (C, <) where we have

also included the directions as to indicate parity.
s

M %&
VAR

Remark Strictly speaking, a Hasse diagram is a directed graph; the directed edges are
given by the partial ordering. In this thesis, we shall represent this direction by relative
position on the page, so that if x <; y then x appears below y. This leaves us free to use
the direction of the arrows on the edges (either up or down) to represent parity.

The above Proposition can now be visualised by the following Hasse diagram.

The uniqueness of 3’ ensures that there are no more edges between x and z. We have
drawn the edges z <1 9/ and 3/ <; z with a dotted line to indicate the existence of 3/’
Although the above diagram does not indicate the logic of Proposition[1.27] we can observe
that it takes the shape of a diamond which motivates the name ‘diamond property’.

In the following, we introduce our working definition of a polytope. We will then
consider parity structures on a polytope and then characterise axioms 1* and 2.

In geometry, there exist notions of polytopes which are geometric objects that arise from
a suitable generalisation of shapes known as polygons; a polytope then consists of higher
dimensional faces together with a subface relation. The set of faces of a polytope together
with the subface relation is a partially ordered set; this is known as the face poset. We now
introduce a notion of polytopes known as abstract polytopes which is due to McMullen et
al. [I6]. In our thesis, a polytope is understood to be an abstract polytope. We begin by
making the following preliminary definitions.

Definition 1.30 Let (P, <) be a finite partially ordered set (whose elements are referred
to as faces).

(a) P is bounded if there exists a least face and a greatest face; denote these by 1 p and
T p respectively. Write P = P\{Lp}.
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(b) An interval of P is the sub-poset denoted by [f,g] = {h € P | f < h < g} where
f, g are faces with f < g; for a bounded poset P we have P = [Lp, Tp|.

(c) Pisa line segment if it is isomorphic to {&, {0}, {1}, {0, 1}} with the subset relation.

Remark Recall the definition of a graded poset given in Definition For a graded
poset P, a face f € P with rank f = k is called a k-face. An interval [f,g] is called k-
interval where k = rank g — rank f — 1. By convention, the least face (whenever it exists)
has rank equal to —1.

Example 1.31 The poset £{0,...n} with the subset relation is a model of the n-simplex.
For any face X C {0,...n}, we let rank X = | X| — 1.
In the following, we give the Hasse diagram of a 2-simplex (triangle) §2{0,1,2}.

{0,1,2}

7

{0,1} {1,

{0}

PN

{1}

N

2} {0,2}

{2}

e

N

The O-faces (vertices) are {0}, {1}, {2}, and the 1-faces (edges are {0,1},{1,2}, {0, 2}.
It is clear from the Hasse diagram that the least face is @, and the greatest face is {0, 1, 2}.

We will now introduce our working definition of an abstract polytope. For the purposes
of our thesis we found it convenient to define an abstract polytope in the following way.
Firstly, we need to make the following definitions.

Definition 1.32 Let (P, <) be a graded poset.

(a) A chain of P is a linearly ordered subset.

(b) A flag of P is a maximal chain with respect to the subset ordering; the number of
elements of a flag is called its length.

(c) Faces f and g are said to be incident when f < gor g < f.
(d) A k-interval [f, g] of P is connected when either
(i) k<1,

(ii) & > 1; for faces =,y € [f,g]\{f,g} there exists a sequence of faces x
hi,...,hi =y in [f,g]\{f, g} such that h; and h;;1 are incident for all possible
1.

Definition 1.33 An abstract pre-polytope is a finite partially ordered set P satisfying the
following conditions.

(P1) P is bounded.
(P2) P is a graded poset.

(P3) Every l-interval is a line segment.

For any l-interval [z, z] we have rank z — rankz = 2. Note that |(P3)| is equivalent
to saying that [z, z]\{z, z} has exactly two elements. This is equivalent to the diamond
property; x <1 y <1 z implies there exists a unique v’ with v/ # y and z <1 3/ <3 z.



1.2 PARITY COMPLEXES 13

Definition 1.34 An abstract polytope is an abstract pre-polytope P satisfying the condi-
tion.

(P4) Every interval is connected.

On pg. 22 of [16], condition |(P2)|is replaced by the requirement that all flags have the
same length. But this is also shown to be equivalent to our |(P2)| in the presence of the
other axioms.

Example 1.35 (a) The face poset of a (geometric) polytope is an abstract polytope;
among these are regular polygons, platonic solids and other convex polytopes.

(b) Hypergraph polytopes as defined in [7] are abstract polytopes; among these are the
simplexes, hypercubes, associahedra and permutohedra.

Observe that for a partially ordered set, a parity structure is equivalent to assigning
orientations to each edge of the Hasse diagram as described in Definition [I.28] In the
following result, we will use this observation to give a characterisation of axioms 1* & 2.

Theorem 1.36 Let P be an abstract pre-polytope with a parity structure on P. Consider
the directions described in Deﬁmtion Then P satisfies axioms 1* € 2 iff every line
segment of P has one of the following configurations.

SN N N SN
NSNS NS NS

Proof. Consider the graded set,
P=P\{Lp}=) P
k=0

where P, = {f € P |rank f = k}. It is clear that axiom 1* implies that every line segment
has one of the above configurations. We now proceed with showing the converse. Firstly,
we will show that axiom 1* holds; 2=~ Uz™t = 2=F Uz™~ for each x € P, with k > 2.
Let x € P with y € x7~ Ux™"; then either y € 27~ or y € 2. If y € 27—, then there
exists a € x~ such that y € a=. Apply to y <1 a <1 x to obtain a face b with b # a
and y <1 b <7 . By the hypothesis there are two possible conﬁgurations as shown below.

/\ /\
\/ \/

It follows that either y € b" C 2 T ory € b~ C a7 ,andsoy € x~ " Uz"". Now
if y € 27T, then by similar calculations as above, y € =" Uz7~. We have shown that
™~ Ux™t C =T Uz™; the reverse inequality follows similarly. All that remains is to
show that the unions of 7~ Uz ™" = 2~ TUz ™~ are disjoint. Suppose that =~ Na™" # &;
then there exists y € x=~ Na*t which gives the following diagram.
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SN\
NS

However this configuration is not permitted, thus x=~ Nz™" = @. By a similar calcu-
lation as above, =T Na™~ = &. Hence we have shown that axiom 1* holds.

We will now show that axiom 2 holds; 2~ and 2™ are well formed for each x € P, with
k>1. Let x € P, with £k > 1 and a,b € x~ with a # b be given.

Consider the case of k > 1; note that a,b ¢ Py. Recall that ™ is well formed when
a’ N b7 = @ for each n € {—,+}. Suppose that y € at NbT; then by the interval
[y, z] is given by the following diagram.

x
a b
Y
However this is not a permitted configuration, thus a*Nb*™ = @. By a similar calculation
as above, a” Nb~ = &, and so =~ is well formed.

Now consider the case of £ = 1; note that a,b € Fy. Recall that = is well formed
when z7 is a singleton. Note that by the interval [Lp,z] is given by the following

diagram.
T
a b
Lp

It follows that x~ = {a, b} and T = @, which contradicts the non-emptiness condition
of a parity structure. Hence we have shown that ™ is well formed. Finally, well-formedness
of T+ follows by similar argument as for z~. O

1.3 Pasting schemes

In this section, we will describe the notion of a loop free pasting scheme due to Johnson
[12]. This consists of two parts: firstly, we give the definition of a pasting scheme, secondly,
we will give the definition of loop freeness.

Definition 1.37 A pasting scheme is a triple (A, E, B) consisting of a graded set A = > A;
together with finitary relations E%, B% for j <4 which satisfy the following conditions.

1. Eé» is a relation between A; and A;.

2. E! is the identity relation on A;.

3. For k > 0 and any x € Aj there exists y € A;_1 with ng_ly.

4. For k < n, wERx iff there exists u,v such that wE?_;uE} 'z and wEl_,vB} 'z
5

. If wE?_,2E} 'z then either wE}x or there exists a v with wB?_ vE} 'z.
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Remark The following notation is due to Johnson [12]. Firstly, we will define a relation
Ré between A; and A;. Let :UR;'»y whenever there exists a sequence x = x1,x2,...,2; =y
of elements of A satisfying xDhxy 1 where DY is either EY or BY.

For any n-dimensional subset X C A, welet E(X) =), . E(X)x, B(X) =", -, B(X)
and R(X) =", ., R(X)x where - -

E(X), = {x € A | wE}z for some w € X,,},
B(X)r = {z € Ay | wB}z for some w € X,,},
R(X)r = {z € Ar | wREz for some w € X, }.

We will write R(x) for R({z}), and similarly for E(z) and B(z).

We now proceed to define a loop free pasting scheme. The proposition below observes
that pasting schemes have an implicit parity structure. This result is due to Campbell [4].

Proposition 1.38 Let (A, E,B) be a pasting scheme. Then the graded set A together with
v” ={y € Ap_1| 2B} _,y} and 2t = {y € Ay_1 | zEf_,y} defines a parity structure.

The above proposition will be used to describe a loop free pasting scheme [12] in terms
of parity structures. Since A is a parity structure, we have the preorder <t on A as defined
in the previous section. This allows us to make the following definitions.

Definition 1.39 A pasting scheme A has no direct loops whenever for any k and x,y € A,
B(z) NE(z) = {z} and z <y implies B(z) N E(y) = @.

Definition 1.40 Let B be a pasting scheme and X C B be a subgraded set of B. We
say that X is a subpasting scheme of B whenever y € R(X) implies y € X.

Remark By viewing a pasting scheme as a parity structure as described in Proposi-
tion [1.38], a subpasting scheme is equivalently a down-closed subset with respect to the
partial ordering defined in Proposition [1.24]

Definition 1.41 Let B be a pasting scheme and A C B be an n-dimensional subgraded
set of B. Define maps called ‘domain’ and ‘codomain’ respectively;

domA = A\E(A4,,),
codA = A\B(A4,).

Define source and target maps respectively;

spA=A=1t A for k> n,
spA = dom™ %A and A4 = cod” * A for k < n.
We will now give an equivalent to the definition of a well formed pasting scheme given

in Section 3 of [12]. This equivalent definition, which is given below, is due to Campbell
[4].

Definition 1.42 Let B be a pasting scheme and A C B is an n-dimensional subgraded
set of B. We call A compatible when A is a subpasting scheme of B and A, is a well
formed subset of B. Furthermore, A is called a n — (J)-cell when both spA and t;A are
compatible for all k.

We now give the definition of a loop free pasting scheme which is due to Johnson [12].

Definition 1.43 A pasting scheme B is loop free if it satisfies the following conditions.
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1. B has no direct loops.
2. for any x € B, R(x) is a (J)-cell.

3. for any n-(J)-cell A and = € B such that s,R(z) C A, then (s,R(z)), is a <-interval
of A,.

In [I2], Johnson uses the single-sorted definition of an w-category. The n — (J)-cells as
defined earlier are taken to be the cells of an w-category. We will now summarise the main
result of Johnson which can be found in Theorem 2.12 and Theorem 2.13 of [12].

Theorem 1.44 (Johnson) Let A be a loop free pasting scheme. The n-(J)-cells together
with source and target maps s, and t, and composition defined by union is an w-category.
Furthermore, this is an w-category freely generated the n — (J)-cells R(z), for x € A.

1.4 Pasting schemes via parity structures

In this section, we consider an approach of pasting schemes via parity structures; this
approach is due to Campbell [4]. The purpose of our discussion is to summarise the results
in [4] which involves giving a sufficient set of conditions on parity structures so that we
obtain a loop free pasting scheme. For the purposes of our thesis, we will consider a slightly
different set of conditions as considered by Campbell, however our approach is equivalent.
We will now give a definition which is due to Campbell [4].

Definition 1.45 Let C be a parity structure. A subset A C C is a subcomplex of C
whenever = Uzt C A for all z € A.

For each = € (), define R(z) for the smallest subcomplex of C' containing x. For
arbitrary subsets X we define R(X) as the union of R(z) over all x € X.

For each z € (), define E(z) = R(z)\R(z~) and B(z) = R(z)\R(z"). For arbitrary
subsets X we define E(X) and B(X) similarly to the above.

Recall the partial ordering < on C' defined in Proposition We can understand the
set R(x) = {y € C | y < z}; the down-closure of z in the poset (C,<). Consequently, a
subcomplex is a down-closed subset. We will make use of this in the next section and in
Chapter

Definition 1.46 Let C be a parity structure and z € C. Define the subsets m(z) =
R(z)\R(z)~, p(z) = R(z)\R(z)™.

Definition 1.47 Let C' be a parity structure and x € C. Define the relation « as the
preorder on C generated by the relation z < y iff either z € y~ or y € 2.

Definition 1.48 Let C' be a parity structure, A C C' be a subcomplex of C'. Then

snA = APTI\E(A,11),
thA = AT\ B(A,41).

Remark The above maps will turn out to be the source and target maps for a pasting
scheme which will be defined in Theorem [B.6] Furthermore, they are equivalent to the
boundary maps due to Steiner and can be found in Definition 2.3 of [21].

It is shown in Theorem B.4.6. of [4] that a parity structure C' which satisfies the axioms
below gives a loop free pasting scheme. In [4], axiom is called the linearity axiom,
axiom |(G)| is called the globularity axiom, and axiom is called the cellularity axiom.
We will call a parity structure satisfying axioms [(L)], [(G)|and [(C)|an LG C-complez.




1.4 PASTING SCHEMES VIA PARITY STRUCTURES 17

Axiom (L) The preorder « on C' is a linear order.

Axiom (G) For each x € C), where n > 2,

3n—23n—1R(x) = Sn—Qtn—lR(w)y
tn_gsn_lR(a:) = tn_gtn_lR(w).

Axiom (C) For each z € C,
(a) p(x) and 7(z) are well formed,
(b) spR(x) and t, R(x) are subcomplexes for all n.

In [4], Campbell proves that the above axioms imply axioms 1*, 2, 3(a). In our approach,
we will use this results of [4] to show that parity structures satisfying axioms 1*, 2, 3(a),
(L)| and also satisfies and so gives a loop free pasting scheme. Here we are
motivated to use these axioms since they were the most convenient axioms to prove for
the associahedron. Note that axiom 3(a) follows from axiom

Before we proceed, we will introduce the notion of duality of a parity structure as
described by Street in Section 1 of [24]. For a subset K C IN\{0}, the K-dual of a parity
structure C' amounts to interchanging the sets = and =™ for all z € C,, where n € K. In
this section, the dual of a parity structure C' is understood to be the (IN\{0})-dual of C.
Note that axioms 1*, 2, 3(a), and are self dual (that is, these axioms are true for
C' iff they are true for the dual of C'). Thus for every proposition that we prove, the dual
proposition will also hold.

We will now prove our assertion that axiom [(G)| follows from axioms 1*, 2, 3(a) and
Recall the earlier remark of Definition [1.45] that R(z) is the down-closure of z in the
poset (C,<). In the proof of the following results, we will make use of the poset (C, <)
perspective, in particular we will use Hasse diagrams as an illustrative tool.

Proposition 1.49 Let C be a parity structure satisfying axioms 1%, 2 and 3(a). Let
z € Cpy1 be given. Then s,_15,R(z) C R(2~T) and s,_1t,R(z) C R(z+7T).

Proof. We will first show that s,_15,R(z) C R(z~ 7). By the definition of source,
Sn—18nR(2) = sp—1R(z7)
—{zeRz)"Y|zeRly) = zeRy )foralyez}.

Let z € s,—18,R(z) be given. Note that there exists y € z~ such that x € R(y~) and
so there exists a € y~ such that # < a. Suppose that « ¢ R(z~F) or equivalently x £ b
for all b € x~F; we aim to show a contradiction.

Note that a <1 y <1 z so by Proposition there exists ¥’ with 3/ # y and a <1 3/ <1
z. Suppose that ¢/ € 2zt and a € y~; then a € 27~ NzT~ = 27T and so x € R(z~T),
which is a contradiction. Thus ¢/ € 2~ and a € 3'™.

Now z € s,—18,R(2) and z € R(y’) so by definition of source we have z € R(y' ™). It
follows that there exists a’ € '~ such that x < a/. Repeating the above argument, we
obtain a sequence y,v/, ..., y(k) satisfying y(k) <...<y <y. We summarise this in the

following diagram.
z

N
VAVANRRY,
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By axiom 3(a), 4,7/,...,y*) are distinct and so by finiteness the above process must
terminate. This occurs for some k > 1 where y* € 2t and a*Y € y®~ and so 2 <
a®*=1) € =% which is a contradiction. Hence z € R(z~F) and so s,,_15,R(z) C R(z~F)
as required.

Finally, s,,—1t,R(z) C R(2"T) follows by a similar argument. O

Proposition 1.50 Let C' be a parity structure satisfying azioms 1%, 2 and 3(a). Let
z € Cpyq be given. Then sp_1R(2) C sp—18,R(z) and sp—1R(z) C sp_1tnR(2).

Proof. We will first show that s,—1R(z) C s,—15,R(2). By definition of source,

sn1R(z)={x e R(z)" YV |z eR(y) = ze Ry )forall y<;z}
Sp—15nR(2) = sp—1R(z7)
={zeR=)"Y|zeRly) = zeRy )foralyez}.

Note that R(z)*1) = R(z7)» DU R(zt)™ V. Let z € s,_1R(z) be given. We will
now show that = € s,—1s,R(z). By the above formula for s,,_1s,R(z), it suffices to show
that z € R(z~)™1. Suppose that = ¢ R(z)"Y: then z € R(zT)"~ 1. Tt follows that
x € Sp—1tpR(z) so by Proposition z € R(zTF) = R(2~T) C R(z7)™ Y, which is a
contradiction. Thus z € R(z7)" Y and so = € 5,15, R(2) as required.

Finally, s,—1R(z) C sp—1t,R(z) follows by a similar argument. O

Theorem 1.51 Let C be a parity structure satisfying axioms 1%, 2, 3(a) and the cellularity

aziom |(C). Then

Sn—15nR(2) = sp—1R(2) = sp—1tn R(2)
tn—15nR(2) = th—1R(2) = tn_1t, R(2)

for any z € Cy11, and so holds.

Proof. Note that by duality, it suffices to prove s,_15,R(2) = sp—1R(2) = sp_1tpR(2).
Firstly, by Proposition 277Nzt~ =2"F C s, 1R(z). By axiom Sp—1R(2) is
down-closed so it follows that R(z~~ Nz"7) C 5,1 R(2).

Since 2T = 27~ Nzt~ = 2T, then by Proposition m

Sn15nR(2) CR(zF) =R(z7" Nzt") C s, 1R(2),
Sp_1thR(2) CR(zTF) = R(z7" Nz"7) C s, 1R(2).
The result follows immediately from Proposition [1.50] O

Hence we have shown that axiom |(G)|follows from our set of axioms. It follows by the
results of [4] that an LGC-complex gives a loop free pasting scheme. We summarise this
as the following result.

Corollary 1.52 A parity structure satisfying azioms 1%, 2, and |(G)| is an LGC-
complez.

At the time of writing this thesis, the reference by Campbell [4] is not readily available.
We have included all the applicable results in Appendix B.



Chapter 2

Associahedra

Associahedra were first defined by Tamari [26] and (independently) Stasheff [20]. In
[26], Tamari defines the n-dimensional associahedron as the poset of bracketings of n + 2
letters. The (complete) bracketings correspond to the vertices, and the partial bracketings
correspond to higher dimensional faces. In [20], Stasheff defines the n-dimensional asso-
ciahedron as the poset of rooted trees with n + 2 leaves. The binary trees correspond to
the vertices, and the non-binary trees correspond to higher dimensional faces.

There are numerous other equivalent definitions of the associahedron [I7, [13]. One of
importance to this thesis is the left bracketing functions (Ibfs) due to Huang-Tamari [11].
Unlike bracketings or trees, it is not immediately clear how the notion of left bracketing
functions could be generalised. We will describe a process of constructing left bracketing
functions from binary trees. When the same process is performed on non-binary trees
what we obtain can be thought of as a generalisation of the left bracketing functions. This
motivates our formal definition of higher left bracketing functions (hibfs).

In this chapter, we will define the poset of hlbfs and then prove that it is a model for
the associahedron. The contents of this chapter are motivated by our goal of constructing
a parity structure on the associahedron. An important result that will be proven is that
the poset of hlbfs is an abstract pre-polytope which was defined in Chapter [1} This has
already been proved for various other models of the associahedra. Various other properties
are then used to motivate a notion called a label structure. In Chapter |3, we will define
a label structure on an abstract pre-polytope. From a label structure, we can obtain a
parity structure which we then show is an LGC-complex in the sense of Campbell [4].

2.1 Partial bracketings

A bracketing is a way of parenthesising a string of letters such that within every
parenthesis there contains exactly two bracketings. We may understand a bracketing
as providing a specific order in which to perform binary multiplication. For example
((01)(23))((45)6) is a bracketing on the letters 0123456.

A partial bracketing is a way of parenthesising a string of letters. Unlike with brack-
etings, we no longer require the condition that every parenthesis contains exactly two
bracketings. As a result, a partial bracketing can be understood as providing a specific
order in which to perform multiplication of higher arities. For example (01)(23)(45)6 is a
partial bracketing.

There is a natural partial ordering on the set of all bracketings; a < b whenever a is
obtain by inserting parentheses in b. For example ((01)(23))((45)6) < (01)(23)(45)6.

19
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2.1.1 The poset of bracketings

In this section, we will consider bracketings on a finite linearly ordered set M. We will
first formalise the notion of bracketings on M and then describe a partial ordering on the
set of all bracketings on M.

Definition 2.1 Let M be a finite linearly ordered set. We define recursively a notion of
bracketing on M.

(1) If |[M| =1, then there is a unique bracketing.

(2) If |[M| > 1, then a bracketing on M is a partition M = My U... M, of M into at
least two non-empty intervals of M, together with a bracketing on each M;.

Remark A partition of M is equivalent to giving the subset m = {min My, ..., min M, } C
M, where the subset contains the least element of M and at least one other element. We
can then associate to this the right adjoint b : M — m to the inclusion, which sends each
x € M to min M;, where M; is the part which contains x.

Let v : m — M defined by (i) = i denote the inclusion. A right adjoint b: M — m
preserves the greatest element i.e. b(max M) = maxm. By the adjunction ¢ - b, (i) < j
iff i < b(j) for all i € m and j € M. It follows that minb~!(i) = min{j | i = b(j)} =
min{j | ¥(i) < j} = ¥(i). Now since b is order-preserving we must have the interval
b=1(i) = [(4),(i+1)). Thus the fibres b~ (i) specify a partition of M which corresponds
to the outer most parentheses of an actual bracketing. Note that we require the condition
|m| > 1 to ensure that we have a non trivial partition of M.

Example 2.2 The bracketing 0(123)(45)6 is the surjective order-preserving map b : M —
m where M = {0,1,2,3,4,5,6}, m = {0,1,4,6}. The fibres of b are b=(0) = {0},
b7H(1) = {1,2,3}, b71(4) = {4,5}, b~1(6) = {6}.

Let By denote the set of all bracketings on a finite linearly ordered set M. In the follow-
ing we will formalise the partial ordering of bracketings given by insertion of bracketings
that we described above.

First, we introduce the following notation. Let f : X — Y be a bracketingand J C Y a
subset with |J| > 1. Denote with f; : f~1(J) — J for the function defined by k ~ f(k).

Proposition 2.3 Let f : X — Y be a bracketing and g : Y — Z be a surjective map and
i € Z with |g~(i)| > 1. Then there is a bracketing given by fo10) fHg™1(@) — g7 1)
together with bracketings (fg*l(i))j = fj for each j € g~1(i).

Proof. Note that by definition f,-1(;) is a surjective order-preserving map. We will first
show that g=1(i) C f~1(g71(i)). Note that for any j € g~1(i) C Y by the above remark
we have j = ¢(j) = min f~!(j). It follows that j € f~1(5) and so g~ (i) € f~1(g71(4)).

Now note that the adjointness condition follows immediately from the fact that f is
right adjoint to the inclusion Y C X. Finally, note that by definition, fg_,ll(i) (5) = f7)
and so the bracketings ( fgfl(i))j = f; are defined on fg__l1 @ (7) as required. O
Example 2.4 Consider the bracketing described in Example and the subset J =
{1,4} € m. The bracketing b is the surjective order-preserving map by : {1,2,3,4,5} —
{1,4} whose fibres are b;'(1) = {1,2,3}, b;'(4) = {4,5}. In terms of parentheses, this
bracketing is (123)(45).

Definition 2.5 Let f : X — Y, g : Y — Z be bracketings. The composite of the
bracketings f and g is the map gf : X — Z given by (¢f)(k) = g(f(k)) together with
bracketings (gf); for each ¢ € Z which are defined recursively as follows.
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LIt |g_1(7“)| > 1, then (gf)l = gifg—l(i)
2. If |g71(i)| = 1, then (gf); = f; where g(j) =

Remark We will show that composition is well-defined i.e. gf : X — Z is a bracketing.

Note that the composite of surjective order-preserving maps gf : X — Z is also a
surjective order-preserving map. Since g is a bracketing we have |Z| > 1. Note that since
f, g are bracketings, Z C Y C X.

Let vzy : Z — Y and ¥y x : Y — X denote the inclusions Z C Y and ¥ C X
respectively. Consider the composite 1z x = 1y, x1zy. Since f, g are bracketings we have
f vy x and g 41zy. It follows that gf is the right adjoint to the inclusion 9z x

All that remains is to show that (gf); are bracketings on (gf)~!(i) for each i € Z. Let
1 € Z and consider the following cases.

Case 1: |g71(3)| = 1.
Consider the bracketlng f] f7Hj) — my, where j = g(i). Note that (¢9f); = f; is a
bracketing on f~1(j) = f~1(g7'(i)) as required.

Case 2: |g7(i)] > 1.
Consider the bracketings g; : g~1(i) — m,, and fo10) g 1() — g7 t(i). By
recursion, the composite (gf); = gify-1(;) is a bracketing on f~Yg71(4)) as required.

Proposition 2.6 Let f W — X, g: X — Y, h:Y — Z be bracketings and i € Z.
If‘hi ()‘ > 1, then (gf) ) = 9h—1( f(hg —1(3)-

Proof. Note that the bracketings gj-1(; and f(,4)-1(;) are composable. All that needs to
be shown is (gj,- 1) f(hg) 1 (3) ) ((gf)n— ) for all j € h=1(i). Let j € h=1(i) be given
and consider the followmg cases.

Case 1: |g71(5)] > 1.

For any k € ¢~ !(j) we have k € ¢~ '(j) C g~ (h~1(i)) = (hg)~'(i). It follows that
(fo10)y, = Ir = (fng 1))y = ((f(hgrl(i))gfl(j))E Thus fo-1(5) = (Fng)-1) g1 ()
and s0 (9n-1(5)fing) 1)) ; = (9n1)); (fng) 1) g-1sy = 93Fo16) = (9)s = ((9)n1) ;

Case 2: |g71(j)| = 1.
Let k € g71(j) be the unique element and so g(k) = j. Note that (hg)(k) = h( (k) =
h(j) = i. It follows that (gj,- iy fing)—1( ) (f(hg) 1(4) ) =fe="(9f); = ((9f ))j.

Hence in either case we have shown that (gh 1) f(hg)—1( ) ((g Fn- ) as required.
O

Proposition 2.7 Composition of bracketings is associative.

Proof. Let f: W — X, g: X — Y, h:Y — Z be bracketings. Note that composition
of functions is associative so all that needs to be shown is that (h(gf)); = ((hg)f); for all
i € Z. Let v € Z be given and consider the following cases.

Case 1: |[h71(i)| > 1.
Note that |(hg)~t(i)] = |¢g~'(h71(i))] > 1 and so by Proposition (h(gf)); =
hi (91 )n-10) = hign=1) Fng)—1() = (h9); Fingy-1) = ((hg) f);-

Case 2: |h_ (i) = 1 and |(hg)~t(i)| > 1.

Let 5 € h~'(i) be the unique element and so h(j) = i. Note that [¢g~'(h71(i))| =
l97'(j)| > 1 and so by Proposition 2.6, (h(g./)); = (9/); = 9ifg-1() = (h9); fingy-10i) =
((hg)f);-
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Case 3: |h=1(i)| =1 and |(hg)~1(i)| = 1.

Let j € h=1(i) be the unique element and so h(j) = 4. It follows that |g~1(j)| = 1. Let
k € g~1(j) be the unique element and so g(k) = j. Thus (hg)(k) = h(g(k)) = h(j) = i,
(h(gf)); = (9f); = fu = (hg) f);-

Hence in each case we have shown that (h(gf)); = ((hg)f): as required. O
Proposition 2.8 Composition of bracketings is unital.

Proof. Let f: X — Y be a bracketing. Let 1x and 1y be the trivial bracketings on X and
Y respectively. To show that composition is unital, it suffices to show that (1y f);, = f; and
(flx), = fi for all ¢ € Y. This follows immediately from the definition of composition. [

Definition 2.9 Let f : M — my, g : M — mg be bracketings. Denote f < g whenever
there exists a bracketing m : mg — my with m; = 1,-15), f(k) = (7g)(k) for all k € M
and f; < (mg), for all i € my.

Proposition 2.10 By, with the relation given in Definition[2.9 is a partially ordered set.

Proof. We will show that B, is a partially ordered set using induction on |M|.

We will first prove that the relation is reflexive. Let b : M — m be a bracketing and
1,, be the trivial bracketing on m. It needs to be shown that b < b. Now since composition
is unital, (1,,b); = b;. By induction on |M]|, b; < b; = (1,,b); for all i € m and so b < b.

We will now prove that the relation is anti-symmetric. Let a,b be bracketings on M
with a < b < a. It needs to be shown that a = b. By definition, there exists bracketings
w:my — Mg and p 2 mg —> my. Also note that m, C mp C my and so mg = my. It
follows that m = p =1 and so a(k) = b(k) for all K € M. Now since a; < b; and a; < b; for
all © € my, = my. By induction on |M|, we have a; = b; for all i € mg, = m; and so a = b.

Finally we will prove that the relation is transitive. Let a, b, c be bracketings on M.
It needs to be shown that a < ¢. By definition, there exists bracketings 7 : my — mq
and p @ me — my such that 7b(k) = a(k) and pc(k) = b(k) for all k € M. Consider
the composite map 7 : m. — mgy. Note that ((wu)c)(k) = (7w(pc))(k) = w((ue)(k)) =
m(b(k)) = a(k) for all k € m,. It suffices to show that a; < ((mp)c), for all i € m,. Let
i € mg be given and consider the following cases.

Case 1: |7~ 1(i)| > 1.

Note that |(7u)~t(i)| = |u~ (7~1(7))| > 1. Let j € 7 1(i) be given and consider the
following subcases.

I u=t (@) > 1, then (uemy—10); = 1y (Cam=1) gy = (Gura1@)) ) =
Cum1() = Hicum1) = (Be); 2 b5 = (br-1(9) -

If |u=t(j)] = 1, then let k € p=1(j) be the unique element and so u(k) = j. Note
that k£ € (ﬂu)_l(i). Now (bﬁfl(i))j =0b; < (uc)j = = ,uk( Clrp)- l(i))k = ([LC(W#)fl(i))j.
It follows that br-1(;) < C(rp)-13:)- Now since a; < (7b); = br-1(5) < C(rp)-1(;) then by
induction on M|, a; < ¢(zpy-1(5) = (TH); a1y = ((T)C);-

Case 2: |t (i )\ =

Let j € n1(i) be the unique element and so 7(j) = i. Note that (mpu)~1(i) =

p~t(m71(i)) = p~1(j). Consider the following subcases.

If |M_1( )] > 1, then a; < bj < (pc)j = pjcy-1(j) = C(rpy-1()- By induction on [M],
@i < Capy-13) = (TH); Clrpy—1ay = ((Tp)c)i

If \,u ( /)| = 1, then let k € u ~1(5) be the unique element and so u(k) = j. Note that
(rp)(k) = m(u(k)) = m(j) = i. Now since a; < bj < ¢ = ((mp)c), then by induction on

[M], a; < ((wp)e);- O
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Example 2.11 We will show that (0(12))3 < (012)3 in terms of our formal definitions.

Let the bracketing (012)3 be represented by the surjective order-preserving map b :
M — my where M = {0,1,2,3,4}, my = {0,3}. The fibres of b are b=1(0) = {0,1,3}
and b=1(3) = {3}.

Let the bracketing (0(12))3 be represented by the surjective order-preserving map a :
M — m, where m, = {0,3}. The fibres of a are a='(0) = {0,1,2} and a=1(3) = {3}.

The map 7 : my —> m,, is the identity. Here (7b)y corresponds to the bracketing (012),
and ag corresponds to (0(12) so we have ag < (7wb)o.

2.2 Higher left bracketing functions

In this section, we will describe a way of generalising the notion of a left bracketing
function and then investigate its properties. For a natural number n, let [n] be the
linearly ordered set {0,1,...,n}.

The following definition is due to Huang-Tamari [11].

Definition 2.12 A left bracketing function (Ibf) on [n] is a function ¢ : [n] — [n]
satisfying the following conditions.

(L1) £(i) < i for all i € [n].
(L2) £(j) <i<j = {(j) < (i) for all 4, j € [n].

We begin by introducing a construction called a broom which is due to Verity [27]. A
broom is obtained from a rooted tree with n 4 2 leaves in the following way. Given a
rooted tree, for each node we straighten the leftmost line when viewed from the root. By
convention we draw brooms such that the gradient of each line is strictly decreasing from
left to right. We illustrate this construction for all rooted trees with n + 2 = 4 leaves in
the following diagram. Note that the additional labels and the second calculation will be
explained in the next paragraph.

LOLl
Lo
— L3 — 0,0,0
L0L1
Lo
—> Ls — 0,0,2
Ly

Lo
— Ls = 0,1,0
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Lo
L
Ly
- Ls s 0,1,1
Ly I
1
Lo
L
— s s 0,1,2
Lng
Loy
— L, & 0,0,02
LOLl
Lo
s L, " 0,01,0
Lo I
1
Loy
— Ly 0,01,2
Lo I
1
Ly
s L, 0,1,01
Ly
Ly
Lo
— Ls s 0,1,12
Lo
0,01,012

1
R
h
wb'w
1

We now describe how to encode Verity’s construction combinatorially. For each broom
we label the lines from left to right with Lo, Ly,..., L,. In the following definition, we
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shall view a broom as being embedded in R? and make use of its geometric properties. For
a given broom we may define a function x : [n] — §[n] which is given by i — z(i) = {j €
[n] | j <1, L; intersects L;11} for each i € [n]. Note that it is always true that z(0) = {0}.
In the diagram above we illustrate these calculations, here we are using a shorthand for
representing the function defined above. For example 0,01, 0 represents the function given
by 0+ {0}, 1 — {0,1} and 2 — {0}.

Observe that for the first 5 brooms listed above, our construction give left bracket-
ing functions. In the next section, we will use the above calculations to motivate our
generalisation of a left bracketing function.

Alternatively, we may define hlbfs without relying on any geometric properties of trees.
Firstly, we begin with a rooted tree T' with its n 4 2 leaves labelled with 0,1,...,n 4+ 1
from left to right. For such a tree, we define a function z : [n] — §2[n] given by i — (1)
where (i) is defined as follows. Write T; for the smallest subtree which contains leaves ¢
and ¢+ 1. Write T;\ R for the forest (collection of root trees) obtained when removing the
root of T;. We may write T;\R = > t; where tj is a tree of the forest T;\R. Let mint
be the smallest leaf of the tree t;. Let x(i) is the set consisting of all min ¢, with value no
greater than .

For example, consider following tree T,

0 1 2 3

Here Ty =17 = T and T5 is the following subtree,
2 3

Removing the root of T" we obtain the tree 75 and points {0} and {1}. From this we read
off z(0) = {0} and z(1) = {0, 1}. Removing the root of T we obtain points {2} and {3}.
From this we read off z(2) = {2}.

2.2.1 The poset of HLBFs

In this section, we will formalise the notion of higher left bracketing functions as dis-
cussed above. We will then describe a partial ordering on the set of all hlbfs on [n].

Definition 2.13 A higher left bracketing function (hlbf) on [n] is a function z : [n] —
§[n] satisfying the following conditions.

(H1) =(i) is non-empty for each i € [n], and so we may define ¢, (i) = min x(7).
(H2) The assignation i — £,(i) defines an 1bf ¢, : [n] — [n].
)

(H3) If |z(¢)| > 1, then there exists j < ¢ such that ¢,(j) = £;(¢). Furthermore, if h is the
greatest such j, then x(i) = x(h) U {h + 1}.

For each tree displayed in the previous section, a corresponding hlbf was given. Before
proceeding we will introduce the following notation. Given a linearly ordered set M and
an element i € M, let M/i = {k € M | k < i} . For an hlbf z, let m(i) = maxx(i) for
each i € [n], and Sy ={i € M | |z(i)| > 1}.

Proposition 2.14 If x is an hlbf on [n], then x(i) C [n]/i for all i € [n].

Proof. We will prove this result using induction on ¢. Note that for ¢ = 0 we have
xz(0) = {0} = [n]/0. Let ¢ > 0 then it follows from (H3) that x(i) = x(h) U{h + 1}
where h < i. By the inductive hypothesis, we have x(h) C [n]/h C [n]/i and so the result
follows. O
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We will now define a relation on the set of all hlbfs on [n]. Let x < y whenever
z(i) C y(i) for all 7 € [n]. This is a partial ordering since the subset relation is a partial
ordering on sets. In the remaining parts of this section, we study this partial ordering in
terms of the pairs (¢,S) as described in Proposition below.

We will describe a way of constructing an hlbf on [n] by first constructing an lbf on
[n] and then use (H3) to extend the 1bf to an hlbf. Before calculating examples, we will
formalise this observation. We are able to characterise hlbfs in the following way.

Proposition 2.15 The assignment x© — (£, S;) defines a bijection between hibfs on [n]
and pairs (£,S) consisting of an Ibf £ : [n] — [n] and a subset S C [n] with the property
that if i € S, then there exists an h < i such that ¢(h) = £(i).

Proof. We have seen that the map = — (¢,, S,) is well-defined. Condition (H3) shows how,
recursively,  may be reconstructed from ¢, and S;. Thus the map is clearly injective. On
the other hand, given (¢, S), observe that by (H3) 0 ¢ S so z(0) = {0}, and now use (H3)
to define inductively

(i) {:c(h) U{h+1} ifieSandh=max{j<ill(j)="0()}
{€(@)} otherwise.

It follows inductively that ¢, = ¢, which is therefore an Ibf. Clearly S, = .5, and z is an
hlbf mapped to (¢, S) as required. O

This gives a systematic method of calculating all hlbfs on [n]. We first calculate all pairs
(¢,S) as described in the above result. Then by the formula given in the above proof, we
obtain the hlbfs. For example, if we have £ = 0,0,1,2,0 and S = {1,4} then we obtain an
hibf 0,01, 1,2,012.

We claim that the set of all hlbfs on [n] with the pointwise inclusion is a model for the
n-dimensional associahedron. Furthermore, an hlbf x is a face with dimension equal to
|Sz|. This will be proven in the next section.

Example 2.16 We now proceed to calculate all hlbfs on [2] and [3], which will then be
used to label the faces of the 2-dimensional and 3-dimensional associahedra respectively.
At this stage, the directions of the arrows have not been explained; they come from the
parity structure defined in Chapter

We start with the 2-dimensional associahedron (pentagon). Note that the hlbfs are
exactly those that we calculated earlier with brooms.

0,0,2
Oiw% ‘&,01,2
0,0,0 0,1,2
0,01,014
0,01,0 0,1,12

0,10 <—0,1,1

0,1,01
Next we turn to the 3-dimensional associahedron.
0,01,012,0123

1= 2

where Ay and As are the diagrams below.
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Ay 0,0,02,3
0,0,0,3 <————10,0,2,3

0,0,0,03 0,01,2,3

0,0,0,0 0,0,02,023T 0,0,2,23 0,1,2,3

0,01,2,23T
0,01,0,0 0,0,02,0 0,0,2,2 0,1,2,23

o,oy
0,01,2,2
0,0,2,0

0,1,0,0 0,1,2,2

0010120 0012012
0,1,01,0 0,01,2,0 0,1,2,12

0,1,1,0 0,1,2,1

1 12 1,2,01
0.1,12,0 0,1,2,0 0’ /2,0

Ay 0,0,02,3
0,0,0,3 <——0,0,2,3

0,0,0,03 0,01,2,3
0,01,012, 3
0,0,0,0 0,01,0,3 0,1,2,3
0,01,0,03T 1123

0,01,0,0 01,03 01013 0,1,2,23
0,113

0,1,0,03 0,1,12, 123

0,1,0,0 0,1,01,013 0,1,2,2

0,1,1,13

0,1,1,1
0,1,01,0 0,1,1,01 0,1,12,1 0,1,2,12

0,1,1,0 0,1,12, OlT 0,1,2,1

;20\ 0,1,2,01

0,1,2,0

2.2.2 Isomorphism with bracketings
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Let M be a finite linearly ordered set. Write M + 1 for the set obtained from M by

adjoining a new maximum element.

Recall that in the previous section we defined an hlbf on [n]. Note that M is isomorphic

to [n] whenever |M| =mn+ 1. It is often convenient to consider hlbfs defined on M.

In this section, we will show that the poset of hlbfs is a model for the associahedron.
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To achieve this, we will prove that the poset of on M hlbfs is isomorphic to the poset of
bracketings on M + 1.

Proposition 2.17 Let x be an hlbf on M, m = z(h) U {h + 1} where h = max{i €
M | £(i) = Ly} Then there exists a right adjoint by : M +1 — m to the inclusion
Vv :m — M+ 1. Furthermore, b, is a surjective order-preserving map.

Proof. Note that 1y € m C M + 1. Consider the inclusion ¥ : m — M + 1 which is
a injective order-preserving map. Now since L, € m we have ¢¥(Ly) = Ly = Ly
Hence there exists a right adjoint b, : M + 1 — m. It follows that b, is necessarily a
surjective order-preserving map. O

In the next result, we define sets X; which form a partition of the set M. The purpose
of such a decomposition will be apparent when we give a map from Hjys to Bps41 in
Definition [2.19)

Proposition 2.18 Let x be an hibf on M. Consider the right adjoint by : M +1 — m
as in Proposition |2.17. Let X; = b;1(i)\{max(b;1(i))} for each i € m. If X; # @, then
the function x; defined by x;(k) = x(k) for all k € X; is an hibf on X;.

Proof. Let i € m and k € X; be given. Note that z; satisfies axioms (H1), (H2) and (H3)
since x is an hlbf. Thus it suffices to show that z; is a function from X; to §(X;) or
equivalently z;(k) C X;. By assumption, X; # @ so we have min X; = min b, (i) = v (i).
We need to show that minz;(k) > min X; and max z;(k) < max Xj.

Suppose that £,(k) = minx;(k) < min X; = ¥(7); we seek to prove a contradiction.
Note that since x is an hlbf we must have ¥ (i) > 05 (k) > L. Now (k) < ¢(i) —1 <k
and so £, (k) < £;(1(i) —1) = Ly since 1(i) = i is a non-minimal element of m. It follows
that £$(k) = L.

Note that k& + 1 € b;1(i) so k +1 # minb,(j) for any j # i. Also either k + 1
max X; #min X; or k+1€ X; s0 k+1# min X;. Thus k+1 ¢ m.

By definition of h, since ¢,(k) = Lps it follows that k¥ < h. If Kk = h, then k + 1 =
h 4+ 1 € m, which is a contradiction. If k& < h, then consider z(h) = {L}U{i’ +1 <
j+1<h+1|4.(j) =L} wherei +1 € x(h) is the least non-minimal element. Note that
+1<i=minX; <k+1<h+1andsok+1ez(h)Cm, which is a contradiction.

Finally, we have max x;(k) = m,(k) < k < max X;. Hence z; is an hlbf on X;. O

Where M is a finite linearly ordered set, we will use the notation Hp; for the poset of
all hlbfs on M, and By, for the poset of all bracketings on M.

Definition 2.19 We define recursively maps Has N Basy1 for all finite linearly ordered
sets M.

(1) If |[M| = 1, then Hpr and B4 are singletons; so there is a unique map H s 2,
Bar+1 where ¢(x) = 1j; where x is the unique hlbf in H s and 15741 is the unique
trivial bracketing in Bas41.

(2) If IM| > 1, then for any hlbf € Hyy, let ¢(z) = b, together with bracketings (b,),
for each i € m defined as follows. If | X;| = @, then let (b, ), be the trivial bracketing.
Otherwise | X;| # @, then by recursion let (b;), = ¢(z;).

Theorem 2.20 Hyr — Bary1 is a bijection.

Proof. In this proof, we will use induction on |M| to prove that ¢ is a bijection. Note
that for the case of |[M| =1, ¢ is a bijection follows immediately from its definition. Let
|M| > 1; we will now prove the inductive step.
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We will first prove injectivity: if ¢(z) = ¢(y) then z = y.

Given x,y € Hp then we have ¢p(z) = by : M +1 — my, ¢(y) =by : M +1 — m,,.
If (z) = ¢(y), then m; = m, and b, = b, =b.

We will now consider the sets X; and Y; as given in Proposition for the bracketings
by and by respectively. Note that X; = by ! (i)\{max b, (i)} = b, *(i)\{maxb, (i)} = Vi.
Since (by)i = (by); we have ¢(z;) = ¢(y;). By induction we have z; = y; and so (k) = y(k)
forallk € X; =Y;.

Now since m, = m, we have h; +1 = hy + 1 where h;, and h, are the h’s as calculated
in ¢. It follows that h, = hy, = h which implies that x(h) = y(h). Note that b preserves
the maximum element so minb~*(h + 1) = max(M + 1) ¢ M.

All that remains is to show that z(k) = y(k) for each k = maxb~'() with i € 2(h). We
will now prove this by induction on the elements of x(h). Note that £,(maxb=1(Ly)) =
lx(¢p(Lar +1) — 1) = Ly, and similarly £, (maxb=1(Lys)) = Ly. Now since it has been
shown that z(k) = y(k) for all k < maxb~!(Lyy), it follows from the definition of an hlbf
that z(max b1 (Lys)) = y(max b= (Lyy)).

Now for the inductive step consider the following. Note that k = maxb (i) =
minb~1(i+1)—1 = (i+1)—1. Let i # L s be given. Note that we have £, (1) (i)—1) = L.
Suppose that ¥(i) — 1 < j < (i + 1) — 1; then 7 € X; and so £,(j) > min X; > 1.
It follows that max{j < (i + 1) — 1 | £3(j) = L(¢¥(i +1) — 1)} = (i) — 1 and so
z(YP(i+1)—1) = z(¢(i)—1)U{(7) }. Similarly we have y(¢(i+1)—1) = y(p(4)—1)U{e(7) }.
Now if z(¢(i) — 1) = y(¢(i) — 1), then z(¢(: +1) — 1) = y(¢(i + 1) — 1) for i # Ly as
required. Hence we have shown that z = y.

We will now prove surjectivity: for each bracketing b € Bjs4q there exists an hlbf
x € Hs such that ¢(z) = b.

Let b € By41 be given; this consists of M + 1 5 m and bi € By-1(;) for each i € m.
Consider X; = b~!(7)\{maxb~1(i)}, then by induction there exists ¥; € Hy, such that
¢(z;) = b;. Let 2 : M — M be given by

x(k)z{x’@ e
p{jem|j<i} k=maxb ().

We will now show that z is an hlbf as defined by conditions (H1), (H2), (H3). Firstly
we will show that condition (H1) holds. If k € X;, then x(k) = z;(k) which is non-empty
since w; is an hlbf. If k = maxb~1(i), then x(k) = {j € m | j < i} is non-empty since
i€ Y{j € m|j<i}. Hence (H1) holds and so we can compute ¢, (k) = minz(k) as
follows,

0() = {éxi(k:) ke X;

1 k = maxb~1(i).
We now show that condition (H2) holds. If & € X; and ¢, (k) < j < k, then £, (k) < j <
k and so £y, (k) < {4, (j) since £y, is an Ibf. Now since j € X; we have €, (j) = £4,(j) and so

)
it follows that £, (k) < £.(j). If on the other hand k = maxb~1(i), then £, (k) = L < £.(j).
Hence we have shown that 0, (k) < j < k = £,(k) < {;(j) as required.

Finally, we now show that condition (H3) holds. If k& € X; then z(k) = z;(k) =
x(mg, (k) — 1) U{my, (k)} since z; is an hlbf. Note that m,(k) = my, (k) and my, (k) —1 €
X;, and so z(k) = z(mz(k) — 1) U {my(k)}. If & = maxb~1(i), then z(k) = ¥{j €
m|j<it=v¢{jem|j<i—1}U{Y(i)}. Now since my(k) — 1 = (i) — 1 =
minb~1(i) — 1 = max b~ (i — 1), we have x(m,(k) — 1) = ¥{j € m | j <i— 1} It follows
that z(k) = x(mg(k) — 1) U {m,(k)} as required. Hence M —=+ M is an hlbf.
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All that remains is to show that ¢(z) = b. Note that h = max{i € M | £,(i) = Ly} =
max b~ (max(m\{maxm})). It follows from the definition of x that z(h) U {h + 1} =m
and so ¢(z) = b as required. O

Theorem 2.21 H ), i> Bur+1 is an isomorphism of posets.

Proof. We have shown in Theorem [2.20]that ¢ is a bijection of the sets Hys and Bys41. To
show that ¢ is an isomorphism of the posets Hs and Bjs41 all that remains to be proven
is x < y iff ¢p(x) < ¢(y). We will prove this using induction on |M|. Note for the case of
|M| =1, Hps and Bps41 are singletons so the condition to check is empty. Let |M| > 1;
we will now prove the inductive step.

We will first prove that = < y implies ¢(x) < ¢(y).

Let z,y € Hps be given and consider ¢(x) = by : M +1 — my, ¢(y) =by: M +1 —
my. Let hy = max{i € M | {;(i) = L} and hy = max{i € M | £,(i) = Lyr}. We will
firstly show that m, C m,. Note that ¢,(i) = Ls implies that ¢,(i) = Ly and so we have
hy < hy. If hy = hy, then my = x(hy) U {hy + 1} C y(hy) U {hy, + 1} = m, as required.
Otherwise h, < hy, then suppose that h, ¢ S,. Now £,(hy,) = ¢;(hy) # L, which is a
contradiction. Consider y(h,) = {L}U{j+1< k—i— 1 <hy+1]|¢(k)=_L} wherej+1¢€
y(hy) least non-minimal element. Since j ¢ Sy, £,(j) = ¢ ( i) = L so by definition j < hy.
It follows that h; + 1 € y(hy) non-minimal. Hence m, = x(hy) U {hy + 1} C y(hy) C m,
as required.

By adjointness, there is a map m, — m, such that 7b,(k) = b,(k). Consider the
function ¢y’ defined as follows.

S ) = {ij) key;
Gylh € x16@) | h< g} k= maxbyi(j)
Note that ¢(y') = (mby);. Let k € X; be given. If k € Yj, then z;(k) = z(k) C y(k) =
yj(k) = y/(k). If k = maxb,'(j), then note that z;(k) = x( ) C y( ) = y{h € my |
h < j}. However y/(k) = @Z@{héﬂ ()|h<]}—¢)y{h6my| < h < j} and so
Uy, (k) > min X; = 9, (i) = i = 1y (1) = £,y (k). It follows that z;(k) C v/(k). By induction,

we have z; <y so ¢(x;) = (by); < (7b ) ¢(y') as required.
We will now prove that ¢(z) < ¢(y) 1mphes x < y. Let x,y € Hys be given and consider
dx) =by - M +1 — my, ¢(y) =by : M +1 — m, with b, < b,. Now there exists

my — my such that (b;); < (mby);. Note that ¢(x;) = (by); < (mby); and so by induction,
x; <1y where

ylh € m=(i) | h <5} k =maxb,'(j)
Let k € X; be given and consider the subcases. (i) k € Y then z(k) = z;(k) C y'(k) =
yj(k) = y(k). (ii) k = maxb,'(j) then z(k) = zi(k) C y'(k ) vy{h € m71(0) [ h < j} €

by{h € my | h <j} = y(k).

Let k¥ = maxb;'(i); then x(k) = v,{h € m, | h < i}. Note that maxb,!(i) =
max by ! (max 71 (i)) so y(k) = ¢Yy{h € my | h < maxm~'(i)}. For h € x(k) we have
h € my; C my and also h < i = min7 (i) < max7~1(i). Hence z(k) C y(k). O

2.2.3 HLBFs z < y with |S,\S,| =1

In the previous section, we have shown that the poset of hlbfs on [n] is a model for
the n-dimensional associahedron. We will now be working towards constructing a parity
structure on the poset of hlbfs. The remaining parts of this chapter involve studying the
properties of the partial ordering on hlbfs as defined in Section [2.2.1
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The formulation of hlbfs given in Definition [2.13] allows us to make very precise state-
ments. However these results are highly technical, and furthermore such technicalities may
be avoided by using other models for the associahedron such as bracketings. Nevertheless,
for our goal of constructing parity, these technicalities ultimately allow us, in Chapter
to construct a parity structure on the poset hlbfs.

In this section, we will analyse hlbfs x <y with |S,\S;| = 1. We are able to make very
precise statements in Theorem and Theorem [2.30, In subsequent sections, with the
help of further results, we will be able to prove that the condition |S,\S;| = 1 characterises
the covering relation of <.

It is convenient to study the pointwise subset partial ordering of hlbfs in conjunction
with the characterisation given in Proposition The following results provide a useful
starting point.

Proposition 2.22 If x,y are hibfs with x <y, then £y, < {; and S, C S,.

Proof. Since x(i) C y(i) then we have £, (i) = miny(i) < minxz (i) = £,(3) for all i € [n].
Now given i € S, then it follows that |y( )| > |x(i)] > 1 so ¢ € S,. Hence we have shown
that S, € S, and /£, </, as required. O

Lemma 2.23 Let x,y be hibfs with x <y. If k is minimal with the property that £,(k) <
Uy (k), then k € Sy\S;.

Proof. By Proposition £y (3) < (i) for all i. Suppose k € Sg; then there exists a non-
minimal i + 1 € z(k), which is also non-minimal in y(k) since £, (k) < (k) <i+ 1. Now
by Proposition [2.14] i < i+1 < k so by the minimality of k, £, (k) = £,(i) = €. (i) = La(k),
which is a contradiction. Thus k ¢ S,.

Now suppose k ¢ S,; then, by Proposition k ¢ S; and so z(k), y(k) are both
singletons. Since z(k) C y(k) it follows that z(k) = y(k) and so ¢, (k) = £,(k), which is a
contradiction. Thus k € S, so we have shown that k € S\, as required. O]

Corollary 2.24 Let x,y be hibfs with x <y. If S, = S, then v = y.

Proof. Suppose there exists a minimal i € [n] such that x(7) 75 y(i). Note that by mini-
mality of i, z(k) = y(k) for all k < i. By Proposition 2.22] €, (i) < €,(i). If £,(i) = £,(i),
then by (H3), it follows that x(i) = y(i), which is a contradlctlon If £,(i) < £;(7), then
by Lemma i € Sy\S; = @, which is a contradiction. Hence we have shown that
T =1y. O

Recall the notation <; described in Definition We write 2 <1 y whenever x < y,
x # y, and if there exists z such that z < z < y it follows that z = z or z = y. One of
the results that we are interested in proving is the following. Let x,y be hlbfs with x <y,
then x <y y iff |S,\Sz| = 1. We provide a proof for this in Theorem

This section will be devoted to the investigation of hlbfs z, y with x <1 y. We discovered
that the most convenient approach is to begin with an hlbf  and characterise hlbfs y such
that © <y y. There are two cases, ¢, = ¢, and ¢, < {,, which appear in Theorem and
Theorem [2.30| respectively.

The following result gives a relationship between £, and m,. This leads to Lemma [2.26]
which is a highly useful result that will appear in many calculations within this chapter.

Proposition 2.25 Let x be an hibf. Then we have the following formula

(k) = 1+max{j <k|l;(j)=40:(k)} ifkeS,,
) (k) otherwise.
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Proof. The formula is clearly true for the case of k ¢ S,. Let k € S;; then by (H3) we
have z(k) = z(h) U{h + 1} where h = max{j < k | {;(j) = £z(k)}. Thus my(k) =h+1=
1+max{j < k|l;(j) ={.(k)} as required. O

Lemma 2.26 Let z be an hibf and i+ 1 € x(k) be a non-minimal element. Then
(a) x(i) = x(k)/i,
(b) x(k) =z(i)U{h+1]|i+1<h+1<k+1,l(h) ="0(i)},

Proof. Firstly, we will prove (a). Let & be minimal with the property that x(k) has a non-
minimal element i + 1 € x(k) and z(i) # x(k)/i. Since z(k) has a non-minimal element it
follows that |z(k)| > 1, and so z(k) = z(my(k)—1)U{m,(k)}. Ifi+1 = my(k) then x(i) =
z(mg(k) — 1) = x(k)/(mg(k) — 1) = z(k)/i, where the second last equality holds by (H3).
Otherwise, i + 1 € x(my(k) — 1) which is also non-minimal since l,(k) = lz(mz(k) — 1).
By minimality of k& we have x(i) = x(my(k) — 1)/i = x(k)/i. This proves (a), and (c) is
an immediate consequence.

We will now prove (b) holds. Let B, ={h+1|i+1<h+1<k+1,0,(h)={,(i)}.
If h+1¢€ x(k)and h +1 ¢ =(i) then certainly h + 1 is non-minimal in x(k). Note that
ly(h) =y (k) = £5(i) and so h+ 1 € E; . Thus z(k) C z(i) U E; .

Note that x(i) = z(k)/i C (k) so all that remains is to show that E; ;, C x(k). We will
prove this using induction on the cardinality of x(k)\z(¢). This number is at least one,
since the set contains i+ 1. Alsoi+1 <i+1 < k+1and £,(i) = £,(k),soi+1 € E; . For
the inductive step, suppose that z(k)\z(i) contains more than one element. If i+1 = m (k)
then the result follows since E,, (), = {mz(k)} C z(k). Otherwise let h + 1 be the least
such element strictly greater than i + 1. Since ¢,(h) = {;(k), we have E; , = E; , U E}, .
By (a), (i) € z(h) C z(k), and in fact each of these subsets is strict: the first because
of the element ¢ + 1, and the second because of A + 1. Thus by inductive hypothesis, we
know that F;j, C 2(h) and so Ep, ; € (k) as required. O

Theorem 2.27 If x is an hibf and j ¢ S, then there is at most one hibf y with = < y,
Sy = Sz U{j} and €,(j) = £y(j). There is such a y iff there exists an h < j with
ly(h) = Ly(j). Furthermore, in this case we have £y, = {, and

_ )1+ max{h <j[la(h) = L(5)} if k=],
my (k) = )
my (k) otherwise.

x(my(j) — 1) U{my(j)} if k=],
y(k) = { z(k) Uy(5) if {€=(5),7 + 1} C x(k),
) otherwise.

Proof. We will first prove the uniqueness part of our result. Note that if £, # £, then
ly(k) < £;(k) for some k, and the minimal such could only be j. Thus if £,(j) = £,(j)
then ¢, = £,. The uniqueness of y is now immediate from Proposition m

Now we will prove the existence part of our result. Suppose there exists an hlbf y with
z <y, Sy =S, U{j}, and £,(j) = £,(j). Since j € S, there exists h < j such that
ly(h) = Ly(h) = £y(j) = £z(j) so the condition on j holds. Thus all that remains to be
shown is the converse.

Suppose the condition on j holds, and define m, and y as in the above formulas. It
follows that £, (my(j) — 1) = £;(j) by definition of my(j), and so z(j) = {¢=(j)} < y(J)
and £y(j) = €.(j). It is clear from the above formula that ¢,(k) = £,(k) and z(k) C y(k)
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for all k£ # j, and that S, = S, U {j}. Thus all that remains is to show is that y defines
an hlbf.

Note that z(k) C y(k) so y(k) is non-empty, and ¢, = ¢, is an Ibf. It suffices to check
condition (H3) in the definition of an hlbf. Let k € S, = S; U {j} and consider the
following cases.

Case 1: k= 3.

The result follows from the definition of y(7).
Case 2: k # j and {€y(j),j + 1} € a(

Suppose that m, (k) = j—l—l then by Lemma 2.26(c), £z(j) = l(k) and so {6 ( ) j+1} -
z(k), which is a contradiction. Thus my(k) — 1 # j and so {€,(j),j + 1} € x( —1).

Now note that k # j so we have k € S, and so it follows that

y(k) = x(k) = z(mg(k) — 1) U{mq(k)}
= y(ma(k) — 1) U{mq(k)} = y(my(k) — 1) U {my(k)}.
Case 3: k # j and {£,(j), j—l—l}Ca:(k:)
Note that by Lemma -
j+1 € z(k) that my(k) > j+1. If mx(k) > j+1, then since z(k) = x(my (k) —1)U{m,(k)}
we also have {(,(j),7 + 1} C z(m,(k) — 1), and now
)

y(k) = 2(k) Uy(j) = 2(ma(k) — 1) U{ma(k)} Uy(j)
= y(ma (k) = 1) U {ma(k)} = y(my(k) — 1) U {my(k)}.
Otherwise my(k) = j + 1, then z(k) = x(mg(k) — 1) U {mg(k)} = {€2(j),j + 1} since
Jj ¢Sy and so x(j) = {l.(j)}. It follows that
y(k) = 2(k) Uy(j) = {€(5), 5 + 1} Uy() = y(G) U{j + 1}
= y(ma(k) = 1) U {my(k)} = y(my (k) — 1) U {my (k)}. [

Proposition 2.28 Let x,y be hibfs with x <y, Sy = S, U{j} and £,(j) < £.(j). The
following formula holds

lx(7) and so k € S;. It follows from the fact that

ty(k) = {ﬁx(ﬁx(j) 1) ifk=j or{{z(j),j+1} S x(k),

Uy (K) otherwise.
Furthermore, if k > j and ly(k) = 05(j), then j + 1 € z(k).

Proof. The formula for ¢,(k) is true for £ < j by Lemma and is obviously true if
k¢ S, U{j}. For k= j we have £,(j) € y(j) is non-minimal, and so £, (j) = £, (£x(j) — 1)
but this is £, (£;(j) — 1) since £,(j) —1 < 5. If {€,(4),7+ 1} C (k) we have j+1 € z(k) is
non-minimal and so also non-minimal in y(k), and so 4y (k) = E ( 1) = Ly (€x(j)—1). For all
remaining cases we have k € Sy, k > j, and {(;(j),j+1} € x(k). If £,(k) # £,(k) for some
such k, then consider the minimal such k for Wthh lr(k) # ¢ ( ) Since k E Sy there exists
a non-minimal ¢ + 1 € z(k); then z(i) C z(k) by Lemma and {(;(j),7 + 1} €
If i # j then (k) = £,(i) = £y(i) = Ly(k). Butifi=j then j+1is non—mlmmal in a:(k)
and so also £;(j) € z(k), giving a contradiction. This proves the formula for ¢,,.

Suppose that k& > j and €,(k) = £;(j). Then £,(k) < €.(k) = £,(j) < j < k and so
ly(k) < £y(j) = €:(0z(j) —1). We now have £y(k) < £,(0x(j) — 1) < £(j) = lz(k) and
k # j; this is possible only if {¢;(j),7 + 1} C x( ); in particular, j + 1 € z(k). O

Proposition 2.29 Let x,y be hibfs with j ¢ S,. Suppose that j+1 € x(k) whenever k > j
and L (k) = .(j). Then the formula in Proposition defines an Ibf £,.
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Proof. We will first show that ¢,(k) < £;(k) for all k. Note that by definition of ¢, it
suffices to prove this for k such that £k = j or {¢,(j),7 + 1} C x(k). For the case of
k=7g,0y(7) =Lx(ls(j) — 1) < ly(j) — 1 < Ly(j). For the case of {¢;(j),7 + 1} C z(k), by
Lemma [2.26{(c), we have £y (k) = €,(05(j) —1) < ly(j) —1 < €y(j) = €x(k). Hence we have
shown that ¢, (k) < £;(k) < k for all k.

All that remains is to prove that if ¢,(k) < i < k, then £,(k) < €,(i). Suppose that
¢y (k) < i < k and consider the following cases.

Case 1: k= jor {{;(j),7 + 1} C z(k).

It will suffice to prove that ¢4 (¢;(j) — 1) < £;(7). Consider the following subcases. If
i < La(j), then £y (0o () — 1) < i < Le(j) — L and so £ (£e(j) — 1) < Lo(d). If () < i< j,
then £,(j) < £;(i) and now £, (¢;(j) — 1) < £,(j) — 1 < £,(i). Finally if ¢ > j, then
clearly k = j is impossible so we must have {¢,(j),7 + 1} C z(k). By Lemma [2.26]c)
ly(k) =L5(j) <j<i<kandso/l (k) Ly (k) < £,(1) as required.

Case 2: k # j and {€;(j),j + 1} € a(

Note that £, (k) 14 (k;) < i<k and so ly(k) = €,(k) < £;(i). Consider the case of
i # 7 and {l,(4),7 + 1} ¢ x(i). Then £y (k) = Ly (k) < (i) = £,(i) as required.

Now con&derthe case ofz —j or {{, ( ), 7 +1} C z(i). If]—i—l € z(i), then j+1 < ¢ and
so j < i; by Lemma [2.26)c), £,(j) = £,(i). Thus in either case, j > i and {;(j) = £(i).

Suppose that £,(k) = &C(i); we aim to show a contradiction. Note that j < i < k
and ¢, (k) = £;(i) = £;(j) so by the condition stated in the proposition, j + 1 € z(k).
By Lemma [2.26(c), £;(j) = €»(k) and so it follows that {¢,(j),j + 1} C x(k), which is a
contradiction. Thus we have shown that £, (k) # €, (i).

Finally, we will now show that £,(k) < £,(i). Since £;(k) < £,(i) —1 = £,(j) — 1 <
Jj < i < kit follows that £,(k) < €,(€5(j) — 1) = £y(i). Hence £,(k) < £y(k) < £,(i) as
required. O

Theorem 2.30 If x is an hibf and j ¢ S, then there is at most one hibf y with = < y,
Sy = S U{j} and 0y(j) < £z(j). There is such a y iff, whenever ly(k) = l;(j) and k > j,

we have j+1 € x(kz) Furthermore, in this case we have

o(j) U (6a(j) — 1) k=i
(k) = z(k) Uy(j) keT,

(k) U{j+1}U{h+1|h<k, heT} L;(j) is non-minimal in xz(k),

x(k) otherwise

where T' = {h | {£(j),j + 1} € z(h)}.

Proof. We will first prove the uniqueness part of our result. Let y be an hlbf with z <y
and S, = S; U{j}. By Proposition we have a formula for /,. It follows that y must
be unique by the bijection described in Proposition [2.15

Now we will prove the existence part of our result. Suppose there exists an hlbf y with
x <y, Sy =5, U{j} and £,(j) < £,(j). By Proposition we have the condition on j
as required. All that remains to be shown is the converse.

Suppose the condition on j holds and let y be given by the above formula. We will
now prove that ¢, (k) = miny(k) is given by the formula in Proposition This is clear
in all but the case when ¢;(j) is non-minimal in x(k). Note that then /,(k) < £;(j) <
J < j+1so it follows that miny(k) = minz(k) = £;(k) = ¢y(k) since neither £ = j nor
{0:(j),j + 1} C x(k). We have verified that ¢, is given as in Proposition [2.28|

It is clear from the formula that (k) C y(k) for all k, and also that Sy, = S, U{j}. We
also verify from the formula in Proposition that £,(j) = €x(¢2(4) — 1) < £.(j) so all
that remains is to show is that y defines an hlbf.



2.2 HIGHER LEFT BRACKETING FUNCTIONS 35

Note that z(k) C y(k) so y(k) is non-empty, while ¢, is an 1bf by Proposition thus
it suffices to check that y satisfies condition (H3). Let my(k) = maxy(k) for each k € S,.
To verify condition (H3), it suffices to show that y(k) = y(my(k) — 1) U {my(k)} for each
kesS,.

Let k € S, = S, U{j} be given. In the following, we consider the four cases as given in
the above formula of y.

Case 1: k=3j.
Note that my(j) = me(j) = €.(j) and so

(gas(]) - 1) U {gm@)}
(my(4) — 1) U {my(5)}.

y(j) = x(l:(j) — 1) U z(j)

Y
Y

Case 2: k # j (still with k € S,).

Then my (k) = mg(k); call this m 4+ 1. Since m + 1 is non-minimal in z(k) we have
x(m) C z(k). If m = j, then j +1 = m+ 1 is non-minimal in x(k) and so €5 (k) = £,(5)
which would imply that k € T, taking us outside of this case.

Now k ¢ T so m ¢ T; also £;(j) is not a non-minimal element of z(k) so is not a
non-minimal element of x(m) either. Thus y(m) = x(m), and so

y(k) =x(k) =z(m)U{m+ 1} = y(m) U{m + 1}.

Case 3: k € T' (in other words {/;(j),j + 1} C x(k)).

Note that my (k) = m. (k). Now since j+1 € x(k) we have m,(k) > j+1. Consider the
case of my(k) = j+1. Note that j ¢ S, so we have z(k) = 2(j) U{j +1} = {lz(y),7+ 1}.
It follows that

y(k) = y(G) Uz(k) = y(j) U{l(5), 5 + 1}
=y(J) U{d + 1} = ylmy (k) = 1) U {my(k)}.
Now consider the case of mg(k) > j + 1. Recall that z(k) = z(mg(k) — 1) U {m(k)} and

{€x(j),j+1} C x(k). Note that j+1 # my(k) so we must have {£,(5),j+1} C z(m,(k)—1).
It follows that

y(k) = z(k) Uy(j) = z(ma(k) — 1) U {ma(k)
= y(ma(k) = 1) U {my (k)

Uy(j)
= y(my(k) — 1) U{my(k)}.
Case 4: l5(j) non-minimal in z(k) (k # j and {€;(j),j + 1} € x(k)).

Let m = my(k) —1; then m+1 > j+1 > £,(j). Note that m+1 € y(k) = (k) U {j +
1}yU{h+1]|h <k,heT}. Consider the following subcases.

}
}

(a) m+1 € z(k).
Then my(k) = m + 1 = mg(k) and so xz(k) = x(m) U {m + 1}. Now since £,(j) >
Ly (k) = £;(m) we have £,(j) non-minimal in z(m), and so

y(k) =

U{j+1}u{h+1|h<kheT}
U{j+1}u{h+1|h<mheT}
m)U{j+1}U{h+1|h<mheT}U{m+1}

with{h+1|h<k,heT}={h+1|h<m,heT} since my(k) =my(k).
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(b)ym+1=j+1.

ym)U{m+1} =y(j) U{j+1}
r(j)Uz(le(s) - U{j+ 1}
{0:(5),5 + 1y U(le(5) — 1)

Now /¢.(j) is non-minimal in z(k) so z(¢x(j) — 1) C x(k) C y(k). We also have that
l:(7) € (k) Cy(k), and j + 1 € y(k), and so y(m) U {m + 1} C y(k).

Now consider the reverse inclusion. If h < k and h € T, then h+1 > j+1, contradicting
the assumption that m + 1 is maximal. Also j+1=m+ 1 € y(m) U {m + 1}, so it will
suffice to show that x(k) C y(m) U {m + 1}. Since £;(j) is non-minimal in x(k), we have
z(k)/(l(j) = 1) = 2(=(j) — 1) C y(j) = y(m); also £z(j) = z(m) € x(m) C y(m). Thus
it will suffice to consider h € z(k) with h > £;(j). Since j +1 =m+1 > my(k) we
have 4,(j) < h < j and so €;(j) < ly(h) = lx(k) = £(lz(j) — 1) < £y(j), which is a
contradiction.

(c)meT.

Note that {£;(j),7 + 1} C x(m) and so £, (m) = £,(j) > £.(k). It follows that £,(m) is

non-minimal in z(k), and so

y(m) U {m +1} =

(m) Uy(j) U{m+ 1}

(m) U{t:(5)} Ua(lz(j) = 1) U {m + 1}
(m) Ua(l

(

m) Ua(6a(j) — 1)U {m + 1}
NU{h+1|j+1<h+1<m+1,0.(h)=4.(5)}
(£a(5) = 1) U {m + 1)

Now /(j) is non-minimal in z(k) so z(£,(j) — 1) C x(k) C y(k), and certainly z(j) =
{z(j)} € x(k) C y(k) and j + 1,m + 1 € y(k). Suppose that j +1 < h+1<m+1
and £;(h) = £;(j); then by the condition on j we have j + 1 € x(h) and so h € T and
h+1 € y(k). Hence we have proven that y(m) U {m + 1} C y(k).

It remains to prove the reverse inclusion y(k) Cy(m)U{m+1}. f he T and h+1 <
m+1then j+1 < h+1<m+1and l;(h) = {;(j), and so h +1 € z(m) C y(m).
Also j+ 1 € z(m) C y(m) so it will suffice to show that z(k) C y(m) U {m + 1}. Now
lx(j) is non-minimal in z(k), so x(k)/(lx(j) — 1) = z(£x(j) — 1) C y(j) C y(m). Also
l:(j) € x(m) C y(m).

Finally if h + 1 € x(k) and h + 1 > £,(j) we must show that h+ 1 € y(m) U {m + 1}.
We may as well suppose that h +1 < m + 1. If h < j then £,(j) < h < j and so £,(j) <
ly(h) = £y(k) < €.(j), which is a contradiction. Thus h > jandsoj+1<h+1<m+1
and l;(m) = l5(j). It follows that f;(m) = €,(j) < h < m and l,(j) = ly(m) < ly(h) =
L (k) < £,(7), giving a contradiction once again. O

X
X
X
x(j
U

8

2.2.4 HLBFs z <y with |S,\5,| =2

As discussed in the previous section, we are investigating the pointwise subset partial
order on hlbfs in terms of the characterisation of hlbfs by pairs (¢, S) given in Proposi-
tion In the previous section, we were able to give an explicit relationship between
hlbfs ,y with z < y and [S,\S;| = 1.

In this section, we will investigate hlbfs =,y with z < y and |S,\S;| = 2. As alluded
to in the previous section, such results arising from this investigation will allow us to
characterise the covering relation of <. This is motivated by our interest in proving that
the poset of hlbfs is a graded poset as defined in Definition [1.25

Although we are not able to determine formulas as in the previous section, we are able
to determine a formula for £, in terms of /,. We begin by proving the following lemma.
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Lemma 2.31 Let z,y be hibfs with x < y. If {y(k) < ly(k) and k ¢ Sy\S,, then there
ezists j € Sy\Sz with £y(j) < lz(j) and {€(j),j + 1} C x(k).

Proof. Let k with £,(k) < {,(k) and k ¢ S,\S, be given. Suppose that k£ ¢ Sy; then
k ¢ S, and so it follows that ¢, (k) = ¢, (k), which is a contradiction. Thus k € Sy and so
since k ¢ Sy\S, we must have k € S,.

Let j + 1 € x(k) be a non-minimal element; then it is also non-minimal in y(k), and so
ly(7) = Ly(k) < ly(k) = €.(j). Note that £,(j) = lz(k) € z(k) so we have {£;(j),j +1} C
z(k) (since j +1 € z(k)). Now since £, (j) < £;(j) we must have j € Sy. If j ¢ S, we are
done; otherwise repeat the above argument. O

Proposition 2.32 Let x,y be hlbfs with x < y, Sy = Sz U {j1,J2}, €y(j1) < Lz(j1) and
ly(j2) < Le(j2) where j1 < ja.
If 0:(§2) —1 # g1 and {€z(j1), 51 +1} € x(le(j2) — 1), then we have the following formula

la(z(j1) —1) k= j1or {€z(j1), j1 + 1} € a(k),
ty(k) = fx(&c( 2) —1) k=jaor {lx(j2),j2 + 1} C x(k),
lr(k otherwise.

If 0. (jo) — 1 = g1 or {lx(j1), 71+ 1} C x(€y(j2) — 1), then we have the following formula

Lo(lo(1) = 1) k= j1or {{x(j1),j1 + 1} C z(k)
by(k) = k = ja or {€x(j2),j2 + 1} C x(k),
lx (k) otherwise.

Furthermore, if k > ja2 and £y (k) = £(j2), then jo+1 € z(k). Suppose that £;(j1) # £z(j2)-
If k > j1 and €, (k) = €5(j1), then j1 + 1 € (k).

Proof. By Lemma [2.23] £, (k) = (,(k) for all k < ji.

We will first prove the above formulas hold. For the case of k = ji, note that £,(j1) <
lx(71) and £;(j1) € z(51) C y(j1). It follows that £,(j1) is a non-minimal element of y(j1)
and so Cy(j1) = £y(Lz(j1) — 1) = L (Lx(j1) — 1) since £5(j1) — 1 < j1.

For the case of {¢;(j1),71 + 1} C z(k), note that j1 + 1 € z(k) C y(k). It follows that
J1+ 1 is a non-minimal element of y(z) and so €y (k) = £,(j1) = £z(Lx(j1) — 1).

For the case of k = ja, note that ¢,(j2) < £;(j2) and £,(j2) € z(j2) C y(j2). It follows
that £;(j2) is a non-minimal element of y(j2) and so €y(j2) = £, (¢z(j2) — 1).

For the case of {{;(j2),j2 + 1} C x(k), note that jo +1 € a;( ) C y(k). It follows that
Jj2 + 1 is a non-minimal element of y(k) and so £y (k) = £,(j2).

For the otherwise case, we have k ¢ S,\S; = {jl,jg} {€ (j1), 1+1} € x(k), {€:(52), jo+
1} ¢ z(k). By Lemmal, we have 0y(k) = £,(k).

All that remains is to consider the cases k = jo and {/;(j2),j2 + 1} C x(k). Note that
there are two formulas each will be considered in the following cases.

Case 1: £y(j2) — 1 # j1 and {€z(j1), 1 + 1} € 2(Le(j2) — 1).

For the case of k = jo, note that ¢,(j2) — 1 # j1 and £,(j2) — 1 < jo. It follows
that £,(j2) — 1 ¢ Sy\Sz = {Jj1,j2}. By Lemma we have ly(j2) = £y(ly(j2) — 1) =
é:v(gr(]é) - 1)-

For the case of {{;(j2),j2 + 1} C x(k) we have determined above that ¢, (k) = ¢,(j2) =
fx(gx(]é) - 1)-

Case 2: U(j2) — 1 = j1 or {€z(j1), 1 + 1} C 2(Lx(j2) — 1).
We will first show that ¢,(j1) = €y(¢z(j2) — 1). Note that when £;(j2) —1 = j; this
follows immediately. Consider when {¢;(j1),j1 + 1} € 2(¢z(j2) — 1). Note that j; +1is a
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non-minimal element of z(¢;(j2) — 1) so we have £, (€, (j2) — 1) = £:(j1)

that £y (02(j2) — 1) < lp((j2) — 1) < j1+1and j1 +1 € x(ly(j2) — 1) C 2) —

follows that j; +1 is a non-minimal element of y(¢,(j2) — 1) and so €, (j1) = £, (¢ ( 9) — )
For the case of k = ja, it follows that £, (j2) = £,(¢x(j2) — 1) = £y (j1) = Ca(Cy ) 1).
For the case of {{;(j2),jo + 1} C x(k) we have determined above that £, (k) = £,(j2) =

gm(gw(jl) - 1)-

Hence we have shown that the above formulas hold.

If & > jo and £,(k) = £;(j2), then since £y (k) < ly(k) = £.(j2) < j2 < k it follows that
ly(k) < ly(j2) < £y(j2) = £1(k). By the above formula, either k € S,\Sy, {€z(j1),/1+1} C
x(k) or {{(j2), jo+1} C (k). Note that k ¢ S\ S, since k > jo. If {£;(j2), jo+1} C x(k),
then jo+1 € z(k). Otherwise {£;(j1),j1+1} C x(k), then j1+1 € x(k) is non-minimal, and
sox(k) = x(j1)U{h+1 | j1+1 < h+1 < k+1,0,(h) = Lx(j1)}. Now l(j1) = La(k) = L5 (j2)
which implies jo + 1 € z(k).

Suppose that £;(j1) # £.(j2). If k> j1 and €5 (k) = £;(j1), then since £, (k) < £,(k) =
l.(j1) < j1 < k it follows that £y(k) < £,(j1) < €x(j1) = l2(k). By the above formula,
either k € S,\Sz, {¢z(j1),71 + 1} C x(k) or {€;(j2),j2 + 1} C x(k). If k € Sy\Sq, then it
must be that k£ = j1, and so £;(j1) = £;(j2), which is a contradiction. If {¢,(j2),j2+ 1} C
z(k), then jo + 1 € z(k) is non-minimal, and so (;(k) = (5(j2) # £z(j1), which is a
contradiction. All that remains is {¢;(j1),j1 + 1} C (k) which implies j; +1 € z(k). O

< j1. Now note
Y

(L:(j2) = 1). 1

/\H

Proposition 2.33 Let z,y be hibfs with x <y, Sy = Sy U {j1,J2}, €y(j1) = £(j1) and
ly(j2) < £z(j2) where j1 < jo. The we have the following formula.

. Ex(em(]Q) - 1) k= jQ or {gaﬁ(jZ)?]Q + 1} - .'13'(]{7),
=1 .
= (k) otherwise.

Furthermore, if k > jo and ly(k) = €5(j2), then jo + 1 € x(k). Also there exists h < ji
with £y (h) = £(j1).

Proof. By Lemma [2.23] £,(k) = €,(k) for all k < jo. Note that £,(j2) < l(j2), and so
l2(j2) € z(j2) C y(j2) is non-minimal. It follows that £, (j2) = £y (¢, (j2) — 1) which equals
le(Le(j2) — 1) since £4(j2) — 1 < jo. If {£p(j2), 752 + 1} C x(k), then jo +1 € z(k) C y(k) is
non-minimal, and so £, (k) = £y(j2) = €x(¢z(j2) — 1).

If k # jo and {€;(j2), j2+ 1} € x(k), then by Lemmal[2.31] £, (k) = £,(k). We have now
obtained the above formula.

If k> jo and €, (k) = £,(j2), then since £y (k) < €x(k) = l2(j2) < j2 < k it follows that
ly(k) < Ly(j2) < €x(j2) = Lz(Kk). By the above formula, either k = jo or {{;(j2),j2 + 1} C
x(k). Note that k # jy since k > jo. All that remains is {f,(j2),j2 + 1} C z(k) which
implies j2 + 1 € x(k).

Note that j; € Sy so there exists h < ji with £,(h) = €,(j1). By the above formula,
ly(h) = £y(h). Hence there exists h < ji; with £,(h ) =L(j ) O

Proposition 2.34 Let x,y be hibfs with x <y, Sy = Sy U {j1,J2}, €y(j1) < Lx(j1) and
ly(j2) = Lz(j2) where j1 < jo. The we have the following formula.

S le(le(jr) = 1) k= g1 or {€(j1), 51 + 1} € x(k),
JM0=1 .
= (k) otherwise.

Furthermore, if k > ji1 and €y(k) = €5(j1), then j1 + 1 € x(k). Also there exists h < ja
with Uy (h) = L5 (j2).

Proof. The above result follows using the same method as with Proposition [2.33 O
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2.2.5 Properties of the poset of HLBF's

An abstract pre-polytope is a poset which satisfies some axioms which are specified in
Definition [I.33] of Chapter [Il In this section, we will first prove that the poset of hlbfs is
an abstract pre—polytope Recall that our aim is to construct a parity structure on the
poset of hlbfs. The final results of this section are used to motivate a notion called a label
structure which will be defined in Chapter [3 In Chapter [3, we will demonstrate how to
construct a parity structure from a label structure.

We will first work towards proving Theorem which implies axiom for an
abstract pre-polytope. To prove this, we will make use of the decomposition result given
in Theorem [2.38| which requires the following results.

Lemma 2.35 Let z,y, z be hibfs with x <y, Sy, = Sy U{j} and {, = {;. Then y < z iff
the following conditions hold: x < z, j € S, and my(j) € z(j).

Proof. (=) If y < z, then by transitivity « < y < z implies < z. Since S, € S,, j € S,
implies j € S,. Note that y(j) C z(j), and so my(j) € y(j) C 2(4).

(<=) Suppose that z < z, j € S, and my(j) € z(j). Note that £,(j) < £,(j) = £,(j) <
my(j). Hence my(j) is a non-minimal element of z(j), and so z(my(j) — 1) C 2(j). It
follows that y(j) = z(my(j) — 1) U {my(j5)} € z(my(j) — 1) U {my(5)} C 2(j).

Now all that remains is to show that y(k) C z(k) for all k # 5. If {£,(),j + 1} C z(k),
then j +1 € z(k) C z(k) is non-minimal, and so z(j) C z(k). It follows that y(k) =
z(k) Uy(j) € 2(k) U z(j) = z(k).

Finally, for the remaining case, we have y(k) = z(k) C z(k). Hence y < z. O

Lemma 2.36 Let x,y, z be hlbfs with x <y, Sy = SeU{j} and £,(j) < €y(j). Theny < z
iff the following conditions hold: x < z, j € S, and £,(j) < €y(j).

Proof. (=) If y < 2, then by transitivity < y < z implies < z. Since Sy, C S, j € Sy
implies j € S,. Note that £,(j) < £y(j) < £2(J)-

(«<=) Suppose that * < z, j € S, and (,(j) < ¢z(j). Note that £,(j) < ¢»(j) and
l:(7) € z(j) C 2(j) implies that £,(j) is non-minimal in z(j), and so z(£;(j) — 1) C z(j).
It follows that y(j) = z(j) Uz(€.(j) — 1) C 2()) U 2(£(5) — 1) = 2(j).

Now all that remains is to show that y(k) C z(k) for all k # j. If {€,(j),j + 1} C z(k),
then j +1 € x(k) C z(k) is non-minimal, and so z(j) C z(k). It follows that y(k) =
z(k) Uy(j) € 2(k) U z(j) = z(k).

If ,(5) € (k) C z(k) is non-minimal, then

2(k) = 2(£(j) = 1) U{h+ 1 Le(j) Sh +1 <k+1, L(h) = L(€:(j) — 1)}

Suppose that j > k; then since (,(j) < k < j, it follows that £,(j) < ¢;(k), which is a
contradiction. Thus ¢,(j) < j < k and Ez(j) £,(£;(j) — 1), which implies j + 1 € z(k) is
non-minimal. Now we have z(k) = z2(j)U{h+1|j+1<h+1<k+1,0.(h) =(.(5)}
If {¢,(5),7 +1} € x(h), then 7 +1 < h. Since j + 1 € z(h) is non-minimal, we have
l:(j) = £x(h), and so h + 1 € z(k). It follows that y(k) = xz(k)U{j+ 1} U{h+1]|h <
kE,heT} Czk)U{j+1}U{h+1|h <k heT}=zk).
C

Finally, for the remaining case, we have y(k) = x(k) C z(k). Hence y < z. O

Proposition 2.37 Let x,z be hlbfs with x < z, j € S;\S; such that £,(j) < £z(j). Then
there exists k € S;\Sgy with k < j such that £,(j) = L (ly(k) — 1).

Proof. This proof will be by induction on j € S;\S;. Note that £,(j) € z(j) C 2(j) is
non-minimal, and so £,(j) = ¢,(¢z(j) — 1). If j = min(S,\Sz), then by Lemma
,(4) =0.(Lx(j) — 1) = €, (¢x(j) — 1). Let k = j then the result follows. For the inductive

step, consider the following cases.
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Case 1: E (')—1¢S\S

If {£,(i),i+1} & ( —1) for all i € 5.\, with £;(i) < £(i), then by Lemma [2.31]
C,(0(5) — 1) Cy(ly ( ) — 1) It follows that £,(j) = £;(¢+(j) —1). Let k = j then the
result follows immediately.

Otherwise, there exists i € S,\S; such that ¢,(i) < €;(7) and {€;(7),i+1} C x(lx(j)—1).
Note that i +1 € z(¢3(j) — 1) is non-minimal, and so ¢,(i) = £,(¢;(j) — 1). It follows that
0.(j) = £.(£x(j)—1) = L.(i). Now since i < £(j)—1 < j then by induction on j, there exists
k € S.\Sz such that k < i and ¢,(i) = (5 (¢z(k) — 1). Hence £,(j) = £,(i) = £z({zx(k) — 1)
where k € S,\S, and k <1 < j as required.

Case 2: £x(j) — 1 € S:\Sz.

If 0,(,(j) — 1) = £,(¢y(j) — 1), then let & = j and the result follows immediately.
Otherwise £,(;(j) — 1) < £y(€5(j) — 1), then let i = ¢,(j) —1 < j. By induction on
J, there exists k € S,\S; such that £ < i and ¢,(i) = (;(¢;(i) — 1). Hence ¢.(j) =
,(0p(j) — 1) = £,(i) = £y (Lx(k) — 1) where k € S;\S; and k < i < j as required. O

Theorem 2.38 Let x,z be hibfs with x < z. If |S,\Sz| > 1, then there exists an hibf y
such that x <y <z andy # x, 2.

Proof. Let j = max(5,\Sz). We will consider two cases in this proof, £,(j) < £;(j) and
0.(j) = £5(j). Firstly, consider the case of £,(j) < €5(j). Let k > j such that £, (k) = £,(5)
be given; we seek to prove that j + 1 € z(k). Since £,(k) < lz(k) = £:(j) < j < k it
follows that £,(k) < 0,(j) < €x(j) = lo(k). If k € S,\Sg, then k < j, which is a
contradiction. Thus k ¢ S,\S; and so by Lemma there exists i € S,\S; such that
{€x(i),i + 1} C z(k). Note that i € S,\S; so we have i < j. If i = j, then the result
follows immediately. Otherwise ¢ < j, then since ¢ + 1 € (k) is non-minimal we have

zk)=x(@)U{h+1|i+1<h+1<k+1, L (h)=1:()}

Note that £;(j) = ¢z(k) = ¢5(i) and i < j < k, and so j + 1 € z(k) as required.

By Theorem there exists an hlbf y with « < y, Sy = S, U {j} and £,(j) < £.(j).
Hence by Lemma y < z.

We will now consider the case of £,(j) = ¢;(j). We seek to prove that there exists
h < j such that ¢,(h) = £.(j). Note that j € S, so there exists A’ < j such that
0,(h') =1.(j) = €4(j). Consider the following cases.

Case 1: h’ ¢ S.\Sq.

If {,(i),i+ 1} € x(h') for all i € S;\S, with £;(i) < £,(i), then by Lemma [2.31]
(R =4, (h’) Thus £, (h’) =L, (W) =1.(j) = £:(j) and we may take h = h’.

Otherwise there exists ¢ € S,\ S, such that ¢,(i) < ¢,(i) and {£;(i),i+1} C z(h’) and so
i+1 € z(h') is non-minimal. It follows that ¢,(h') = £,(i). By Proposition[2.37 there exists
i € S,\S; with ¢/ < i such that £,(i) = £, (€;(¢) —1). Let h =£,(¢') -1 <i' <i< W <j,
then £, (h) = 0.(1) = L,(h) = £.(j) = ())-

Case 2: h' € S,\S,.

If 0,(h') = £;(h'), then let h = K’ and the result follows immediately. Otherwise
0,(h') < £,(h'), then by Proposition there exists h” € S.\S, such that h” < b’ and
(h) =L, (L, (R") —1). Let h =4 (k") —1 < h” < h' < j, then £,(h) = L. (W) = L.()) =
Cx(5)-

Hence in either case there exists h < j such that £;(h) = £;(j). By Theorem there
exists an hlbf y with z <y, S, = S, U{j} and ¢, = £,.
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We will now show that m,(j) € z(j) which is required in order to use Lemma [2.35 to
prove that y < z. Let i + 1 € z(j) be the least non-minimal element then

2(j) =20 U{h+1]i+1<h+1<j+1 L(h) = L:(i)}.

If i € S,, then there exists a non-minimal i’ € z(i), and so ¢/ < i + 1 in z(j), which is a
contradiction. Thus ¢ ¢ S, and furthermore i ¢Sy

Let m = max{h < j | lz(h) = £;(j)} then my(j) = m + 1. Note that £,(i) = £,(i) =
0.(j) = Lz(j) so we have i < m. By the above formula for z(j), to show that m,(j) € z(j)
it suffices to show that £,(m) = £,(j). Consider the following cases.

Case 1: m ¢ S,\S;.

If {€,(i),i + 1} € x(m) for all i € S,\S, with £,(i) < £,(i), then by Lemma
L.(m) = Ly(m) = €(j) = ().

Otherwise there exists i € S,\S, such that £,(i) < £,(i) and {£,(i),i+ 1} C z(m), then
i+ 1€ x(m) is non-minimal. It follows that £, (i) = £,(m) = £,(j). Since £.(j) = £,(j) =
l;(1) < i < j it follows that £,(j) < ¢.(i) < £z(i) = £z(j), which is a contradiction.

Case 2: m € S;\S,.

If ,(m) = £,(m), then £,(m) = £,(m) = £,(j) = £.(j). Otherwise £,(m) < £;(m), then
since £,(j) < £y(7) = £z(m) < m < j it follows that £,(j) < £;(m) < €z(m) = £;(j), which
is a contradiction.

We have now shown that my,(j) = m + 1 € z(j). Hence by Lemma 2.35] y < O

Theorem 2.39 Let z,y be hibfs with x <y. Then x <y y iff |Sy\Sz| = 1.

Proof. We will first prove that « <; y implies |Sy\S,| = 1. Suppose that |S,\S,| > 1; we
will seek to prove a contradiction. By Theorem [2.38] there exists z such that x < z < y
and z # x,y, which is a contradiction. Thus |Sy\S;| < 1. Note that by definition, = # y
follows from = <; y and so by Corollary we can’t have |S,\S;| = 0. It follows that
|Sy\Sz| =1 as required.

We will now prove the converse, z < y with [S,\S;| = 1 implies  <; y. Note that
x # y since S; # Sy. Suppose there exists an hlbf z such that z < z < y. It follows
from |S,\Sz| = 1 that we must have S; = S, or S, = S,. In either of these cases, the
contrapositive of Lemma [2.23]implies that £, = £, or £, = £, respectively. By the bijection
in Proposition [2.15] we have z = x or z = y. Hence = <; y as required. O

The remainder of this section contains various results that we found to be important
for calculating parity. The following result is informally known as the diamond property
in the context of abstract polytopes which is condition given in Definition in
Chapter[I] Although the result below is easier to prove using bracketings, for completeness
we have chosen to give a proof in terms of hlbfs.

Theorem 2.40 Let z,z be hibfs with x < z. If S, = Sy U {j1,j2}, then (z,2) ={y |z <
y < z} has exactly two elements.

Proof. Assume without loss of generality that j; < jo.

Case 1: £, = (.

Let j € S.\S., then since j € S, there exists h < j such that ¢,(h) = £,(j), and so
lx(h) = €4(j). By Theorem there exists an hlbf y with z <y, S, = S, U {j} and
ly = ;. Note that max{h < j | lz(h) = €,(j)} = max{h < j | £2(h) = £.(j)} so we have
my(j) = m.(j). Moreover my(j) € z(j), hence by Lemma [2.35 y < z.

Note that for any hlbf y with x <y < 2, since £, = £, it must be that ¢, = ¢,. Thus
by the uniqueness result of Theorem there exists exactly two such y as calculated
above, one for each j € S,\S,.
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Case 2: £,(j1) = L.(71) and £,(j2) < £2(j2).

We will first calculate any hlbfs y with < y < z and Sy = S, U {j1}. By Proposi-
tion there exists h < j; with £,(h) = £;(j1). By Theorem there exists an hlbf
y with z <y, Sy = S, U{j1} and ¢, = ¢,. Note that my(j1) = m.(j1) since £,(k) = £, (k)
for all k < ji. Moreover my(j1) € z(j1), hence by Lemma 2.35 y < z.

Note that for any hlbf y with z <y < z and Sy = S; U {j1}, €y(j1) = £.(j1) = L2(j1)
so we must have £,(j1) = €;(j1). Now by the uniqueness result of Theorem there
exists exactly one hlbf y with z <y < z and Sy = S, U {1}, which is given by the above
calculation.

We will now calculate any hlbfs y with z <y < z and S, = S, U {j2}. By Proposi-
tion if kK > jo and £, (k) = £;(j2) then jo + 1 € x(k). By Theorem there exists
an hlbf y with z <y, Sy = S, U {j2} and £,(j2) < £;(j2). Hence by Lemmam Yy < 2.

Note that for any hlbf y with « < y < z and S, = S; U {ji2}, since j; < jo we have
C.(j1) = Lz(j1) = €y(j1), and so £, = £,. It follows that £,(j2) = ¢.(j2) < £z(j2). Now
by the uniqueness part Theorem [2.30] there exists exactly one hlbf y with z < y < z and
Sy = Sy U{ja}, which is given by the above calculation.

Case 3: 1;(j1) < lz(71) and £;(j2) = lz(j2).

We will first calculate any hlbfs y with < y < z and S, = S, U {j2}. By Proposi-
tion there exists h < jo with £, (h) = £;(j2). By Theorem there exists an hlbf
y with z <y, Sy = S; U {j2} and £, (j2) = £2(j2).

We will now show that my(j2) € z(j2) which is required in Lemma[2.35] Let i+1 € z(j2)
be the least non-minimal element, then

2(f2) = 2() Ufh+1[i+1<h+1<jo+ 1, £o(h) = £:()}.

Suppose that i € S.; then there exists a non-minimal ¢’ € 2(i), and so i’ < i+ 1 in z(j2),
which is a contradiction. Thus 7 ¢ S, and furthermore ¢ ¢ S;.

Let m = max{h < jo | £z(h) = ¢;(j2)} then my(j2) = m + 1. Note that £,(i) =
0,(3) = £,(j2) = £z(j2) so we have ¢ < m. By the above formula for z(j2), it suffices to
show that £.(m) = £.(j2). If j1 = m, then £;(j1) = €4(j2). Now by Proposition [2.34]
Jj1+1 € z(j2), and so j; + 1 = £;(j2), which is a contradiction. If {£,(j1),71 + 1} C z(m),
then j; + 1 € x(m) is non-minimal, and so ¢;(j1) = ¢z(m) = £;(j2), which again gives a
contradiction. By the formula in Proposition L,(m) = Ly(m) = £,(j2) = £,(7), thus
my(j2) = m+1 € z(j2). Hence by Lemma [2.35] y < =.

Note that for any hlbf y with <y < z and Sy = S, U {ja}, we have £, (j2) > £,(j2) =
U (j2) and so £y(j2) = €+(j2). Now by the uniqueness result of Theorem there exists
exactly one hlbf y with « < y < z and Sy = S; U {j2}, which is given by the above
calculation.

We will now calculate any hlbfs y with < y < z and Sy = S, U {j1}. By Proposi-
tion if k> j1 and £;(k) = £;(j1) then j; + 1 € z(k). By Theorem there exists
an hibf y with 2 <y, Sy = S, U {j1} and £,(j1) < £z(j1). Hence by Lemma [2.36] y < 2.

Note that for any hlbf y with z <y < z and Sy, = S, U {j1}, since ji < ja we have
Ly(j1) = €2(j1) < £z(j1). Now by the uniqueness part Theorem there exists exactly
one hlbf y with x <y < z and Sy = S, U {j1}, which is given by the above calculation.

Case 4: gz(ﬂl) < Ez(]l) and 62(]2) < €$<]2)

By Proposition if & > jo and £y (k) = £3(j2) then jo +1 € z(k). By Theorem [2.30
there exists an hlbf y with x <y, Sy = S;U{j2} and £y(j2) < £4(j2). Hence by Lemma[2.36
Yy < z.

Note that in this case we have two subcases, £;(j1) # {.(j2) and €,(j1) = £:(j2). If
C+(j1) # €z (j2), then by Proposition 2.32] if k > ji and £,(k) = £;(j1) then ji + 1 € z(k).
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By Theorem there exists an hlbf y with « <y, Sy, = S, U {j1} and £,(j1) < €.(j1).
Hence by Lemma [2.36] y < z.

If £ (j1) = L2(j2) then by Theorem [2.27] there exists an hibf y with 2 < y, Sy = S;U{j2}
and £y (j2) = Lz (j2)-

We will now show that my(j2) € 2(j2). Let i + 1 € 2(j2) be the least non-minimal
element, then

2(jo) =2(H) U{h+1]i+1<h+1<jo+1,£L,(h)=1L.(3)}.

where ¢ ¢ S, and furthermore ¢ ¢ S,. Let m = max{h < jo | y(h) = £.(j2)} then
my(j2) = m + 1. Note that £;(j2) € x(j2) € 2(j2) is non-minimal, and so by the least
non-minimal element, i + 1 < ¢,(j2). Note that £,(j1) = £,(j2) so we have j; < m. Hence
i < Lly(ja) — 1= Lo(j1) —1 < j1 < m.

By the above formula for z(j2), it suffices to show that £,(m) = £,(7). Note that m < j2
so we have {(;(j2),j2 + 1} € x(m). If m # ji and {€z(j1),j1 + 1} € x(m), then by
Lemma [2.31] £.(m) = £y(m). Since £,(m) = ly(m) = lu(j2) = La(j1) < _]1 < moit
follows that £;(j1) = £,(m) < £,(j1) < €z(j1), which is a contradiction. Now note that
0:(j2) — 1 < j1 so we have {{;(j1),71 + 1} € (¢5(j2) — 1). If m = j1, then by the formula
in Proposition [2.32] we have £.(j1) = €x(€2(j1) — 1) = L(lz(j2) — 1) = L.(j2) = £:(i) as
required. We have shown that my(j2) = m + 1 € 2(j2). Hence by Lemma y < z.

We now need to show that there are exactly two hlbfs y with z < y < z and |S,\S,| = 1.
Note that for the case of S, = S, U {j1} we must have £,(j1) = £.(j1) < £z(j1). Thus we
have excluded the possibility of £,(j1) = £2(j1). Hence in either of the two subcases above
we must have exactly two hlbfs y with <y < z and |S,\S;| = 1. O

We are now able to fulfil the promise to prove that the poset of hlbfs is an abstract
pre-polytope.

Corollary 2.41 Let P be the poset of all hibfs on [n] adjoined with a least face. Then P
s an abstract pre-polytope.

Proof. Recall from Definition [I.33]that for P to be an abstract pre-polytope it must satisfy
axioms |(P1) |(P2)| and |(P3)| Firstly, we claim that the greatest face is given by the hlbf
with (i) = 0 for all ¢ € [n] and S = [n]\{0}. Denote such an hlbf by T. It follows from
the definition of an hlbf that T(i) = {0,...,4} for all i € [n]. For any hlbf x we have
x(i) €{0,...,i} = T(i) and so x < T. By definition, P has a least face, hence P satisfies
1]

Now note that follows from Theorem and follows from Theorem [2.40]
Hence P is an abstract pre-polytope. O

Recall our definition of a Hasse diagram in Definition[I.28|of Chapter[I} In the context of
the poset of hlbfs, we draw edges between hlbfs 2 and y whenever z < y and S, = S, U{j}.
We will also label such an edge by j. The following result is related to axioms 1* and 2
as given in Chapter [I} We will describe this relationship more explicitly in Chapter

Theorem 2.42 Let x,y,z be hibfs with x <y < z, S; = Sy U {j2} and Sy = S, U {j1}.
Then by Theorem there exists a unique hibf y' with v # vy and x <1y’ <1 z. The
following are the possible conﬁgumtions

/\ /\
\/ \/

(2]

—
Q
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(a) If S; = Sy U {ja}, then ji > jo, £,(j1) = L(1) <= Ly(j1) < Lz(j1), and
L:(j2) = by(j2) <= L:(j2) = by (j2)-

(b) If S. = Sy U {1}, then £y(j1) = Le(j1) <= L.(j1) = by(g1), and £.(j2) =
by(j2) < Ly (j2) = lz(j2)-

Proof. (a) Suppose that ji < jo; we seek to prove that ji > jo, ,(j1) = (.(j1) <=
by (1) = L:(j1), and £:(j2) = 4y(j2) <= L(j2) = Ly (j2). If £y(j1) = La(j1), then
ly(g1) = L.(J1) = Ly(J1) = La(j1). If Ly (51) = La(J1), then £,(j1) = £.(j1) = Ly (j1)

¢,(j1). However, by the uniqueness result of Theorem and Theorem y =1
which is a contradiction. Thus we have j; > jo as required.

Now since jp < ji it is clear that £.(j2) = €y(j2) <= £.(j2) = £y (j2). Finally, we will
show that £, (j1) = l2(j1) <= Ly (J1) < Lz(j1). If £y(j1) = £2(j1), then by the uniqueness
result of Theorem Ly (j1) < Le(g1)- I Ly (51) < €:(j1), then by the uniqueness result
of Theorem [2.30} £, (j1) = £z (j1)-

(b) Assume without loss of generality that ji < ja. Firstly we’ll show that £,(j1) =
gm(]l) — fz(]l) = gy’(jl)- If gy(jl) = Ex(jl), then Ez(]l) = Ey(jl) = gac(]l) = gy’(jl)' If
L:(j1) = Ly (j1), then £y (j1) = L.(j1) = by (j1) = L(j1)-

We will now show £,(j2) < ey(jg) <~ fy/(jz) < Lyp(j2). If gy/(jg) < £z (j2), then
C.(j2) < Ly(j2) < Lz(j2). Now since jo ¢ S, it follows that £.(j2) < L.(j2) = £y(j2).
If 0.(j2) < £y(j2), then suppose that £,/ (j2) = li(j2). Note that £,/ (j2) = lu(j2) =
ty(j2) = m(j2), however y'(j2) C 2(j2) so my (j2) = £y (j2) and so ja ¢ Sy, which is a
contradiction. Thus £, (j2) < €.(j2) as required. O

Finally, we have the following results which we will use in Chapter [3| to motivate the
definition of a label structure. The result below is easier to prove using bracketings, but
for completeness we have chosen to give a proof in terms of hlbfs.

Theorem 2.43 Let x,y be distinct hibfs. If there exists an hibf a with a <1  and a <1 vy,
then there exists an hlbf z such that x <1 z and y <1 z.

Proof. By the hypothesis, there exists h € S; and j € S, such that S;\{h} = S, =
Sy\{j}. Consider the case of h = j, here S, = S;\{h} = S,\{h}. It follows from the
uniqueness result of Theorem [2.27] and Theorem [2.30] that £, = £, == {, # {, and
by # Ly => Ly = {,. Assume without loss of generality that ¢, = ¢, and ¢, # {,.

Let j be maximal with the property j ¢ Sy,j < h,l;(j) = €z(h). We seek to prove
k> 4.l (k) =4,(j) = j+1¢€ xz(k). Suppose this is false and let k£ be the minimal
counterexample i.e. k> j,l;(k) = £5(j) and j + 1 ¢ (k).

If k € Sy, then let i + 1 € (k) be the least non-minimal element, then

w(k) = {l(k)IU{i+1<m+1<k+1]|(m)==L(k)}.

Suppose that j < i (< k); then since 5 (i) = {5 (k) = £;(j), by the minimal counterexam-
ple, j + 1 € z(i). However i ¢ Sy so j+ 1 = £;(i) = £;(j), which is a contradiction. Thus
i < 7 and so by the above formula of x(k), we have j + 1 € z(k), which is a contradiction.

If k ¢ S,, then either Kk < h or k > h. If k < h, then £,(k) = £,(j) = ¢»(h) so by
definition of j, k < j, which is a contradiction. If k > h, then ¢4(k) = (,(k) = £z(j) =
ly(h) = Ly(h) so h+ 1 € a(k), however k ¢ S, so h+ 1 = £4(k) = £,(h) < h, which is a
contradiction.

Hence by Theorem there exists an hlbf z such that = < 2, S, = S, U {j} and
0,(j) < £z(j). By Theorem there exists a unique hlbf w such that a <; w <; z and
w # x. Suppose that S, = S, U {h}; then by Proposition [2.42b), £, (j) < €4(j) since
0,(j) < €4(j). Note that £,(h) = £y(h) = €.(j) = €a(j), and so h + 1 € a(j). However
J & Sq so we have h+ 1 = €,(j) = lo(h) < h, which is a contradiction.
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It remains that S, = S, U {j}, and so by Proposition 2.42(a), £,(h) < £4(h) since
C.(h) = £;(h). By the uniqueness result of Theorem [2.30, w = y, and so the result follows.

Now we consider the case of h # j. Recall that S;\{h} = S, = S,\{j}. Assume
without loss of generality that h < j. Consider the following cases.

Case 1: Uy =L, = .

Note that j ¢ S, so by Theorem[2.27] there exists an hlbf z with = < 2, S, = S,U{j} and
0,(3) = €4(5). By Theorem there exists a unique hlbf w such that a <; w <; z and
w # z. Note that h < j so it must be that S, = S,, U {h}, and so by Proposition [2.31f(a),
lw(j) = €a(j) since £;(j) = £y(j). It follows by the uniqueness result of Theorem [2.27,
w =y, and so the result follows.

Case 2: Uy =L, # 1.

Let £ > j and £;(k) = £.(j), since £o(k) = (k) = £,(j) = £4(j) it follows that
j+1¢€a(k) Cx(k). Note that j ¢ S, so by Theorem there exists an hlbf z with
<z, 8. =8, U{j} and £,(j) < £z(j). By Theorem [2.40] there exists a unique hlbf w
such that a <; w <3 z and w # z. Since h < j it must be that S, = S, U {h}, and
so by Proposition 2.31)(a), £, (j) < £a(j) since £.(j) < €,(j). By the uniqueness result of
Theorem [2.30, w = y, and so the result follows.

Case 3: Uy # L, =1y,

Note that by Theorem there exists ¢ < j such that ¢,(i) = £4(j). Suppose that
l4(i) # Lq(i); then by the formula in Proposition [2.28] either i = h or {{q(h),h+1} C a(i).
In either case we have i > h and £, (i) = {,(h). It follows that j > i > hand €,(j) = €4(i) =
£4(h), and so by Theorem [2.30} h+1 € a(j). However j ¢ S, so h+1 = ly(j) = £o(h) < h,
which is a contradiction. Thus we have £, (i) = £4(i) = £4(j) = £(4)-

Note that j ¢ S, so by Theorem there exists an hlbf z with x < z, S, = S, U {j}
and ,(j) = €,(j). By Theorem there exists a unique hlbf w such that a <; w <y 2
and w # z. Since h < j it must be that S, = S, U {h}, and so by Proposition [2.31|(a),
lw(§) = €a(j) since £;(j) = £z(j). It follows by the uniqueness result of Theorem [2.27,
w = y and so the result follows.

Case 4: by # Ly # Uy

In this case, we will seek to prove that k > j,0.(k) = (,(j) = Jj+ 1 € =z(k).
Suppose this is false and let k£ be the minimal counterexample i.e. k > 7,0, (k) = £,(7)
and j+ 1 ¢ x(k).

If £ € S;, then let 4 + 1 be the least non-minimal element, then

o(k) = {l(k)}U{i+1<m+1<k+1]|l(m)=La(k)}

Suppose that j < i (< k); then since ¢, (i) = ¢, (k) = £,(j), by the minimal counterexam-
ple, we have j+1 € z(i). However i ¢ Sy so j+1 = (i) = ¢(j), which is a contradiction.
Thus i < j and so j + 1 € z(k), which is a contradiction.

If & ¢ S;, then (;(k) = £4(k). Suppose that £;(j) # €4(j); then either j = h or
{la(h),h+1} C a(j), which is a contradiction since h # j and j ¢ S,. Thus €,(5) = 4a(4),
it follows that £4(k) = ly(k) = £.(j) = €4(j), and so j + 1 € a(k) C x(k), which is a
contradiction. Hence we have shown that k > j, 0,(k) = (,(j) = j+ 1€ z(k).

Note that j ¢ S, so by Theorem there exists an hlbf z with < z, S, = S; U {j}
and £,(j) < £,(j). By Theorem there exists a unique hlbf w such that a <; w <1 2
and w # z. Since h < j it must be that S, = S, U {h}, and so by Proposition [2.31|(a),
ly(j) < €o(7) since £,(j) < €z(j). It follows by the uniqueness result of Theorem
w =y, and so the result follows. O

Proposition 2.44 Let z be an hibf. If my(j) < i < j, then my(5) < £.(4).
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Proof. 1f j ¢ Sz, then since £5(j) = mg(j) < i < j it follows that my(j) = £(j) < (4)
as required. Otherwise j € S, then let m = max{h < j | €y(h) = £;(j)} so that
my(7) = m 4+ 1. Now since m + 1 < i < j it follows from the maximality of m that
0. (i) # £:(j). Suppose that £,(i) < m; then since £,(i) < m < i it follows that £,(i) <
ly(m) = £;(j). However we have (,(j) < mg(j) < i < j so it follows that £,(j) < £,(7),
and so ¢, (i) = £,(j), which is a contradiction. Hence m < £,(i), and so m,(j) < £,(i) as
required. ]

Proposition 2.45 Let y be an hlbf and j = maxSy. Then there exists a unique hibf x
satisfying each of the following conditions:

(a’) T <Yy, Sy = SwU{]} and gy(]) :Ex(])
(b) <y, Sy = S:):U{]} and fy(]) < Zm(])

Proof. We will first prove part (a). Consider the pair (¢;,S;) where ¢, = ¢, and S, =
Sy\{j}. Note that for any i € S, C S, there exists h < i with £,(h) = £,(j) and
so Uy(h) = £y(h) = €,(i) = €,(i). By the bijection in Proposition we deduce the
existence of a unique hlbf z with ¢, and S, as defined above.

All that needs to be shown is that £ < y. Note that j € Sy, so there exists h < j with
ly(h) = £y(j). Now we have j ¢ S, with the property that there exists a h < j with
lz(h) = €y(h) = £y(j) = £+(j). By Theorem[2.27] there exists a unique hlbf y/ with z < ¢/,
Sy = Sz U{j} and £,y = ;. Note that {,; = ¢, = ¢, and Sy = S, U{j} = (S,\{7})U{j} =
Sy so by the bijection of Proposition y' = y. Hence x < 3y =y as required.

We will now prove part (b). Suppose there exists an x with the required properties. By
the formula in Proposition we have £,(j) = my(j) and £,(k) = £,(k) for any k # j.
Since £, is determined, it must be that such an x is unique. All that needs to be shown is
the existence part of (b).

Consider the pair (¢, S;) where S, = S, \{j} and ¢, is defined by.

&C(k) _ {my(]) if k= j,

ly(k) otherwise.

It follows from Proposition that this is an lbf. For any ¢ € S, C Sy there exists
h < i such that £y(h) = £,(i) = £;(i). If h # j, then we have £,(h) = £;(i). Otherwise
h = j, then £;(¢;(j)—1) = €,(j) = £(i). Hence there exists b’ < i such that £, (h') = £;(i).
By the bijection in Proposition [2.15] we deduce the existence of an hlbf x with ¢, and S,
as defined above.

It needs to be shown that x < y. We will first show that the condition of Theorem [2.30
holds. Suppose that k > j and £;(k) = £,(j); then we have £, (k) = l,(k) = {,(j) < j <k
so it follows that ¢;(k) = €,(k) < £,(j) < £(j), which is a contradiction. Thus the
condition of Theorem holds trivially, and so there exists an hlbf 3 with x < ¢/,
Sy = Sp U{j} and £ () < La(j).

We will now show that £,; = ¢,. By the formula in Proposition we have £,/(j) =
£a(lo(f) — 1) = La(my () — 1) = by(my () — 1) = £ (). T {£.(7),j + 1} C w(k), then we
have j + 1 < k. However since j = max S, we have k < j, which is a contradiction. Now
finally by the otherwise case we have ¢, (k) = £.(k) = £,(k) since k # j. Hence £, = £, as
required.

Now since S,y = S, U {j} = Sy, and ¢, = ¢, so by the bijection of Proposition m
y' = y. Hence z < 3y = y as required. O



Chapter 3

Polytopes

A polytope is a higher dimensional generalisation of the notion of polygon and poly-
hedron defined in euclidean space. Often the term polytope is synonymous with convex
polytopes as studied in [9] and [28]. For the purposes of constructing parity structures
on a polytope, we shall make use of a combinatorial notion of polytopes called abstract
polytopes [16]. In Section of Chapter |1, we demonstrated a close relationship between
parity structures and abstract polytopes.

In this chapter, we will provide a general framework for constructing parity structures
on polytopes. We will define the notion of a label structure on an abstract polytope which
gives rise to a parity structure. Much of our work within this chapter involves proving
that this parity structure satisfies axioms [(L)] [(G)] and [(C)] of Section of Chapter

In the existing formalisms of pasting diagrams, the examples include abstract polytopes
such as the simplexes and hypercubes. Our theory in Chapter [2] on higher left bracketing
functions is used to describe associahedra as an abstract polytope. This will serve as our
motivating example for our definition of a label structure. We will then show that we can
take products of label structures.

The final section will be devoted to a discussion of our main examples; hypercubes,
associahedra and permutohedra. We demonstrate that these families of polytopes are a
type of hypergraph polytope [7]. It will be shown that understanding these as hyper-
graph polytopes provides a convenient setting for the construction of label structures and
subsequent verification of the axioms.

3.1 Label structures

In Section of Chapter [I, we gave the definition of abstract polytope in the sense of
McMullen [16]. An abstract pre-polytope is a bounded, graded poset which satisfies the
diamond property. An abstract polytope is an abstract pre-polytope which satisfies the
connectedness property.

Recall the notation <; in Definition We describe a Hasse diagram of an abstract
polytope as a graph whose vertices are the faces, together with edges between faces with
x <1 y. We also show how to describe a parity structure on an abstract polytope by giving
direction to each edge of the Hasse diagram.

In this section, we continue our investigation into parity structures and polytopes found
in Section [1.2| of Chapter [I} Recall that in the aforementioned section, we introduced our
perspective on parity structures; we consider a parity structure being a graded poset as in
Proposition Recall the definitions pertaining to abstract pre-polytopes and abstract
polytopes. A characterisation of axioms 1* and 2 for parity structures on abstract pre-
polytopes can be found in Theorem [1.36

47
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We will provide a framework that allows us to construct parity structures on polytopes;
to accomplish this we introduce a concept which we call label structures. The definition
of a label structure is motivated by the properties of hlbfs as discussed in Chapter 2]
For each hlbf 2 we can associate a pair (¢,,S,) as defined in Proposition A label
structure involves labelling the faces of an abstract pre-polytope with a pair (¢, ®) which
is compatible with the partial ordering. This compatibility is made precise in the axioms
of the definition below. Note that we will work with abstract pre-polytopes since it is
more convenient for the purposes of developing our theory.

We now give the formal definition of a label structure. Recall that the elements of P
are called faces and that P = P\{Lp}; where Lp is the least face of P.

Definition 3.1 Let P be an abstract pre-polytope in the sense of Definition A label
structure on P is a finite linearly ordered set M together with the assignation (¢f, ®¢) to

each face f € P which are defined as follows.
* ¢y is a function ¢ : M — M satisfying ¢ (i) < ¢ for all i € M.
* @y is a subset of M; we require that ®1, = M\ {min M }.
Denote this by the triple (M, ¢, ®). Furthermore, the following conditions hold.
(C1) Let f, g be faces with f < g.
(a) f<igiff &= ®;U{j} for some j ¢ ;.
(b) ¢g(i) < @y(i) for all i € M.
(c) If &5 =D U{j}, then 4(i) = (i) for all i < j.

Note that giving assignations f ~— @ satisfying a) is equivalent to labelling the
edges of the Hasse diagram of P with elements of M. For each f <i g, label the corre-
sponding edge on the Hasse diagram with the unique j € ®,\®y.

(C2) The following is a Hasse diagram of a line segment (in the sense of Definition [1.30]) in
P. Consider the labelled edges as shown below; this indicates that ®, = ®,,U{j1, j2}.

N
N7

A line segment with the above configuration satisfies

‘Pf(jl) = pu(f1) = wu(j1) = Wg(jl)a
pu(d2) = pr(j2) == »4(J2) = pulda)-

(C3) Let f be a face, then for each j ¢ ®; there is at most one face g satisfying the
conditions in (a), and at most one satisfying the conditions in (b).

(a) f<g, ®g=25U{j} and @4(j) = ¢ (j);
(b) f<g, @9 =@;U{j} and @y(j) # s (j)-

(C4) Let f be aface and j = max ®;. There exists a unique face u satisfying the conditions
in (a), and a unique face satisfying the conditions in (b).

(a) u<f, @y =@, U{j} and ¢;(j) = @ul);
(b) u < f, @5 = @, U{j} and ¢y (j) # ¢ull)-
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Note that given a label structure as defined above, the rank function can be taken as

follows. ~

d if P

rank f = [y if f €

1 iff=1p
Example 3.2 As mentioned earlier the poset of hlbfs is the motivating example of a label
structure. Let M = [n] and H,, be the poset of all hlbfs on [n]. Let P be obtained from
‘H,, by adjoining a least face. By Corollary P is an abstract pre-polytope.

Let the label structure on P be given by (M,{,S) where ¢, is defined as in Defini-

tion and S, immediately below it. We will show that (M, ¢, S) is a label structure.
Now the verification of the remaining conditions are summarised as follows.

e [(C1)[a) follows from Theorem

e [(C1)[b),(c) are consequences of Theorem and Theorem [2.30]
. follows from Theorem

e [(C3)|(a) follows from Theorem

e [(C3)|(b) follows from Theorem [2.30]

° follows from Proposition m

For an abstract pre-polytope P with a label structure (M, ¢, ®) we define for each f € P
#(s f) =i e ®p i <j}.
This allows us to give our construction of parity for an abstract pre-polytope.

Proposition 3.3 Let P be an abstract pre-polytope with a label structure (M, ¢, ®). Let
f,g be faces with f < g and &5 = &, U {j}. Then

o 0r(j) = a(j) if (~1)#0) = a
eh {‘Pf(j) £ 0,(7) if (~1)#UD) = g(a)

where a € {—,+} and e(a)) = —a defines a parity structure on P.

Proof. Note that disjointness follows immediately from the above definition. All that
needs to be shown is that f* and f~ are non-empty. Let f be a face with j = max®y be
given. If |®y| is even, then #(j; f) = |®;\{j}| is odd. By [(C4)|a), there exists a face u
such that u < f, @5 = &, U {j} and ¢pf(j) = pu(j). It follows that u € f~ and so f~ is
non-empty. Similarly, it follows from [([C4)[b) that f* is also non-empty.

Now if |®| is odd, then a similar argument as above can be used to show that f~ and
fT are non-empty. O]

Example 3.4 Consider the 2-dimensional associahedron (pentagon) as modelled by the
hlbfs on {0, 1,2}. Recall the label structure on hlbfs discussed in Example The follow-
ing is the pasting diagram which gives the parity structure as defined in Proposition [3.3

0,0,2
0,0,;02/ \0,01,2
0,0,0 0,1,2
0,01,012T
0,01,0 0,1,12

0,1,0~——0,1,1
0,1,01

bl
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We will now demonstrate some calculations of parity. Let x = 0,1,01 and y = 0,01, 012;
then z <; y since Sy, = {1,2} = S, U{1}. We have #(1;y) =0 and ¢,(1) =0 # 1 = {,(1),
thus 0,1,01 € 0,01,012~.

Let z = 0,01,2; then z <; y since Sy = {1,2} = S, U {2}. We have #(2;y) = 1 and
0,(2) =0 #2 = £.(2), thus 0,01,2 € 0,01, 012+.

Recall our discussion in Section of Chapter Therein we summarised a list of
axioms on a parity structure; 1*, 2, (L) and (C') which is then shown to give a loop free
pasting scheme. In order to prove that the above parity structure satisfies axioms 1%, 2,
(L) and (C') we will require an additional condition on the abstract pre-polytope.

Definition 3.5 Let P be an abstract pre-polytope.

(a) A wertex figure of P is an interval of the form [z, T p] where z € P with rankx = 0.

(b) P is simple when every vertex figure is isomorphic to a simplex.

Example 3.6 (a) The n-simplex is simple; the vertex figures are (n — 1)-simplexes.
(b) More generally, the hypergraph polytopes of [7] and Section below are simple.

We will show in Section that the above condition of simplicity implies that the
abstract pre-polytope with a label structure is in fact an abstract polytope. The following
are properties of a simple abstract pre-polytope which we will make use of in the upcoming
sections.

Proposition 3.7 Let P be a simple abstract pre-polytope. Let f,g € P with f<gand
k =rankg —rank f — 1.

(a) The k-interval [f, g] is isomorphic to the k-simplez.

(b) The k-interval [f,g] has 21 faces, among these are k + 1 faces with rank equal to
rankg — 1.

(¢) The k-interval [f, g] has (k+ 1)! flags.

Proof. We will first consider when k& < 1. For the case of k = —1 and k = 0, [f, g] has
exactly 1 and 2 elements respectively. The result follows trivially. For the case of k = 1,
the result follows immediately from

Now consider when k > 1. We will first show that (a) holds. Note the property that
every interval of a simplex is isomorphic to a simplex. Observe that the k-interval [f, g]
is an interval of the vertex figure of f which by definition is isomorphic to a simplex.
Furthermore, by the isomorphism we must preserve difference in rank and so [f,g] is
isomorphic to a k-simplex.

We will now show that (a) holds. Note that §{0,...,k} consists of exactly k + 1 faces
with rank one less than that of {0, ..., k}; these are {0,...,k}\{i} for each 0 <1i < k. It
follows by the isomorphism that [f, g] has k+ 1 faces with rank equal to rank g — 1. Again
by the isomorphism, [f,g] has [§{0,...,k}| = 2¥*! faces. Hence we have shown that (a)
holds.

Finally, we will now show that (b) holds. Note that to give a flag of a k-simplex is
equivalent to giving a permutation £ on {0,...,k}. The faces of a flag are determined the
recursive formula z;11 = z; U {£(4)} for each 0 <i < k, where zg = @. It follows that the
k-simplex has (k + 1)! flags as determined by the number of permutations on {0, ..., k}.
Hence by the isomorphism, [f, g] has has (k + 1)! flags as required. O

Proposition 3.8 Let P be a simple abstract pre-polytope. Let f, g, h be distinct faces with
f < hand g < h. If there exists a face u € P such that w <1 f and u <y g, then there
exists a face v € [u, h] such that f <1 v and g <3 v.
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Proof. Consider the k-interval [u, h] where k = rank h —rank u — 1. By Proposition [3.7)(a),
[u, h] is isomorphic to the k-simplex. Let ¢ : [f,g9] — §{0,...,k} denote the isomor-
phism.

Note that f,g € [u,h] since u <1 f < h and u <1 g < h. Applying the isomorphism
¢, we have ¢(h) = {0, ..., k} since the isomorphism must preserve the greatest face. Also
o(u) <1 6(f) and p(u) <1 ¢(g) which implies that ¢(F)\{j} = 6(u) = 6(g)\{}} for some
Jj € ¢(f) and h € ¢(g). Consider the subset ¢(f) U{h} = ¢(g)U{j} C{0,...,k}. By the
isomorphism there exists a face v = ¢~1(¢(f) U {h}). Note that since the isomorphism
preserves order, we also have f <; v, g <1 v and v < h as required. ]

Proposition 3.9 Let P be a simple abstract pre-polytope. Let f,g € P with f<g, and
hi, ha, hs € [f, g] with rank equal to rank g — 1. If there exists u € [f, g] with uw <1 hy and
u <1 hs, then there exists a face v € [f, g] with v <1 u and v < hy.

Proof. Consider the k-interval [u, h] where k = rank h —rank u — 1. By Proposition [3.7(a),
[u, h] is isomorphic to the k-simplex. Let ¢ : [f,g9] — §{0,...,k} denote the isomor-
phism.

We have the following diagram in P, and by applying the isomorphism we also have a
diagram in §£40, ..., k}.

/\ /\

é(ha ¢(h3)

\/ \/

Note that we have ¢(h) = {0,...,k} since the isomorphism must preserve the greatest
face. Also since rank h; = rank g — 1, there exists distinct elements j1, j2,j3 € {0,...,k}
such that ¢(h;) ={0,...,k}\{Ji} for each i = 1,2,3. It follows that ¢(u) = ¢(h2)\{js} =
¢(h3)\{j2}-

Consider the subset ¢(u)\{j1} = o(h1)\{j2,73} € {0,...,k}. By the isomorphism,
there exists a face v = ¢~ (é(u)\{j1}). Note that since the isomorphism preserves order,
we also have v <1 u, v < hy and v < g as required. O

3.1.1 Axioms 1%, 2 and 3(a)

For any abstract pre-polytope with a given label structure, unless stated otherwise we
will consider it as a parity structure defined in Proposition [3.3] In this section, we will
prove axioms 1*,2 and 3(a). We will first show that axioms 1* and 2 (as given in Section[L.2]
of Chapter [1|) hold.

Lemma 3.10 Let P be an abstract pre-polytope with a label structure (M, @, ®). Consider
a line segment [u,v] in P with ®, = ®, U {j1,72}. The following are the possible edge
labellings.

v v

N N
(a) f g oM f g

NN

U
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(a) If ®, = Py U {j2}, then j1 > j2 and

ue f* = ue g,
f eV — gev®.
(b) If &, = @, U {j1} and j1 < j2, then

u€ f¢ <= gev
fev® « ue g,

(C) If(I)U = (I)g U {]1} g1 > Jjo, then

ue f* = gevsl®,
fev® <= ueg™

where a € {—, 4} and e(a)) = —a. Furthermore, azioms 1* and 2 hold.

Proof. [@]If ®, = ®, U {j}, then suppose ji < ja. By [Cfc), ¢1(j1) = pu(j1) = @4(j1)
so it follows that sOf(J1) = pu(f1) <= ©g(i1) = pulin). Note that #(j1; ) = #0159)
so by f = g, which is a contradiction. Thus j1 > jo and so by or() =
0u(j1) = ¢4(j1) < @ul(j1)- Now bym , 05(J2) = @u(j2) = ¢4(j2). It follows that
eo(i2) = ¢r(j2) <= wu(f2) = p4(j2)- Note that #(j1; f) = #(j159) since &y = .
Thus the required result follows by the definition of parity.

@ If &, = &, U {1}, then consider the following subcases; ji > j2 and ji < jo.
If j1 > j2, then #(ji;v) = #(j1; f) and #(j2;0)\{d1} = #02;9). If j1 < j2, then

#(j1;0)\{j2} = #(j1; f) and #(j2; v) = #(j2; g). Thus the required result follows by [(C2)]
and the definition of parity.

In each of the above cases, we have shown that the Hasse diagram of any line segment
has a pair of edges with the same direction and a pair of edges with the opposite direction.
Hence all line segments satisfy the condition of Proposition and so axioms 1* and 2
hold. O

Lemma 3.11 Let P be an abstract pre-polytope with a label structure (M, p, ®). Let x, z
be faces with ®, = ®,. If there exists a face y such that x < y <1z, then there exists j € M
such that ¢, (j) # v.(7) and p.(k) = @.(k) for all k < j. Furthermore, aziom 3(a) holds.

Proof. By the hypothesis there exists a sequence of faces yo,y1,...,¥, as shown in the
following diagram.
T =190 Yn—1 Yn = 2

\/\/ N

Let 5 = min{ho,hl,...,hn_l,kl,kg,...,k:n}. Note that there exists an ¢ such that
j e ®, CM. For k < jnote that k < j < h; and k < j < k;. By(a), we have
@y, (k) = ¢a,,, (k) and @y, (k) = @q, (k). It follows that ¢ (k) = ¢y, (k) = ¢y, (k) = ¢ (k)
for all k£ < j.

Suppose that h; £ j for all i. By the definition of j, there exists k; such that k; = j. If
j € ¥, then consider the least ¢ such that k; = j. It follows that j ¢ ®,, and so j ¢ P,
which is a contradiction. If j ¢ ®,, then consider the greatest ¢ such that k; = j. It
follows that j € ®,, and so j € ®, = ®,, which is a contradiction. Thus there exists an i
such that h; = j.

Suppose that k; # j for all . By the definition of j, there exists h; such that h; = j.
If j € ®,, then consider the greatest i such that h; = j. It follows that 7 ¢ ® and

Qa;41
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so j ¢ ®, = ®,, which is a contradiction. If j ¢ ®,, then consider the least ¢ such that
h; = j. It follows that j € ®,, , and so j € ®,, which is a contradiction. Thus there
exists an ¢ such that k; = j.

Note that since @, , = (®y,\{h:}) U {kiy1} and j < hy, j < kiyq1 it follows that
#(J;vi) = #(J; yi+1). Consider the following cases.

Case 1: #(j;yo) is even.
If k; = j, then by the definition of parity, ¢, (j) < ¢4, (j). Otherwise j < k; and so by

(c), ©y:(J) = ©a;(4). By a similar argument it can be shown that ¢g,(j) = ©a,,,(j)
for all i. Since there exists an ¢ such that k; = j it follows that ¢ (J) = @y, (4) > @y, () =

©=(5)-

Case 2: #(j;yo0) is odd.

If h; = j, then by definition of parity, ¢,,(j) < ¢4, ,(j). Otherwise j < h; and so by
(C1)((c), ¢y, () = Pa;+, (j). By asimilar argument it can be shown that ¢, (j) = @q, () for
all 4. Since there exists an 4 such that h; = j it follows @, (J) = @y, (J) < ¥y, (7) = ©=(4)-

Hence in either of the above cases we have shown that ¢, () # ¢.(j). Let x,y be faces
with x <ty <x. Suppose that = # y; we will show that this results in a contradiction which
then implies that axiom 3(a) holds. Note that this satisfies the hypothesis of the Lemma
so it follows that ¢, (j) # @z(j) for some j, which is contradiction. Hence x = y which
proves axiom 3(a) as required. O

3.1.2 Characterisation of 7 and p

We_will now focus our attention to calculating maps 7 and p introduced in Defini-
tion Recall that for any face z € P, m(z) = R(2)\R(2)~ and u(z) = R(2)\R(z)*.
The definition below will turn out to be a characterisation of m and p for label structures.

Definition 3.12 Let P be an abstract pre-polytope with a label structure (M, ¢, ®). Let
z be a face with |®,] = p. Let Lfz = {x € 2* | &, = &, U {j}}. Let a; = (-1)""1,
Bi = (—1)" for i > 1. Let m(z) and u(z) be subsets given by m(z), = u(z), = {z} and for
each 1 <k <p,

T(2)p—k = Z LS. L5k

p2)pr = D LI L2

where the above are disjoint unions over all possible sequences j; < ... < ji.

Remark The following is an important observation which we will rely on for the results
within this section. If there exists an element z € Zﬁi . ..Ej’;z, then there exists a
sequence 1, ..., ur_1 such that u; € uf}H for all possible i. By the uniqueness axiom of a
label structure [(C3)} it follows that the above sequence is uniquely determined. Note that
{z,u1,...,ux_1, z} is a flag of the interval [z, z].

It follows from the above remark that we can represent the flags associated with x €
7(2)p—k and y € u(z)p—r by the following Hasse diagrams.
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z z
Jk \ Tk \
ak—1 br_1
as \bz i
JQ\ ap \ b1

A dual parity structure involves interchanging the positive and negative faces. To be
explicit, the dual of the parity structure given in Proposition [3.3is given by the following.

Je s [P =pol) i ()P0 ==(a)

0r(d) # wg(j) it (~1)FU) =a
Note that p is identified with 7 in the dual parity structure. Thus it is sufficient to prove
that > L5' ... L3¥2 is a characterisation of R(2)\R(z)~ for label structures.

As we are working with a label structure on an abstract pre-polytope, we found it useful
to work in terms of Hasse diagrams of the polytope. Each edge in the Hasse diagram can
be labelled as per the comments in axiom (C1) of Definition Furthermore, the edges
have an orientation as introduced in Definition Thus an element = € 37 L5 ... L'z
can be represented as a flag of the interval [z, z] where its Hasse diagram has edges labelled
precisely by the j/s and the orientation is given by &/s.

We may apply the diamond property to two adjacent edges to obtain another flag. The
Hasse diagram of such a flag may or may not have the the labels or orientation changed.
The following definition serves as a shorthand for a flag which allows us to, in Lemma|[3.14]
describe precisely what happens when we apply the diamond property to a flag.

Definition 3.13 A signed permutation on (k) = {1, ..., k} is a permutation 7 : (k) — (k)
together with a map o : (k) — {—, +}. A signed permutation (7, «) is said to be positive
whenever a(i) = (—1)7>Ir@)<r@},

Recall our earlier remark that an element z € ) E;ll - L';:z can be represented as a flag
of the interval [z, z]. By applying the diamond property iteratively, we obtain other flags
in this interval; we shall keep track of these using signed permutations. We demonstrate
this by the following stability result.

Lemma 3.14 Let P be an abstract pre-polytope with a label structure (M,qp,®). Let
y < z with ®\®y = {j1,...,jk} where j1 < ... < ji. Let (T,a) be a positive signed
permutation. Ify € £2W o™ o and there eists i € (k) such that T(i) < 7(i+1), then

Jr1) " T I k)
B(1) - E@(k)

y e 'ij-(l) L7 where o = (t,i+1) and

—a(i+1) ifj=1i,
B(j) = i) ifj=i+1,

a(j) otherwise.

Furthermore (1o, B) is a positive signed permutation.

Proof. Note that by |(C3), y € E?T((lg .. E?T(Z))z determines a unique flag as shown in the

following diagram.
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z

jf(k)/

Uk—1

|

Ui4-1

Jr(3)
Jr(it1) \\

Vi

Uq
. Jr(it1)
Jm-)\ /
Ui—1

ul
\

Jr(1) Yy

Apply the diamond property to u;—1 <1 u; <1 uij+1 to obtain a face v; with u;—1 <1
vi <1 ui+1. Note that j ;) < jry1) so by Lemma Dy, = Py, Uiy} and so
Dy, = Py, U{jr(i41)}- It follows immediately that y € 6?5:)(1) Efff)(k) :

All that remains is to show that (70, 3) is a positive signe(i permutatlion. This amounts
to showing that 3(m) = (—1){i>mlre:@)<rem} for all m € (k). Note that for m # 4,4+ 1
we have 70;(m) = 7(m) and S(m) = a(m) so it suffices to prove the above equation for
m =1,1+ 1.

Note that 7(i+1) < 7() is equivalent to 70;(i) < T70;(i+1) and so we have the following.

{i>il|7r0oi(j) <7oi(i)} ={j >i+1]70:(j) <7oi(i)} U{i+1}
={j>i+1|7(Q) <7+ 1}uU{i+1}

{7>i+1]70i(j) <7oi(i)} ={j > i+ 1[7(j) <7(i)}
={i>i[7() <7(i+1)}

The case of m = i follows from the first equation, and the case of m = ¢ + 1 follows from
the second equation. O

Proposition 3.15 Let P be an abstract pre-polytope with a label structure (M, @, ®). Let
(1) ...Eo;(k)z where j1 < ... < jr and a(i) = (=1)"1. For each

J1
permutation T we have y € Efg)) . Ef((,]:))z where (T, 8) is a positive signed permutation.

y < z satisfying y € L

Proof. Let T be a permutation on {0,...,k}. Consider the bubble sort algorithm: let 4
be the least such that 7(i) > 7(i + 1), then there is a permutation 7’ such that 7 = 7/0;
and 7/(i) < 7/(i + 1). By iterating this process, we terminate at an identity permutation.
It follows that we have a sequence of permutations 75 = o;,...0;, for each 1 < s < 1.
Furthermore, we have 75(is+1) < 7(isy1 + 1) and 74 = 7.

Note that (1, ) is a positive signed permutation. By applying Lemma to the flag

y € E?l(l) . £28) 5 we obtain a flag y € AW AR Shere (0iy,41) is a positive

Jk Joj, (1) " Joy, (k)
signed permutation. Using the above decomposition of 7, the result follows by iteratively
applying Lemma ]

We are ready to prove that Definition does give a characterisation of R(z)\R(z)~,
and so deserves the name 7(z) according to Definition found in Chapter
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Theorem 3.16 Let P be a simple abstract pre-polytope with a label structure (M, p, ®).
Let z be a face with rankz = p. Then (R(2)\R(2)7 )p—k = > L5 ... LiFz where a; =
(-1,

Proof. We will first show that 3 L3". ..E?:z C (R(2)\R(2)")p—k- Consider the flag
y € ﬁ?‘ll . [,?:z in the interval [y, z]. Note that rank z — rank y = k so by Proposition
[y, z] has k! flags. Now by Proposition for each permutation 7 on (k) we have
Yy € Ef 8)) .. .Ef ((Z))z where (7, 3) is a positive signed permutation. Hence every permutation
7 determines a unique flag of [y, z]. As there are k! permutations, this implies that there
is a bijection between the flags of [y, z] and permutations on (k). Moreover, every flag has

parity as indicated in the following diagram
z

Jr(k) \
jr(kl)\

since (7, ) is a positive signed permutation and so 5(1) = +1. Hence y ¢ R(z)~ and so
y € R(2)\R(z)".

We will now use induction on rank z to show that R(z)\R(z)~ C > L5 ... E?k’“z. Let
y € R(2)\R(2)™, ®\®y = {j1,...,Jk} where j; < ... < ji. Now since P is a graded
poset, there exists a face u such that y < u <; z and ®, = &, U {j;} for some 1 < i < k.
Firstly, we will show that y € R(u)\R(u)~. Note that R(u) C R(z) so R(u)” C R(z)~
and so y ¢ R(u)~. Thus y € R(u)\R(u)~ as required. Consider the following two cases.

—,

Jr(1)

Case 1: i = k.
By induction, we have y € L5} ... E?:_’llu. It follows that y € L3 ... Ejof:_’ll L7 z which
determines a unique flag as shown in the diagram below.

v
jk

Jk///

Ug—2 7

Jk—2
V-2
/

Uk—-3 i

Y Jk
Apply the diamond property to ugx—o <3 u <j z to obtain a face v with v # u and
ug_o <1 v <1 z. By Lemma ¢, = &, U {jp_1} and so &, = &, , U {jr}. Repeat
this type of argument to complete the above diagram.
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Note that since y ¢ R(z)~ we have y € v;". By the parity relations of Lemma
follows that u € 2" where n = (—1)¥~! = oy, as required.

Case 2: i < k.
By induction, we have y € Lj! .. .Eja’ lﬁj‘lﬂ . .E?:flu which determines a unique flag
as shown in the diagram below.

J
7

: Jk
Apply the diamond property to ux_o <1 u <1 z to obtain a face v with v # u and
up—g <1 v <1 z. Suppose that &, = &, U {j;}. By a similar argument as in Case 1, we
complete the above diagram. Now since y ¢ R(2)~ we have y € v{" and so by the parity
relations of Lemma Uup_9 € v where n = (—1)’“*2. However we also have ug_o € u™",

which is a contradiction since — = (—1)* # (=1)*2 = a4_;. Thus &, = &, U {j}
and so the result follows by Case 1. O

For any abstract pre-polytope with a given label structure, we now have an explicit
formula for the set m and (by duality) p which is given by Definition We now prove
an important result regarding the rank 0 faces of the sets m and p. By duality, we only
need to prove this for .

Proposition 3.17 Let P be an abstract pre-polytope with a label structure (M, @, ®). Let
z be a face with || = p. Then w(z)o is a singleton.

Proof. Note that for the case of p = 0, 7(2)o = {z} is a smgleton Let p > 0 and @, =
{j1, ... Jp} where j1 < ... <jp. By definition, 7(2)o = L. E 2z where o = (—1)i-L.
Note that by |(C4)} for any face x we have E?:z; is a singleton for j= max ®, andn € {—, +}.
Firstly, E?pp z is a singleton since j, = max®,. Suppose that £Jaj e EJO-;” z is a singleton
for some i < p. Let y € E;‘; e E?ppz be the unique element. Now ®, = ®.\{j;,...,jp} =
{ji,...,Ji—1} and so E?j:llﬁzi . .L’?ppz is a singleton since j;—; = max®,. Hence by

. (0% . .
recursion, 7(z)g = E?ll .. .Ejpz is a singleton. ]
D
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3.1.3 Linearity axiom

In this section, we will consider the preorder « as given in Definition [1.47| of Chapter |1
To prove that the linearity axiom holds we need to show that <« is anti- symmetrlc (which
makes it a partial order) and moreover it is a linear ordering. We will first show that the
preorder « is anti-symmetric and then use this to show that we have a linear ordering.

It will be shown in a later section that our examples of label structures consist of a family
of polytopes; the hypercubes, associahedra and permutohedra are among the examples
that we will consider. We now formalise this observation to show that simple abstract
pre-polytopes are part of a nested family of polytopes indexed by their dimension. This
result will then be used to prove anti-symmetry of €. We begin by making the following
definition; this will determine a nested family of polytopes.

Definition 3.18 Let P be an abstract pre-polytope with a label structure (M, ¢, ®), and
n = max M. Write 9P for the sub-poset of P containing the least face Lp € P and faces
x € P with n ¢ ®, such that there exists a unique face y with <y, &, = ¢, U {n}.
Additionally, we require the unique face y to satisfy ¢, (n) = pz(n).

It is immediate from the definition that the dimension of JP is one less than that of P.
We seek to show that by applying 0 successively we obtain a nested family of polytopes.
We will show that by beginning with a simple abstract pre-polytope, we do obtain a
nested family of simple abstract pre-polytopes. Furthermore, we will show that there is
an induced label structure on OP. In the following, we prove various properties which
then leads to our desired result of Proposition [3.21

Proposition 3.19 Let P be an abstract pre-polytope with a label structure (M, p,®), and
n = max M. Let x € P be given. If n ¢ ®,, then there exists a face y with x <y, and
¢, = &, U {n}.

Proof. Note that x < Tp and so since P is a graded poset we have a flag as shown the

following diagram. As indicated we have ®1,\®; = {j1,...,jx}. Now since n € &1, =
M\{min M} and that n ¢ ®,, there exists an i such that j; = n.
. Tp
J1
e
U1
Ui—1

Uu
Jit2
Ji+1

Uit Vi+1

RV
N /

]k
Apply the diamond property to u;+1 <1 u; <1 u;—1 to obtain a face v; with v; # wu;
and u;11 <1 v; <1 u;—1. By Lemma ®y,_, =y, U{jit1} and so ®,, = &, , U {n}.
Repeat this type of argument to complete the above diagram. Hence we have a face vi_q
with z < v_; and ®,, |, = &, U {n}. O
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Lemma 3.20 Let P be a simple abstract pre-polytope with a label structure (M, p, @), and
n=maxM. Let x,y € P withx <y andn ¢ &, N ®,. Then x € OP iff y € OP.

Proof. We will first prove that € 9P implies y € OP. Note that it suffices to show this
for the case of v < y with ®, = ®, U {j} for some j < n. Suppose that y ¢ JP; since
n ¢ ®, then by Proposition there exists a face z with y < 2z, ®, = ®, U {n} and
¢.(n) # py(n). Apply the diamond property to z <; y <; z to obtain a face y with
y' #yand x <1 3y <1 z as shown in the following diagram.

/\
\/

By Lemma[3.10} we have ®. = ®,,U{j} and so &, = ®,U{n}. By[[C2)] v, (n) # @.(n)
and so it follows that x ¢ 9P, which is a contradwtlon Hence y € OP.

Now we will prove that y € 0P implies x € dP. Note that it suffices to show this
for the case of x < y with ®, = ®, U {j} for some j < n. Suppose that ¢ JP; since
n ¢ ®, then by Proposition @, there exists a face y' with « < ¢/, &, = &, U {n} and
@y (n) # @z(n). By Proposition where v,y < T p, there exists a face z with 3/ <1 z
and y <1 z as shown in the following diagram.

/\
\/

Note that &, U {j} = ®, = &, U {n} and so by [(C2), p.(n) # ¢y(n). It follows that
y ¢ OP, which is a contradiction. Hence u € JP. O

Proposition 3.21 Let P be a simple abstract pre-polytope with a label structure (M, p, @),
and n = max M. Then OP is also a simple abstract_pre-polytope. Furthermore, the
assignation (i) = @¢(i) and ¥y = Oy for each f € OP C P defines a label structure
(M\{n},¢,¥) on OP.

Proof. We will first show that P is an abstract pre-polytope. By definition, dP is a
graded poset since it is a sub-poset of P. Note that the the rank function of 0P is the
rank function of P restricted to 9P. All that remains is to show that JP is bounded and
satisfies the diamond property.

Firstly, we will show that P is bounded. Note that by the definition of a label structure,
n = max ®7,. By (a), there exists a unique face v with v < Tp, &1, = ¢, U {n}
and ¢1,(n) = ¢u(n). We claim that 0P = {y € P | y < u} from which we can deduce
that OP is bounded. By Lemma[3.20, {y € P | y < u} C P since u € OP.

Let x € OP be given; we will now show that z € {y € P | y < u}. Note that P is
a graded poset so we have a flag as shown the following diagram. As indicated we have
O+, \®,; = {j1,...,Jr}. Note that n ¢ &, there exists an ¢ such that j; = n.
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U = U

Apply the diamond property to y; <1 ¥i—1 <1 ¥i—2 to obtain a face u;—1 with w;—1 # y;—1
and y; <1 uj—1 <1 ¥;—2. By Lemma y; € OP since n ¢ ®,,. Now by Lemma we
must have ®,, , = ®,, , U{n} and so ®,, , = ®,, U{ji—1}. Repeat this type of argument
to complete the above diagram. Hence we have z < u; = u and so x € R(u) as required.

We will now show that 0P satisfy the diamond property. Let z,y, z be in P such that
x <1y <1 2. Now since 9P is a sub-poset of P, apply the diamond property in P to
obtain a unique face y’ with v/ # y and x <1 ¥’ <1 z. All that remains is to show that
y' € OP. Note that n ¢ ®,/ so by Lemma y' € OP as required.

Hence we have shown that OP satisfies the axioms [(P1)| [(P2), |[(P3)| and so we have
shown that P is an abstract pre-polytope.

We will now show that 9P is simple. Let [x,ulgp be a vertex figure of JP; it needs
to be shown that this is isomorphic to a simplex. Denote with [z, u]p for this interval
when calculated P. We claim that [z,ulpp = [z,u|p from which we can deduce using
Proposition [3.7((a) that [z, u]pp is isomorphic to a simplex. Note that [z, u]sp C [z, u]p
since OP is a sub-poset of P. It follows from Lemma that [z,u]p C [z,ulsp. Hence
[z,ulapp = [x,u]p as required.

Finally, we will show that (M\{n},,¥) is a label structure on OP. Note that all of
the axioms follow immediately with the exception of However, this follows from
Lemma by a similar argument used to show the diamond property. O

In the following, we define a map from P to 0P which has been motivated by the
examples considered by Street in [24]. The main idea behind such a map is that it should be
well behaved with respect to the parity structure. We will prove various results which then
allow us to show that this map preserves the preorder «; this will be our Proposition [3.29

Proposition 3.22 Let P be an abstract pre-polytope with a label structure (M, @, ®), and
n=max M. For any x € OP there exists a unique maximal length path with the following
configuration

Rk—1

21 29 2k
N NN
T =0 x1 Tp—1 Tk

where ., (n) # ©z;(n) and o, (n) = ¢z, (n). Denote this path by x ~. Furthermore,
for any face y € P, there exists a unique face x € OP such that y is contained in the path

€T ~>.
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Proof. Let xg = x € OP C P, then by definition there exists a unique face z; € P with
29 < 21, P2 = Py U{n} and ., (n) = ¢g(n). By [C4)[b), there exists a unique face
x1 € P such that 21 < z1, ., = @5, U{n}, ¢, (n) # ¢z, (n). If 21 € P, then we are
done. Otherwise, repeat the above calculations.

By the uniqueness part of and there exists a uniquely determined diagram
in the above form for some & > 1. All that needs to be verified is that k is finite i.e.
the above process terminates. Note that ¢.,(n) = ¢, (n) < @z, ,(n) so it follows that
o, T1,. .., T are distinct faces. Now by finiteness of P the above process must terminate.
Hence we have shown that there exists a maximal length path x ~.

We will now show the furthermore part of the proposition. By applying a similar
argument involving |(C3)| and [(C4)| there must exist an z € OP such that y is contained
in x ~~. Uniqueness of such an x follows from the uniqueness parts of [(C3)|and [(C4)l [

Definition 3.23 Let P be an abstract pre-polytope with a label structure (M, ¢, ®), and

n = max M. Define a map P NPy given by 0 Lp = L p and for x € ]5, Oxr = xy where
xg € OP such that x is contained in the path zg ~-.

Proposition 3.24 Let P be an abstract pre-polytope with a label structure (M, @, ®), and
n=max M. Let x,y be faces with v <1 y. Then Ox = dy iff &, = ¢, U {n}.

Proof. Firstly, we will prove that dr = Jy implies &, = ®, U {n}. By definition of the
map J, we have the following path 0z ~.
21 22 Rk—1 %k
N NN
or = xg T1 Th—1 Tk

Suppose that 0z = Jy; we will now show that ®, = ®, U {n}. Note that rankz + 1 =
ranky so we must have x = z; and y = zy for some ¢,7'. It follows immediately that
o, = &, U{n}.

We will now prove that ®, = ®, U {n} implies 0z = dy. Suppose that &, = &, U {n}.
By definition of @, x appears in the path dx ~~ as shown above. It follows that x = x; for
some 0 < i < k. Recall that  <; y and ®, = &, U{n} so either y = z;_1 or y = z;11, and
so y is contained in the path 0z ~~. Hence by definition of 9, 0y = dx as required. O

Definition 3.25 Let P be an abstract pre-polytope with a label structure (M, ¢, ®), and
n = max M. Write z ~» y when there exists a path of the following configuration
21 z2 Zk—1 2k
N NN
T =20 T Tk—1 Tk =Y

where ¢, (n) # ¢z, (n) and ¢z, (n) = ¢, (n) and where k > 0.

Proposition 3.26 Let P be an abstract pre-polytope with a label structure (M, @, ®), and
n = maxM. Let x,y,z be faces with x <y < z, &, = &, U {n}, ¢y(n) = pz(n), and
O, =P, U{j} for some j <n. Letv be a face withv < z, &, = ®,U{n}, p.(n) = @,(n).
Then there exists a face u such that u < v with ®, = &, U{j} and u ~ x.

Proof. Suppose that u ¢ v for all u with w ~» z. Apply the diamond property to z <;
y <1 z to obtain a face y’ with ¥/ # y and « <; ¥’ <; 2. Suppose that &, = &, U {n}
and so ®,, = &, U {j}. By we have ¢, (n) = ¢,/(n) and so by the uniqueness part
of [[C4)[(a), ¥/ = v, which is a contradiction. Thus ®, = ®, U {;} and so &,y = &, U {n}.
Let 2’ be the unique face with 2’ <y/, &,y = ®,» U {n} and ¢, (n) = vz (n).



62 3. POLYTOPES

Repeat the above process to obtain a sequence 3/,4”, ...,y as shown in the diagram
below. Note that ¢, (n) = p.m(n) > goyml)(n) so this a sequence of distinct faces.
z

y®)

AN

k—1)

By finiteness of P, this process must terminate for some £ > 1. Here termination must
occur whenever ®, = ® ) U {n} as shown in the following diagram.

/\

yt y® =

\/

2(k=1)

Note that z*=1) s z and z(*=1 < y(k) = v, which is a contradiction. Hence there
exists a face v with u < v, ®, = ®, U {j} and u ~ z. O

Corollary 3.27 Let P be an abstract pre-polytope with a label structure (M, p,®), and
n = maxM. Let z,y,z be faces with x <y < z, &, = &, U {n}, p.(n) # ¢y(n), and
®, = P, U{j} for some j <n. Lety' be a face withy' < z, &, = &, U{n}, p,(n) = ¢.(n).
Then there exists a face u such that u <y with ®,y = ®, U {j} and u ~ .

Proof. Apply the diamond property to z <1 y <1 z to obtain a face v with v # y and

T <1v<1zBy Lemma P, = @UU{]} and so ®, = ¢, U{n}. By wu(n) # pz(n).
By [(C4){a), there exists a face 2’ with 2/ < v, &, = ®,» U {n} and ¢,(n) = ¢ (n). Now
by Proposition there exists a face v with u < ¢/, &,y = ¢, U {j} and u ~ 2/. We
summarise the above in the following diagram.

/\\
\/\ a

T e u
Finally, note that u ~» x and so the result follows. O
Proposition 3.28 Let P be a simple abstract pre-polytope with a label structure (M, p, @),

and n = max M. Let x,y be faces with v <1 y and &, = &, U {j} for some j < n. Then
Oz <1 Qy with Wy, = Vo, U{j}. Furthermore, Yoy (j) = Yo (j) <= y(j) = v(j)-

Proof. Consider the following cases.

Case 1: n ¢ .
By definition of the map 0, y and 8y appear in the following diagram
Rk—1
oy = Yo Yk—1 Ye =Y

where Pz; (n) 7& Py, (n) and Py, (’I’L) = Pzi1 (n)
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By Corollary there exists a face 2’ with 2’ < y,_1, ®
Repeat the above argument to obtain the following diagram.

=&, U{j} and 2’ ~ z.

Yk—1

Zk—1
4 \ N
Ay = Yo cee Yk—2 Yk—1 Y =Y
P ;)
k) s p(k=1) x ~ ¥ o~z

By Lemma z®) € 9P since yo € OP. It follows that dz = ) and so dz <1 dy
with Wy, = &, = &, U {j} = Uy, U{j}. Note that by [[CL)|c), pay(j) = py(n) and
pox(n) = pz(n). It follows that ¢y (j) = 0x(j) <= oy = vo:(J) = Yoy = Yo (J)-

Case 2: n € ®,.
By definition of the map 0, y and Jy appear in the following diagram
Yk—1 Ye =Y
dy = v e Vk—1

where Py (’I’L) 7& Py (n) and @yi+1(n) = Py, (n)

By [(C4)|(a), there exists a face u with u < z, &, = ®, U {n} and ¢,(n) = ¢u(n). By
Proposition there exists a face v’ with v/ < vg_q, @y, , = @ U{j} and v’ ~> u. By
Corollary here exists a face v’ with u” < vg_9, ®,, , = Py U {j}, and u” ~> v’
Repeat the above argument to obtain the following diagram.

Yk—1 Ye =Y
2 \ NN
dy = vy cee Up_o V—1
A\ | | g /
u®) s kD) u” ~ v o~ u

By Lemma u®) € P since vy € AP. Tt follows that dz = u) and so dz <1 dy
with Vg, = @, = @, U {j} = ¥p, U {j}. Finally, by a similar argument as in Case 1 it
can be shown that QOy(j) = 9096(]) — Poy = 3081(.7.) <~ way = 1/}827(]) [

Proposition 3.29 Let P be a szmple abstract pre-polytope with a label structure (M v, D).

Consider the parity structure on P and OP defined in Proposztzon . Let z,y € P. Then
x 4y implies Ox 4 0y.

Proof. In Definition the partial ordering <« is defined to be generated by the relation
x 41 y iff either y € 2™ or € y~. It suffices to show that = <7 y implies either dx = dy
or Oz <1 dy. Consider the case of x € y~. Note that <y with ®, = &, U {;j} for some
j € M. If j = max M, then by Proposition [3.24] 0z = dy. Otherwise j < max M, then by
Proposition [3.28) dz < dy with Wy, = Wy, U{j} and 1o, (j) = Yoz (j) <= ©y(j) = v2(j)-
Note that #(j; 0y) = #(j; y) since ¥y, = ®,. It follows that Oz € (Jy)~ and so Ox <1 Jy.

By a similar argument as above, it can be shown that dz = dy or dz € (dy)™ for the
case of x € y~. Hence we have shown that either 0x = 0y or dx 41 Jy. O

Theorem 3.30 Let P be a simple abstract pre-polytope with_a label structure (M, <,0,~(I>).
Consider the parity structure on P defined in Proposition . The preorder 4 on P is
anti-symmetric.

Proof. This proof will be by induction on the rank of P which is equal to rank T p. Consider
the smallest non-trivial case of an abstract pre-polytope with rank Tp = 1. Note that by
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the diamond property we may take P to be a line segment as shown in the following
diagram. Also note that the line segment is simple since its vertex figures are a 0-simplex.

0.1}
AN
0} {1

N/

We will show that there exists a label structure (M, ¢, ®) on P and show that is uniquely
up to some trivial relabelling. We shall take M = {0,1} with the usual ordering of
natural numbers. Note that since {0, 1} is the greatest face so we require that Q1) =
M\{min M} = {1}. Now we must have ®s5, = ®¢) = O since these are the vertices.

Note that for any x € P we must have ¢, (i) < i for all i € M. It follows that ¢, (0) =0
for all x € P. Note that in order to satisfy @ we can only have ¢ 13(1) = 0, and so
we can assume without loss of generality that 4,0{0}(1) =0 and ¢q13(1) = 1. We have now
have a label structure (M, ¢, ®) on the line segment P, and it is clear that this is the only
possible label structure (up to some relabelling as indicated earlier).

We now calculate the parity as defined in Proposition 3:3] It can be verified that
{0} € {0,1}" and {1} € {0,1} and so {1} <41 {0,1} 41 {0}. Hence « is anti-symmetric.

All that remains is to show the inductive step. Let P be a simple abstract pre-polytope
with rank P > 1, and n = max M. Note that we have |M| > 2. Consider the following
result. If z € y < x, then by Proposition Ox 4 Oy 4 Jdz. Tt follows by induction on
rank P that 0x = Jy.

Suppose that there exists a sequence x = 1) 41 1 41 T2 41 ... 41 T) = T; We
aim to show a contradiction. By the above result, we have 0z; = dx;41 for all i. By
definition of «, z; €1 x;41 iff either z;4; € xj or x; € z; . By Proposition either
o, =P,  , U{n}ord = ®,, U{n}. Thus (subject to relabelling of the z’s) we have

{ 1

Ti+1 Tit+1
the following diagram.
T =20 K Th—2 Tp =X
NN SN
x1 €3 Lp—3 Tp—1

However, by Lemma we obtain a contradiction. Hence <« is anti-symmetric. ]

All that remains is to prove linearity of the partial order «; for all faces z,y we either
have z € y or y € z. In the following, we define a map and then explain why it could be
understood as a successor map.

Definition 3.31 Let P be a simple abstract pre-polytope with a label structure (M, ¢, ®).
Define a map v : P\m(T p)o — P\u(T p)o given by the following. Let z € P\n(Tp)o be
given. If there exists a face y with z € y~, &, = &, U {j} and j > max ®,, then let v(x)
be such a y for the greatest possible j. Otherwise, by let v(z) = y for the face with
y € 2t and ¢, = ¢, \{max P, }.

Remark Note that by Proposition and its dual, 7(T p)o and (T p)o are singletons.
We will show that the unique element of these sets is the greatest and least element
(respectively) with respect to <.

We may call the above map a successor map since it satisfies the property that <1 v(x)
for each z € P\n(Tp)o.

In the following, we will define another map & which is dual to v. We will show in
Proposition that these maps are inverses. Following this we prove in Theorem [3.34
that <« is a linear order.
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Definition 3.32 Let P be a simple abstract pre-polytope with a label structure (M, ¢, ®).
Define a map ¢ : P\u(Tp)o —> P\7(Tp)o given by the following. Let = € P\u(Tp)o be
given. If there exists a face y with z € y*, &, = &, U {j} and j > max @, then let &(x)
be such a y for the greatest possible j. Otherwise, by let £(x) = y for the face with
y €z~ and &, = @, \{max P, }.

Remark We may call the above map a predecessor map since it satisfy the property that
&(x) 4y z for each z € P\u(Tp)o.

Proposition 3.33 Let P be a simple abstract pre-polytope with a label structure (M, p,®).
The map v : P\m(Tp)o — P\u(Tp)o is a bijection with inverse §.

Proof. To prove that v is a bijection we will show that it is both injective and surjective.
Firstly, we will show that v is injective; v(z) = v(y) implies z = y. Let z,y € P\n(Tp)o
with v(z) = v(y) be given. Consider the following cases.

Case 1: rankx = ranky.
Note that there are two subcases. Consider the case of v(z) € 1 and v(y) € y which
is shown in the following diagram.

z
max ‘PE/ \nax D,
x Yy
max @x\ /max Dy
v(z) =v(y)

Suppose that max ®, # max ®,; we assume without loss of generality that max ®, <
max ®,. By Propositionwhere x,y < T p, there exists a face z with z <1 z and y <3 z.
Note that ®, = ®,U{max ®,} and ¢, = ¢,U{max ®,}. By Lemma x € z~. However
this implies that # € v(x)~, which is a contradiction. Thus max ®, = max ®, and so by
x =y as required.

Consider the case of x € v(x)~ and y € v(y)~ shown in the following diagram.
v(z) = v(y)
N
T Y
Note that j > max ®, and h > max ®,. It follows that j = max ®,(,) = max @, = h.

By |(C4)| x = y as required.

Case 2: rank x # ranky.

Note that |rankx — ranky| = 2 so we can assume without of loss of generality that
r € v(z)” and v(y) € y*. Apply the diamond property to x <; v(x) <1 y to obtain a
face u with u # v(x) and x <1 u <7 y as shown in the following diagram.

max@y 4 y~\j
v(x) = v(y) u
N s,

X

Note that j > max®,. It follows that j = max®,,) = max®,(,) < max®P,. By
Lemma ¢, = ¢, U {j} and so &, = ¢, U {maxP,}. Note that x € u~ so by

maximality of j, max ®, < j, which is a contradiction.
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We will now show that v is surjective; for each z € P\u(T p)o there exists w € P\ (T p)o
with v(w) = z.

For each # € P\u(Tp)o we may let w = &(z) € P\n(Tp)o. We will now show that
v(w) = x. Consider the following cases.

Case 1: z € £(x)™.
Suppose that w € v(w)~; then consider the following diagram.

Vl/(w)\j
w = &(x) u

N

x

Note that j > max ®, and h > max ®,,. It follows that j = max ®¢,) = max ®,, < h.
Apply the diamond property to x <; w <; v(w) to obtain a face u with v # w and
r <y u < v(w). By Lemma Py = ®, U{j} and so &, = ®, U {h}. Note that
x € vt so by the maximality of j, h < j, which is a contradiction. Thus v(w) € w™ and
so we consider the following diagram.

w=E&@)
y \( )w

It follows that j = max ®¢(,) = max ®,, so by the uniqueness part of x =v(w) as
required.

Case 2: £(x) € x™.
Note that max ®, > max ®,, so we have w € v(w)~ where ®,(,) = ®, U {j} as shown
in the following diagram. By the maximality of j, we have j > max ®,.

" N
w = &(x)

Suppose that j < max ®,; then by Proposition where v(w) < Tp and x < Tp,
there exists a face z with v(w) <1 2z and x <1 2. Note that ®, = ®,(,) U {max ®,} and
¢, = o, U{j}. By Lemma x € zT. However this implies that x € £(x)", which is
a contradiction. Thus j = max ®, and so by the uniqueness part of v(w) = x as
required. O

Theorem 3.34 Let P be a simple abstract pre-polytope with a label structure (M, p, ).
Then < is a linear order.

Proof. Note that by Proposition (T p)o is a singleton so let 21 be the unique element.
Dually, let 29 be the unique element of u(T p)o.

By definition, for any 2 € P\{z,} either v(z) € 2+ or 2 € v(z)~ and so we have = <«
v(z). Consider the sequence xq,v(xg),v%(xg),...,v"(x0),... which satisfies v%(zg) <
vT1(20). By Theorem <« is anti-symmetric so this sequence contains distinct faces.
Hence by finiteness of P this sequence terminates with v*(z) = z; for some k.

To prove that <« is a linear order, it suffices to show that for each = € P there exists
an n such that = v™(zo). Let & € P\{zo,z1} be given. For the case of & = zy or
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& = 1 this follows immediately. By Proposition [3.33, v is a bijection and moreover
its inverse is . Recall that {(x) <44 = for any x € P\{zop}. Consider the sequence
z,&(x),4(x), ..., £ (x),... which satisfies £i(x) <1 €7 1(x). By a similar argument as
above, the above sequence terminates with £"(x) = z¢ for some n. Hence x = v"(£"(x)) =
v"™(xo) as required. O

We have now shown that for a simple abstract pre-polytope with a given label structure,
the parity structure as defined in Proposition satisfies the linearity axiom We have
now proven sufficient results to deduce, as promised, that our abstract pre-polytope is an
abstract polytope.

Proposition 3.35 Let P be an abstract pre-polytope with a label structure (M, o, ®). If
P is simple, then P is an abstract polytope.

Proof. All that needs to be shown is that holds; every interval of P is connected.
Note that since P is simple, every interval of P except for P itself is isomorphic to a
simplex which is connected. It suffices to show that P is connected; we need to show that
for any xz,y € P\{Lp, Tp} there exists a sequence x = xq,...,xx = y in P\{Lp, Tp}
such that z; and x;41 are incident for all i. Consider the following cases.

Case 1: either z,y « Tpor Tp 4 z,y.

By Theorem [3.34] we assume without loss of generality that « <« y. It follows that there
exists a sequence r = zq,...,xr; = y with z; € z;41 for all i. Note that in this case we
must have x; # Tp for all i. By definition of «;, we have either z; € 41 OF Tit1 € xf
Hence z; < x;41 or ;41 < x; and so x; and z;41 are incident as required.

Case 2: either r 4« Tp qyory 4« Tp 4.

Note that by Case 1 we may assume without loss of generality that z = {(Tp) <
Tp 4 v(Tp) =y. Let n = max M; we have &, = &, = &7,\{n}. Consider the case
of pz(n) = ¢7,(n) # py(n). Note that ensures that there exists a face w < y with
¢, = ¢, U{j} where j = max®, < n. By Corollary there exists u < x such that
there is a path u ~» w as shown in the following diagram.

VANEAY

Hence in either case we have shown that there exists a sequence x = xg,...,xx =y in
P\{Lp, Tp} such that z; and x;; are incident for all i. O

3.1.4 Cellularity axiom

We have so far shown that for a simple abstract pre-polytope with a given label struc-
ture, the parity structure defined in Proposition satisfies axioms 1*, 2 and It
remains to show that axiom holds. We will now show the first part of axiom part
(a); m(z) and p(z) are well formed subsets. Note that by duality it suffices to show this
for 7(2).

Theorem 3.36 Let P be a simple abstract pre-polytope with a label structure (M, p, ®).
Let z be a face with |®,| = p. Then 7(z) = R(z)\R(2)~ is well formed.
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Proof. 1t suffices to show that 7(z); is well formed for each 0 < k& < p. By definition,
7(z)p, = {2} is a singleton. By Proposition m(2)o is a singleton. By definition,
singletons are well formed so all that remains is to prove that m(z),_j is well formed for
0<k<p.

Let u,v € m(2)p— for some 0 < k < p be given. If u"Nv" # @ for n € {—,+}, then
let x € u" Nov"; we seek to prove that u = v. Note that z <y v and * <; v and so
Proposition where u < z and v < z, there exists a face y < z with u <7 y and v <1 .
We summarise the above in the following diagram.

RN
TN
\NS

N/

We must have u,v € y* since u,v ¢ R(2)~. Note that by axiom 2, we have y™* is well
formed. Recall that u” Nv" # @ so by well formedness of y™ we have u = v as required.
Hence 7(z),—j is well formed. O

We will now prove axiom part (b); s,R(z) and t,R(z) are down-closed for all
n. Again by duality, it suffices to show that s, R(z) is down-closed for all n. We will
first prove the following special case which will then allow us to prove the full result in
Theorem [3.39)

Proposition 3.37 Let P be a simple abstract pre-polytope with a label structure (M, p, @).
Let z be a face, k =rankz — 2, x € (s;R(2))k. Then w € spR(z) for all w <; x.

Proof. Note that = € (spR(2))r = p(2)r = Zﬁjlﬁjzz as indicated in the following dia-

/\
\/

Let w <1 = with ®, = ®,, U {j} be given. We will now show that w € spR(z). By the
definition of source, this amounts to showing that w € R(y~) for each y with w <y < z
and ranky = k + 1 = rankz — 1. Consider the interval [w, z]. By Proposition since
deg z — degw = 3 there exists exactly 3 faces y with w <y < z and ranky = rank z — 1.
Denote these faces by y1,y2,y3. Let y1 and ys coincide with the above diagram.

gram.

All that remains is to show that w € R(y; ). Apply the diamond property to w <; z <3
Yo to obtain a face x1 with x1 # = and w <1 1 <1 y2. By Lemma 3.10L we have x1 € yy
as indicated in the diagram. Consider the following cases.
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/
/\
\/

Case 1: &y, = &, U{j1}.

Apply the diamond property to ;1 <; y2 <1 2z to obtain a face u with u # y2 and
71 <1 u <1 2. By Lemma ¢, = &, U{j1} and so we have parities as shown in the
following diagram.

/\

u

et
\/

Note that by the uniqueness part of Proposition y1 # u and so u = y3. Hence
w <1 21 € y; and so w € R(y; ) as required.

Case 2: &y, = &, U{j}.

Apply the diamond property to x1 <1 y2 <1 z to obtain a face u with u # yo and
71 <1 u <1 2. Consider the case of j < j». By Lemma o, = d,U{j} and so we
have parities as shown in the following diagram.

R

U1 J2 U =1yY3

J2 ]l/fyZ\] J2

x X1
T~

Note that ®, # ®,, and so y3 = u # y1. Hence w <; 1 € y; and so w € R(y; ) as
required.

Now consider the case of j > jo > j;. By Lemma w € z; . Apply the diamond
property to z1 <1 y2 <1 z to obtain a face u with u # yo and z; <1 u <1 2. Note
that ®, = ®,, U {h} where h € {jo,7j} and so j; < h. Apply the diamond property to
w <1 1 <1 u to obtain a face o with zo # x1 and w <1 x93 <1 u. By Lemma [3.10] since
J1 < h we must have &, = ®,, U {j1} and so x2 € u~. We summarise the above in the
following diagram.
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=
=g
Y2 j

U =13
e
J2 g J1
A

T
T jl/ 9
w

Note that ®, # ®,, and so y3 = u # yi1. Hence w < 22 € y; and so w € R(y; ) as
required. O

Lemma 3.38 Let x,z be faces with x < z, and k < rankz — 1. Then x € siR(2) iff
x € spR(y) for ally € R(2)g+1 with v < y.

Proof. Suppose that € spR(y) for all y € R(z)k11 with x < y; we aim to show that
x € spR(z). By the definition of source,

spR(z) = {z € R(z)® | if 2 € R(y) for some y € R(2)g+1, then z € R(y™)}.

Note that since < z, there exists a y € R(2)r+1 such that z < y. Also note that
for any y € R(2)p41 we have R(y)®) C R(2)® since y < z. By our supposition we have
z € s,R(y) and so it follows that z € R(2)®). If z € R(u) for some u € R(z)g41, then by
our supposition we have x € sy R(u). By the definition of source,

spR(u) = {z € R(u)® | if 2 € R(u), then 2 € R(u™)}

since R(u)kr1 = {u}. Tt follows immediately that z € R(u~) and so = € siR(2) as
required.

We will now show the converse. Suppose that x € syR(z); we aim to show that = €
spR(y) for all y € R(z)k41 with x < y. Let y € R(2)k4+1 with z < y be given. It needs
to be shown that x € spR(y); this amounts to showing that if x € R(y), then = € R(u™).
This follows immediately from the supposition that x € spR(z). Hence we have shown
that x € spR(y) for all y € R(2)g41 with x < y. O

Theorem 3.39 Let P be a simple abstract pre-polytope with a label structure (M, p, ®).
Let z be a face. Then spR(z) is down-closed for all k.

Proof. We will prove that s;R(z) is down-closed for all k£ using induction on rank z. Note
that the statement holds trivially for the case of rank z = 0 so all that needs to be shown
is the inductive step.

Note that for & > rank z we have sy R(z) = R(z) which is down-closed. For k = rank z—1
we have sy R(z) = R(z™) which is also down-closed. Thus it suffices to prove the statement
for all kK <rankz — 2.

Firstly, we will show that s;R(z) is down-closed for k = rank z — 2. This amounts to
showing that for each z € sgR(z), w € spR(z) for all w <; . We will prove this using
induction on n = rank z—rank z. The case of n = 2 follows from Proposition[3.37)so all that
remains is to prove the inductive step. Let x € spR(z) and w <; x with rank z —rankz =
n > 2 be given. Note that by Proposition and Proposition spR(z) C R(27T)
so there exists u € 2z~ F such that x < u where x # u since rank z — rankz > 2. Now
by Proposition the interval [z, z] has n distinct faces yi,...,y, with rank equal to
rank z — 1. This is summarised in the following diagram.
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/ z \
y Y1 Y2 Yn
U

v
\ +
Let w <1 x be given. By Proposition [w, z] has n + 1 distinct faces y1,...,yn, ¥’
with rank equal to rank z — 1. By Proposition there exists a face v < z with v < ¢/
and v <; u. Note that u € (spR(z))x so by Proposition v € spR(z) since v <1 wu.

Now since v <y’ € R(z)g4+1 we have v € R(y'~) and so w € R(y'~). Hence w € s;R(z) as
required.

w

We will now show that spR(z) is down-closed for all £ < rank z — 2. This amounts to
showing that for each = € s;R(2), we have w € siR(2) for all w <; x. Let = € s;R(2)
with rank z — rank x = n. Note that rankx < k < rank z — 2 so it follows that n > 2. By
Proposition there are n distinct faces yi,. .., y, in [z, z] with rank equal to rank z — 1.
By Lemma x € spR(y;) foralli=1,... n.

Let w <1 x be given. All that remains is to show that w € s;yR(z). By Proposition
there are n + 1 distinct faces y1,...,yn,y" in [w, z] with rank equal to rank z — 1. The
above is summarised in the following diagram.

/ z \
y/ (i e Yn

/

v

v
NN
L/

Now since w < x € spR(y; for all ¢ = 1,...,n then by induction on rank z, we have
w € spR(y;) for all i = 1,...,n. By Lemma [3.38] it suffices to show that w € s, R(y').
Let u be a face with w < u < 3/ and ranku = k + 1. We will show that w € R(u~) which
implies that w € spR(y’). Note that u # y’ (otherwise u = ¢’ so rankz — 1 = ranky’ =
ranku = k+1 and so k = rank z —2 which contradicts k < rank z—2). Since P is a graded
poset, there exists v <y ¢ with v < v. Applying the diamond property to v <1 ¢ <1 2
we must obtain y; (for some i) with v <7 y; <1 2. Now w < u < v <3 y; and so since
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w € sER(y;), it follows that w € R(u™) as required. O

We have now shown that a label structure on a simple abstract pre-polytope satisfies
axioms 1%, 2, (L) and (C). It follows by the results of Section of Chapter [1| that we
have a loop free pasting scheme. This is summarised as our main result of this chapter.

Theorem 3.40 Let P be a simple abstract pre-polytope with a label structure (M, p, ).
The parity structure on P defined in Proposition satisfy axioms 1%, 2, 3(a), (L)
and (C). Furthermore, the pasting scheme defined in Theorem is a loop free past-
ing scheme.

3.2 Products of label structures

In this section, we will introduce a notion of product for abstract pre-polytopes that
preserves the label structure. It will be shown that such a notion of product has a striking
resemblance to Street’s product of parity complexes found in Section 5 of [24]. Conse-
quently, such a product allows us to obtain further examples of label structures simply by
taking products. In the next section, we use iterated products to provide an elegant way
of handling label structures for hypercubes.

We shall use the symbol x to denote the product of posets; this involves a Cartesian
product of the underlying set, together with the point-wise ordering. We will now give a
definition of product for abstract pre-polytopes.

Definition 3.41 Let P and ) be abstract pre-polytopes. The smash product of P and Q
is the poset denoted by P A ) which is P x ) with the identification (f, L) ~ (Lp,g)
forall f € P and g € Q.

Remark The above definition corresponds to the smash product of pointed spaces, where
the basepoints of P and @ are Lp and L ¢ respectively. Note that the identified point in

—_—

the smash product is the least element, and so it follows that P A @ = P x QV

Recall that our main result Theorem [3.40| involves simple abstract pre-polytopes with
a given label structure. We will first prove that the smash product of simple abstract
pre-polytopes is also a simple abstract pre-polytope.

Proposition 3.42 Let P and Q be partially ordered sets. If both P and Q) satisfy
and then so does P x Q.

Proof. Firstly, we will prove that P x ) is a graded poset. Let rank(f,g) = rank f+rank g
for all (f,g) € P x Q. If (f,g) <1 (h,k), then either f <; h and g = k, or g <; k and
f = h. In either case it follows that rank(h, k) = rank(f, g) + 1. Suppose there exists faces
(f,g) and (h, k) such that (f,g) < (h,k) and rank(h, k) = rank(f,g) + 1. It follows that
either rank h = rank f 41 and rank g = rank k, or rank £ = rank g+ 1 and rank f = rank k.
Thus either f <3 h and g =k, or g <1 k and f = k. Hence in either case (f,g) <1 (h, k)
as required.

We will now prove that P x @ satisfy Let (f,g) < (h,k) where rank(h,k) —
rank(f,g) = 2. It needs to be shown that [(f,g), (h, k)] is a line segment. Consider the
following cases.

Case 1: rank f = rank h and rank k — rank g = 2.

Note that f = h and so [(f,g),(h,k)] = {f} X [g,k]. Now by |(P3)| [g,k] is a line
segment. Hence [(f,g), (h, k)] is a also line segment.
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Case 2: rank g = rank k and rank h — rank f = 2.
By a similar argument as in Case 1, it can be shown that [(f,g), (h, k)] = [f,h] x {g}
which is a line segment.

Case 3: rank h = rank f 4+ 1 and rank k£ = rank g + 1.
Note that since P and @ are graded posets we have f <1 h and g <1 k. Observe that
[(fy9), (h, k)] ={(f,9),(f k), (h,g), (h,k)} and moreover we have the following diagram.

(h, k)

which is a line segment. O

Proposition 3.43 Let P and @) be simple abstract pre-polytopes. Then P N\ Q is a simple
abstract pre-polytope.

Proof. We will first show that P A @) is an abstract pre-polytope. Let L denote the least
face of P A Q. Let the greatest faces of P and () be Tp and T respectively. It follows
that (f,g9) < (Tp, Tg) for all (f,g) € P x Q. Note that by definition, 1 < (Tp, To).
Hence P A @ is a bounded poset.

We now seek to prove that P A @ is a graded poset. Consider the rank function on
P A Q defined by

rank(f, g) = {Ifilkf Fran i 8:’ Z; ilj_x ¢

Given the proof of Proposition all that needs to be shown is 1 <; (f,g) iff
rank(f,g) = rank L + 1. Note that L ~ (f, Lg) ~ (Lp,g) so it follows that L < (f,g)
iff Lp <y fand Lg <1 g. Hence the result follows.

We will now prove that P A @ satisfies the diamond property. By Proposition [3.42
P x @ satisfies @ All that remains to be shown is [L,(f,g)] is a line segment for
all (f,g) € P x Q with rank(f,g) — rank L = 2. Equivalently, we have rank(f,g) = 1
so either rank f = 0 and rankg = 1, or rank f = 1 and rankg = 0. Consider the
case of rankg = 1. Let [Lg,g] = {Lg,a,b, g} denote a line segment. It follows that
[L,(f,9)] = {L,(f,a),(f,b),(f,g9)} is also a line segment. The same conclusion can be
made for the case of rank f = 1.

Now that we have shown that P A @) is an abstract pre-polytope, all that remains is
to show that it is simple. Let (f,g) € PAQ = P x Q with rank(f,g) = 0 and so
rank f = rank g = 0. Note that [(f,9),(Tpr, Tg)| = [f, Tr] X [¢9, Tg] and so is isomorphic
to a simplex. Hence every vertex figure of P A () is isomorphic to a simplex and so P A Q
is simple. ]

We will now define a label structure on the smash product and prove that the required
conditions hold.

Theorem 3.44 Let P and Q be simple abstract pre-polytopes with label structures (M, p, @)
and (N,v, V) respectively. Let T = M @ (N\{min N}) denote the ordinal sum of M and

—_—~—

N\{min N'}. Assign to each face (f,g) € PN\ Q the pair (0(54),0Oy4)) defined by

@(fvg) =0, UV,



74 3. POLYTOPES

0(1.9)(K) = {ng(k) if k € N\{min N}.

—_—~—

Then (T,0,0) is a label structure on P N\ Q. Furthermore, the parity structure on P A Q
defined in Proposition is given as follows. Given f € P,, g € Qpn where n,m > 0,
then

“ X e(a) ifnis o
(f.g)" — {<f [N U S} % @) if nis odd,

(f*x{ghH)U{f}*xg?) if n is even.

where o € {—,+} and e(a) = —a.

Proof. We will first prove that holds. Note that [[C1)|[(b) follows immediately from
the definition of 8. Let (f,g),(h,k) € P x Q with (f,g) < (h,k). We now seek to prove
(a). If Oy = O(s,9) U{j} for some j € O,y then either &, = &y U {j} for some
J € ®p, and Uy = W5 or ¥y, = U, U {j} for some j € ¥y, and &5 = ®;. It follows
that either f <; h and g = k, or g <1 k and f = h. Thus (f,g) <1 (h,k). The above
implications are ‘if and only if’ and so (a) holds.

We will now prove (c) holds. Let (f,g), (h,k) € P x Q with (f,g) <1 (h, k). Note
that either f <1 hand g = k; or g <1 k and f = h. By a), Ohk) = Of,g) Ui} for
some j € O 1. It follows that j € ®p, or j € §f. If j € Py, then for all i < j we have
en(i) = (i) and so O 1y (i) = O(s,q)(i). If j € ¥y then for i < j where i € N we have
Vi (i) = pg(i), for all i € M note that (i) = py(i) since f = h. Thus 0, 4)(i) = 0(y,4)(7)
for all i < j. Hence[(CL)|c) holds.

We will now prove that holds. Note that line segments in either P x {g} or {f} x Q
for some f € P and g € Q are line segments in P or @ respectively. Hence all that needs
to be checked are line segments of the following configuration.

(9
VAN
(f.0) (a,9)

jl\\ /j2
(a,b)

Note that a <; f and b <; g in the above diagram so ®; = ®,U{j1} and ¥, = U, U{ja}.
The result follows immediately.

We will now prove that [(C3)(a) holds. Let (f,g) € P x Q and j ¢ Os,g) be given.
Consider the case of j € M; since j ¢ ® there exists h € P such that f <1 h, &, =
@y U{j} and pi(j) = pys(j). It follows that (f,g) <1 (h,9), Opg) = O U {j} and
O(h,g)(J) = 01,4 (). We have established the existence part of |(C3)[(a), all that remains
is to prove uniqueness. Suppose that there exists (f’,¢") such that (f,g) <1 (f',¢"),
@(f’,g’) = @(f,g) U{j} with j € M and H(f/’g/)(j) = H(f,g)(]) It follows that Dy = q)fU{j}
and g = ¢’. Note that h as given above is unique so f’ = h as required. The case of j € N
follows by similar arguments as above. Finally, note that (b) follows by a similar
argument.

We will now prove that @(a) holds. Let (f,g) € P x Q and j = max O(,9) be given.
If ¥, # @, then j = max ¥, C N. Otherwise ¥, = &, then j = max ®; C M. The result
follows by similar arguments as in the above proof for Finally, note that (b)

follows by a similar argument. O
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3.3 Examples

In this section, we will give our main examples for label structures. Our examples
include the hypercubes, associahedra and permutohedra. These polytopes are part of a
larger class of polytopes known as the hypergraph polytopes [7]. Hypergraph polytopes
are also known as nestohedra in the sense of Postnikov [I8]. In this section, we will be
following the hypergraph polytopes paper by Dosen and Petrié¢ [7]. We will show in the
following sections that the hypergraph polytope is a convenient setting for the purposes
of constructing a label structure.

3.3.1 Hypergraph polytopes

The aim of this section is to introduce a class of abstract polytopes called the hypergraph
polytopes defined by Dosen and Petri¢ [7]; the faces are given by constructs of a given
hypergraph. We will now give a brief introduction to hypergraph polytopes. All definitions
and results within this section, unless stated otherwise, are due to DoSen and Petri¢.

A hypergraph is understood as a generalisation of a graph, whereby the edges (some-
times called hyperedges) can join any number of vertices. In [7], the definition of hyper-
graph used is a special type of building set as defined in [§].

Definition 3.45 A hypergraph on a finite set H is a subset H C £ H\{@&} such that
H=JH

Remark Note that the above definition of a hypergraph is not completely general. Some-
times the definition of hypergraph does not include the condition H = (JH, but in this
thesis we shall always assume it. For instance, the above definition does not include the
empty hypergraph on H which can be understood as a graph with no edges, and vertices
consisting of the elements of H.

Example 3.46
(a) If H is empty, then @ is the unique hypergraph on H.

(b) If H = {x}, then {{+}} is the unique hypergraph on H.
(¢) If H=1{0,1}, then the following is a complete list of the hypergraphs on H:

e {{0,1}}

o {{0},{1}}

o {{0},{0,1}}

o {{1}1,{0,1}}

o ({0}, {1},{0,1}}

Definition 3.47 Let H be a hypergraph.

(a) The intersection graph of H is the graph, denoted by Q(IH), whose vertices are the
elements of H and there is an edge between X,Y € H whenever the intersection
X NY is non-empty.

(b) H is connected if Q(H) is a connected graph.
(c) H is atomic when for every = € | JH we have {z} € H.

Example 3.48 The intersection graph of H = {{0}, {1}, {0,1}} is as follows.
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{0} — {1}

i

This is a connected graph, so H is a connected hypergraph. It is clearly atomic since it
contains all of the singletons.

In the following, we will work towards defining a construct of an atomic connected
hypergraph. Firstly, we will introduce the following notation. Let Y C H; then denote
Hy = {X e H| X C Y}. Proposition and Corollary are required to give the
definition of a construct.

Proposition 3.49 Let H be a hypergraph on H = | JH. Then H is atomic iff Hy is a
hypergraph on'Y for allY C H .

Proof. Suppose that H is atomic. Let Y C H be given; we seek to prove that Hy is a
hypergraph on Y. If Y is empty, then Hy is empty so the result follows trivially. Let Y
be non-empty and note that (JHy C Y. For any z € Y C H = |JH we have {z} € H,
it follows that {z} € Hy since {z} C Y. Thus Y C [JHy and so Y = |JHy. Note that
o ¢ Hy since @ ¢ H so Hy is a hypergraph on Y as required.

We will now prove the converse. Suppose that Hy is a hypergraph on Y for every subset
Y C H. We seek to prove that H is atomic. Let x € H and consider Y = {z}. Now since
Hy,) is a hypergraph on {z} we must have Hy,y = {{x}}. It follows that {z} € H,; CH
as required. O

Corollary 3.50 If H is an atomic hypergraph and Y C |JH, then Hy is an atomic
hypergraph on Y .

Write H\Z = Hp\z. The next definition is due to Curien et al. [6], which is a
characterisation of constructs as defined by Dosen and Petrié [7].

Definition 3.51 Let H be an atomic connected hypergraph. A construct of H will be a
certain non-planar rooted tree 7" with nodes decorated by subsets of H. We define these
trees by recursion on |H]|.

1. If |[H| = 0, then there is a unique construct given by the empty tree.

2. If |[H| > 1 and X C H is non-empty, then let H\X = > H; be the disjoint union
of connected components. By Corollary the H;’s are atomic connected hyper-
graphs. Then by recursion, T' consists of a root which is decorated by X and has
edges to the root of each construct T; of the hypergraph H; where ||JH;| < |H]|.

Remark The definition of a construction is given in Section 3 of [7], and the definition
of construct is given in Section 5 of [7].

A construction is a special type of construct. If we require that every node is decorated
by a singleton, then we obtain a construction. This definition is closely related to the
definition of an f-construction given in [7].

Note that the above definition is for atomic connected hypergraphs, whereas in [7], the
definition is for an atomic hypergraph. In the more general setting (atomic hypergraphs),
we would have forests instead of trees.

Example 3.52 Recall the hypergraph H = {{0},{1},{0,1}} given in Example [3.48]
It was verified that H is an atomic connected hypergraph. We will now determine the
constructs of H. There are 3 possible non-empty subsets X C {0,1}: {0}, {1} and {0, 1}.
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For each subset we compute H\X as: {{1}}, {{0}} and @ respectively. We obtain the
constructs as shown below. Note that this corresponds to a line segment; the construct
consisting a single node {0, 1} is an edge, and the remaining constructions are the vertices.
{1} {0}
| |
{0} {1} {0, 1}

Let H be an atomic connected hypergraph. We will now describe a partial ordering
on the set of all constructs of H. Let T' <; U when U is obtained by collapsing an
edge of T, for all constructs T and U. When collapsing an edge, we take the union of
the decorating set of each adjacent node, this union is used to decorate the identified
nodes. Note that this is well-defined since the action of collapsing an edge is equivalent
to choosing a larger subset X described in Definition [3.51} and subsequently having one
fewer connected component. Let < be the preorder generated by <, and denote with
A(H) for the poset of all constructs of H adjoined with a new least element. We now give
an example of this partial ordering.

Remark We have intentionally used the symbol <; for the above generating relation. This
is due to the fact that <; as defined above satisfies the conditions of Definition [1.25(a) of
Chapter

Example 3.53 Recall the constructs given in Example [3.52
{1} {0}
\ \
{0} {1} {0, 1}

If we collapse the only possible edge of first two constructs (from the left), then we
obtain the rightmost construct.

The following result is Theorem 8.3 which can be found in Section 8 of [7]. Note that
our statement here differs from that of Theorem 8.3 since we consider atomic connected
hypergraphs (whereas the more general atomic hypergraph is considered in Theorem 8.3).

Theorem 3.54 (Dosen-Petri¢) Let H be an atomic connected hypergraph. Then A(H) is
an abstract polytope of rank || JH| — 1.

Remark In Section 9 of [7], it is shown that A(IH) has a geometric realisation as a
convex polytope with A(HH) as the face poset. Furthermore, it is shown that the geometric
realisation is a simple polytope as defined in [28]. This implies that A(H) is a simple
abstract polytope as defined in this thesis.

In the following sections, we exhibit the n-dimensional hypercube, associahedron and
permutohedron as hypergraph polytopes on H = [n] = {0,1,...,n}. By the above results,
the corresponding hypergraph polytope is a simple abstract polytope. In order to obtain
a parity structure for each of the above listed polytopes, all that remains is to give a label
structure and show that it satisfies the required axioms.

In the following sections, we will make use of the notation VX = {{z} | x € X} for a
set X. In particular, V& = @.

3.3.2 Hypercubes

Consider the hypergraph H,, = Vin] U {[;] | 1 < i < n}. It is clear that this is an
atomic hypergraph; to see that it is connected we note that [i| N [j] # @ for ¢ < j, and
also {i} C [i]. We will show that A(H,) is a model of the n-dimensional hypercube.
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The constructs of H,, are defined inductively on n. For n = 0, there is a unique construct
of Hy given by the point {0}. For n = 1, the constructs of H; = {{0},{1},{0,1}} are
given in Example

For n > 1, let X C [n] be a non-empty subset. If X = [n], then we obtain a construct
consisting of a single node [n]; constructs of this type will be denoted by [n]. Otherwise
X # [n], then note that

H,UV{ke [n\X |k >m} if minX >1

V([n]\X) if minX =0

where m = min X — 1. Consider the following cases.

Case 1: min X > 1.

Note that the connected components of H,\X are H,, and singleton hypergraphs as
given above. We obtain a construct consisting of a root X which has edges connecting to
nodes as shown in the following diagram,

D mb
\\ /
X
where D is a construct of Hy, and {y;} € V{i € [n]\X | i > m}. The edge from X to D
in the above diagram represents an edge from X the root of D.

{yi}

Case 2: min X = 0.

Note that the connected components of H,,\ X are singleton hypergraphs as given above.
We obtain a construct consisting of a root X which has edges connecting to nodes as shown
in the following diagram,

vy - Awl}
N7
X

where {y;} € V([n]\X).

Example 3.55 Consider the hypergraph Hs and the process of calculating constructs
described above. For Case 1, we shall consider X = {2} C [3]. Note that H3\X =
H; U {{3}}. The following are the constructs computed for such a subset.

{1} {0}
| |
fop {3t {1+ {3+ {0,1} {3}
\/ \/ \/
{2} {2} {2}
For Case 2, we shall consider X = {0,2} C [3]. Note that Hs\X = {{1}} U{{3}}. The
following is the construct computed for such a subset.
{1} {3}
\ /
{0,2}

Example 3.56 We will represent A(IH3) and A(Hs) by a pasting diagram for the square
and cube respectively. Note that these pasting diagrams consist of arrows that will be
given by a label structure which will be defined in the latter half of this section. Thus at
this stage the directions of the arrows are unexplained. We will drop the braces used for
denoting sets, for instance we write 012 to denote the set {0, 1,2}.
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A(Hy) is represented by the pasting diagram,

A(Hgs) is represented by the pasting diagram,
0123

By <——— B

where By and Bj are the diagrams given below.

0 3
By 0 \ /
12 023
13<7
9 \ /
1
\

2
2 /
\ / 01
23 123 13
?
12
2

0
| | 0
1 3 \ / 2 2 3
| N |/
2 013 0
\ 3
3
0}2 T
2
01 3 0‘1 1\ /2
1
2 \ é 1 2 03
3 0
% 1
|
3 02
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0o 3
B 0 \ /
\ 12 0 2 3
1 3 <=—— N1/
9 \2/ 1
E AN,
2‘3 2 012 01
0 3
\ \ /
1 01 | 02
| \ 3 <——mm N1/
2 23 \ /
\ 2
3
:} T
91 1 023 1\/
1 0
% 6 \ 1 2 03
3 ‘ 23 \ /
2
\
3 0‘2
3

Recall that in [24] a model for an n-dimensional hypercube is given by the poset of
n-letter words in {—,+,0}; denote this by @,,. The empty word is the least face of Q.
We will define a map from A(H,,) to @, which can be shown by an inductive argument to
be an isomorphism of posets. It will be convenient to express the faces of Q,, by functions
from {1,...,n} to {—,+,0}.

We will now define a map from A(H) to @,, by induction on n. Let T be a construct
of H,,. For n =1, recall the constructs computed earlier, then let

{1} {0}
| =+ = {0,1} =0
{0} {1}

For n > 1, recall our calculation in the above cases. We define a function which is given
by the following. Let X be the root of T, then for all ¢ € X\{min X} we have i — 0,
and min X — —. In either case found in the above description of a construct of H,, let
y; — + for each y;. We will now determine a function from {1,...,n} to {—,+,0}. If we
are in Case 2, then there is nothing else to do. If we are in Case 1, then by recursion, from
the construct D we obtain a function from {1,...,m} to {—,4,0}. Note that if D is a
singleton {y}, then we let y — +. Hence we have determined a function from {1,...,n}

to {—,+,0}.

Example 3.57 In Example [3.56] pasting diagrams corresponding the A(IH,) and A(IHs)
were given. Applying the above map to the pasting diagram corresponding to A(Hsg) we
obtain the following.

N
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Next, we will define the assignations (Ar, A7) for each face T € A(H,,).

Definition 3.58 Let 7" be a construct of H,. Each i € [n] is contained in a unique
node Y, and this Y is the root of a subtree Ty. Let Az : [n] — [n] be given by
Ar(i) = minTy; here min Ty means the minimum element among all the decorations of
Ty. Let Ar =) Y\{minY'} which is a disjoint union over all the nodes of 7.

Example 3.59 The following construct
{1} {3}
\ /
{0,2}
has A\p given by Ap(0) =0, Ap(1) =1, Ap(2) =0, Ap(3) = 3, and Ap = {2}.

We could show that ([n], A\, A) as defined above is a label structure on A(H,,) by showing
that the necessary axioms hold. However, it is more efficient to use Theorem and the
following recursive argument.

Recall the isomorphism described earlier A(H,,) = @), For the case of n =1, A(H;) is
an line segment as shown by Example Consider the label structure defined above for
A(H;) = Q;. Observe that @y, is the smash product of @,,—1 and @1 so by Theorem
and recursion, we have a label structure on A(H,,) = Q.

3.3.3 Associahedra

Consider the hypergraph A,, = Vin|U {{i,i+ 1} | 0 <i < n} described in Appendix B
of [7]. It is clear that this is an atomic hypergraph; to see that it is connected we note
that {i,e + 1} N{i+1,i+ 2} # @ for each 0 < i < n, and {i} C [i]. The fact that A(A,)
is a model of the n-dimensional associahedron is due to Postnikov [I8].

The constructs of A,, are defined inductively on n as follows. Note that for n = 0,1
we have A,, = H,, so the constructs have already been given in the previous section. For
n > 1, let X C [n] be a non-empty subset. If X # [n], then since the hypergraph A,, is
equivalent to the following graph,

it follows that A, \ X consists of connected components that are equivalent to A, (by an
appropriate relabelling) for some m < n. Thus a construct of A,, is either a single node
decorated by [n], or a non-planar tree consisting of a root decorated by X and has edges
connecting to nodes as shown in the following diagram,

Vi Vs Vi
\\X/

where V; are constructs of A,,, with relabelled vertices whenever appropriate.

Example 3.60 Consider the hypergraph Az = {{0},{1},{2},{3},{0,1},{1,2},{2,3}}
and the process of calculating constructs described above. Let X = {1}; then we have
A3\ X = {{0}}u{{2},{3},{2,3}}. Note that {{2},{3},{2,3}} has the form of A;. Recall
that A; = H; and so the following are the constructs computed for such a subset.
{3} {2}
| |
{0y {2+ {0y {3 {0} {23}
\ / \ / \ /
{1} {1} {1}
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Example 3.61 We will represent A(As) and A(A3) by a pasting diagram for the pentagon
and 3-dimensional associahedron respectively. As in the previous section, these pasting
diagrams consist of arrows that will be given by a label structure which will be defined
in the latter half of this section. Thus at this stage the directions of the arrows are

unexplained.

A(Ay) is represented by the pasting diagram,

A(A3) is represented by the pasting diagram,

oy 0123 Cy

where C7 and Cy are the diagrams given below.

Cy . 0\ /3 ;
0 12
1 1 3 <~—— 0 2
‘ \2/
23
1 123 2
01 | 23 23
2 1
2 01 1
I3 0 1
3 f 0
% / \
: ;
2 012T ) ‘ i
3 01 01
3 | 013T 0
3
AN 2
02 5 1 13
|
3 12 1 2 0
0 0 |
| |
3 3 03
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C 0 3
0 0 12 3 3
! ] 3<—— 0 2 !
} \ / \ / %
23 2 3 1 01
9 AEEEANG
1 or 3 012 19 2
01 | 01 N/ | I 23
r2 2 1 3 0 1 7
2 1 923 1 \ / 1
I3 \ 02 1 3 0 1
3 R W 0
A : !
2 } \
1 1 923 0 123 2
0 1 | | 3
| 0 023 0 0 |
2 1
| 23 1 1 12 |
3 \ ‘ ‘ 0
.
|
0‘2 9 03 0 1 1‘3
3 ) v\m 2 5 0
|
3 } 0
0
\ \
3 3 03

Next, we define the assignations (Ar, A7) for each face T' € A(A,,). The definition of
A1 and A7 given below coincide with that of Definition for hypercubes.

Definition 3.62 Let 7" be a construct of A,,. Each i € [n] is contained in a unique node
Y, and this Y is the root of a subtree Ty. Let Ar : [n] — [n] be given by Ar (i) = min Ty;
here min Ty means the minimum element among all the decorations of Ty. Let Ap C [n]
be given by A7 = > Y \{min Y} which is a disjoint union over all the nodes of T'.

Example 3.63 The following construct
01 3
NS
2
has Ar given by Ar(0) =0, A\p(1) =0, Ap(2) =0, Ar(3) = 3, and Ap = {1}.

It can be shown that for any construct T' of A,, Ar is an lbf and furthermore the pair
(A, A7) satisfies the property in Proposition thus we may use the bijection to obtain
an hlbf. For the construct given above we obtain the hlbf 0,01,3. If we perform this
calculation for the above pasting diagrams of A(A3) and A(A3) we will obtain the same

diagrams in Example

We will now show that ([n], A, A) is a label structure on .A(A,,) by verifying the required
axioms. This will be shown indirectly, using Example and the fact that that the poset
of hlbfs is a model of the associahedron. It will be convenient to consider hlbfs as defined
on a finite linearly ordered set M. It is also convenient to consider the hypergraph A, as
being defined on a finite linearly ordered set M with |M| = |[n]| = n + 1. We will denote
this hypergraph by Ay = VM U{{i,i+ 1} | i € M\{max M}}.

In the result below, we give a characterisation of hlbfs on [n].
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Proposition 3.64 An hibf = on [n] is equivalently a collection of hlbfs z; on N; for
1 <4<k suchthat [n] =Ny ®{n1} & ... " Nx_1 ® {ng_1} ® Ng. Furthermore,

0 otherwise.

Sy = (U le) U{ng,...,nk_1}

Proof. Let m = z(h) U {h + 1} where h = max{i € [n] | £;(i) = 0}. By Proposition [2.17}
there exists a right adjoint b : [n] ® 1 — m to an inclusion ¢ : m — [n] @ 1.

Let m = {j1,...,jk}, n; = maxb;1(j;) and N; = b;1(j;)\{n;} for each 1 <i < k. Note
that b, is a right adjoint so it must preserve the greatest element. It follows that ny, is the
greatest element of [n] @ 1 and so we have [n] = Ny @ {n1} & ... ® Nx_1 ® {ng_1} ® Np.
By Proposition there are hlbfs x; on N; given by z;(j) = z(j) for each 1 <17 < k.

Finally, note that by definition of A and Lemma we have l,(n;,) = 0 for all
1 < i < k. Tt follows that the above formula for £, hold. Note that n; = maxb;!(j;) =
minb;1(j2) — 1 = jo — 1 s0 ny + 1 = jo which is the least non-minimal element of z(h).
By a familiar argument involving Lemma it follows that ny ¢ S,. Thus the above
formula for S, hold. ]

We will now describe a bijection between the poset of hlbfs on [n] and the poset of con-
structs of A,,. Recall our above discussion on the constructs of A,,. By Proposition |3.64
given an hlbf z on [n] we may let X = {ni,...,ng_1}. The corresponding construct of
A, consist of constructs 7; (corresponding to the hlbfs z;) on Ay, for each 1 <i <k as
shown in the following tree.

T T
\ /
{ni,...,ng_1}

We now verify that

lj) = A (5) if € Ny,
o) 0 otherwise.

A, = (U ATz) @] {’I’LQ, ce ,’I’Lk_l}.

Hence by the above observation and Example it follows that ([n], A\, A) is a label
structure on A(A,,).

3.3.4 Permutohedra

Consider the hypergraph P, = V[n] U {X C [n] | | X| = 2} described in Appendix B of
[7]. Tt is clear that that this is an atomic hypergraph; to see that it is connected we note
that {7,j} N {j,k} # @ and {i}, {j} € {i,j}.

The n-dimensional permutohedron is a polytope with faces corresponding to surjective
maps with domain [n], the vertices are the bijections from [n] to [n]. In this subsection,
we will present a model of the permutohedron using hypergraph polytopes. The fact that
A(P,,) is a model of the n-dimensional permutohedron is due to Postnikov [1§].

Note that for any X C [n], the hypergraph IP,,\ X has the form PP, x|, which is con-
nected. It follows that a construct of IP,, is a tree of the form
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Xo

where Xo, X1,..., X, are disjoint subsets of [n] satisfying Y ;" X; = [n]. We shall use
the notation (Xo, X1,...,X,,) to denote the above tree. For such a construct, we may
define a map from [n]| to [m] by j € X; — 4. Note that such a map is surjective and so
the faces of A(PP,) are in bijection with surjective maps with domain [n].

Example 3.65 We will represent A(IP3) and A(P3) by a pasting diagram for the hexagon
and 3-dimensional permutohedron respectively. Note that these pasting diagrams consist
of arrows that will be given by a label structure which shall be defined in the latter half
of this subsection. Thus at this stage the directions of the arrows are unexplained.

A(P9) is represented by the pasting diagram,

02
0 \ 2
[ 1 \
o P 2
1

| |
2 0~ 9 0
1
2 \ 0
02

A(P3) is represented by the pasting diagram,

D, 0123 Dy

where D7 and D, are the diagrams below.
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N———O—M

MN—O——H— -
TN N —O
B-—o-— 1\3\%
——N—O—A
B—r—— <
o 3
—— @ ——
o =

oO—N———a 1\%\2 —-AN-O—M
o —.—O—M—a o™
o = N N
S—11—AN \ / 1\0\3
-~
_™M
O—rH—MN—a =-3 —H—O—N—m
= <
o™ —
SO— A SOS———AN—™ o N—™

D,
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Dy 03

A
0
0 > ! 12 3
! 3</ﬂ =)
2 2 0 3 03 1 1
0 3
| 3 2 2 |
0 } 12 1 1 2‘3 2‘
3 0 T 023 0 0
| 0/ 0 | | |
) 123 ) ] Lo
23 2 23 0‘2 / 01
¢ | 1 3 2 9 \
0 0 i | 3
! 12 13 1 1 03 3234 7
|
] I
‘2\% OQT (‘) 1 }
3 1 13 3 0
| |
01\ 3 1 2 /23
1 02 2 2
2 | | | 3T
R I T I
3 | | 0
3 9 013
2 P13 |
3 3 0

3
0‘1
% %
0‘2 13

1 2
\ \ 3 \
i 2 I ‘
i ? \ i / :‘3 0
| |
3 03

Next, we will define the assignations (pr, A7) for each face T' € A(IP,,). The definition
of Ar given below coincides with that of Definition and Definition for hypercubes

and associahedra respectively.

Definition 3.66 Let T' = (X, X1,. .., X)) be a construct of P,,. Each i € [n] is contained
in a unique node X, for some r € [k]. Let pp : [n] — [n] be given by pr(i) = {0 < k <
r|i>min X;}|. Let Ap = > 5 X;\{min X;}.

Remark So far we have shown that ([n], A, A) (given in Definition 3.58 and Definition|[3.62)
is a label structure for both the associahedron and hypercube. However for the permuto-
hedron, we must substitute p for A to obtain a label structure (this will be proven in the
latter part of this section).

We will now show by a counterexample that ([n], A, A) is not a label structure for the
permutohedron. Consider the pasting diagram of A(P2) shown earlier in this section.
Denote with 77, T5 and T3 respectively for the constructs shown below.

0 0

\ \

1 2 0

\ \ \
2 1 12
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The above constructs correspond to an edge T3 and its adjacent vertices 77 and T5. Here
we have Ap, = A, U {2} = Ap, U {2}. However A\py = Ay, = A, thus axiom [(C4){(b) of a
label structure does not hold.

We will now show that ([n],p,A) is a label structure on P, by verifying the required
axioms. Firstly, we need to show that holds. Let T,U be constructs of P, with
T <1 U. By definition of the relation <, U is obtained from T by collapsing the edge
connecting nodes X and X1 for some s > 0. It follows that T' = (Xg, X1,..., X,,) and
U= (Yy,Y1,...,Y—1) where

X; ifi<s—1,
YVi=q X;UXsy ifi=s—1,
Xit1 otherwise.

We will now determine (pr7, Ayy) in terms of (pr, Ar). Consider the following cases.
Case 1: min Xy > min X _q.

Let j = min X,; then j > min X;_; = min(X;UX,_1) = min Y;_; and so Ay = ArU{j}.
We now determine pyr in terms of pr. Let ¢ € [n] be given; there exists r € [m] such that
1€ X,

If i = j, then r = s and so j € X5 C Y,_1. It follows that

pu(j) +1={0<k<s—1|j>minY;}U{s— 1}
={0<k<s—1|j>minX;}U{s—1}
=|{0<k<s|j>minXy}|, since j > min Xs_;
= pr(j).

If ¢ < j, then r # s since i < j = min X,; we either have r < s —1 or r > s. We seek to
prove that py (i) = pr(i). Consider the case of < s — 1. Note that i € Y, and so

pu(i)=H0<k<r|i>minY;} ={0<k<r|i>minX;}|
= pr (7).

We now consider the case of r > s. Note that 7 € Y,._1 and so

pr(i)=H0<k<s—1|i>minY}{+{s—1<k<r—1]i>minYy}|
=H0<k<s—1|li>mnXp}+{s—1<k<r—1|i>minX;}|
={0<k<s—1|i>minX;}+ [{s<k<r|i>minX}|
=|{0 <k <r|i>minX}|, since i < j = min X
= pr(i).

Let ¢ > 7; note that ¢ > min X and ¢ > min X;_;. By similar calculations as above, we
can deduce the following. For r > s we have py (i) = pr(i) — 1, and for r < s — 1 we have

pu (i) = pr(i).
Case 2: min X; < min Xg_1.

Let j = min X_1; then j > min Xy = min(X;UX_1) = minY;_; and so Ay = ApU{j}.
We now determine py in terms of pr. Let i € [n] be given; there exists r € [m] such that
1€ X,.

If i = j, then r = s and so j € X C Y,_1. It follows that

puv(j)=H0<k<s—1|j>minY;}|={0<k<s—1]|j>minXy}|
=|{0<k<s|j>minX}|, since j = min Xs_4
= pr(J)-
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By similar calculations to those used in Case 1, we can make the same conclusions for
the cases where i # j.

The above cases imply that [(C1){b) and (c) hold. Also it follows from the above that
T <1 U implies |Ay\Ar| = 1. Now the converse follows from the fact that Ay C Arp
whenever T' < U. Hence we have shown that [(C1)|(a) holds.

We will now show that holds. Let T' = (Xo, X1,...,X,,) be a construct of P,,.
By definition of the partial order, we can deduce that a line segment in A(P,) with T" as
the least element is obtained by collapsing two distinct edges of T. The two O-faces are
obtained by collapsing either edge. Given a line segment with the following configuration,
we assume without loss of generality that j; < jo.

J2 J1
/ \
U V
ﬁ\T/m

Note that all we need to check is the case where W is obtained by collapsing a pair of
edges of T' that share a common node. Let U be obtained by collapsing the edge connecting
nodes X, and X;_1, and V be obtained by collapsing the edge connecting Xsy; and X
for some s > 0. It follows that U = (Yp, Y1,...,Ym—1) and V = (Zy, Z1, ..., Zym—1) where

X; ifi<s—1,
Yi=q X;UX; 1 ifi=s-—1,
Xit1 otherwise.
X; if i <s,
Zi =4 Xs1 UX, ifi=s,
Xit1 otherwise.

Suppose that py(j2) = pr(j2); we aim to show that py(j2) = pr(j2). Recall Case 1
and Case 2 considered in the above proof of Note that py(jo) = pr(j2) implies
that we must be in Case 2 so it follows that min Xs4; < min X5 = jo. It follows that
min X; < min Xg_; = j; since j; # j2. Thus minY;_; = min(X; U X5-1) = min X =
jo > min X,11 = minY;. Note that W can be obtained from U by collapsing the edge
connecting Yy = X341 and Ys-1 = X5 U X_;. Hence by Case 2, pw(j2) = pu(j2) as
required. We can use a similar argument to deduce the converse.

Finally, note that pr(j1) = pu(j1) iff pw(j1) = pv (j1) follows from [[CI)|(c). Hence we
have shown that hold.

Note that follows from Cases 1 and 2 as considered in the proof of We will now
show that hold. Let T' = (Xo, X1,...,X;n) be a construct of P,, and j = max Ayp.
Note that j € X, where for some r € [m]. By definition of A, j # min X, and so
j > min X,.. Observe that there are exactly two constructs W satisfying Ay = Ap\{j}
and W <y T. These constructs are given below; write W; for the construct on the left
and Ws for the one on the right.
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Xr+1 Xr+1
| |
{4} X:\{7}
| |
XA} {7}
| |
Xr—l Xr—l

3. POLYTOPES

Note that W7 <1 T and W3 <1 T. Furthermore, we have pr(j) # pw, (j) and pr(j) =
pw, (7). Hence we have shown the existence part of|[(C4)(a) and (b). As there are no more
constructs with the desired property, we also have uniqueness. Thus we have shown that

hold.



Conclusion

In the introduction to this thesis, we outlined our primary goal of constructing a parity
structure on the associahedron. The most convenient formalism of parity is Johnson’s loop
free pastings schemes. This allows us to make use of Campbell’s LGC-complexes which
induces a loop free pasting scheme.

Firstly, we showed that a parity structure satisfying axioms 1*, 2, L and C is equivalent
to an LGC-complex. Secondly, we defined label structures on polytopes and show that
there is a induced parity structure satisfying axioms 1*, 2, L and C. Thus we have a
general theory for constructing parity on polytopes. We are then able to given examples
of label structures to the associahedra, hypercubes and permuothedra.

There are still various avenues of investigation remaining. These include but are not
limited to the following.

e Find a common label structure for our main examples (associahedra, hypercubes
and permuothedra).

e Exhibit a label structure for the simplexes.

e Define a label structure for more general objects than abstract pre-polytopes.
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Appendix A

4-dimensional associahedron

By the results of Chapter [2| the poset of hlbfs on {0,1,2,3,4}, H,4, is a model of the
4-dimensional associahedron. By the Example and Proposition from Chapter
there is a parity structure on Hy.

We will first give a counterexample to Street’s parity complex axiom 3(b) [24]. Consider
the hlbfs z = 0,1,2,12,01, y = 0,0,2,02,024 and z = 0,01,2,012,0124. We have z € 2,
y € 2T and = <y as witnessed by the sequence x = zg < x1 < ... < zg = y given below.

20 =0,1,2,12,01 ap=0,1,2,12,1
z1=0,1,12,123,1 a1 =0,1,12,3,1
z0=0,1,12,3,123 as =0,1,12,3,3
z3 =0,01,012,3,3 az =0,01,2,3,3
x4 =0,01,2,3,34 as =0,0,2,3,34
x5 =0,0,2,23,234 as = 0,0,2,2,24

ze¢ = 0,0,2,02,024

we have q; € CL‘j Nz, and so x; < x;41 for each 0 <4 < 5.
The following is a pasting diagram of the 4-dimensional associahedron. The directions
of the arrows are derived from the parity structure defined in Proposition

0,01, 2,23,234 E, 0,01,2,012,0124
— D

0,01,2,23,013/153 li5\\\3,01,012,0,04
EQ EG
0,0,02,023,023i// \\?,01,012,0123,4
El E?
0,01,012,0123,0T 0,01,012,0123,01234T lo,1,12,01,014
Eg Ey
0,01,012,3,012;\\ //;,1,12,123,1234
Eg E13
0,01,012,3,32\\\ ///6,1,12,123,01
10 < Eqg

0,01,0,03,034 _ E11 = 0,1,01,013,0134

93
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where FE; are the diagrams below.

In the diagrams below, we have left the labels of edges and faces unlabelled. For these
unlabelled faces, we can obtain the corresponding hlbf by taking pointwise unions of all
subfaces one dimension lower. For example, in diagram F; we have an edge 0,0,0,0,04
between the vertices 0,0,0,0,0 and 0,0,0,0, 4.

We have also omitted the arrows to indicate direction for each 2-dimensional face. These
arrows follow a simple pattern as we will now describe. Observe that each diagram FE; has
the same outermost path between the hlbfs 0,0,0,0,0 and 0,1,2,3,4. In fact, there are
exactly two paths from 0,0,0,0,0 and 0, 1,2, 3,4, one shorter than the other. The missing
arrows will point away from the longer path and towards the shorter path.

Ey 00034
0,0,0,0,4 7 0,0,2,34
0,0,0,0,0 0,1,2,3,4
0,0,0,3,3
/ \ / IS \
1 1,2
0,1,0,0,0 0.0.03.0 0,1,2,3,3
0,0,2,0,0 0702»372\*
0,1,1,0,0 / 0,1,2,3,2
0,0,2,3,0
P
0,0,2,2,0
0,1,2,0,0 0,1,2,3,1
0,1,2,1,0 0,1,2,3,0
/

0,1,2,2,0
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Ey 00034
00004 00234
00000 \\ 0,1,2,3,4
00233
0,0,2,0,4 — 0:0:2,2:4
0,1,0,0,0 QLZ&B
2.3.2
07072,00 00222/007 737\
0,1,1,0,0 0,1,2,3,2
00230
00220
0,1,2,0,0 0,1,2,3,1
0,1,2,1,0 0,1,2,3,0
/
0,1,2,2,0
Ej 00034
00004 7 0,0,2,34
00000 \\ 0,1,2,3,4
00233
0,0,2,04 —= 002,24
0,1,0,0,0 QLZ&B
2,3,2
0,0,2,0,0 00222~/’*00”3

0,1,1,0,0 0,1,2,3,2
\\\\\ ///// 01,222
0,0,2,2,0 /// ///
0,1,2,0,0 QLZ&l

\\\\ 01221
01,210 ///%OJQQO

TT0,1,2,2,0
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Ey 00034
00004 omz34

0,0,0,0,0 \ / 0,1,2,3,4

0,0,2,04 —= 0,0.2.24
0,1,0,0,0 \\\\\\ 0,1,2,3,3

0,1,2,2,4
0,0,2,0,0 00222

0,1,1,0,0 0,1,2,3,2
\\\\\ ///// 01222
0,0,2,2,0 /// ///
0,1,2,0,0 01231

\\\\ 0J221
01210 ////Osto

T 0,1,2,2,0

Es 00034
00004 0&134

0,0,0,0,0 \\ ///// 0,1,2,3,4

0.0.2,0.4 —= 002,24
0,1,0,0,0 \\\\\\ 0,1,2,3,3

0,1,2,2,4
0,0,2,0,0 /////%
0,1,1,0,0 01,2372
QLZO4———+OJ2JA 0,1,2,2,2 ///
QLZOO OJQJJ /// OJQQJ
\ / 01221
01210 ///%OJQSO

T 0,1,2,2,0



Es

E7

000,
00,004
0,0,0,0,0 //
01004
00,204 — ¥
OJppp
0JJ£4
04;30
QLZO4—-*O
mLzoo OJQJJ
01210
0,1,2,
0,0,0,
0,0,0,0,4
0,0,0,0,0
/
0,1,0,0,4
0,1,0,0,0
0,1,1,
QLL04~/”””*
04@90 .
QL104———+
QLzoo OJQJJ
01210

o2,

34
00234

///// 0,1,2.34

0,2,2.4
\\\\\\ 0,1,2,3,3

0,1,2,24

/////% 01,232
)17251)4 0,1,2,2,2 /

01,231
OJQQJ

////OJgso

2,0

T

3.4
0,0,2,3,4

\

OJQBA

01034
QLL34 \\\
0,1,2,3,3
14

QLZ24

0,1,2,3,2
JQJA 0,1,2,2,2

QLZ&I
01,221

///%OJQQO

2,0
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Eg . 0,0,0,3,4 .
0,0,0,0,4 0,0,2,3,4
0,0,0,0,0 0,1,2,3,4
0,0,0,3,3
/ / S 070527373 \
0,1,0,0,0 0,1,2,3,3

0,0,0,3,0

\\\\\\\\x // 0,0,2,3,2
0,1,1,0,0 0,1,0,3,0 /////// 0,1,2,32

\\\\ 0,0,2,3,0

0,1,1,1,0

0,1,2,0,0 T 0,1,2,3,1

0,1,1,3,0

N ~\

0,1,2,1,0 01230
T 0,1,2,2,0

o) 00034
0,0,0,0,4 7 0,0,2,34

e N

0,0,0,0,0 0,1,2,3,4

0,0,0,3,3
/// /// S />=0,0,2,3,3

0,1,0,0,0 1,2
I 0’070’3’0 07 Y 7373

\\\\\\\\\ // 0,1,0,3,3 — 0,1,1,3,3
/

0,1,1,0,0 0,1,0,3,0 0,1,2,3.2

\\\\ 0,1,1,3,1
071517170 / \
0,1,2,0,0 T 0,1,2,3,1

\\\\ 0,1,1,3,0 ////

0,1,2,1,0 01230
T 0,1,2,2,0



Eo 00034
.
0,0,0,0,4 0,0,2,3,4

e N

0,0,0,0,0 0,1,2,3,4

0.0.0330,1,034 o
/// \\\\\\\ /// 01134
0,1,0,0,0 0,1,2,3,3

0,0,0,3,0

\\\\\\\\\ // 0,1,0,3,3 — = 0,1,1,3,3

0,1,1,0,0 0,1,0,3,0 0,1,2,3,2

\\\\ 0,1,1,3,1
071717170 / \
0,1,2,0,0 T 0,1,2,3,1

0,1,1,3,0

0,1,2,1,0 0,1,2,3.0
TN 01220
Eyy //?OQDBA
0,0,0,0.4 7 0,0,2,34
0,0,0,0,0 0,1,2,3,4
0.1,034
/ s LyUy,
0,1,0,0,4 N 7
//// 011,34
0,1,0,0.0 0,1,2,3.3
01,033 — > 0,1,1,3.3
0.1,0,3,0

0,1,1,0,0

\\\\ 0,1,1,3,1
071715170 / \
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T
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Appendix B

LGC-complexes

We continue our discussion of LGC-complexes in Section of Chapter [l] At the time
of writing, our reference [4] is not readily available. This appendix serves to include the
necessary results and proofs which are due to Campbell [4].

The following results will use axioms and These results will then be used in
Theorem to deduce a pasting scheme in the sense of Johnson [12]. Firstly, we will give
a characterisation of the globularity axiom which is due to Campbell [4].

Proposition B.1 A parity structure C satisfies axiom iff the following equations
hold

forall x € C.
Proof. We will first prove that axiom |(G)|is equivalent to

E(z)UE(z") = B(zx)U E(z™)
E(zx)UB(x~) = B(z) U B(z™)

for all z € C. Let x € (), be given. Note that the above equations for the case of n =0, 1
are trivial, so we let n > 2. Then

sp—1R(x) = R(z)\E(x) = R(z")
and so
Sp—28n—1R(x) = sp—aR(xz™) = R(z")\E(x™) = R(z)\(E(x) UE(z™)).
Similarly, we also have
Sp_otn_1R(7) = R(z)\(E(z) U E(z™)).

Hence the equation s,_28,—1R(z) = sp_aotn—1R(x) is equivalent to the equation F(z) U
E(z7) = B(x) UE(z™). By a dual argument, it follows that the equation t,,_3s,—1 R(z) =
tn—otn—1R(z) is equivalent to the equation E(z) U B(z~) = B(x) U B(z™).

It remains to show that the above equations consist of disjoint unions. Note that
E(X) C R(X) and B(X) C R(X) for any subset X C C. It follows that

E(z)NE(z") C (R(z)\R(z")) N R(z") = 2,

and similarly, F(x) N B(z~) =@, B(x) N E(z") = @ and B(z) N B(z") = @. O
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The following propositions are due to Campbell [4]. In the order of appearance, they cor-
respond to Proposition B.2.1, Proposition B.2.5, Proposition B.2.3 and Proposition B.2.6.

Proposition B.2 Let C be a parity structure. Then B(x) N E(x) = {x} for all xz € C.
Proof. Note that R(z) = {z}UR(zT)UR(z™) so B(z)NE(x) = R(x)\(R(z")UR(z™)) =
{z}. O
Proposition B.3 Let C be a parity structure satisfying amioms and|(G)| Let z,y € C
be given. If x 4y and x # y, then B(z) N E(y) = @

Proof. Let a € B(z) and b € E(x) be given. To prove that B(z) N E(y) = @, it suffices
to show that a # b. Firstly, we will show that a « x. This is certainly true for the
case of a = x. Consider the case of a # z. By Proposition and Proposition
a € B(z)\{z} C B(z~). Applying these propositions iteratively, we deduce that a has
dimension less than = and is a negative face of a negative face of ... x, and so a € = as
required.

By a dual argument, we have that y € b. It follows that o € + €4 y € b. Suppose that
a = b; we aim to prove a contradiction. By anti-symmetry of «, we have = a = y, which
is a contradiction. Hence we have shown that a # b. O

Proposition B.4 Let C be a parity structure satisfying axioms and |(G). Then
E(x™)+B(z7)=E(z7)+ B(z™)
forallx € C.
Proof. Let x € C be given. Firstly, we will show that E(z")U B(z~) = E(z~) U B(x™).
Note that by Proposition E(x)\{z} = E(x)\B(z). By Proposition
E(z")\E(z) = (E(z) + E(z7))\(B(z) + E(z)) C E(z")
E(z") N E(z) € E(x)\{z} = E(x)\B(x) C B(z™)
Thus E(z%) C E(z~) U B(z™).
Note that by Proposition [B.2] B(z)\{z} = B(z)\E(z). By Proposition [B.1]
Bz )\B(z) = (B(z) + B(z")\(E(z) + B(z)) € B(z")
B(z™) N B(z) € B(x)\{z} = B(z)\E(z) C E(z”)
Thus E(zt) C E(x~) U B(z"). Hence we have shown that E(zT)U B(z~) C E(z~) U
B(z™). By a dual argument, we can deduce the converse.

It remains to show that the unions are disjoint. We will first prove that B(z~)NE(z1) =
&. Let a € x~ and b € 27 be given. Note that by disjointness of x~ and z™, a # b. Also
note that a« € x € b. By Proposition B(a) N E(b) = @. It follows immediately that
B(z7)NE(@x") =2.

We will now prove that E(z~) N B(z+) = @. By Proposition and Proposition

E(z")NB(z") = ((B(z) + E(z"))\E(x)) N ((E(z) + B(z™))\B(z))
= (BE(z")\E(z)) N (B(z™)\B(z))
CE@@")NB@x")=29. O
Proposition B.5 Let C be a parity structure satisfying axioms and |(G). Then
E(x)\{z} = E(z") N B(z")
B(z)\{z} = E(z") N B(z")
forallx € C.



105

Proof. We will first prove that E(z)\{z} = E(z*)NB(2"). Note that by Proposition B.2]
E(z)\B(z) = E(z)\{z}. By Proposition [B.1}

((E(x) + E(z7))\B(2)) N ((E(z) + B(z7))\B(x))

= (E(@x)\{z} + E(z7)\B(z)) N (E(z)\{z} + B(z")\B(z))
E(x)\{z} + (E(z7) N B(z™))\B(x)

E(x)\{z} + 27 \B(z), by Proposition [B.2]

E(z)\{z}, since z~ C B(x).

E(zT)Nn B(z™)

By a dual argument, we can deduce the other equation B(z)\{z} = E(z7)NB(z~). O

Theorem B.6 Let C be a parity structure satisfying arioms and |(G). The relations
EL and B} where k <n

zEly <= y € E(x);

xBry <= y € B(z)i

define a pasting scheme (C,E,B). Furthermore, E(z) = E(x), B(z) = B(z) and R(z) =
R(z) for allz € C.

Proof. All that needs to be shown are conditions 4 and 5 of Definition Note that
condition 4 follows from Proposition[B.5] and condition 5 follows from Proposition[B.4] [

We will now show that loop freeness of the pasting scheme given in Theorem follows
from the additional axiom |[(C)| The theorem below deduces a more general form globu-
larity axiom |(G)l This result is due to Campbell which can be found in Theorem B.2.8 of
4.

Theorem B.7 Let C be a parity structure satisfying aziom (G )| Then

Sp—25n—1A = sp_92A = s,_ot,_1 A
th28n—1A =1th 2A =1, ot, 1A

or equivalently,

E(An) U E(Anfl\A;) = An U E(Anfl) = B(An) U E(Anfl\A;)
E(An) U B(An—l\A;L) = An U B(An—l) = B(An) U B(An—l\A:Lr)

for any subcomplex A C C and n > 2.
Proof. We will first prove that
Sp—98p-1A4 = 5,24 = sp_otp_1A *)
is equivalent to
E(A)UE(A, 1\A")=A,UFE(A,_1) = B(A,) UE(A,_1\4,) (**)

for any subcomplex A C C and n > 2.
By definition,
sn_ad = APTI\(BE(A,_1),
sn_1A = AM\E(4,),
(SnflA)nfl = Anfl\A;’L—
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It follows that

Sn—25n—1A4 = sp_a(AM\E(A,))
= A\ E(A)\E(A,_1\A47)
= A(n)\(E(An> U E(An—l\Ar_L>)'

Similarly, we also have
sn—otn-14 = AN\(B(A,) U B(Ay—1\A}})).

Thus equations @ are equivalent to equations @ Denote equations @ by (1) = (2)
= (3).

Note that by duality, it suffices to prove that @ hold. We will first prove that (1) =
(2). To prove that (1) C (2), it suffices to show E(A,,) C A,UE(A,_1). Let x € E(A,) be
given; then there exists y € A, such that z € E(y). By Proposition xr € Bly)+E(y™).
If z € B(y), then by Proposition[B.2} z € B(y)NE(y) = {y} C A, as required. Otherwise
x € E(y™), then since A is a subcomplex y~ C A C A, andsoz € E(y~) C E(Ap—1)
as required.

To prove that (2) C (1), it suffices to show F(A,—1) C E(A4,) U E(A,—1\A;}). Let
x € F(A,—1) be given. Let u € A, 1 be minimal (with respect to «) with the property
x € E(u) . For the case of u ¢ A}, we have u € A,_1\A4;} and so z € E(u) C E(An—1\A4}})
as required.

Consider the case of u € Af. Note that there exists y € A, such that v € y* and so
r € E(u) C E(y"). By Proposition x € E(y) + E(y~). Suppose that z € E(y™);
we aim to prove a contradiction. Note that there exists v € y~ such that z € E(v).
However v €4 y € u and since A is a subcomplex v € y~ C A~ C A,,_1, which contradicts
minimality of u. Thus x € E(y) and so x € E(y) C E(A,) as required.

Hence we have shown that (1) = (2). Finally, (2) = (3) follows by a dual argument. [

The following results are due to Campbell [4]. The result below is Proposition B.2.10
of [4].

Proposition B.8 Let C be a parity structure satisfying aziom|(G ). Then

for all x € C.

Proof. Note that by duality, it suffices to prove that u(x)] = p(x)n—1 = m(x)}. By
definition, (sp,—14)n—1 = A,—1\A;}. For any subcomplex A C C we have

(sn1A)n-1 = An1\AJ = (A, UAD\AT = A NAT = AT ()

By Theorem Sp—1$nR(x) = sp—1R(z) = sp_1tpR(x). Consider the subcomplex
A = spR(z). By definition, (s,R(x))n = R(z)n\R(x), 1 = pu(x)n. It follows that A, =
(snR(2))n = p(x)n and (sp-15nR(2))n-1 = ($p-1R(2))n-1 = p(x)n—1. By substituting
the above into ({]), we obtain p(z),—1 = u(x);.

Consider the subcomplex A = t,R(z). By definition, (t,R(z)), = R(x),\R(z), ., =
m(z)n. Recall that (s,R(x)), = wu(x),. It follows that A, = (t,R(x)), = 7(x), and
(Sn—1tnR(z))n—1 = ($Sn—1R(x))n—1 = p(x)n—1. By substituting the above into (f)), we
obtain p(z)n—1 = 7(x);}. O

n
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The result below is a special case of Corollary B.2.11 of [4]. We found that this is
sufficient to prove Proposition

Corollary B.9 Let C be a parity structure satisfying axioms and [(G) If u < v,
v € u(x), thenu™ Nm(x)t = 2.

Proof. Firstly, note that u < v follows from u<1v. Suppose that y € u~ N7 (z)"; we aim to
prove a contradiction. Note that there exists w € w(z) such that y € w™, and so we have
w 4y 4u. By Proposition m(x)n_1 = m(z)F so w is a positive face of a positive face
...of z, and so * € w. Similarly, we have v € . It follows that z 4« w 4y 4 u 4 v € ©

which contradicts anti-symmetry of €. Thus v~ N7 (z)t = @ as required. O
The result below is Proposition B.3.2 of [4].

Proposition B.10 Let C be a parity structure satisfying aziom [(G). Let x € C and
S C C be a well formed subset such that u(x) C S. Then p(zx) is an <-interval of S.

Proof. We will show that u(x), C S, is an <-interval of S,,. Let w,v € u(zx), be given.
It suffices to show that u € u(z), for any v € S, with w < u < v. By Corollary
uw" Nn(z)) = @. Let y € wh Nwu™; it follows that y ¢ n(z);". Note that y € wt C
p(z)r. Suppose that y ¢ p(x),; we aim to prove a contradiction. By Proposition

s and so

y € u(x)f = m(x)y_1 = n(x)f C w(x);}, which is a contradiction. Thus y € pu(z);,

there exists z € u(z), such that y € z~. Note that y € u~ Nz~ so by well formedness of

Sn, u =z € u(x), as required. O
The result below is Proposition B.4.4 of [4].

Proposition B.11 Let C be a parity structure satisfying am’oms and|(G). Consider
the pasting scheme defined in Theorem . A subset A C C is a (J)-cell (in the sense of

Deﬁmtz’on iff A satisfy the following conditions

(a) skA and ti A are subcomplexes for all k,

(b) A\AY and A\A~ are well formed.
Proof. We will first verify that Definition gives a characterisation of the source and
target maps as defined in Definition Recall that by Theorem we have E(x) =

E(x) and B(x) = B(x). The source and target maps given in Definition are as follows.
For any n-dimensional subset A C C, the source and target given by

5, = dom"™ %A and 7, = cod” ¥ A

where domA = A\E(A,) and codA = A\B(4,). It needs to be shown that s,A = s, A
and tp A =t A.

Note that by duality, it suffices to show that sz A = spA for all £k < n. We will prove
this using induction on k. For the case of & = n the result follows by definition of dom.
We will now prove the inductive step. Let £k < n be given; it needs to be shown that
gk—lA = Sk_lA. Then

3p_1A = dom™ * D4 = dom(dom™ *A) = dom(A*T N\ E(Ay11))
= (ABTNE(Ap )\E(A\AY ) = ATO\(B(Ap) U B(AN\AL )
= A®+D\ (4,1 U E(Ay)), by Theorem [B7]
= APNE(A4;) = s;_1A

as required.
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Note that R(z) = R(z) so the notion of a subcomplex is equivalent to the notion of a
subpasting scheme. Also note that A\A" = > (s;A)r and A\A™ = > (txA)g. In order to
prove the proposition, it suffices to check that siA is k-dimensional for all k < n. By the
definition, it is at most k-dimensional, and so it suffices to show that (spA)x = Ak\Az’Jr1 is
non-empty. Let x € Ay be minimal with respect to 4. Suppose that x € A,‘;_l; we aim to
prove a contradiction. Note that there exists y € Ag,1 such that x € y*. Let u € y~ be
given; since A is a subcomplex we have u € y~ C A | C A;. However u €4y <z, which
contradicts the minimality of z. Thus = ¢ AkJ“+1 and so x € A/.C\A;Zrl as required. O

Theorem B.12 (Campbell) Let C' be an LGC-complex. The pasting scheme in Theo-
rem [B.4 is loop free.

Proof. We need to show the three conditions of loop freeness given in Definition [1.43
Condition 1 follows from Proposition[B.3] Condition 2 follows from axiom [(C)|and Propo-

sition Condition 3 follows from Proposition O
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