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Abstract

Nanodiamond is a unique material that combines the extreme properties of diamond with the
alluring properties of nanomaterials. Moreover, diamond can host colour centres — optically
active defects that act like artificial atoms — some of which are renowned for their spin-
optical properties. This makes nanodiamond material a prime candidate for implementing a
range of future solid state quantum technologies. The practical implementation of diamond
nanotechnologies in general relies on our capability to understand both diamond as a material
and the properties of its colour centres. One particular defect, the nitrogen-vacancy (NV)
colour centre, can be credited for launching diamond as a platform for quantum information
processing, ultra-high resolution sensing, and biomedical applications. This thesis explores a
set of different aspects of nanodiamond material containing NV centres, from spin to optical
to vibrations degrees of freedom, with a particular eye to potential applications.

Firstly, a macroscopic dielectric loaded resonator microwave cavity was investigated as
a new technology for driving the NV spin. The cavity is suspended ∼ 1 cm above the surface
of a sample, delivering a highly uniform driving field and negating sample heating effects.
Implementing a Hahn spin-echo pulse sequence to measure the spin dephasing rates was ul-
timately unsuccessful due to the microwave cavity being unable to produce properly formed
pulse shapes at short time scales.

Secondly, optical properties of densely-packed NV centres in nanodiamonds are investi-
gated and the observation of room-temperature superradiance from single diamond nanocrys-
tals is presented. These results represent the scientific apogee of this thesis. It is shown that
nanodiamonds packed with a sufficiently high density of NV centres can exhibit cooperative
effects, which are interrogated through the observation of superradiance. NV lifetimes as
short as 1.1 ns are observed, which is a significant (10×) speed-up in the photon emission
rate compared to isolated NV centres. This is consistent with a model of cooperative effects,
which is further confirmed by observing super-Poissonian photon statistics as predicted by
our model.

The superradiance investigation uncovers the need to accurately measure the temperature
of individual nanodiamond crystals. Raman spectroscopy methods for thermometry are de-
veloped, enabled by a novel ultra-high resolution échelle spectrograph. The analysis reveals
that NDs on glass in air can be heated up to ∼ 900 K with ∼ 160 mW of focussed off-resonant
laser illumination. This remarkable optical heating is concluded to occur for nanodiamonds
in poor thermal contact with the substrate. Discrepancies are found when fitting the estab-
lished 4-phonon decay model with the experimental data, however, individual nanodiamond
data could be matched to a reference measurement in bulk diamond by altering the optical
density of states. This is attributed to Mie resonances on the nanoparticles.

Finally, substantial efforts in development, modernisation, and automation of lab sys-
tems are reported. This work demonstrates how these efforts have already enabled semi-
autonomous measurements to be conducted and have catalysed a change in our method of
lab operation.
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1
Introduction and Background

“If I have seen further it is by standing on the shoulders of giants.”

Isaac Newton

Nanodiamond (diamond material with size of the order ∼ 100 nm or smaller) is a unique
material that combines the extreme properties of diamond with the alluring properties of
nanomaterials. The material has attracted increasing attention over the last few decades due
to its vast potential for applications in nanotechnology. Key to this attraction is not only
the extreme material properties of diamond, but diamond’s ability to host a large variety
of colour centres — defects that give diamond colour. Over 500 colour centres are known
to exist in diamond [1]. Those that absorb light create the colour perceived by the human
eye, and some colour centres can also re-emit absorbed light. Many colour centres posses
unique optical and spin properties, including the well-known nitrogen-vacancy (NV) centre
(§ 1.3.2). The applications of nanodiamond-based technologies are far-ranging, from single-
photon generation and solid-state spin qubit registers for quantum information, to ultra high-
resolution sensing, and as non-toxic biomarkers for the life sciences.

The practical implementation of these applications relies on our capability to understand
both diamond material and the properties of its colour centres. For quantum technologies the
diamond must be of ultra-high purity as not to shorten spin coherence times. For sensing and
biomedical applications the nanoscale size of the material and the optical stability of colour
centres is crucial. Complex surface physics means that these demands are often in conflict,
and a lot of research effort has been put into developing diamond-based nanotechnologies.
This has driven a fast pace for the diamond nanoscience field, including improvements in
diamond material science [2] and in colour centre creation [3]. Indeed, the growth of research
publications in this field has been rapid, as illustrated in Figure 1.1.

1.1 Motivation and Scope
Quantum-enhanced and quantum-enabled sensing and metrology have emerged recently as
particularly active fields of research. Many of the initial demonstrations in this field have
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Figure 1.1: Publications referencing nanodiamond. Publications containing nanodiamond in
their search metadata from 1995 – 2018. Source: Google Scholar.

been applied to fundamental problems in biology, such as nanoparticle tracking, measure-
ments in trapped nanoparticles, MRI enhancement, and drug delivery [4–11]. However, the
significance of nanodiamond-based sensing and metrology applications spans further than
the life sciences, reaching fields such as magnetic field sensing, semiconductor electronics,
microelectronics, temperature sensing, pressure sensing, and other future applications [12–
18]. We note that the use of nanodiamond materials for sensing and metrology is still a
young area of study, seeded by the first realised magnetometry applications in 2008 [12, 13].

This PhD project has been performed as part of a team and lab with a traditional focus on
the applications of nanodiamond and other quantum materials. The thesis reports a variety
of physics investigations that have stemmed from questions arising in the context of sensing
and metrology applications, with the ultimate goal of using this knowledge for engineering
quantum systems. In particular, this work focuses on aspects of diamond nanoscience that
exhibit quantum properties — with emphasis on the underlying physics as opposed to spe-
cific sensing protocols. This chapter presents an overview of diamond as a material and the
optically active atomic-scale defects it hosts. These defects are known as colour centres,
some of which possess favourable spin and optical properties. In particular we discuss the
nitrogen-vacancy (NV) centre, proven as a unique tool for many applications that have ex-
panded the horizons for diamond nanoscience over the past half century. These topics and
concepts are an important basis for understanding the work in subsequent chapters.

The all-optical initialisation and readout of the NV spin is well-established [19, 20]. The
NV centre has the longest room-temperature spin-coherence time of any optically active
solid state system [2]1, and on-going work to couple NV spin systems [21–24] all contribute
to the NV centre in diamond generating disruptive quantum technologies. In Chapter 2 we
present our efforts to use a dielectric loaded resonator cavity to conduct spin measurements
on the NV centre. In parallel with the cavity we use a stripline antenna with an identical

1Phosphorus donors in silicon are not optically active, however, are capable of achieving coherence times
of up to 60ms [25] and have well demonstrated capabilities for quantum technologies.
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sample such that we can draw comparisons between these microwave delivery methods. We
generate Rabi oscillations in single NV spins, however, find that the cavity design prevents us
from successfully conducting decoherence measurements via the Hahn spin-echo sequence.

Superradiance in room-temperature, solid-state systems may lead to technological inno-
vations and applications in efficient photon detection, energy harvesting and quantum sens-
ing. Of direct relevance to the research efforts of our team was to explore the underlying
physics of superradiance in nanodiamonds containing many NV centres to further understand
previous results from conducting optical trapping experiments [26]. Therefore, in Chapter
3 we investigate properties of diamond nanoparticles containing a high density of NV cen-
tres. Specifically, we report the observation of room-temperature superradiance for single
nanodiamonds. A significant speed-up in the photon emission rate is observed, in addition
to non-trivial correlations between the emitted photons.

In addition to these important scientific findings, part of my PhD project was devoted
to the significant development, modernisation, and automation of experimental lab systems.
Our experiments into the investigation of superradiance phenomena required the gathering
of a large data set comprised of measurements repeated across many individual NDs. Its
construction was labour intensive, with no methods for conducting autonomous or semi-
autonomous measurements. This became the major driving force in developing a system
whereby automated measurement processes could be conducted, in addition to the need
to replace our workhorse piezoelectric scanning stage in our confocal microscopy appara-
tus, which itself required extensive efforts. Furthermore, to enable wide-range, single-shot
spectroscopic measurements we collaborated with a team of astronomers within the Physics
Department. We made use of a novel échelle spectrograph which they had built, requiring
the development of data extraction methods. This work enabled wide-range spectroscopy
exceeding the resolution of instruments currently on the market. These developments are
detailed in Chapter 4.

In the highly-dynamic environment of a research lab, new ideas emerge and manifest
into previously unforeseen experimental projects. Chapter 5 follows from questions raised
in the superradiance study concerning the local temperature of the analysed nanodiamonds.
We present a Raman spectroscopy method to scrutinise temperatures of individual nanodia-
monds. As part of this endeavour we produce evidence of laser-induced heating of individual
nanodiamonds that are in poor thermal contact with the substrate. Additionally, this chapter
illustrates the effectiveness of the automation and procedural upgrades that are described in
Chapter 4.

Finally, Chapter 6 contains conclusions and future prospects generated by this research.
Strong potentials exist for much of the key research presented in this thesis, in particular
for the continued investigation of superradiant behaviour in single-crystal nanodiamonds,
and for the application of nanodiamond material for highly spatially localised temperature
measurements.

1.2 Diamond and Colour Centres

In addition to the macroscopic qualities of diamond that have contributed to its impressive
brand, it is diamonds mesoscopic properties that makes it appealing for the development of
nanotechnologies. Defects in the diamond lattice, either irregularities and/or the inclusion
of foreign atoms, can give rise to unique physical characteristics. For instance, diamond
can be host to defects that are optically active, so called colour centres, some of which are



4 Introduction and Background

renowned for their spin-optical properties. Here we review in particular the nitrogen-vacancy
(NV) colour centre which has arguably launched diamond as a promising candidate for many
solid-state quantum technologies. In fact, over the last few years diamond colour centres
have become the foundation, or even the archetype systems, for several quantum information
technologies and ultra-high resolution sensing applications, as well as bio-imaging and bio-
marking schemes for diagnostics and therapeutics. It is our control over the fabrication and
characteristics of diamond, in combination with our understanding of the underlying physics
of colour centres, that have made it the material of choice for leading-edge technologies.

1.2.1 Lattice Structure
The crystalline structure of diamond originates from carbon atoms arranged in a characteris-
tic tetrahedral lattice [27]. Each carbon atom bonds covalently to its four neighbours via sp3

hybrid orbitals. The resulting crystal lattice is strong and resistant to deformation, and is a
key contributor to diamonds extreme properties.

1.2.2 Physical Properties
Diamond exhibits extreme physical properties compared to other materials. The following is
a small review of a subset of these properties. In the case of diamond’s mechanical properties
we draw comparisons between diamond, silicon, and germanium, as all three share the same
lattice structure.

Hardness As a result of diamond’s rigid tetrahedral crystal structure and the strong cova-
lent bonds of the carbon atoms, diamond is the hardest known natural material. On the Mohs
scale, which is a measure of scratch hardness, diamond ranks a value of 10 at the top of the
scale [28]. The Mohs scale is non-linear; diamond is four times harder than compounds with
a rank of 9 on the scale. Silicon ranks 6 and germanium 7 on this scale, approximately ten
times lower than diamond.

Strength The stress required to deform a material determines its strength. For diamond
containing no defects, this value can be greater than 90 GPa for tensile, compression, and
shear stresses [29–35]. For silicon and germanium, their ideal strength is merely 25 GPa.

Elastic Properties This section can be subdivided into four constituents; Young’s modu-
lus, shear modulus, Poisson’s ratio, and bulk modulus. Young’s modulus is related to the
tensile strength of a material, and is the ratio between the uniaxial stress and the uniax-
ial strain in the linear-elastic regime. For diamond the value of this ratio is approximately
1100 GPa, in contrast to 160 GPa for silicon and 130 GPa for germanium [33] — which are
both an order of magnitude smaller. The shear modulus is related to the deformation of a
solid as it experiences forces parallel to its sides, in opposite directions on opposing sides. It
is the ratio of shear stress and shear strain, and for diamond its value is 550 GPa compared
to 60 GPa for silicon and 50 GPa for germanium [33] — again around 10 times smaller. The
Poisson’s ratio of a material is also related to its deformation, though is the ratio between
transverse strain and axial strain, or between stretching in one direction and compression in
perpendicular directions. The value for diamond is 0.07, meaning that it has a high resistance
to deformation. For silicon and germanium the value is 0.2 — about 3 time larger. Finally,
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Table 1.1: Values of refractive index of diamond for different wavelengths [38].

Wavelength (nm) Refractive Index
226.5 2.715
480.0 2.437
535.8 2.424
578.0 2.419
656.0 2.410

2500 2.379
25 000 2.375

the bulk modulus is a measure of a material’s resistance to uniform compression. The bulk
modulus value for diamond is 440 GPa, whereas in silicon is 100 GPa and in germanium is
80 GPa [33] — a quarter of the value.

Thermal Conductivity Diamond has an extremely high thermal conductivity, making it an
exceptional material for applications in high-frequency, high-power, high-temperature, and
high-voltage applications. Monocrystalline diamond has a thermal conductivity of 2200 W/ (m · K)
at room temperature [36], which is extreme when compared to that of copper at 400 W/ (m · K).

Specific Heat The specific heat is a measure of the amount of heat per unit mass required to
raise the temperature of a material by one degree Celsius at 300 K and with constant pressure
and volume. For diamond this has been measured to be 6.195 J/ (mol · K).

1.2.3 Optical Properties

The optical properties of diamond vary depending on the presence of defects within the
lattice. Here we consider diamond containing few to no lattice defects.

Refractive Index and Dispersion Diamond has a high refractive index compared to most
other transparent materials. A selection of reference values are shown in Table 1.1. In the
optical region, the refractive index of diamond varies with wavelength much more than most
(but not all) other materials. The difference in refractive index of a material between the blue
/ violet region and the red region is known as the coefficient of dispersion. For diamond this
value is 0.044, greater than that of some crystals e.g. quartz (0.013) but less than that of
other crystals e.g. cassiterite (0.071) [37].

Optical Transparency and Effects of Colour Centres For wavelengths of 225 nm < λ <
2000 nm and λ > 6000 nm the measured transmissivity of diamond is 0.7. In the range
2000 nm < λ < 6000 nm the transmissivity falls below 0.7 as a result of infrared absorption
of carbon-carbon systems [39]. In the optical regime diamond can often appear coloured
[37]. This colouration is attributed to defects in the diamond lattice, stemming typically
from the inclusion of foreign atoms [1]. If the defects fluoresce they are said to be optically
active, and can possess interesting spin and optical properties once isolated.
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1.3 Defects in Diamond
All defects can be classified as intrinsic, extrinsic, or as a combination, regardless of their
optical activity. Over the optical range from 170 nm to 20 µm diamond has more than 500
optically active defects [1], including the well known nitrogen-vacancy (NV) centre (§1.3.2).

1.3.1 Intrinsic and Extrinsic Defects
Irregularities within the diamond lattice are referred to as intrinsic defects. Such defects can
occur naturally or can be induced by methods such as irradiation [40]. There exist multiple
specific types of intrinsic defects, including sites shared by an extra carbon atom [41, 42],
sites missing a carbon atom (vacancies) [43, 44], and lattice sites with broken bonds [45].

Conversely, the incorporation of foreign atoms into the diamond lattice form extrinsic
defects. Again, these can be either naturally occurring or induced by artificial means such
as ion implantation, see § 1.4.2. Two types of extrinsic defects exist; substitutional and
interstitial defects [27]. As its name suggests, a substitutional defect consists of a foreign
atom substituting a carbon atom at a lattice site. In the case of an interstitial defect a foreign
atom is lodged in the lattice between lattice sites. It is these extrinsic defects that give rise to
the colour of diamond material [1, 46, 47].

1.3.2 The Nitrogen-Vacancy Centre
The nitrogen-vacancy (NV) centre has attracted considerable attention over the past two
decades and is one of the most studied defects in diamond. The NV defect is the arrange-
ment of a nitrogen atom and an adjacent empty lattice site substituting carbon atoms in the
diamond lattice, orientated along the 〈111〉 direction [48, 49], illustrated in Figure 1.3.

Electronic and Optical Properties

The NV can be found in either its neutral charge state NV0, or its negatively charged state
NV−. The NV− exhibits the unique spin and optical properties that have generated consider-
able interest. Therefore, hereafter the abbreviation ‘NV’ will refer directly to the negatively
charged state unless otherwise specified.

A single NV centre isolated in the diamond lattice behaves as an artificial atom — an
emitter with a discrete anharmonic energy level structure. The unique properties of the
diamond matrix allow this structure to retain its atom-like quantum behaviour at room-
temperature. Its defined energy levels have optically active transitions, giving the NV centre
its own unique spectral fingerprint, as shown by the photoluminescence spectrum in Fig-
ure 1.4a. Of significant interest in the NV spectrum is its zero-phonon line (ZPL), located
at 637 nm, corresponding to the energy difference between the zero-vibrational state of the
ground and excited levels [50]. The spectrum also features a large phononic sideband red-
shifted from the ZPL. In-fact, merely 4% of the NV fluorescence falls into the ZPL [3].
However, even a single NV centre (either isolated in a nanodiamond or spatially distinct in
bulk diamond) produces a strong photoluminescence signal detectable via standard confocal
microscopy. This is the result of a large optical absorption cross-section in comparison to
other Group-IV colour centres, a relatively short excited state lifetime, high quantum effi-
ciency, and the absence of a long-lived dark state that shelves the fluorescence [51].
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(a) (b) (c)

(d) (e) (f)

Figure 1.2: Lattice defects. A schematic representation of intrinsic and extrinsic defects in a
lattice (not specifically diamond). Atoms belonging to the material are shown as purple, and
foreign atoms are shows as both green and blue. (a) A lattice example with no irregularities. (b)
An intrinsic defect where a lattice site is shared by an extra carbon atom. (c) A lattice site missing
a carbon atom,said to be a vacancy, also an intrinsic defect. (d) A lattice site with broken bonds
is also an intrinsic defect. (e) An extrinsic, substitutional defect from a foreign atom substituting
a carbon atom at a lattice site. (f) An extrinsic, interstitial defect where a foreign atom is lodged
in the lattice between lattice sites.

The energy level structure of the NV is at the core of both its spin and optical properties.
Six electrons are associated with the NV centre: three “dangling bonds” from the carbon
atoms surrounding the vacancy, two “dangling bonds” from the nitrogen atom (the nitrogen
atom uses three of its five valence electrons to bond to its neighbouring carbon atoms), and
one provided from elsewhere in the lattice (typically from a nearby substitutional nitrogen
impurity) [53]. The majority of the charge density (∼ 72%) is located about the three carbon
atoms surrounding the vacancy, a small fraction located about the nitrogen atom (∼ 0.2%),
and the remainder spread over the surrounding lattice (∼ 28%) [54].

The structure of the energy levels (Figure 1.4b) feature ground and excited triplet states
separated by the aforementioned ZPL transition at 637 nm. The ground triplet has a zero-
field magnetic resonance in the microwave regime at ∼ 2.88 GHz [55, 56]. In the absence of
a magnetic field the ground state ms = ±1 sub-levels are degenerate, however, the presence
of a magnetic field lifts this degeneracy due to the Zeeman effect. The ms = ±1 sub-levels
then become resonant slightly above and below the zero-field ∼ 2.88 GHz value. The high-
sensitivity of this splitting, as well as the ability to detect it optically (§ 1.3.2), make the NV
an excellent tool for magnetic sensing [12, 13, 57–59].
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Figure 1.3: The nitrogen-vacancy centre in diamond. A representation of the diamond lattice
containing an NV centre. A nitrogen atom (green) and a neighbouring vacancy (white) replace
carbon atoms (purple) in the diamond lattice (two interpenetrating face-centred cubic (fcc) Bra-
vais lattices [27]).

Spin Manipulation

The ground state of the NV centre can be approximated as a two-level quantum system due to
its spin-conserving optical transitions, which can be pumped to the first allowed energy level
(excited state) by 532 nm laser excitation. The NV triplet ground energy levels with magnetic
quantum numbers mS = 0 and mS = ±1 are split by spin-spin interaction by ∼ 2.88 GHz.
The cyclic luminescence of the mS = ±1 excited state is 30% less efficient than that of the
mS = 0 excited state, which when the system is optically pumped results in population of
the mS = 0 ground state — thereby spin-polarising (or initialising) the NV centre, illustrated
in Figure 1.5a. Microwave radiation at ∼ 2.88 GHz is able to mix (manipulate) the two
ground states (mS = 0 and mS = ±1), Figure 1.5b, which therefore causes a decrease in the
luminescence signal. This is due to the fact that the mS = ±1 state scatters less photons than
the mS = 0 state. It follows that interrogating the degree of fluorescence of the NV when the
system is again excited (observing if the system is ‘bright’ or has 30% less counts) tells us
which state (mS = 0 or mS = ±1) the system was in (readout), illustrated in Figure 1.5c and
Figure 1.5d respectively.

1.4 Diamond Growth & Colour Centre Creation

Diamond material naturally forms between the range of 150 km and 200 km below the sur-
face of the Earth [61], where extreme temperatures and pressures provide the energy required
for stable diamond crystallisation. The process of honing synthetic diamond growth com-
menced circa 1950. Since, the ongoing desire to refine and advance the process has driven a
significant volume of research, initially with large gaps between new discoveries.
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Figure 1.4: NV electronic structure and photoluminescence spectrum. (a) Spectrum of a
single NV centre recorded at room-temperature under 532 nm laser excitation. The ZPL is anno-
tated, and the large phononic sideband can be observed. (b) The electronic energy level structure
of the NV centre in diamond. Radiative transitions are denoted with solid arrows, and non-
radiative ‘dark’ decay channels with dashed arrows. The transition between the ground and
excited state corresponds to 637 nm, and that between the ground triplet to ∼ 2.88 GHz (with
zero magnetic field). Note that weak relaxations occur from the excited |ms = 0〉 state and the
shelving state [52].

1.4.1 Growth Methods

High-Pressure High-Temperature

The first synthetic growth method employed to create diamond in a laboratory environment
mimicked the conditions of high-pressure and high-temperature found beneath Earth’s crust.
This method, aptly named ‘high-pressure high-temperature’ (HPHT), was first achieved in
1953 [62], a few years after the phase diagram for carbon was initially mapped in 1938
[63] (later expanded in 1955 [64]). The method uses large anvils to exert pressure (above
5 GPa) on a heated (above 1500 ◦C) reaction cell [65, 66]. The cell is filled with high-purity
carbon-containing materials such as graphite, in addition to a solvent metal — typically iron
or nickel. The solvent metal transports the dissolved carbon to seed diamonds, while it also
reduces the minimum external pressure required to reach the target growth conditions. The
HPHT method continues to be used today due to its low cost and high throughput. It does
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Figure 1.5: Illustration of the control mechanisms implemented to initialise, manipulate
and readout the state of the NV. The ground state of the NV can be approximated as a two-
level quantum system due to its spin-conserving optical transitions, which can be pumped to the
first allowed energy level (excited state) by 532 nm laser excitation. The NV triplet ground energy
levels with magnetic quantum numbers mS = 0 and mS = ±1 are split by spin-spin interaction
by ∼ 2.88 GHz. Of course, the NV defect has only a single electron to manipulate. In this figure
the defect is depicted with four electrons only to provide a more intuitive representation for the
reader, i.e. the schematic should be interpreted as the evolution over time of the photodynamics
of a single NV centre. (a) The cyclic luminescence of the mS = ±1 excited state is 30% less
efficient than that of the mS = 0 excited state, which when the system is optically pumped results
in population of the mS = 0 ground state — thereby spin-polarising (or initialising) the NV
centre. (b) Microwave radiation at ∼ 2.88 GHz is able to mix (manipulate) the two ground states
(mS = 0 and mS = ±1). (c) Interrogating the degree of fluorescence of the NV when the system
is again excited tells us which state (mS = 0 or mS = ±1) the system was in (readout). If the
system was in the mS = 0 state upon re-illumination then we observed photon count is ‘bright’,
and (d) if the system was in the mS = ±1 state then we observe a photon count rate 30% reduced.
Figure adapted from [60].

not, however, allow for a wide range of customisation and control of the synthesis process.

Chemical Vapour Deposition

More recently the technique of chemical vapour deposition (CVD) has proved successful for
diamond synthesis [67]. In contrast to the HPHT method, the CVD method takes place at
much lower pressures and somewhat lower temperatures — occurring in a different region
of the carbon phase diagram, Figure 1.6. A carbon-rich gas, typically methane (CH4), is
pumped into a reaction chamber (accompanied by hydrogen (H2) and oxygen (O2) to en-
hance growth conditions) where either a hot filament or a microwave source heats the gases
to the extent that they are ionised and a plasma is formed. In this region of the phase diagram
graphitic bonds are favoured, but these are also etched more rapidly by the plasma. The
balance of these dynamic processes favours the gradual accumulation of diamond bonds.
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Figure 1.6: The carbon phase diagram. The high-pressure high-temperature (HPHT) and
chemical vapour deposition (CVD) diamond formation regions are marked in orange and blue
respectively. Figure adapted from [60].

Hence, the newly created carbon free radicals adhere to seed diamond material (either parti-
cles on a substrate or bulk material) previously loaded into the reaction chamber. The process
initially suffered from slow growth rates, however, samples can now be grown in excess of
1 µm/h [68–71]. Due to the high degree of control over the quality of gases injected into
the reaction chamber CVD diamond growth has become a popular fabrication method for
scientific samples.

1.4.2 Colour Centre Inclusion

Various methods for enhancing the number of colour centres in diamond exist — some tied
with the synthesis process and others independent of the growth method. The complexity
of these methods vary widely, from relatively simple processes to those requiring multiple
steps and elaborate procedures. A subset of these methods containing those most common
is listed below.

Atmospheric Inclusion

Nitrogen is the principle impurity in natural diamond material and is responsible for a large
number of impurity-related centres. Nitrogen has a high affinity to be incorporated into the
diamond lattice due to the number of electrons present in the valence band. Should nitrogen
be present in the growth environment it is extremely likely to be included in the lattice of the
growing crystal. As such, the amount of nitrogen present during diamonds HPHT growth
process influences the concentration of nitrogen related defects in the grown crystals. This
inclusion process can be used for the creation of fluorescent nanodiamonds containing high
concentrations of NV centers.
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Incorporation via CVD Growth

The inclusion of colour centres via CVD growth is undertaken by introducing the desired
dopant into the reaction chamber. This can be achieved by either choosing the appropriate
substrate or by introducing a dopant as a gas. In the case of the NV centre, even without
purposefully injecting nitrogen into the reaction chamber the formation of NV centres occurs
due the abundance of nitrogen in the atmosphere — even with the CVD reaction chamber
reduced to low-pressure there exists enough residual nitrogen to result in NV formation.
To be more accurate, it is most probable that the included nitrogen atom is lodged in the
diamond lattice without a neighbouring vacancy. The NV complex can then be created by
methods such as the combination of irradiation and annealing (see below). Occasionally NV
centres still form completely, and it has been shown that the parameters inside the reactor
can be controlled to manipulate the concentration of NVs generated [72].

Ion Implantation

Implantation of ions into the diamond lattice can be achieved through the use of a focused
ion beam [73–75]. Ions are accelerated and bombard the host matrix, becoming implanted
at depths dependent on the acceleration energy. Ion implantation is typically conduced in
conjunction with annealing (covered in the following section) which enables the migration
of vacancies through the lattice (and allowing for the creation of colour centres requiring
vacancies) [76, 77]. This method allows for both the density and locations of implanted ions
to be controlled to a certain degree [78, 79].

Irradiation and Annealing

To enhance the creation of colour centres requiring vacancies, a process of irradiation and
subsequent annealing of diamond samples is usually undertaken [40, 80, 81]. A focused
electron beam can be used to ‘bump’ carbon atoms from their sp3 lattice position, leaving
vacancies in the lattice. With the vacancies created, the sample can be annealed (at a tem-
perature greater than ∼850 ◦C [81]) to enable the migration of vacancies into energetically
favourable locations, such as adjacent to nitrogen atoms [53, 82].

1.5 NV Applications

Colour centres in diamond are at the vanguard of room-temperature quantum technologies
and quantum-enabled sensors. Due to the abundance of nitrogen in the Earth’s chemistry NV
defects are common in natural diamonds, however, in concentrations too high to be utilised
in quantum technologies. Enabled through advances in synthetic diamond growth, the first
single-site NV defect was observed in 1997 [51]. Since then, the NV has proven itself as a
robust solid-state single-photon source [83–85], demonstrating the absence of photobleach-
ing [85] and only exhibiting blinking when confined in nanodiamonds with sizes on the order
on 5 nm [86]. Further investigations have also been conducted towards electrically driving
the NV for use as a deterministic single-photon source [87]. This feature has led to NV
centres finding use as a viable tool for quantum cryptography [88, 89], and with suitable
control may eventually find application in room-temperature optical quantum information
processing [90].
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The energy level structure of the NV (§ 1.3.2) enables its use as a solid-state qubit [19, 91]
— allowing for state initialisation, manipulation, and readout (the satisfaction of DiVin-
cenzo’s qubit requirements [92]). This ability has led to the use of the NV for fundamental
quantum experiments concerning non-classical states, such as Bell state violation [93]. Spin
coupling of two NV centres has been demonstrated, generating efforts towards the develop-
ment of scalable NV-based multi-qubit systems [94, 95].

The previously mentioned susceptibility to splitting of the ground state ms = ±1 sub-levels
in the presence of a magnetic field (§ 1.3.2) makes the NV an excellent magnetic sensor. The
degeneracy of the state lifts with a field strength of merely 4 nT Hz−1/2 [2], and the degree
of splitting is directly proportional to the magnetic field strength (§ 2.1.1). This effect can
be read-out through the application of a combination of laser and microwave fields (§ 1.3.2)
via the process of optically detected magnetic resonance imaging (ODMR), demonstrated in
both bulk diamond [96] and in nanodiamond [86], and implemented in Chapter 2. Through
modifications to the ODMR pulse sequence detection of magnetic fields generated from
single spins has been detected [58, 59].

Nanodiamonds containing colour centres have also found application in biomedical sci-
ence due to their small size (tens of nm) and biological inertness [97]. These properties, in
addition to the NV fluorescence properties, allow the NV to be used a photostable bio-marker
able to be tracked spatially as nanodiamonds traverse through living cells [5].

1.6 Confocal Fluorescence Microscopy
The primary method for optically probing ND crystals is through the use of a fluorescence
confocal microscope. Confocal microscopes create sharp images by using point-by-point
excitation and detection in a configuration that rejects out-of-focus light. The principle was
first realised in 1955 [98] and has since continued to find application as a tool for probing mi-
croscopic systems. Compared to a conventional wide-field fluorescence microscope, where
the excitation source illuminates the entire sample concurrently, a confocal microscope illu-
minates only a single spatial point and is able to reject light that is scattered outside of the
focal plane.

In a traditional confocal microscope this is achieved by focusing initially divergent light
onto a sample, and subsequently collecting this light after passing it through a pinhole, as
illustrated in Figure 1.7a. Light generated outside of the focal plane is rejected by the pinhole
placement, and hence is not incident on the detector. The size of the pinhole has important
implications for the capabilities of the confocal system. It defines the optical sectioning
capability of the microscope, and affects the achievable resolution and contrast. Initially
it could be thought that the size of the pinhole should be reduced as small as possible to
better reject out-of-the-plane scattered light. However, a trade-off must be made for detection
efficiency, as decreasing the pinhole size also limits the number of photons arriving at the
detector, which will decrease the signal-to-noise ratio.

By scanning the illuminated volume (‘voxel’) a sharply focused slice of the sample can
be imaged. This slice is typically conducted the in xy plane, which is appropriate for our
applications imaging ND and nanoparticles in general. However, imaging three-dimension
volumes can be achieved by stitching together multiple slices of the sample.

Our constructed confocal microscope is modified from the original design. A laser is
used as our excitation source, and pinholes are replaced with single-mode optical fibres, see
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Figure 1.7b. These substitutions allow for a bright excitation source, where the laser source
can be tailored to the excitation wavelength required for the experiment, and in the general
enhanced flexibility of optical setup.

The single point illumination and detection provided by a confocal microscope increases
imaging resolution at the expense of time required to create an image, as the illuminated
voxel must be raster scanned to form a larger intensity map. However, the increased sensi-
tivity of the system to small, weak light sources enables NDs containing single colour centre
defects to be imaged and optically addressed.
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Figure 1.7: Schematic representation of a traditional and modern confocal microscope de-
signs. In both cases only light originating from the sample plane is able to pass through to the
detection path. Rejected ray paths are shown in gray. (a) A traditional confocal microscope de-
sign utilising light from a non-coherent source (shown as yellow rays). The light is first passed
through a pinhole, through a beamsplitter, and focused onto the sample. A second pinhole is
placed in front of the detector a focal distance away from the focusing lens. Now, only light orig-
inating from the focal plane can be incident on the detector — out-of-the-plane scattered light
is rejected from passing through the second pinhole, and ultimately from the detector. (b) In a
modern confocal microscope design, as we will be using repeatedly throughout this thesis, a laser
is used as the illumination source (shown as green rays), the focusing lens replaced with a mi-
croscope objective, and the second pinhole with a single-mode optical fibre. These substitutions
allow for the excitation source wavelength to be tailored to the experiment, and for increased
flexibility in the optical design.
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2
Coupling of Single NV Centres to a

Microwave Cavity

“As for me, I am tormented with an everlasting itch for things remote. I love to
sail forbidden seas, and land on barbarous coasts.”

Herman Melville

A challenge in the development of NV-based nanodiamond technologies is the effective
coupling of single NV centres to microwave fields for spin manipulation. The combination of
laser and microwave fields allows for the initialisation, manipulation, and readout of the NV
spin state — which is imperative for the use of the NV as a qubit. Conventional experimental
methods resort to placing a stripline antenna in close proximity (on the order of 10 µm) to
a nanodiamond hosting a colour centre. A typical stripline antenna can be as simple as a
thin copper wire tens of µm in diameter. The main issues with this type of wire-antenna is
that the material undergoes heating and expansion when acting as a microwave waveguide,
and, direct heating due to mechanical contact between the antenna and the sample. The
sample can thus be displaced (out of focus for optimal optical collection) or heated by tens
of ◦C (undesirable in experiments involving biological samples). While loop antennas exist
to mediate the limitations of on-chip methods they require much more (orders of magnitude)
power to generate equivalent field strengths.

To overcome these problems we developed a macroscopic microwave cavity which can
generate a uniform microwave field some distance away (mm to cm) from the sample. The
sample can be placed outside and without contact to the cavity, hence avoiding both sample
heating and displacement. Such a cavity was developed shortly before the commencement of
this project as a collaboration between our research group and the Frequency Standards and
Metrology group at the University of Western Australia [99]. The cavity, discussed below,
was successfully implemented and used to conduct optically detected magnetic resonance
(ODMR) measurements (see § 1.3.2) on a single NV spin. This research is the continuation
of that endeavour, attempting to use the cavity for coherent NV spin manipulation measure-
ments. Prior to discussing our result, I first provide the theoretical backbone required to
understand spin manipulation in the NV system.
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Figure 2.1: The Nitrogen-Vacancy centre in diamond. a) The energy level diagram of the
NV, adapted from [100]. b) The NV defect in the diamond lattice, showing the conventionally
selected z axis and annotated with an off-axis magnetic field (by some degree θ). Carbon atoms
shown as purple, nitrogen atom as green, and vacancy as white.

2.1 Theoretical Backbone
Here I discuss various aspects of the spin physics of the NV centre. I will discuss the Hamil-
tonian of the NV centre, approximate it as a two-level system, and visualise the system
geometrically on the Bloch sphere. I will then discuss Rabi frequency and Hahn spin-echo
measurements in the context of using the NV as an effective spin qubit.

2.1.1 The NV Ground-State Hamiltonian
The ground state of the NV centre is described by the Hamiltonian [101]

Ĥgs = ~DgS2
z + ~E

(
S2

x + S2
y

)
+ geµBB·S︸    ︷︷    ︸

Zeeman interaction

(2.1)

where Dg/2π ' 2.88 GHz is the zero-field energy difference between the ms = 0 and ms =

±1 states, E is the strain induced splitting of the ms = ±1 state, ge is the electron g-factor, µB
is the Bohr magneton, B is the magnetic field vector, and S

(
Sx ,Sy,Sz

)
are the Pauli matrices

for spin-1 operators.
In matrix form the Hamiltonian is

Ĥgs =
*.
,

~Dg + geµB Bz 0 ~E
0 0 0
~E 0 ~Dg − geµB Bz

+/
-

(2.2)

in the (m = +1,m = 0,m = −1) basis and assuming the external applied magnetic field
is along the ẑ direction. To determine the energy levels of the system we diagonalise the



2.1 Theoretical Backbone 19

  ↑

  ↓

ℏ𝜔

Figure 2.2: A typical two-level atom. The ground, |↓〉, and excited, |↑〉, states are annotated,
and separated by some energy ~ω.

matrix. To do so we solve the Hamiltonian time-independent Schrödinger equation, which
will produce the energy eigenvalues of the system as per appendix note A.1. This has the
solutions

λ = ~Dg ±

√
(~E)2 +

(
geµB Bz

)2 (2.3)

Note that the degeneracy of the ms = ±1 state is lifted either by strain, E, or by the magnetic
field (i.e. the component along the ẑ direction, Bz as per Figure 2.1b, is non-zero). The
ms = −1 and ms = +1 levels thus become resolvable in energy. On average, only ∼ 15% of
the NV centres in diamond do not display a zero-field splitting of the ms = ±1 state (mainly
because there is always some residual strain that lifts the degeneracy) [51].

2.1.2 The Interaction Hamiltonian
In the case where the ms = ±1 levels are not split, the NV can be considered a pseudo spin-
1/2 systemi and treated as a simple two-level system with the corresponding spin-algebra,
Figure 2.2.

The Hamiltonian for such a system is

Ĥ = 0 |↓〉 〈↓| + ~ω |↑〉 〈↑| +
Ω

2
(|↑〉 〈↓| + |↓〉 〈↑|) (2.4)

where |↓〉 and |↑〉 represent the ground and excited states, ΩR = Ed/~ is the Rabi frequency,
and d is the dipole moment. The Rabi frequency gives the rate at which the electron can
cycle through two atomic levels in the light field. In matrix form, this Hamiltonian is

Ĥ =

(
0 Ω/2
Ω/2 ~ω

)
(2.5)

We now consider the off-diagonal elements as the interaction Hamiltonian.

Ĥint =
Ω

2
(|↓〉 〈↑| + |↑〉 〈↓|) (2.6)

=

(
0 Ω/2
Ω/2 0

)
(2.7)

In the absence of a driving field, Ω = 0, the system — as expected — does not evolve. To
examine the system when driven by a field we can either solve the Schrödinger equation,

iIn the case that there exists some degree of splitting, but the detuning is small, then the Rabi frequency is
only altered by some small degree ΩR =

√
Ω2 + (ω − ω0)2.
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or look at the unitary evolution of the system. Both of these approaches are presented in
appendix note A.2, and both produce the following population solutions. The probability of
the system being in the ground state isii

P↓ = |α |2 (2.8)

= cos2
(
Ωt
2~

)
(2.9)

and the probability of being in the excited state

P↑ = | β |2 (2.10)

= sin2
(
Ωt
2~

)
(2.11)

Notably, we observe that the population becomes fully inverted when

Ωt
~

= π (2.12)

and in an ‘equal’ superposition when

Ωt
~

=
π

2
(2.13)

This is the origin for the commonly used terms π-pulse (full inversion) and π/2-pulse (su-
perposition).

2.1.3 Phase of a State
I now introduce some phase φ to the quantum state. The state now takes the form

|↓〉 =

(
eiφ

0

)
(2.14)

This state still satisfies the condition ���e
iφ���

2
= 1, and as such is still represented as |↓〉, but

with an extra phase φ. We must now make some distinctions between the global phase of a
system, which is unmeasurable, and the relative phase of different parts of the same system,
which gives rise to quantum interference phenomena. For the global phase

|ψ〉 =
1
√

2

(
eiφ |↓〉 + eiφ |↑〉

)
(2.15)

=
eiφ
√

2
(|↓〉 + |↑〉) (2.16)

with our definition above that each state |↓〉 and |↑〉 have some phase φ associated with them.
As this phase is ‘global’ — that is to say that it affects the amplitudes of both states equally
— there is no measurement that can be conducted to determine the global phase factor.

Alternatively if the phase is associated with only one of the state vectors, then we could
conduct an interference experiment to determine the phase. Such a state with only a local
phase would take the form

|ψ〉 =
1
√

2

(
|↓〉 + eiφ |↑〉

)
(2.17)

iiTrue only if at t = 0 the state is entirely in the spin down (i.e. ground) state |↓〉, with no spin up component.
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Figure 2.3: The Bloch sphere. A geometrical representation of a two-level quantum system.
The projection of the state |ψ〉 onto the ẑ axis gives the coefficients α and β.

2.1.4 The Bloch Sphere
The Bloch sphere provides a geometrical representation of the state space of a two-level
quantum system, represented in Figure 2.3. The basis states of the system, in this case |↓〉
and |↑〉, are located at the poles of the sphere. For this section let us only consider states that
lie on the surface of the Bloch sphere — these are known as pure states, and the vector that
points to them from the centre of the Bloch sphere is known as the Bloch vector. A state on
the surface of the sphere can be described by a state vector

|ψ〉 =
1
√

2

(
cos

(
θ

2

)
|↓〉 + eiφ sin

(
θ

2

)
|↑〉

)
(2.18)

=
1
√

2

(
cos

(
θ

2

)
|↓〉 +

(
cos φ + i sin φ

)
sin

(
θ

2

)
|↑〉

)
(2.19)

where 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π, providing a unique mapping between the wavefunction
amplitudes α and β.

2.1.5 Rotations on the Bloch Sphere
The state ‘moves’ across the surface of the Bloch sphere under a driving field that causes
the state to ‘rotate’ about x̂, ŷ, or ẑ axis. When the system is initialised into the ground
state |↓〉 the choice of the angle of rotation about ẑ is arbitrary, so we choose the ‘rotational
orientation’ of the xy plane such that it is convenient.

To demonstrate the process, let the first pulse induce a rotation about the x̂ axis by an
amount π/2, such that the state now lies on the equator (superposition). Recall from § A.2
that this state is now in an ‘equal’ superposition of our two basis states. For all rotations after
this initial pulse, the axis around which the Bloch vector rotates is determined by the phase
of the pulse relative to that of the first. Some series of rotationsiii, known as pulse sequences,
can induce rotations about both the x̂ or ŷ axes by inducing a relative phase of 90 ◦ between
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the pulse that moves the Bloch vector to the equator and the pulse that rotates around the x̂
or ŷ axis. If the initial pulse rotated the Bloch vector about the x̂ axis, then this second pulse
would rotate the vector about the ŷ axis.

The rotation angle, Θ, is described by

Θ =
�����
d
~

∫ +∞

−∞

E (t) dt
�����

(2.20)

=
dEt
~

(2.21)

=
Ωt
~

(2.22)

where d is the dipole moment for the |↓〉 → |↑〉 transition and E is the time-dependent
electric field amplitude of the pulse. We can observe that if we initially start in the ground
state |↓〉 and apply a π-pulse, which is Ωt/~ = π then we move to the excited state |↑〉 (full
inversion). Similarly, if again we start in the ground state and apply a π/2-pulse, we end up
on the equator of the Bloch sphere, where |ψ〉 = 1/

√
2 ( |↓〉 + |↑〉) (superposition).

I now consider the rate at which these state rotate about the axes of the Bloch sphere. The
state will evolve under the unitary evolution as

|ψ (t)〉 = Û (t) |ψ (0)〉 (2.23)

=
1
√

2
e−

it
~ Ĥ

(
1
1

)
(2.24)

=
1
√

2

(
1 0
0 e−itω

) (
1
1

)
(2.25)

=
1
√

2

(
1

e−itω

)
(2.26)

The state

|ψ (t)〉 =
1
√

2

(
|↓〉 + e−itω |↑〉

)
(2.27)

precesses around the equator at some rate ω. This is the Larmor frequency — the precession
around the plane that is perpendicular to the magnetisation axis ẑ (through the angle φ in
Figure 2.3). Conversely, the frequency at which the state rotates through the polar angle θ is
known as the Rabi frequency.

2.1.6 Within the Bloch Sphere
States that do not lie on the surface of the Bloch sphere are known as mixed states — they
are states that have lost some degree of their quantum coherence. To describe such a state
we make use of the density matrix. I consider first a pure state (one that lies on the surface
of the Bloch sphere), then I build upon this framework to discuss the case of a mixed state.
Consider again the generic pure state

|ψ〉 = cos
(
θ

2

)
|↓〉 + eiφ sin

(
θ

2

)
|↑〉 (2.28)

iiiCPMG and XY8 are ‘common’ pulse sequences used with the NV centre that use rotations about both the
x̂ and ŷ axes on the Bloch sphere.
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The corresponding density matrix for this generic state is

ρ ≡ |ψ〉 〈ψ | (2.29)

=

(
cos

(
θ

2

)
|↓〉 + eiφ sin

(
θ

2

)
|↑〉

) (
cos

(
θ

2

)
〈↑| e−iφ sin

(
θ

2

)
〈↓|

)
(2.30)

= cos2
(
θ

2

)
|↓〉 〈↓| + e−iφ cos

(
θ

2

)
sin

(
θ

2

)
|↓〉 〈↑|

+ eiφ cos
(
θ

2

)
sin

(
θ

2

)
|↑〉 〈↓| + sin2

(
θ

2

)
|↑〉 〈↑|

(2.31)

= *
,

cos2
(
θ
2

)
e−iφ cos

(
θ
2

)
sin

(
θ
2

)
eiφ cos

(
θ
2

)
sin

(
θ
2

)
sin2

(
θ
2

) +
-

(2.32)

To account for the decay from a pure state to a mixed state, I introduce an exponential term
to reduce the off-diagonal elements of the density matrix over time

ρ = *
,

cos2
(
θ
2

)
e−γte−iφ cos

(
θ
2

)
sin

(
θ
2

)
e−γteiφ cos

(
θ
2

)
sin

(
θ
2

)
sin2

(
θ
2

) +
-

(2.33)

where γ is the decay rate induced by the dephasing of the system.

2.1.7 Measurement
The expectation value is the probabilistically expected value of the result of a measurement.
To calculate the expectation value we multiply the density matrix by the measurement axis,
in this case σz, and take the trace

〈σz〉 = Tr
[
ρ̂σz

]
(2.34)

= Tr

*
,

cos2
(
θ
2

)
e−γte−iφ cos

(
θ
2

)
sin

(
θ
2

)
e−γteiφ cos

(
θ
2

)
sin

(
θ
2

)
sin2

(
θ
2

) +
-

(
1 0
0 −1

)
(2.35)

= Tr

*
,

cos2
(
θ
2

)
−e−γte−iφ cos

(
θ
2

)
sin

(
θ
2

)
e−γteiφ cos

(
θ
2

)
sin

(
θ
2

)
− sin2

(
θ
2

) +
-


(2.36)

We find that

〈σz〉 = cos2
(
θ

2

)
− sin2

(
θ

2

)
(2.37)

and we recover that if θ = 0 then Tr
[
σz

]
= 1, corresponding to |↑〉, and if θ = π then

Tr
[
σz

]
= −1, corresponding to |↓〉.

2.1.8 Relaxation, Dephasing, and Decoherence
To properly understand the transition of the system from a pure state to a mixed state we
must make some distinctions of terms, some of which are often used interchangeably.

Relaxation T1

The spin-lattice relaxation rate, T1, is the rate at which a system returns to thermal equilib-
rium with the surrounding lattice — it is the rate at which a system relaxes into its equilibrium
state given by the Boltzmann distribution. In our two-level system this is represented by the
Bloch vector moving to the ground state |↓〉, illustrated in Figure 2.4a.
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Figure 2.4: T1 and T∗2 illustrated on the Bloch sphere. Adapted from [102]. a) Spin-lattice
relaxation. This relaxation into the ground state occurs at a rate T1. This is represented by the
state transitioning towards |↓〉 b) Spin-spin dephasing. This transition from a pure state to a
mixed state occurs at the rate T∗2 . This is represented by the shortening of the Bloch vector.

Dephasing T∗2

The spin-spin relaxation time, T∗2 , is the rate at which a pure state decays into a mixed state.
On the Bloch sphere this is represented by the shortening of the Bloch vector — the vector
coming off the surface of the Bloch sphere, Figure 2.4b.

T∗2 dephasing is a result of a magnetic field inhomogeneity introduced by surrounding
spins and interactions with nearby surface states. The slow- or non-varying component of
T∗2 , written as T2, can be reversed by measurement procedures like the Hahn spin-echo se-
quence, which will be described below. Removing the slow- or non-varying component of
the environment reveals the underlying rate at which the system transitions to a mixed state
— the decoherence rate T ′2. This rate is intrinsic to the system and it does not take into
account magnetic field gradient fluctuation. This is represented by the equation

1
T∗2

=
1
T2

+
1
T ′2

(2.38)

=
1
T2

+ γ∆B0 (2.39)

where T ′2 is the inhomogeneous dephasing, γ is the gyromagnetic ratio, and ∆B0 is deviation
from the local B field. The overall spin-spin relaxation time T∗2 will always be shorter than
the intrinsic dephasing rate T ′2, which in turn is, almost always, shorter than the spin-lattice
relaxation rate T1.
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Incorporating T∗2 into the density matrix representing our two-level system

ρ =
*.
,

cos2
(
θ
2

)
e
− t

T∗2 e−iφ cos
(
θ
2

)
sin

(
θ
2

)
e
− t

T∗2 eiφ cos
(
θ
2

)
sin

(
θ
2

)
sin2

(
θ
2

) +/
-

(2.40)

we can see that when t � T∗2 the off-diagonals decay to zero and the system transitions to a
mixed state

ρt�T∗2 = *
,

cos2
(
θ
2

)
0

0 sin2
(
θ
2

)+
-

(2.41)

where, if the Bloch vector lies on the equator, θ = π/2, then the system will be found with
equal probability in either the ground |↓〉 or excited |↑〉 state

ρt�T∗2 ,θ=
π/2 =

(1/2 0
0 1/2

)
(2.42)

This loss of off-diagonal coherence of the density matrix is clearly non-unitary. However,
it is important to remember that this is a high-level heuristic description. Some of this loss of
coherence arises from the fact that individual atoms experience different energy shifts due to
their local environment. If these energy shifts can be reversed we can regain the coherence.
This is the difference between T2 and T ′2. To demonstrate how the effects of T2 can be reversed
we consider a case where an atom has its excited state energy shifted by ε . The interaction
Hamiltonian then takes the appearance

Ĥint =

(
0 Ω/2
Ω/2 ε

)
(2.43)

where ε is the deviation in energy from the unperturbed energy level separation. We repeat
the unitary evolution process of the ground state |↓〉, previously undertaken in § A.2. For
neatnessiv we will let κ =

√
ε2 +Ω2.

|ψ (t)〉 = Û (t) |ψ (0)〉 (2.44)

= e
it
~ Ĥint |ψ (0)〉 (2.45)

= exp
[
it
~

(
0 Ω/2
Ω/2 ε

)] (
1
0

)
(2.46)

=
*.
,

e−
itε
2~

(
κ cos

(
κt
2~

)
+ iε sin

(
κt
2~

))
−ie−

itε
2~
Ω sin( κt2~ )

κ

−ie−
itε
2~
Ω sin( κt2~ )

κ e−
itε
2~

(
κ cos

(
κt
2~

)
− iε sin

(
κt
2~

))+/
-

(
1
0

)
(2.47)

= *
,

e−
itε
2~

(
κ cos

(
κt
2~

)
+ iε sin

(
κt
2~

))
−ie−

itε
2~
Ω sin( κt2~ )

κ

+
-

(2.48)

=

(
α (t)
β (t)

)
(2.49)

Using these probability coefficients we can again calculate the probability of being in the
ground state

P↓ = |α |2 (2.50)

= cos2 *
,

√
ε2 +Ω2

2~
t+
-

+
ε2

ε2 +Ω2 sin2 *
,

√
ε2 +Ω2

2~
t+
-

(2.51)

ivRead as ‘so that this matrix will fit on the page’
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We can see that when ε = 0 we recover |α |2 = cos2 (Ωt/2~), as in § A.2 where we neglected
the dephasing. Similarly, we can calculate the probability of being in the excited state

P↑ = | β |2 (2.52)

=
Ω2

ε2 +Ω2 sin2 *
,

√
ε2 +Ω2

2~
t+
-

(2.53)

and again with ε = 0 we recover the case where we did not consider dephasing; | β |2 =

sin2 (Ωt/2~). The insight is that depending on the energy shift ε the probabilities will evolve
at different rates in time. So, if the local environments of individual atoms are different,
with different excited state energy shifts, they become out of phase with each other. In the
Bloch sphere picture we no longer represent this as a path but as a wedge on the surface
of the sphere that expands as the state traverses the surface, Figure 2.5. In this picture
the expectation value 〈σz〉 can be interpreted as the ratio between the sphere enclosed by
the wedge above and below the equator. At short time scales this ratio can be determined
with some certainty but at longer time scales the ratio tends towards parity, indicating equal
probability of the system being found in either the ground |↓〉 or excited |↑〉 state. T∗2 is the
time after which the ratio surpasses a difference of 1/e, where we no longer know the state
with certainty (i.e. loss of coherence). But, if this energy shift could be reversed it would be
possible to evolve all the atoms back into phase, removing the effect of T2. We can achieve
this reversal by techniques such as the Hahn spin-echo sequence, which will be discussed in
§ 2.1.9.

Decoherence T ′2

Decoherence is the irreversible loss of phase information of the system to the environment;
it can be thought of as the system losing its information via loss of its set quantum state.
The difference between decoherence and dephasing is in that if it is known how the system
has dephased we can perform actions to re-phase the system, see § 2.1.9, while we cannot
reverse decoherence. In the Bloch sphere picture this is represented by the shortening of the
Bloch vector, as we saw in § 2.1.6 discussing transitions from a pure state to a mixed state,
and as illustrated in Figure 2.4b. This is the T ′2 time, as opposed to the T∗2 time which is the
combination of both the T2 dephasing time and the T ′2 decoherence time, as per Equation 2.39.
Again, it can be thought of by the decay of the off-diagonal elements of the density matrix,
seen previously in Equation 2.40.

2.1.9 Spin Measurements
To determine the values of the Rabi frequency, ΩR, and the spin-spin dephasing rate, T∗2 , we
can implement specific sequences of pulses to initialise, manipulate, and readoutv the state
of our two-level system. Long T∗2 times (coherence times) are a technologically desirable
characteristic for quantum spin systems. A long coherence time allows for a period of time
after the initialisation of the system that the spin state and be manipulated and read-out before
the information is lost due to interactions with the environment. For these examples we will
still consider our generic two-level system, and subsequently discuss them in the context of
the NV centre. Let us imagine we have control over some field that can be used to initialise
the system deterministically into the ground state |↓〉, while some other field can drive the

vRecall that the ability to undertake these actions are the three core requirements for a qubit [92].
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Figure 2.5: Dephasing represented on the Bloch sphere. We represent the phase uncertainty of
the driven evolution of our state as a wedge on the Bloch sphere. As t � T∗2 the uncertainty spans
the Bloch sphere, the information about the state is lost, and when a measurement is undertaken
the state will be read-out with equal probability |↓〉 or |↑〉.

state from |↓〉 to |↑〉. We also have some apparatus which allows us to make a measurement
of which state the system is in.

Rabi Frequency Measurement

Measuring the Rabi frequency of a given two-level system requires undertaking a specific
sequence which determines both the π-pulse duration and the characteristic T∗2 time. Recall
from § A.2 that the probability of the system being in the excited state is P↓ = cos2 (Ωt/2~);
if we apply a π-pulse then we the system is driven from its ground to excited state.

Therefore for this sequence our procedure is as follows. First, a field is applied to ini-
tialise the system into the ground state. Next, we apply the required field to drive the state
towards the excited state (a rotation through the polar angle Θ in our Bloch sphere diagram,
Figure 2.3). If we only apply this driving field for some short time scale, insufficient to fully
invert from |↓〉 to |↑〉 on the Bloch sphere, and then perform a readout (state projection) mea-
surement the system will still be ‘in average’ in the ground state (the amplitude coefficients
are |α |2 ∼ 1, | β |2 ∼ 0). If then we repeat this sequence and gradually expand the duration of
the driving field vi we will eventually ‘move’ closer to the excited state |↑〉 (full inversion).
This is reflected in our measured α and β values, and we will have slowly transitioned from
|α |2 ∼ 1, | β |2 ∼ 0 to |α |2 ∼ 0, | β |2 ∼ 1 when we achieve a π-pulse, illustrated as oscillations
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Figure 2.6: Simulated Rabi and Hahn-echo data. (a) Simulated measurements of the Rabi cy-
cle, showing the system oscillating between the ground |↓〉 and excited |↑〉 states, and decohering
over time into a mixed state where α = β. (b) Simulated T2 decay data, showing the spin-echo
signal.

in Figure 2.6a. If we continue to increase the duration of the driving field pulse from this
point we ‘overshoot’ |↑〉 on the Bloch sphere, and start returning to the |↓〉 state. This cycle
will continue indefinitely if there are no decay processes present, and is referred to as the
Rabi cycle or Rabi flopping, with the Rabi frequency given by the rate at which we can drive
a complete cycle around the Bloch sphere (i.e. from Θ = 0 to Θ = 2πn where n is an integer
number of round trips).

If we now factor dephasing into our model, then the system will transition from a pure
state to a mixed state at a rate et/T∗2 . This transition will take us to a state where all knowledge
of our initial system has disappeared and when a measurement is performed we will be
equally likely to measure our state as being in the ground or excited state (|α |2 = | β |2),
illustrated by the decay in Figure 2.6a.

Hahn Spin-Echo Measurement

The Hahn spin-echo sequence [103] is designed to reverse the effects of dephasing, removing
the T2 contribution from the T∗2 time. The sequence works to re-phase the dephasing by
periodically inverting the spins on the Bloch sphere (a π rotation about the x̂ axis in the
Bloch sphere illustration, Figure 2.3), effectively reversing the magnetisation axis (our ẑ
axis). In experiments we quote the measured values still as T∗2 , as we cannot be completely
certain that we have fully removed T2 (recall this relationship from Equation 2.39). The
sequence is conducted as follows.

Again, an initial pulse of some field is used to initialise the system into the ground state.
From here, a pulse from our driving field of duration π/2 (the duration of a π-pulse already
having been determined from our measurement of the Rabi frequency) is used to rotate the
spin about the x̂ axis of the Bloch sphere — moving it on to the equator. If the state ‘sits’ on
the equator, for some time t, if starts dephasing. This can be thought of as the initially single
arrow of the Bloch vector spreading into a wedge that still lies in this plane. The wedge
represents the uncertainty regions where the state lies. At a time 2t a π-pulse is created that

viWith no change to the power of the driving field, as the Rabi frequency is also proportional to the square
root of the power.
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inverts the sphere around the x̂ axis. Because we have now reversed the magnetisation axis
the state continues to dephase but in opposite direction, effectively rephasing the state and
refocusing the Bloch vector. A subsequent π/2-pulse is created and projects the state into |↑〉
prior to a readout measurement being conducted.

For each consecutive measurement cycle we increase the time between each of the driv-
ing field pulses, t = t + ∆t. The dephasing effects continue to be removed by the sequence,
and allow us to gain information about the underlying decoherence rate T ′2.

2.1.10 Application to the NV Centre

In the NV centre, initialisation, manipulation, and readout of the spin state can be achieved by
implementing combinations of laser pulses (at 532 nm), microwave pulses (at ∼2.88 GHz),
and fluorescence (photon counts) measurements, respectively [19, 20]. For NV spins in dia-
mond residual Nitrogen atoms are the largest source of dephasing [19, 104], and for diamond
material in which the Nitrogen concentration is very low (5 × 10−2 ppb), the main source of
decoherence becomes the nuclear spin bath constituted by 13C atoms. In these samples, T2
can be as long as 2 ms [2, 105, 106]. These T∗2 times are orders of magnitude greater than
the π-pulse durations required for manipulation of the NV spin (which are of course depen-
dent on both the power of the driving field and its detuning from the transition frequency).
For comparison, T∗2 times in semiconductor quantum dots are ∼ 1 µs [107], and in single
molecules 1–10 ns [108, 109].

2.2 Experiment Overview

We draw upon the experimental setup outlined in § 2.2.1, with our microwave cavity sus-
pended above the surface of a ND sample. The sample itself was selected such that few NDs
contained colour centre defects, and those that did were likely to contain only a single NV
centre, § 2.2.3.

To first establish our experimental methods we run the experiment initially without the
microwave cavity, but rather using a stripline antenna placed in close proximity (on the order
of 10µm) to a ND hosting a single NV centre. This served as our control experiment as the
strip antenna is a well-established method (§ 2.2.1). The stripline antenna results in signifi-
cant heating and undesirable sample drift, which is the primary motivation for developing a
dielectric-loaded resonator (DLR) cavity for use with NV centres. Further details about this
cavity can be found in § 2.2.2. The DLR cavity allows contactless application of microwave
fields to NV centres without direct heating of the sample.

We then changed samples (required as the cavity cannot be above the micro-wire sample)
and implement the microwave DLR cavity into the setupvii. A new, single-centre ND was
identified and a ODMR signal recorded. We present the results of this experiment side-by-
side with our stripline antenna measurements for comparison.

viiNDs on a gridded coverslip which could be shared by both microwave delivery experiments would provide
a more ideal method in order to further remove material properties from the investigation, however, this was
unfortunately overlooked.
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2.2.1 Experiment Architecture

A lab-built confocal microscope was utilised to conduct these measurements. For optical
excitation we employ a λ = 532 nm CW laser (Compass 315M-100; Coherent), which is
focused onto the sample via a 100× oil immersion objective (UplanFL N, NA 1.3; Olym-
pus) to maximise collection efficiency. The excitation beam passes through an acousto-optic
modulator (AOM) (OD-8813A; NEC) to control its switching when implementing pulse se-
quences. To separate the excitation and collection paths we use a 550 nm long pass filter
(FEL0550; Thorlabs) to suppress the excitation laser. For photon counting we use a pair
of avalanche photodiodes (APDs) (SPCM-AQR-14; Perkin Elmer) arranged in a Hanbury-
Brown and Twiss (HBT) interferometer configuration [110]. This allowed us to either use a
single APD when operating the confocal, or to use both APDs when conducting autocorrela-
tion measurements [111]. The collected light could also be directed by fibre to a spectrometer
(SpectraPro Monochromator Acton SP2500, dispersion 6.5 nm/mm at 435.8 nm; Princeton
Instruments) for spectroscopy measurements.

To deliver the microwave field, we either use a lab-build stripline antenna constructed
from copper wire of diameter ∼ 20 µm (Figure 2.8a), or use the DLR microwave cavity
suspended above the sample (Figure 2.8b). For microwave generation we use a laboratory
microwave source (SMIQ06B; Rohde & Schwarz) and amplify its signal (ZHL-16W-43-S+;
MiniCircuits). We pass the microwaves through a switch (ZASWA-2-50DR+; MiniCircuits),
controlled by a fast TTL pulse generator (PulseBlaster; SpinCore), which also controls the
lasers AOM switch, therefore providing full pulse sequence control. A diagrammatic repre-
sentation of the measurement architecture is provided in Figure 2.7.

2.2.2 DLR Cavity

Traditionally, telecommunication (GSM, UMTS, etc), radar (military and civilian), and more
recently navigation (GNSS, GPS, etc) systems have been based on microwave cavities – first
empty, then loaded with dielectric materials. Driven by the requirements of the telecommu-
nications industry, new materials and strategies have been developed to reduce microwave
losses, leading to the creation of cost-effective and high-performance devices [112]. Mi-
crowave cavities are of extreme interest for the characterization of materials [112–114], in
bulk semiconductor materials [115, 116], and even adjusted for ferroelectric thin and very
thin films [117, 118]. Recently, experiments on paramagnetic impurities in single crystals
at the ppm and even ppb level have been possible using whispering gallery mode cavities
[119, 120].

Our DLR cavity, developed externally, is an open cylindrically symmetric cavity design
with a pure transverse electric (TE) mode with two non-vanishing magnetic-field compo-
nents, Hr and Hz. A dielectric rod constructed from high-permittivity, low-loss microwave
material, in our case titanium dioxide (TiO2) rutile, is inserted into the cavity (itself made of
copper), annotated in Figure 2.9. This confines the field to an area roughly 10×10 mm2. The
fundamental mode of the cavity is 2.2 GHz as a result of the TiO2 material used. For NV
spin manipulation we use the higher-order TE0,1,3 mode which resonates at 2.7 GHz. The
frequency of the cavity can be fine tuned by the mechanical insertion of a metallic plunger
into the core of the cavity cylinder. This directly affects the electric field and can shift the res-
onance frequency up to a value 3.1 GHz. The Q-factor of the TE0,1,3 cavity mode is ∼ 1000,
however, the cavity coupling coefficient (the percentage of input power converted into the
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Figure 2.7: Experiment architecture employed for our NV spin measurements. Our exper-
imental setup for this investigation, consists of a lab-built confocal microscope and peripheral
instruments. A λ = 532 nm CW laser is used as our excitation source and directed through an
acousto-optic modulator (AOM), itself controlled via a fast TTL pulse generator. Light in the
optical collection path is passed through a 550 nm long pass filter, then can be directed via a fibre
to either a set of APDs in a HBT configuration or to a spectrometer. Either a stripline antenna
or our microwave cavity, as per Figure 2.8, is mounted with the nanodiamond sample (the case
of the microwave cavity is shown above). Our microwave source first passes through a switch,
controlled by the same fast TTL pulse generator, and then is boosted by an amplifier.

(a) (b)

Figure 2.8: Schematic representation of the configuration of each sample. a) The stripline
antenna constructed with copper wire of diameter ∼ 20 µm. To achieve adequate intensity the
antenna must be placed within ∼ 10 µm of the target ND. b) The dielectric-loaded resonator
(DLR) cavity is suspended ∼ 1 cm above the ND sample.
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Figure 2.9: The dielectric loaded resonator (DLR) microwave cavity. The physical dimen-
sions of the cavity are 32 mm along the ẑ-axis and 20 mm in diameter. TiO2 rutile is placed inside
a coper cavity, and a metallic plunger can be inserted to tune the cavity mode.

cavity mode) is small at a value of ∼ 1%.

2.2.3 Materials Characterisation

Samples (Microdiamant type Ib HPHT powder, N concentration >20 ppm, nominal average
size ∼100 nm) were prepared by placing a droplet of ND-containing water (Milli-Q) solu-
tion (0.1% w/v concentration) onto a standard microscope coverslip (BB022022A1; Menzel-
Glaser) and allowing the water to evaporate. Once dried, samples were placed in a furnace
(CMF-1100; MTI Corporation) for 15 minutes at 550 ◦C to remove surface graphite and
other contaminants.

In the case of the cavity sample, this is the extent of the sample preparation (Figure 2.8b).
For the micro-wire sample, the coverslip was then attached to a mounting bracket and a
copper wire of diameter ∼ 20 µm placed on the surface of the sample in close proximity to
the scanned area, see Figure 2.8a.

Confocal Microscopy

Our confocal microscopy setup (§ 2.2.1) was used to optically characterise both samples.
Regions (40µm × 40µm) were selected with an appropriate density of NDs (Figure 2.10)
and, in the case of the stripline sample, the region was located sufficiently close (1–10 µm)
to the micro-wire antenna.

Identification of Single-Centre NDs

Our aim was to manipulate single spin qubits. Hence, NDs containing only a single NV
centre were identified for the measurement. This was achieved by aligning the confocal to
the target ND and recording the second-order autocorrelation function (Equation 2.54) via
the use of two single-photon detectors in a Hanbury-Brown and Twiss (HBT) interferometer
configuration (described in § 2.2.1):

g(2) (τ) =
〈I (t)I (t + τ)〉
〈I (t)〉〈I (t + τ)〉

(2.54)
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(a) (b)

Figure 2.10: Confocal microscopy. Intensity colour-maps spanning a 40µm × 40µm region,
with each respective target ND circled. a) The stripline antenna sample. b) The cavity sample.
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Figure 2.11: Autocorrelation measurements. Second-order autocorrelation function, g(2) (τ),
measurements displaying antibunching. The presence of this behaviour indicates that both sys-
tems contain only a single emitter — in our case a single NV defect in the ND. a) The stripline
antenna sample, and b) the cavity sample.

where I is the luminescence signal intensity, and g(2) (0) is the second-order correlation func-
tion. The value g(2) (τ) is proportional to the conditional probability of detecting a second
photon at time t = τ given that we detected one at t = 0. An antibunching dip at g(2) (0) in-
dicates a single quantum emitterviii — as the probability that two photons are emitted simul-
taneously approaches zero. This is indeed what we observe in both cases. An antibunching
dip at g(2) (τ = 0), greater than ∼80%, indicating that both selected NDs contain a single NV
centre (a contrast of ∼50% is usually attributed to a single quantum emitter), Figure 2.11.

Spectral Data

The photoluminescence spectrum was recorded to ensure the fluorescent spot had been cor-
rectly identified as a NV centre. Under excitation with a 532 nm laser we observe the char-
acteristic NV spectrum, Figure 2.12.

viiiThe contrast of the g(2) function scales as 1/n, where n is the number of emitters [84, 121].
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Figure 2.12: Photoluminescence spectrum under 532 nm excitation. A λ = 532 nm laser
is employed to excite both ND samples respectively. Note that the spectra in the figure are
recorded from ND material, which can give rise to ‘unusual’ spectral features due to several
factors, including stress, strain, and surface chemistry. a) The stripline antenna sample ND
spectrum, and b) the cavity sample ND spectrum.

2.3 Interactions with the Microwave Field

To ensure adequate interaction between the generated microwave field and the selected NDs
we conducted continuous-wave optically detected magnetic resonance (ODMR) measure-
ments. The contrast of the measurement is dependent on both the strength and direction of
the magnetic field — for maximum contrast the field should be aligned to the orientation of
the NV axis, Figure 2.1b. In the case of the cavity sample the intensity of the field is also
dependent on the mode of the microwave cavity.

The TE0,1,3 mode of the microwave cavity was tuned to the position of the ODMR peak
at 2.875 GHz, seen in Figure 2.13. The FWHM of the cavity mode is 3.5 MHz and the cavity
has a Q-factor of 1000.

We ran an ODMR measurement on both the micro-wire and cavity samples (Figure 2.14).
In the case of the stripline antenna we observed a zero-field splitting of the ms = ±1 mi-
crowave transition, with ODMR contrast of 13% for the most prominent peak. In the case
of the cavity a contrast of 8% was measured, with no apparent zero-field splitting (evident in
∼15% of NVs [51]). We note that the ODMR contrast using the microwave cavity is within
3% of the 11% maximum contrast recorded previously with this cavity [99].

2.4 Rabi Cycles

We commence our NV spin manipulation endeavours with the generation of Rabi oscillations
in each respective sample. We achieved this in both cases, however, we find disparity in the
Rabi frequency, ΩR, of the two NV centres, with the oscillations being slower in the case of
the cavity implementation. The poor 1% coupling efficiency of power into the microwave
cavity mode makes it impossible for us to deliver a comparable amount of power into the
field by this method. This results in a lower Rabi frequency for this sample, as the Rabi
frequency is dependent on the power of the driving field.
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Figure 2.13: Cavity transmission spectrum. The microwave cavity is tuned to match the
2.875 GHz ODMR dip of the targeted ND, Figure 2.14b. The measured FWHM of 3.5 MHz
corresponds to a Q-factor of 1000. The spectrum has been recorded via the use of a vector
network analyser (VNA) (FieldFox N9918A; Agilent Technologies).
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Figure 2.14: Optically detected magnetic resonance. Peaks in the observed data are fitted
with Lorentzians, shown in red. a) The stripline antenna sample; zero-field splitting peaks at
2.865 GHz and 2.875 GHz, contrast of the deepest peak (2.865 GHz) is 13%. b) The cavity sam-
ple; single peak at 2.875 GHz with a contrast of 8%. Note that the ODMR signal is a convolution
of both the NV response and the transmission of the cavity, which acts as a filter.
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Figure 2.15: Rabi pulse sequence. Pulse sequence used both in the case of the micro-wire and
the cavity as discussed in § 2.4.1. The laser pulse is on for 3000 ns, and the delay, D, is set to
600 ns. In the case of the micro-wire, t = 50 ns and ∆t = 25 ns. In the case of the cavity, t = 50 ns
and ∆t = 100 ns.

2.4.1 Measurement
The specific pulse sequence employed is shown in Figure 2.15. A laser pulse duration of
3000 ns was chosen, and an initial microwave pulse duration of t = 50 ns, expanded in
duration by ∆t = 25 ns each pulse for 50 increments, such that they periodically sweep
through multiples of π, Figure 2.15. The microwave source output was selected to be at
the frequency of the ODMR dip to transfer spin into the ms = ±1 state, 2.865 GHz for the
stripline antenna sample (the prevalent ODMR peak) and 2.875 GHz for the cavity sample, as
per Figure 2.14. We use the same laser pulse for readout and re-initialisation of the system —
the closer we are to the excited |↑〉 state the greater decrease we observe in the fluorescence,
then after a few optical cycles of the NV the system is reinitialised back into the ground |↓〉
state.

2.4.2 Results
This sequence resulted in a periodic fluorescence signal as a function of microwave pulse
duration, Figure 2.16. A damped-sinusoidal function (which is appropriate [20, 91]) was
fitted to the extracted data.

y = y0 + Ae−
x
t0 sin

(
2π

t − tc

T

)
(2.55)

where ΩR = 1/T , π-pulse = T , and T∗2 = t0. In the case of the stripline antenna we measured
ΩR = 4.8 MHz, and π = 104 ns. And, in the case of the microwave cavity sample, we
found ΩR = 0.83 MHz, and π = 612 ns. To more accurately determine T∗2 Hahn spin-echo
measurements will be conducted, § 2.5.

2.4.3 Power Ramping
To further manipulate the behaviour of the NV spin, in the case of the stripline antenna
sample we briefly investigated the dependence of the Rabi frequency, ΩR, on the microwave
power, PMW . By ramping the microwave power we were able to confirm the square-root
relationship between these parameters, ΩR ∝

√
PMW . This data is presented Figure 2.17

where the expected trend can be clearly observed. A similar experiment was not possible on
the cavity sample due to the low power throughput of the microwave cavity.
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Figure 2.16: Rabi oscillations. A damped-sinusoidal function is fitted and displayed in red.
From this the Rabi frequency, ΩR , duration of a π pulse and T∗2 can be extracted. a) The stripline
antenna sample; ΩR = 4.8 MHz, and π = 104 ns. b) The cavity sample; ΩR = 0.83 MHz,
π = 612 ns.

2.5 Spin-Echo Measurements

We implement a Hahn spin-echo pulse sequence to measure the decoherence of the NV spin
without the dephasing influence from surrounding lattice and impurities (i.e. nitrogen and
carbon-13). We were able to achieve this result in the case of the stripline antenna sample,
however as we will see, we were unable to achieve this in the case of the microwave cavity
sample due to the properties of the DLR cavity.

2.5.1 Measurement

As in the case of Rabi oscillations, we again use optical initialisation and readout combined
with microwave pulses to manipulate the spin of the NV. We use a Hahn spin-echo sequence
to remove any influence of dephasing from the surrounding lattice, measuring the decoher-
ence of the NV spin. The theory of this measurement was presented in § 2.1.9, and a repre-
sentation of the sequence is shown in Figure 2.18. We use measurement specific values of
the π-pulse durations from the Rabi cycle measurements, and use t = 50 ns, and ∆t = 10 ns
for the stripline antenna sample and ∆t = 100 ns for the cavity sample.

2.5.2 Results

This Hahn spin-echo sequence produces data of the echo signal decaying over time. In the
case of the stripline antenna sample we observe the expected exponential decay of the signal,
Figure 2.19a. From our negative exponential fit to the data we extract a T∗2 value of 3.7 µs.
However, in the case of the cavity sample we struggle to observe such a trend, Figure 2.19b.
At short time scales, t + ∆t ≤∼ 1 µs, the clarity of the signal is poor — indicating poor spin
coherence at these time scales. We speculate that the high Q-factor of the DLR cavity alters
the shape of the microwave pulses and is particularly critical at short time scales. We neglect
data points where this affect is present from the fit, and extract T∗2 = ∼ 2.8 µs.
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Figure 2.17: Microwave power ramping measurement. To confirm the relationship ΩR ∝√

PMW , we briefly investigated the dependence of the Rabi frequency, ΩR , on the microwave
power, PMW . This measurement was only possible on the stripline antenna sample, with the
insufficient power throughput of the microwave cavity preventing a similar measurement on that
sample.

2.6 Outlook

We have used the DLR cavity as a new tool for generating microwave fields for single NV
spin manipulation. The design of the cavity of this specific application has some shortfalls,
namely its 1% coupling efficiency of power into the microwave cavity mode, and, the cav-
ity’s inability to support pulse widths below ∼ 1 µs. As a result, we have been unable to
demonstrate coherent control of the NV spin. The DLR cavity has been used to generate
NV spin Rabi oscillations, with the cavity suspended ∼ 1 cm above the sample surface. This
method is non-invasive, allows uniform spin-addressing over large distances (mm to cm),
enabling stable long-term, no-destructive observations that could find strong application in
biologic environments.
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Figure 2.18: Hahn spin-echo pulse sequence. The pulse sequence used both in the case of the
micro-wire and the cavity as discussed in § 2.5.1. In the case of the micro-wire; D = 500 ns,
t = 50 ns, ∆t = 10 ns and π = 104 ns. And, in the case of the cavity; D = 600 ns, t = 50 ns,
∆t = 100 ns and π = 612 ns.
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Figure 2.19: Spin-echo measurements. a) The stripline antenna sample; with a negative expo-
nential fitted and extrapolated to show the tail of the T∗2 decay curve (recall discussions in § 2.1.8
and § 2.1.9 regarding T∗2 , T2, and T ′2). The extracted coherence time is T∗2 = 3.7 µs. b) The cavity
sample; with a negative exponential fitted and projected. Only the black data points have been
included in the fit — blue data points are in the temporal region where the ringing of the cavity
does not allow the cavity to function appropriately at short time scales, discussed in § 2.5.2. The
extracted coherence time in this case is T∗2 = ∼ 2.8 µs.

For future application of this technology we recommend four key features for a second-
generation DLR cavity to address NV spins. First and foremost, the coupling efficiency into
the cavity mode should be increased from the current 1% value. This could be achieved by
decreasing the Q-factor of the cavity. This decrease would also enable shorter pulse widths
to be created, which may enable coherent NV spin control.

To increase ease of alignment above the sample, it would be desirable for the next iter-
ation of the design to include axial optical access. This would enable a system such as a
suspended camera to be used to gain awareness of the alignment of the cavity with respect
to the objective of the confocal system. The more reliably the cavity can be placed in an
effective position, the more microwave power is incident on the target NDs, and the greater
the ODMR contrast value.

Finally, a second generation cavity should have mechanical control of the plunger — used
itself to tune the cavity mode. The current mechanism requires dismounting the cavity from
above the sample for tuning, and is static thereafter. Making this a dynamic variable that
could be computer controlled, and hence algorithmically adjustable, the cavity mode could
be optimised for each specific ND, and active feedback could be implemented to periodically
maintain this optimisation. Alternatively, a resonant circuit e.g. capacitor/inductor could be
used.

To better understand interactions between NV centres in the pursuit of diamond-based
quantum technologies it is also important to investigate mechanisms for the control of many-
NV systems. We now continue and explore the dynamics of superradiant emission and coop-
erative behaviour originating from individual NDs containing high-densities of NV centres.
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3
NV Superradiance in Nanodiamond

“I leave Sisyphus at the foot of the mountain. One always finds one’s burden
again. But Sisyphus teaches the higher fidelity that negates the gods and raises
rocks. He too concludes that all is well. This universe henceforth without a
master seems to him neither sterile nor futile. Each atom of that stone, each
mineral flake of that night-filled mountain, in itself, forms a world. The struggle
itself toward the heights is enough to fill a man’s heart. One must imagine
Sisyphus happy.”

Albert Camus

The feasibility of many nanodiamond-based applications heavily relies on the spin and
optical properties of the NV centre. Here we investigate the optical properties of diamond
nanoparticles containing a high density of NV centres. Specifically, we report the observation
of room-temperature superradiance for single nanodiamonds containing many NV centres
(∼ 103 in a ∼ 100 nm nanoparticle). Superradiance is a collective quantum effect that occurs
when several identical emitters are highly confined in space (V � λ3) and build up coherence
amongst each other. This leads to a significant speed-up in the photon emission rate and to
specific quantum correlations that are distinct from a collection of independent emitters,
which we observe experimentally in our nanodiamond-NV centres.

Our observation of cooperative effects in nanodiamond NV centres [122] is the first for a
solid-state, room-temperature system analogous to what was originally proposed by Dicke
in his pioneering paper in 1954i [123]. The project origins lie in an experiment conducted by
the research group where a new approach was implemented to control nanodiamond material
in an optical tweezer setup, discussed immediately below. Alongside our superradiance
results, we also discuss how our findings are relevant, ultimately, for developing diamond-
based quantum engineered superradiant systems at room-temperature — which might lead
to applications including efficient photon detection, energy harvesting and quantum sensing.
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3.1 Background
In 1970 Ashkinii demonstrated that particles approximately 1 µm in size could be trapped in
the focused beam of a laser [124]. This demonstration stemmed the creation of two separate
and distinct fields of research; optical tweezing and atomic trapping [125].

With optical tweezers, dielectric nanoparticles in a liquid environment are trapped both
transversely and longitudinally. Optical tweezers rely on the bulk polarisability of the parti-
cle, with the trapping force itself depending on the contrast in the refractive index between
the trapped particle and the surrounding medium. Below a certain size threshold, the ability
to trap a particle becomes more and more difficult. In the case of nanodiamond material, and
with the use of conventional far-field optics, this size limit threshold occurs at around 100 nm
[7] — below which this technique cannot be applied successfully. Conversely, atomic dipole
trapping is enabled by the near-resonant polarisability of single atoms [126]. This ability
to manipulate neutral atoms has enabled quantum technologies such as atomic clocks [127],
optical lattices [128], and quantum simulations [129].

Previous investigations in our lab have demonstrated a new approach involving the com-
bination of the two trapping mechanisms described above [26]. Nanodiamonds containing a
high density of NV centres (although this applies to the trapping of any dielectric nanopar-
ticles containing high densities of any atom-like impurities), while held in a conventional
optical tweezers trap, were exposed to a near-resonant laser beam slightly detuned from the
NV zero-phonon line (ZPL) transition. The near-resonant atomic dipole forces act on the
system to either increase or decrease the trap stiffness, which is a measure of how tightly the
particle is held in the trap. The effect is dispersive — red-detuned light increasing the trap
stiffness and blue-detuned light decreasing the trap stiffness, by approximately 10% com-
pared to the case where only bulk polarisability effects are considered [26]. Despite being
quantitatively modest the effect is remarkable. The observable trapping effect is generated
by a number of emitters ∼104 times smaller than the number of carbon atoms of the host
nanodiamond, and could potentially allow for the manipulation of nanoparticles on the scale
of just a few tens of nanometres.

Interestingly the fit to the data revealed that the measured trap stiffness was 40 timesiii

greater than the theoretical prediction [26]. Moreover, when the fit was conducted leaving
the number of NV centres in the nanodiamond unconstrained, and the NV centres were
assumed to act independently rather than collectively, the best possible fit was achieved for
410,000 NV centres — significantly greater than the estimated 9,500 NVs hosted in the
nanodiamond. To understand the behaviour of the nanodiamonds in the trap, cooperative
effects [123] were included in the theoretical model resulting in a more accurate description
of the system. Three separate models were fitted to the trapping data;

• No limit to the number of NV centres. The fits produced by imposing no limits
on the number of NV centres in the ND estimate either 410,000 NV centres acting

i“For want of a better term, a gas which is radiating strongly because of coherence will be called ‘superra-
diant’.” — Robert H. Dicke

iiNobel Prize in Physics 2018 “for the optical tweezers and their application to biological systems.”
iiiWe expect a 0.25% increase in trap stiffness if all NV centres act independently. The observed effect (10%)

is 40 times greater than this value.
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independently (a number much greater than permitted from the nitrogen doping of
the sample), or 1,600 NV centres acting cooperatively (distributed over 5 cooperative
domains).

• Assume the maximum number of NV centres. In this case the parameter for the
average number of NV centres in the ND volume was locked at 95,000 — the assump-
tion that every nitrogen implanted from the doping process (300 ppm) was converted
to an NV centre via annealingiv. Again, the fits indicated the same result of the coop-
eratively enhanced trapping force being generated by 1,600 NV centres spread over 5
cooperative domains.

• Fix the number of NV centres to the estimated value. This case sets the average
number of NVs per ND volume to 9,500 — the value to be expected from the nitrogen
doping and annealing process used in preparation of the specific ND sample. The
best fits are produced in this parameter space, indicating the 9,500 NV centres acting
cooperatively, distributed over 85 – 100 domains.

Whilst the trapping experiment supported the possibility of cooperative effects being present
among NV centres in diamond nanoparticlesv, direct evidence was still missing as were many
of the details including characteristics, number and size of the cooperative domains. Conve-
niently, cooperative effects are at the crux of superradiance, whose occurrence can be tested
via specifically designed experiments including, for instance, direct lifetime measurements.

3.1.1 Superradiance
Predicted in 1954 by Dicke [123], superradiance is the rapid release of energy in an intense
radiation burst, arising from collective quantum effects between the emitters. According
to Dicke’s model, superradiance takes place when identical, indistinguishable emitters are
confined in a space much smaller than the wavelength of the interacting radiation field —
which makes atom-like emitters in a nanoparticle a suitable candidate. However, superra-
diance from atom-like emitters in a nanoparticle had never been observed experimentally,
for the indistinguishability of emitters in a solid-state system is usually compromised due to
local inhomogeneities. Specifically, to exhibit cooperative behaviour the NVs-nanodiamond
system must abide by two fundamental rules:

• Spectral Indistinguishability. The ZPL energy of each individual NV centre in the
NV ensemble must be indistinguishable — in frequency space the ZPL of each NV
centre must be within the ZPL FWHM of any other cooperating NV centres. This
is represented in Figure 3.1, showing that the inhomogeneous broadening (different
for each emitter) must be less than the homogeneous broadening (for the ensemble of
emitters).

• Spatial Indistinguishability. Similar to the condition of spectral indistinguishability,
it must be impossible to determine from which emitter a given photon originated in
the spatial domain. That is, the emitters contributing to the cooperative effects must be
confined to a volume less than the cube of the wavelength (V � λ3).

ivA 100% conversion from N to NV, nor a 300 ppm NV concentration, if not technically feasible. These
parameters are included to highlight that superradiance effects must be in play.

vThe enhanced dipole moment associated with superradiance can lead to enhanced trapping stiffness.
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Superradiant behaviour has been observed in a number of systems [130–143], a subset of
which are presented below. The first experimental observation of superradiance occurred in
1973 in a system of hydrogen fluoride gas [137]. In this experiment hydrogen fluoride gas at
low-pressure was confined to cylindrical sample cells (length 30–100 cm) and a laser pulse
(λ ∼ 2.5 µm) was used to excite the system. A superradiant pulse, delayed by a time-scale
on the order of microseconds, was then recorded as being generated from the sample. The
experimental results could be completely explained through the description of the system in
terms of Dicke states, see § 3.3.

Another system shown to exhibit superradiant behaviour is that of two trapped ions [134].
The experiment, conducted in 1995, used two laser-cooled trapped ions and measured the
degree of superradiance in the emission directly as a function of the ion separation distance
(a variation in the degree of spatial distinguishability, § 3.1.1).

The first experiment to investigate and observe superradiance in a solid-state system was
conducted in 2007 [135]. Here quantum dots were grown with a high density on a gallium
arsenide (GaAs) substrate. The quantum dots were of size 6–10 nm, and separated by a
spacing of ∼35 nm — much smaller than the 363 nm wavelength of the excitation laser. The
authors recorded the lifetime of the ensemble of quantum dots and observed superradiant
behaviour — manifested by the shortening of the quantum dots lifetime. Then, the substrate
was etched to create separated ‘mesa’ structures (flat-topped islands) to effectively reduce
the number of emitters able to contribute to superradiant behaviour. The lifetime of the
samples became longer — returning to what would be expected from a system of independent
emitters.

Superradiance was also observed in 2014 in superconducting qubits weakly coupled to
a fast-decaying microwave cavity [132]. Again, the lifetime of the system, in combination
with reconstruction of the density matrix of the emitted field, was used as a key indicator of
superradiant behaviour.

Since demonstrating the experimental occurrence of superradiance from ensembles of NV
centres in nanodiamond in our laboratory, described hereafter, two additional papers report-
ing superradiance in diamond systems have been published. The first was the report of
superradiant emission from two silicon-vacancy (SiV) colour centres coupled via a diamond
photonic crystal cavity [142]. The second was the demonstration of superradiance from NV
centres coupled to a microwave resonator in the fast cavity limit [143].

3.2 Experiment: Ultra-Fast Radiative Lifetimes
One of the signature indicators of superradiant behaviour is a shortening of the emitters
lifetime. When a system of N emitters act cooperatively, they radiate spontaneously at a
rate that grows non-linearly with their number and can be as high as N2 in the middle of
the Dicke ladder (see § 3.3) — faster than that of N independent emitters [144]. We thus
designed an experiment aimed at measuring the lifetimes of 100 individual NDs, drawn from
the sample used in the previous trapping experiment [26] (see § 3.2.2).

3.2.1 Experiment Architecture
The experimental setup is described in brief below, with a schematic representation provided
in Figure 3.4. A lab-built confocal microscope served as the platform for this experiment,
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Figure 3.1: Homogeneous and inhomogeneous ZPL broadening. In this representation the
ZPLs of individual NV centres (blue peaks) fall predominantly within the FWHM of their neigh-
bours. This demonstrates the case where the inhomogeneous broadening is less than the homo-
geneous broadening (orange peak), fulfilling the condition of spectral indistinguishability.

utilising an 100× oil immersion objective (UplanFL N, NA 1.3; Olympus) to maximise the
collection efficiency. A commercial atomic force microscope (AFM) system (Ntegra AFM;
NT-MDT) was integrated with the confocal to directly measure the size of each individual
ND.

A λ = 532 nm pulsed laser was used as the excitation source for the experiment (LDH-
P-FA-530; PicoQuant), operating at either 5 MHz or 20 MHz. A short investigation was
conducted to ensure the produced pulses were consistent and well shaped. This was un-
dertaken by looking for correlations between the electronic laser trigger pulse and the laser
photons arriving at an avalanche photodiode (APD). We observed that above a particular
power threshold the shape of the laser pulses deteriorated, Figure 3.2. As such, care was
taken to ensure all measurements were conducted below this threshold.

For photon detection two APDs (SPCM-AQR-14; Perkin Elmer) were used in a Hanbury-
Brown and Twiss (HBT) interferometer configuration. This allowed for either a single APD
to be used for fluorescence detection, or for both detectors to be used to measure the second-
order autocorrelation function g(2) (τ). For lifetime measurements, a different set of APDs
were used (id100-20-ULN; ID Quantique), as they have a faster response time at the expense
of detection efficiency.

A photon correlator (PicoHarp 300; PicoQuant) was used to collect both the lifetime and
the autocorrelation measurement data. For the lifetime measurement, the start and stop sig-
nals passed to the PicoHarp were the electronic laser trigger signal and the signal from the
detection APD, respectively. For the second-order autocorrelation measurements, the start
and stop signals originated from photons detected by the APDs in the HBT configuration.
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Figure 3.2: Laser pulse shapes at various laser power settings. Correlations between the
electronic laser trigger pulse and the laser photons arriving at an APD, recorded at 5 MHz pulse
repetition rate. Care was taken to ensure all measurements were conducted below the threshold
where the pulse shape deteriorated.

Table 3.1: ND sample properties. The table summarizes the key properties of the ND sam-
ple. These values are extracted from physical and optical measurements of the NDs, presented
themselves in Figure 3.5.

Mean ND size (110 ± 30) nm
Mean NV concentration 9,500
Mean NV ZPL FWHM 2.09 nm
Mean NV ZPL position (639.1 ± 0.7) nm

To filter for NV emission (Figure 3.3), either long pass filters were used (FEL0650,
FEL0700; Thorlabs), or in the case of second-order correlation function measurements a
spectrometer acting as a monochromator to select only the NV ZPL (SpectraPro Monochro-
mator Acton SP2500, dispersion 6.5 nm/mm at 435.8 nm; Princeton Instruments).

3.2.2 Materials
The full characterisation of the material had been carried out for the near-resonant trapping
experiment performed in our laboratory [26]. A summary of the sample’s properties is shown
in Table 3.1. A control sample was also prepared which consisted of synthetic type-Ib ND
powder (MSY ≤ 0.1 µm; Microdiamant) containing mostly single, or at most a few, NV
centres [26].

Sample Preparation

The ND sample was purified in concentrated sulphuric and nitric acid (H2SO4-HNO3), rinsed
in deionized water, irradiated by a 3 MeV proton beam with a dosage of 1 × 106 ions per
cm2, and annealed in vacuum at 700 ◦C for 2 hours to induce the formation of NV centres
(Academia Sinica, Taipei Taiwan [145]). The sample (0.1 g/ml concentration) was then
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Figure 3.3: Spectrum of the NV centre with filtering bands overlaid. Representative spec-
trum of an NV centre recorded for the study. The leftmost highlighted band (yellow) marks the
narrow spectral region where photons were collected when directing the collection path through
a monochromator. The rightmost band (orange) shows the region of photon collection with the
filters in place. This spectrum is from an ensemble of NV centres and the therefore the ZPL is not
visible due to inhomogeneous broadening. In the context of superradiance, this does not hinder
the mechanism as within the range of the ZPL there will be overlapping ZPLs.

dropcast on a 150 µm thick BK7 glass coverslip (BB022022A1; Menzel-Glaser), which had
been sonicated and rinsed in acetone (C3H6O, purity ≥ 99.5; Sigma-Aldrich) for 10 minutes.

Nanodiamond Size

Atomic force microscopy measurements of the nanodiamond sample were undertaken. We
measured a mean ND size of (110 ± 30) nm.

Optical Properties

We investigated the photoluminescence spectra of the nanodiamonds to extract information
on the NV ZPL. We measured the mean FWHM of the ZPL to be 2.09 nm, approximated by
fitting a normal distribution to the collected spectra, Figure 3.5a. We determined the mean
position of the ZPL to be (639.1 ± 0.7) nm, extracted from a fitting to the data with two
normal distributions, Figure 3.5b.

NV Concentration

The mean concentration of NV centres in each ND is estimated to be 9,500. The sam-
ple [145] had been proton-irradiated and annealed to increase the formation of NV cen-
tres: a resulting concentration of 300 ppm Nitrogen was achieved, with 1 in 10 nitrogen
atoms estimated to form an NV centre upon annealing (NV concentration ∼ 30 ppm). Fig-
ure 3.5c shows the estimated concentration of NVs per nanoparticle normalised to a 150 nm
ND (∼ 3 × 106 NV/µm3) as determined by the Nitrogen concentration given by the sample
provider. We confirmed this estimated concentration of NV per ND by measuring the pho-
ton counts from tens of NDs. This value is in agreement with Table 3.2, which contains the
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Figure 3.4: Experimental setup for the investigation of superradiant emission. The
schematic shows the combined confocal and atomic force microscopy (AFM) setup and periph-
eral instrumentation, used in this experiment. A pulsed 532 nm laser (operating at either 5 MHz
or 20 MHz) is directed to the ND sample. The collection path is first filtered to remove the exci-
tation light, then coupled to a single-mode optical fibre acting as a pinhole. The collected light
is then parsed to various detection paths: 1) to slower, more efficient APDs, 2) to faster, less
efficient APDs, or 3) to the spectrometer. Each set of APDs is arranged in the Hanbury-Brown
and Twiss (HBT) configuration in order to conduct autocorrelation measurements. Autocorrela-
tion measurements presented in this thesis (and the published manuscript) were recorded on the
faster, less efficient set of APDs after filtering the collected photons through the spectrometer
functioning as a monochromator.

estimated number of NVs centres for NDs of various sizes based on the concentration given
by the sample provider.

3.2.3 Laser Power
For each measurement the laser power was selected such that we operated it in the linear
regime of the NV saturation curve. For the four representative NDs, saturation curves are
shown in Figure 3.6. Care was also taken to only operate at laser powers which preserved
good pulse shape, Figure 3.2.

3.2.4 Representative Lifetime Results
One of the most characteristic indicators of superradiant behaviour is accelerated optical
emission, where the intensity of the radiation burst scales faster than linearly with the number
of emitters. We thus performed fluorescence decay measurements on 100 individual NDs
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(a) (b) (c)

Figure 3.5: Sample characterisation. Adapted from [26], 40 NV spectra from the ND sample
were analysed — data is presented in orange and fitted models in blue. a) Mean ZPL FWHM
estimated at 2.09 nm, approximated by fitting a normal distribution to the collected spectra. b)
Mean ZPL position determined at (639.1 ± 0.7) nm, extracted from a fitting to the data with
two normal distributions. c) Estimated number of NV centres in the nanodiamonds, with a mean
value of 9,500, normalised to a nanodiamond 150 nm in size.

(see Figure 3.7). We measured lifetimes with decay rates much faster than that of single NV
centres (Figure 3.8 shows the lifetimes of four representative NDs in contrast to the lifetime
of a single NV center).

To extract the indicative lifetime of each fluorescence decay curve a standard exponen-
tial was fitted to the first 3 ns of each dataset. The model (§ 3.3), convolved with the sys-
tem response, fitted to each of the representative fluorescence decay curves shows excellent
agreement with the recorded data (Figure 3.15). The fitting was done by assuming each ND
had a distribution of domain sizes, i.e. the number of spins acting cooperatively in each do-
main. This distribution was assumed gaussian, and the most likely number was taken to be
Ncoop.. This indicative size, Ncoop., was taken to be the primary fitting parameter, with other
parameters such as the local dephasing, local density of states, and spin polarisation varying
but remaining broadly consistent across all NDs. Ncoop. was extracted for each ND, and was
found to be Ncoop. = 2, Ncoop. = 7, Ncoop. = 10, and Ncoop. = 50 respectively for ND#1,
ND#17, ND#29, and ND#56.

Fluorescence from emitters acting cooperatively should also result in photon-bunching
(in this case at the ∼ ns time scale) in the second order autocorrelation measurement. The
degree of bunching depends on the number of cooperative centres per diamond, Ncoop., and
the initial state of the system. We thus performed autocorrelation measurements in the next
stage of our experiment (§ 3.5).

3.2.5 Systematic Decay Rate Analysis

Through the analysis of the complete dataset of 100 NDs we were able to extract some
systematic results. When analysing the decay rate of each ND as a function of ND size, we
found that smaller NDs (size < ∼80 nm) never displayed superradiant behaviour (Figure 3.9).
This is likely explained by these NDs not hosting a high enough number of indistinguishable
NV centres. Note that the number of NV scales rapidly with the volume of the ND host, and
of all the hosted NVs only a subset will have the requirements of indistinguishability needed
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Table 3.2: Defect concentrations. Estimated number of nitrogen atoms and NV defects for
NDs of a given size. The diamond unitary cell volume is 45.12 × 10−3 nm3 and the NV density
5.32 × 106 #/µm3.

Diameter Volume No. Atoms Nitrogen No. NVs
(nm) (nm3) @300ppm (1 in 10 Nitrogens)

5 65.42 ×100 11.60 ×103 3.00 ×100 0.00 ×100

10 523.33 ×100 92.80 ×103 28.00 ×100 3.00 ×100

15 1.77 ×103 313.18 ×103 94.00 ×100 9.00 ×100

20 4.19 ×103 742.35 ×103 223.00 ×100 22.00 ×100

25 8.18 ×103 1.45 ×106 435.00 ×100 43.00 ×100

35 22.44 ×103 3.98 ×106 1.19 ×103 119.00 ×100

50 65.42 ×103 11.60 ×106 3.48 ×103 348.00 ×100

70 179.51 ×103 31.83 ×106 9.55 ×103 955.00 ×100

80 267.95 ×103 47.51 ×106 14.25 ×103 1.43 ×103

100 523.33 ×103 92.79 ×106 27.84 ×103 2.78 ×103

150 1.77 ×106 313.18 ×106 93.95 ×103 9.40 ×103

200 4.19 ×106 742.35 ×106 222.71 ×103 22.27 ×103

1000 523.33 ×106 92.79 ×109 27.84 ×106 2.78 ×106

Figure 3.6: Representative saturation curves. Saturation curves of four representative NDs.
Red data-points refer to excitation with the pulsed laser, whereas black data-points refer to exci-
tation with the CW laser. The laser power was selected such that measurements were conducted
in the linear regime of the NV saturation curve.
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Figure 3.7: Confocal map. A 40 µm × 40 µm confocal map with each of the investigated 100
NDs annotated. The sample was prepared as outlined in §3.2.2.

to act cooperatively. It is also possible that in this size domain (increased surface to vol-
ume ratio) surface effects, such as stray charges, could contribute to preventing superradiant
behaviour.

The measured decay rates are however consistent with the superradiance model we devel-
oped for diamond NV centres (§ 3.3). It should be noted that previous studies reported a de-
crease in the NV lifetime for centres produced via low-energy He-ion irradiation [146, 147].
This effect has been attributed to increased damage in the crystal lattice which provides non-
radiative (‘dark’) decay paths with faster dynamics. However, we rule out this possibility
as we find a direct correlation between short lifetimes and high brightness of the ND (Fig-
ure 3.10), which is inconsistent with the shortening of the lifetime be due to ‘dark’ decay
channels (such a model would be independent of the ND size), see § 3.4. To further rule out
this possibility we fitted our lifetime measurements with both bi-exponential and deformed
exponential curves (which would suit the non-radiative decay path model), but found that
these fits were worse than those produced by our model of superradiant emitters.

In detail, we analysed the decay rate of each ND as a function of its peak brightness (Fig-
ure 3.10). The peak brightness of each ND was normalised the volume of the ND (Table 3.3)
to account for the fact that larger NDs contain on average a greater number of NV centres,
thus making them intrinsically brighter. We see that NDs displaying shorter lifetimes are
indeed brighter — again consistent with superradiant behaviour rather than with the model
predicting dark decay channels [146, 147], see § 3.4.
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Figure 3.8: Representative lifetimes. Measured lifetimes of a single NV centre (red trace)
and four representative NDs from the investigated sample. The four representative NDs have
lifetimes consistent with superradiant behaviour. The recorded lifetimes shown are 25 ns, 3.6 ns,
2.2 ns, and 1.1 ns for ND#1, ND#17, ND#29, and ND#56 respectively.

Interestingly we also find, through analysis of the density of NVs for each ND (Fig-
ure 3.11), absence of fast-decaying NDs containing very high densities of NV. This is some-
what counter-intuitive, however, it is not completely unexpected. An in-depth study con-
ducted in our group has shown that a too-high concentration of NVs can lead to local de-
phasing (breaking of indistinguishability) due to dipole-dipole interactions which destroy
the collective effects [148].

3.3 Model

In order to understand superradiance theoretically, we first consider a heuristic model for a
small system of three atoms (this can be generalised to more complex systems of emitters
with a discrete dipole-allowed transition). In the model factors such as decoherence are
initially neglected. The model is then expanded to included the effects of dephasing.

3.3.1 Heuristic Model

Consider three atoms

We describe the behaviour of a 2-level system as a pseudo spin-1/2 system, with the notation
|↓〉 describing it as being in the ground state, and |↑〉 as it being in the excited state. For the
purpose of this exercise we now consider three atoms, each initially in their ground state.
The system can then be described by the notation
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Table 3.3: Normalised ND brightness. Normalised ND brightness for the first 24 NDs in the
sample of 100 NDs.

ND # Diameter Intensity Volume Intensity to Volume
(nm) (kCounts/s) (nm3) (a.u.)

1 32 38 17.15 ×103 2.22
2 42 75 38.77 ×103 1.93
3 70 83 179.50 ×103 0.46
4 45 38 47.69 ×103 0.80
5 40 175 33.49 ×103 5.23
6 30 53 14.13 ×103 3.75
7 10 17 523.00 ×100 32.48
8 20 30 4.18 ×103 7.17
9 17 27 2.57 ×103 10.50

10 30 100 14.13 ×103 7.08
11 95 705 448.69 ×103 1.57
12 22 80 5.57 ×103 14.36
13 53 460 77.91 ×103 5.90
14 31 72 15.59 ×103 4.62
15 81 52 278.12 ×103 0.19
16 50 46 65.42 ×103 0.70
17 100 1460 523.33 ×103 2.79
18 26 55 9.20 ×103 5.98
19 90 43 381.51 ×103 0.11
20 75 193 220.78 ×103 0.87
21 80 690 267.95 ×103 2.58
22 108 550 659.25 ×103 0.83
23 150 1400 1.77 ×106 0.79
24 60 17 113.04 ×103 0.15

|ψ〉 = |↓↓↓〉 (3.1)

Now, let the system absorb a single photon. If the three atoms are confined to a volume
smaller than that of the wavelength of the incoming photon (V � λ3), then it is impossible
to assign which atom has absorbed the photon (indistinguishability). The system state is then
described by the following:

|ψ〉 =
1
√

3
(|↑↓↓〉 + |↓↑↓〉 + |↓↓↑〉) (3.2)

Note that this state is symmetric, and in fact it is the only state where you can rearrange or
swap any pair of atoms and always have the same state. The state is permutation-symmetric:
every atom is indistinguishable from any other atom (for the case of a single excitation in the
system).
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Figure 3.9: Size systematics of the 100 NDs. We can observe that smaller NDs do not show
superradiant behaviour, likely because they do not contain enough NV centres to be superradiant.
This ‘forbidden region’ is shaded in the plot above, and is consistent with our model of collective
decays. Data-point colour coding represents ND diameter: red < 70 nm, 70 nm ≤ green ≤
100 nm, and blue > 110 nm.

Generalisation

It can be seen that as the number of atoms and photons in the system grow, so does the
complexity of our notation (in fact it grows with exponential rate). Therefore, we generalise.
In our model we consider the NV centre to be a two-level system with a ground and an
excited state. We can thus describe it as a “spin-1/2” system and use the mathematics of spin
operators, but with a caveat. To preserve the condition of indistinguishability for a system of
N emitters we need to define a collective spin operator. Let us first start by defining the spin
operator Ŝi, for each of the N atoms, where i refers to the index of the corresponding atom,
i.e. Ŝ1, Ŝ2, . . . , ŜN .

The Ŝ1 operator acts on the z component of the first atom and measures if the atom is in
the ground or excited state. For example, if we apply Ŝ1 to the ground state |↓↓↓〉, we have:

Ŝ1 |↓↓↓〉 = −
1
2
|↓↓↓〉 (3.3)

Let us now apply the spin operator to the symmetric state of our three-atom system for
the case of one of the three atoms being in the excited state and the other two in the ground
state. We obtain:

Ŝ1
1
√

3
( |↑↓↓〉 + |↓↑↓〉 + |↓↓↑〉) =

1
√

3

(
1
2
|↑↓↓〉 −

1
2
|↓↑↓〉 −

1
2
|↓↓↑〉

)
(3.4)

=
1

2
√

3
(|↑↓↓〉 − |↓↑↓〉 − |↓↓↑〉) (3.5)
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Figure 3.10: Brightness systematics of the 100 NDs. We observed some NDs that are both
bright and superradiant, indicating that the decrease in the lifetime is not due to dark decays.
To extract the indicative lifetime of each fluorescence decay curve a standard exponential was
fitted to the first 3 ns of each dataset. Data-point colour coding represents ND diameter: red <

70 nm, 70 nm ≤ green ≤ 100 nm, and blue > 110 nm. Note the fact that bright centres with
short lifetimes are present indicates that in specific cases superradiance is observed. It is indeed
possible to find bright NDs with long lifetimes. These refer to the ‘standard case’ of many NV
centres (bright signals) which are not superradiating (i.e. have long lifetimes).

This result shows that the spin operator Ŝi is not a useful operator if we wish to retain a
permutation symmetric state. That is, the state obtained after applying Ŝ1 no longer has the
property that exchanging any two atoms leaves the state unchanged.

We thus introduce the collective spin operator Ŝ such that Ŝ = Ŝ1 + Ŝ2 + · · · + ŜN . If we
now take the same example as before and use the collective spin operator Ŝ instead of the
single spin operator Ŝ1 we get:

Ŝ |ψ〉 =
1
√

3
( Ŝ1 ( |↑↓↓〉 + |↓↑↓〉 + |↓↓↑〉 ) + Ŝ2 ( |↑↓↓〉 + |↓↑↓〉 + |↓↓↑〉 )

+ Ŝ3 ( |↑↓↓〉 + |↓↑↓〉 + |↓↓↑〉 ) )
(3.6)

=
1
√

3
( ( +

1
2
|↑↓↓〉 −

1
2
|↓↑↓〉 −

1
2
|↓↓↑〉 ) + ( −

1
2
|↑↓↓〉 +

1
2
|↓↑↓〉 −

1
2
|↓↓↑〉 )

+ ( −
1
2
|↑↓↓〉 −

1
2
|↓↑↓〉 +

1
2
|↓↓↑〉 ) )

(3.7)

=
1
√

3
( −

1
2
|↑↓↓〉 −

1
2
|↓↑↓〉 −

1
2
|↓↓↑〉 ) (3.8)

=
1
√

3
( −

1
2

( |↑↓↓〉 + |↓↑↓〉 + |↓↓↑〉 ) ) (3.9)

which is a symmetric state and thus an eigenstate of the collective spin operator Ŝ. The spin
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Figure 3.11: NV density systematics of the 100 NDs. The density of NV centres for each ND
was determined by fluorescence measurements with a CW 532 nm laser source (via extrapolation
from Table 3.2 and Table 3.3). The NV densities are shown in arbitrary units as the quantum
efficiencies of the system are unknown, however, their relative values are accurate. The lack of
fast-decaying NDs with high NV densities is consistent with our prediction of local dephasing
arising from dipole-dipole interactions destroying collective effects. To extract the indicative
lifetime of each fluorescence decay curve a standard exponential was fitted to the first 3 ns of
each dataset. Data-point colour coding represents ND diameter: red < 70 nm, 70 nm ≤ green ≤
100 nm, and blue > 110 nm.

projection quantum number is −1/2 for this case. Similarly, if two photons were absorbed
we would find the spin projection quantum number is 1/2, and for the excited state (three
photons absorbed) it would be 3/2.

The Dicke Ladder

Having defined the collective spin operator for a many-atom quantum system, we can repre-
sent the states, for instance, in the angular momentum basis |J,M〉 where J is the maximal
spin of the collective ensemble (for N atoms J = N × 1/2) and M is the spin projection
quantum number such that −J ≤ M ≤ J.

In this notation the ground state would be described by | 32 ,−
3
2〉, the state with a single

photon absorbed by | 32 ,−
1
2〉, and so on. These states constitute what is known as the Dicke

ladder, shown in Figure 3.12 for the case of three atoms.

The composite spin operator Ŝ has associated raising and lowering operators (Ŝ
±

= Ŝx ±

iŜy) to move either up or down the Dicke ladder — the raising operator Ŝ
+

adding an ‘exci-
tation’ to the system (the absorption of a photon), and conversely the lowering operator Ŝ

−

removing an ‘excitation’ from the system (the emission of a photon). When applied to our
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Figure 3.12: Dicke ladder with N = 3. The above provides a representation of the Dicke ladder
for N = 3, with the states |J,M〉 appended, and where arrows indicate photon emission.

|J,M〉 notation, each operator has the following effect:

Ŝ
+
|J,M〉 = ~

√
(J − M) (J + M + 1) |J,M + 1〉 (3.10)

Ŝ
−
|J,M〉 = ~

√
(J + M) (J − M + 1) |J,M − 1〉 (3.11)

Let us now specifically discuss the lowering operator Ŝ
−

, as we are investigating the
‘descent’ down the Dicke ladder. The resultant eigenvalue of the state that is produced
by applying the lowering operator, ~

√
(J + M) (J − M + 1), is proportional to the rate at

which photons will radiate from that particular state. The basis of this proportionality lies
in its relation to the number of radiation pathways available to the photons. The flux, F, of
photons exiting the system (the system decay rate) is described by the expectation value

F = γ 〈J,M | Ŝ
+
Ŝ
−
|J,M〉 (3.12)

= γ(J + M)(J − M + 1) (3.13)

where γ is the decay rate of a single atom.

Superradiance

Within this framework, let us now consider the photon flux at different ‘rungs’ of the Dicke
ladder. The ladder is represented in Figure 3.13a (for N = 10, but this will scale for any N).

At the top of the Dicke ladder we have M = J, so the photon flux is

F = 2γJ (3.14)
= γN (3.15)
∝ N (3.16)

i.e. same rate as N independent emitters.
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Figure 3.13: Dicke ladder with N = 10. (a) A representation of the Dicke ladder for N = 10,
with the states |J,M〉 appended. (b) First note that this plot is transposed for readability. The
photon flux rate, F, (with the individual atom decay rate, γ, factored out) is plotted for each
descending step down the Dicke ladder. The flux scales with the square of the number of atoms in
the system (§ 3.3), and as can be seen the maximum flux is occurs when the system is maximally
mixed in the |5,0〉 state (for this example).

At the centre rung, when the system is in the state where it has the most decay paths
accessible to it, M = 0 and the photon flux is then

F = γJ (J + 1) (3.17)

= γ
N
2

(
N
2

+ 1
)

(3.18)

∝ N2 (3.19)

And it is here that we find the crux of superradiant behaviour — that the photon flux scales
as N2, compared to the factor N we expect from independent emitters.

3.3.2 Applied to the NV Centre

Due to its spin-conserving optical transitions, this means that the mS = 0 and mS = ±1
manifolds of the NV centre do not mix in the optical excitation and optical decay process.
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Figure 3.14: Representation of the Dicke ladder. Local dephasing of the system was modelled
through the removal of an atom from the collective subspace at a rate γd . This removes atoms
from the collective subspace (lowering its dimension), essentially ‘shortening’ the Dicke ladder.

This means we are justified in considering the NV centre as a pair of two-level, pseudo spin-
1/2 system, with the mS = 0 and the mS = ±1 manifolds remaining separate. Further, we
make the assumption that we can treat the overall system as a collection of different spectral
domains, each containing some NV centres acting cooperatively (and likely grouped in a
corresponding spatial domain within the ND).

Inter-System Crossing Rate

The mS = 0 and mS = ±1 population are treated as two separate collections of domains. In
addition to the optical decay, there is a non-radiative decay path, the intersystem crossing
(ISC) rate. This decay treats the centres collectively, and does not break indistinguishability,
but it does reduce the number of centres in the excited state that can undergo superradiance.
This has the effect of shortening the Dicke ladder at a rate γISC. The dark decay rates from
the ISC are not well known, but from the literature [100] we use γ0

ISC/2π = 1.8 MHz and
γ±1

ISC/2π = 9.4 MHz for the mS = 0 and mS = ±1 rates respectively.

Local Dephasing

An additional mechanism that breaks down the collective behaviour of the system is local
dephasing rate γd. Local dephasing removes atoms from the collective subspace (lowering
its dimension), essentially ‘shortening’ the Dicke ladder, Figure 3.14. Once an atom is ‘off

the ladder’ into the non-collective subspace it decays with the ‘classic’ lifetime characteristic
of an individual emitter.

Lattice Environment (Local Vs Global Phonons)

As discussed in §3.1.1, for cooperative effects to take place the rules of spectral and spatial
indistinguishability must be upheld. One of the main issues for superradiance in solid-state
systems is the fact that the inhomogeneity of the local environment (e.g. due to stress and
strain within the lattice, local fields, intrinsic or extrinsic lattice defects, etc. (§ 1.3.1) de-
stroys the indistinguishability required by the emitters to act cooperatively.



60 NV Superradiance in Nanodiamond

Given these premises, it would seem very unlikely for NV centres in nanodiamond to
display superradiant behaviour, especially considering how its radiative decay is heavily
affected by local phonons (up to 97% of the NV emission occurs into the phononic side
band [149]). Local phonons generated from the excitation of each individual NV centre
may be enough to reduce the centres spectral indistinguishability. The spectral information
gained from local phonons, however, may be erased since the local phonons rapidly decay
(at a ps time scale) into global phonons [150, 151], potentially removing this knowledge.
In other words, the local vibrations (local phonons) of individual NV centres are transferred
to long-wavelength vibrations (global phonons) extended to the nanodiamond crystal as a
whole, thus restoring the indistinguishability of the system and allowing for superradiance
to occur.

3.4 Fit to Data

The model we developed to fit the lifetime of superradiant NV centres has four independent
parameters: the local dephasing rates (from both the mS = 0 and mS = ±1 states), the average
number of centres in each cooperative domain Ncoop, the initial state of the collective space,
and the underlying decay rate (different for each ND, a result of the density of states scaling
with volume — we this find through fitting to the tail of the decay curve). Across all NDs, the
local dephasing rates were broadly similar, and the same initial state was used for all the fits.
The distribution of the number of NV centres across the collective domain is characterised
by a single free fitting parameter Ncoop, corresponding to the average domain size. We also
assume that each ‘rung’ on the Dicke ladder (each ‘M-level’) is equally populated. We
found that this assumption is non-critical though, as different distributions across the M-
levels provide equally good fits if slightly different dephasing rates are chosen.

With these assumptions and those described above § 3.3.2, our model is in excellent agree-
ment with the collected data for all 100 NDs analysed. Figure 3.15 shows the model fit to
our four representative NDs, which when fitted return the number of cooperative NV centres
across the collective domain (Ncoop) spanning from 2 through to 50. For the majority of
NDs we find a cooperative domain size of Ncoop ∼ 1–2 centres — indicating the absence
of (or very little) cooperative behaviour, and is somewhat expected due to how ‘fragile’ the
indistinguishability condition is for solid-state emitters.

Similarly, we find that the local dephasing rates vary for each ND, with the following
values extracted from the fits: γ0

d/2π ∼ 20–40 MHz and γ±1
d /2π ∼ 300–450 MHz for the

mS = 0 and mS = ±1 domains respectively. From the fits we can also extract the initial
polarisation of the system (the fraction of spins initially in the mS = 0 state). Across the 100
ND sample we extract this value to be ∼ 50–60%. These values are consistent with those
shown in the literature for high density NV samples [152, 153].

3.5 Experiment: Photon Correlations

The initial state of the system predicted by the model shows that photon bunching at very
short time scales should occur for cooperative NV centres. We thus conducted second-order
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Figure 3.15: Representative lifetimes fitted with the model. Fluorescence decay curves of
four representative NDs (blue) and their corresponding lifetime fits (red). The model (§ 3.3),
convolved with the system response, shows agreement with the experimental data. Each decay
curve is normalised to its own respective maximum count value. Each ND exhibits a different
degree of superradiant behaviour, with lifetimes of 25 ns, 3.6 ns, 2.2 ns, and 1.1 ns for ND#1,
ND#17, ND#29, and ND#56 respectively. These decays rates have been found by fitting an
exponential to the decay rate of the first 3 ns of the data. As such, these lifetimes are purely
indicative of speed and are not a rigorous fit. The respective collective domain sizes (average
number of cooperative centres per diamond) were found to be Ncoop. = 2, Ncoop. = 7, Ncoop. = 10,
and Ncoop. = 50 for ND#1, ND#17, ND#29, and ND#56 respectively.

autocorrelation measurements to verify this. Indeed the degree of photon bunching matched
the trend predicted by the model (see below).

3.5.1 Theoretical Realisation
Here I present a short note on the autocorrelation measurement from a theoretical perspec-
tive. Detailed calculations written by colleagues can be found in the supplementary material
of the paper [122].

In the spin notation utilised in § 3.3, the autocorrelation function g(2) (τ) can be written as

g(2) (τ) =
〈Ŝ

+
(0)Ŝ

+
(τ)Ŝ

−
(τ)Ŝ

−
(0)〉

〈Ŝ
+

(0)Ŝ
−

(0)〉〈Ŝ
+

(τ)Ŝ
−

(τ)〉
(3.20)

For τ = 0 it can be shown that this value is dependent on the initial state of the system. In the
case where all eigenstates of the system (rungs on the Dicke ladder) are equally populated,
then we would measure

g(2) (0) =
6 (N − 1) (N + 3)

5N (N + 2)
(3.21)

which approaches g(2) (0) = 1.2 as N → ∞.



62 NV Superradiance in Nanodiamond

3.5.2 Experimental Realisation

We performed experimental time-integrated autocorrelation measurements g(2) (τ) for the
photons emitted by the four NDs we characterised. Specifically, we measured photon coin-
cidences on a set two APDs arranged in the Hanbury-Brown and Twiss configuration, § 3.2.1.
The measurement was conducted with a pulsed laser to increase the signal to noise ratio.

The function is:

g(2) (τ) ≡

∫ τ

−τ
dt 〈: I(0)I(t) :〉∫ τ

−τ
dt 〈I(0)〉〈I(t)〉

(3.22)

where 〈I (t)〉 is the expectation value of the luminescence signal intensity. The time-integrated
function g(2) (τ) is determined as the ratio between the area (which is proportional to the pho-
ton coincidences) under the peak at τ = 0 peak and the average value of the area calculated
over all the other peaks for which τ , 0 (a ratio > 1 would be a signature of photon bunch-
ing). This analysis was repeated by selecting different time slices, see Figure 3.16b — i.e.
increasing the basis (time axis) over which the area is evaluated. This is because the fast
superradiance dynamics is captured by the coincidences that are the closest to τ = 0. As
a result, we expect that the ratio giving g(2) (τ) would approach the standard second order
autocorrelation function g(2) (0) for the time slice approaching 0 (and reveal photon bunch-
ing for a superradiant ND, i.e. g(2) (τ=0) > 1), while increasing the time slice would result
in g(2) (τ=0) → 1 (the superradiant coincidences are ‘lost’ as the value of the area is now
dominated by the non-superradiant coincidences away from τ = 0), see Figure 3.16b. Note
that as τ → 0, g(2) (τ) approaches the standard autocorrelation function g(2) (0).

3.5.3 Autocorrelation Results

For these measurements the NV emission was filtered through a spectrometer, Figure 3.3, to
ensure spectral indistinguishability of the photons. The data reveals that for fast-decaying
NV ensembles we observe g(2) (τ=0) > 1, indicating indeed super-Poissonian statistics. For
the system with the shortest lifetime, ND#56, we measure a value of g(2) (τ) = 1.14 ± 0.02.

Beyond simply observing super-Poissonian statistics for the photons, what matters is
that the value we measured for g(2) (τ) is indeed consistent with the scaling in Equation 3.21,
predicted by our model where we assumed an initial collective state where all M eigenstates
are equally populated. (Note that in the extreme case where the initial state consists of
all spins up — corresponding to all atoms in the collective subspace being excited — we
would have g(2) (0) = 2 as N → ∞ [122].) The value of g(2) (τ) for ND#56, and that of those
collected for ND#1, ND#17, and ND#29, are plotted alongside the values from Equation 3.21
in Figure 3.17.

3.6 Conclusions
The observation of ultra-fast radiative decay and the supporting evidence provided by the
time-integrated autocorrelation measurements confirm our hypothesis that cooperative emis-
sion does take place in NDs containing ensembles of NV centres. Notably, an accurate
model was developed in conjunction with colleagues to capture the superradiance dynamics
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(a) (b)

Figure 3.16: Second-order autocorrelation function measurement for ND#56. (a) Nor-
malised coincidence counts for ND#56. (b) Time-integrated autocorrelation function g(2) (τ)
for ND#56, which approaches g(2) (τ=0) as τ→0. We find that g(2) (τ=0) = 1.14 ± 0.02 for
ND#56, with a 0.5 ns time-slice width, indication photon bunching, and then proceeds to drop
considerably as the time-slice width is increased above 2-3 ns (after which the superradiant burst
is exhausted). After the burst g(2) (τ) then converges to ∼1 as expected. Error bars have been
determined from the standard error of the peak areas, for each of the time slices, excluding the
‘0’ peak.

Figure 3.17: Second-order autocorrelation function trend with number of cooperative cen-
tres in each diamond. Maximum value of g(2) (τ=0), of each of the representative NDs, plotted
against the number of cooperative centres per diamond, Ncoop.. The upper limit of the theoretical
model is overlaid (red), which indicates the value of Ncoop. required to produce the correspond-
ing value of g(2) (τ=0) resulting from the initial conditions of the model. Note that due to the
imposed finite time width for averaging (∼0.5 ns), g(2) (τ=0) is an underestimation g(2) (τ=0).
The curve assumes an initial state of the system given by Equation 3.21 (weighted appropriately
and summed over the distribution of cooperative domains).
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in nanodiamond NV centres. Our observation of superradiance in a true nanoscale, room-
temperature solid-state system ignites a wealth of novel research directions, some of which
are presented below.

We note that decreases in the lifetime of NV centres have previously been observed in
samples that have been produced by low-energy He-ion irradiation (with the reduction in
lifetime proportional to the increase of irradiation dose) [147]. This observation can be at-
tributed to damage within the crystal lattice providing additional non-radiative dark decay
pathways, with faster system dynamics [146]. However, our investigations show that we ob-
serve the opposite trend — that NDs with a higher peak fluorescence (brightness) correlate
with faster decay rates (shorter lifetimes), see Figure 3.10. To quantitatively check against
this explanation we fitted our lifetime measurements with both bi-exponential and deformed
exponential curves, however, both gave worse fits than our model. To conclude, the observa-
tion of superradiance in diamond nanoparticles is an intriguing finding, with applications that
can range from energy harvesting to enhanced optical trapping, as discussed at the beginning
of the chapter.

3.6.1 Future Work

Temperature Dependence

The most immediate follow-up to my work would be an investigation into the dependence
of superradiance in diamond NV centres with temperature. Predicting what would be the
effect of, for instance, reducing the temperature is non-trivial. Lowering the temperature will
reduce the populations of both local and global phonons which, as discussed, act oppositely
for the occurrence of superradiance in NV centres, § 3.3.2. On one side, having fewer local
phonons may improve the indistinguishability of the different NVs (by removing one channel
by which each NV centre is locally different, i.e. distinguishable, from any other), meaning
the majority of the optical decay is on the ZPL, and hence spectrally indistinguishable. On
the other hand, having fewer global phonons might reduce the probability for the still existing
local phonons to decay into long-wavelength lattice vibrations, which we have seen may play
a role in ‘inducing’ indistinguishability amongst NV centres, § 3.3.2.

Dipole-Dipole Interactions

If the NV centres are packed with too high a density, dipole-dipole interactions are expected
to partially destroy the cooperativity between NV centres [148, 154]. However, at the same
time, such interaction may be a contributing factor to superabsorbing systems [155].

Superabsorption

The main focus of my work has been superradiance in diamond NV centres which, in the
Dicke model, is described by the lowering collective spin operator acting on the collective
symmetric state. A natural extension would be to consider the opposite raising spin operator
and the associated phenomenon of superabsorption — i.e. the converse effect to superradi-
ance which should be present in systems that are superradiant. Although superabsorption
is not favourable for systems such as nanodiamond NV centres, it has been proposed that
arranging atoms in particular geometries may enable this effect [155].
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Deterministic Surperradiance

The consideration that the way the emitters are organised relative to one another might con-
tribute to the creation of Dicke states leads potential interest in engineering specific geome-
tries to enhance superradiant emission. For instance, a combination of deterministic colour
centre creation [156] and material engineering [157, 158] could be utilised to create spatial
arrangements of colour centres in supporting environments.

The Silicon-Vacancy Colour Centre

Another avenue of research is to look for other analogous solid-state systems. For instance,
the silicon-vacancy colour centre (SiV) in diamond has a much narrower ZPL and a much
lower Debye-Waller factor with ∼ 80% of photon emission into the ZPL [3], which could be
favourable for the observation of superradiance. The recent report of superradiant behaviour
from 2 SiV centres by Lukin’s group [142] constitutes a first step in this direction.
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4
Upgrading Laboratory Capabilities

“In a properly automated and educated world, then, machines may prove to be
the true humanizing influence. It may be that machines will do the work that
makes life possible and that human beings will do all the other things that make
life pleasant and worthwhile.”

Isaac Asimov

Over the course of conducting our measurements on NV superradiance we observed
degradation in the performance of our NT-MDT piezoelectric scanning stage. The NT-MDT
stage performed as an integral component of our primary confocal system, and was the es-
sential work-horse instrument for our lab measurements. With the reliability of the stage
decreasing daily a replacement NT-MDT system was ordered.

With our primary piece of lab equipment off-line it was decided to undertake a signifi-
cant process of modernisation and automation of our lab systems — with the desire to build
an integrated setup with the capability of conducting semi-autonomous measurements. In
all previously-conducted experiments, each instrument in the lab functioned in isolation, re-
quiring each parameter to be manually adjusted for each measurement on each sample. In
experiments requiring a large sample size of NDs, such as the NV superradiance measure-
ment (see Chapter 3, with a 100 ND sample size), manual acquisition of the data became a
taxing exercise. It was also realised that a high dependence on human-manned operations
was hindering the progress of some of our projects. With a semi-autonomous lab control sys-
tem in place, experiments could be run ‘around the clock’ without the human requirement to
sleep.

The installation of a lab control system would then enable a shift in how we carry out our
experiments — with data collection and real-time analysis directly influencing the direction
of our on-going research on a faster time-scale. Our mode of operation transitioned from be-
ing task focused; spending human time to conduct measurements, to being outcome focused;
using machines to conduct measurements, and humans for interpreting data and deciding on
the next course of action.
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4.1 Requirements
To undertake such an endeavour from first principles would require a significant time com-
mitment. Should pre-existing solutions be available to be implemented, an adoption of a
platform would enable the process of modernisation and automation to be accelerated. Prior
to seeking out such solutions a set of requirements for the adopted platform was composed.

Nil loss of capabilities

Our primary method for ND characterisation is confocal microscopy. The chosen solution
must be capable of coordinating the synchronised control of an excitation laser, movement
of the scanning piezo-electric stage, collection of photon counts from an avalanche photo-
diode (APD), control of a spectrometer, and acquisition of second-order auto-correlation
measurements for identifying single-photon sources.

Open-source solution

The motto of the Royal Society is “Nullius in verba”, or “on the word of no one” [159].
The phrase is “an expression of the determination of Fellows to withstand the domination of
authority and to verify all statements by an appeal to facts determined by experiment”, gen-
erally conveying that all theories must be open to being questioned and all results should be
repeatable. To embody this ethos and keep the methods of our science ‘open’, it is desirable
for our team to utilise and contribute to an open-source project.

Existing instrument support

In order to avoid re-developing pre-existing hardware communication code, consideration
would be given to platforms already supporting our lab instruments. As many other re-
searchers around the world conduct similar research on diamond colour centres with dedi-
cated lab control systems, this was a known possibility.

Version control system integration

The maintenance of version control through a purpose-built platform has been common place
in the field of computer science for some time, but has been slow to be adopted in the broader
science community. Incorporating this functionality into our system would allow for flexi-
bility in future upgrades and developments. With the above features in consideration for a
lab control system solution, our team converged on one suitable option: Qudi [160].

4.2 Reviewing Qudi and its Design Principles
Qudi (quantum diamond) is a lab control system specifically created for labs researching dia-
mond colour centres [160]. The project origins stem from the University of Ulm in Germany,
where in 2015 its creators realised a similar desire to conduct automated measurements.

4.2.1 Programming Language
Qudi is written in the Python scientific programming language, popular in science because
of its high-level of abstraction which makes the code human-readable and concise [161,
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Figure 4.1: Qudi modular and hierarchical system architecture. The modular design prin-
ciples of Qudi provide complete hardware abstraction and allows for the parallel configuration
of numerous instruments. Graphical user interface modules are at the top level of the design
hierarchy, here marked with blue input ports. These communicate with logic modules, marked
with red input ports, which can be thought of as the ‘brain’ layer in the hierarchy. At the lowest
level are the hardware modules, marked with yellow input ports, which take commands from the
logic and convert them into signals that communicate then directly to physical hardware. In the
case demonstrated, the central logic module behaves as an ‘interfuse’ — it appears as though it
is a hardware module but itself communicates with two independent hardware modules.

162]. Its availability (freely usable and distributable) and modular structure have fostered
a large amount of community support built over the last decade, reducing the steepness of
the learning curve required to start using the language. Moreover, many lab instruments
now ship with a Python accessible application programming interface (API), which would
accelerate their integration into the lab control system.

4.2.2 System Architecture
The design of Qudi is segmented into modules, with each connected to either parent or child
(or both) modules by a centralised manager. The manager handles the arrangement of the
modules as the user has specified in a configuration file. These modules are compartmen-
talised into three functions; hardware/software interfacing, experiment ‘logic’, and graphical
user interface (GUI). These ‘layers’ of the system are hierarchical (see Figure 4.1) — a
GUI module cannot directly take input from a hardware interface module without first being
passed through a logic module. This compartmentalisation brings with it a great advantage:
the abstraction of the specific communication protocols required to communicate with each
individual lab instrument. It is ultimately the modularisation and abstraction of code that
forges Qudi into an adaptable lab control system.

Graphical User Interface

The GUI operates at the highest level in the architecture hierarchy (excluding the manager),
providing the user with a portal to interface with and control the experiment. GUIs present
the data to the user (in the form of live plots or simply instrument status) and also allow the
user to control instruments (i.e. change the position of a stage or adjust laser power).
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A user may also choose to interact with the Qudi lab control system without the GUI
— e.g. via a pre-programmed script listing a set of automated tasks. Interactions with the
logic modules can be made directly with an integrated console, or, via a Jupyter notebook.
This scripted interacting is a powerful tool for easily creating long measurement sequences
to explore large parameter spaces through the use of nested for loops.

Logic

Logic modules exist to control and synchronise experiments, taking inputs from either the
GUI or a scripted input and subsequently issuing commands to and receiving signals from
the abstracted hardware modules. These modules can connect to single or multiple lab in-
struments. For example, a ‘confocal logic module’ is required to communicate with, at a
minimum, a scanning stage and a photon counting device. They handle all computations and
conversions, such as the conversion of raw signal arrivals from a photon counting device and
presenting that simply as photon counts per second.

Hardware/Software Interface

Most lab instruments have the ability of be controlled remotely via a computer. Unfortu-
nately, due to the proliferation of hardware and software ‘standards’i, the specific methods
of communication (command structure, syntax, measurement units, physical connections,
and signal voltages) can differ greatly between devices from different manufactures.

To make the control system hardware agnostic (a piezo-electric stage from manufac-
turer A must be capable of fulfilling the same basic tasks as a piezo-electric stage from
manufacturer B), hardware/software interface modules are where the specifics of communi-
cations with each instrument are handled. Each interface module must meet the minimum
requirements for the ‘type’ of hardware it is interfacing with; stages must be able to move
to positions, powermeters must be able to report power measurements, lasers must be able
to change powers, etc. But the specifics of how these commands are sent and data received
are all handled here, and the logic module (the next level up in the hierarchical system ar-
chitecture) is indifferent to the method — so long as the hardware/software interface module
translates its commands appropriately.

This direct device communication excludes devices which can be considered as ‘dumb’.
For example, an APD to count photons has the sole task of outputting a TTL signal upon
the detection of a photon. This is its only function, to ‘click’, and it passes this signal
to a ‘smart’ instrument which can interpret the significance of those ‘clicks’. In the case of
‘dumb’ hardware, data acquisition (DAQ) devices are used to gather and report these signals.

This hardware level is where I personally focused the majority of my efforts for this
project — integrating our specific hardware with the lab control system. See § 4.3 for a
demonstration of the hardware/software integration process.

4.2.3 Version Control

The Qudi project is managed by the Git distributed version control system. Managing the
development of code with a version control system enables the tracking of code changes over
a vast set of files. This is several benefits:

iIf there are 14 competing standards, a 15th standard will be created to unify them [163].
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Distributed Development

Each developer stores a complete copy of the code repository locally on their computer. The
local repository contains all history of the project (each commit) and can function completely
offline. The code can then be further developed, or deployed for control machines to operate
lab instrument, with no need to have the latest copy of the code or an internet connection.

Non-Linear Development

Perhaps the most innovative feature of the Git version control system is its strong support for
non-linear code development. Developers can branch code repositories, allowing for devel-
opment of new features to be conducted in parallel by multiple developers, then each branch
can be merged back into a functioning master branch once the feature has been completed
and tested (stable). The ease of non-linear development fosters seamless integration of new
code and code changes into a centralised repository, where every user can benefit from the
work of others.

Scalability

Git is able to handle large code repositories, containing millions of lines of code, without
loss of efficiency or speed. Unlimited branches of the code repository can be created and
subsequently merged with one-another with no disadvantages to operating at scale.

Community Support

Git was created in 2005 by Linus Torvalds, the creator of the Linux kernel. It has since been
widely adopted by software developers, particularly in the open-source community.

Cryptographic Authentication of History

Each commit that is made to the code repository is assigned a unique identifying string that
is generated using the SHA-1ii hashing algorithm. The information used to generate the
new commit hash includes the changes that have been made to the code repository and the
hash of the previous commit. This feature renders previous commits to the code repository
immutableiii.

Integration with GitHub

GitHub is a web service created to host code that is managed by the Git version control
system. The site fosters global collaboration by providing coding projects with a centralised
repository for developers to merge their work and provides other tools to enhance collabora-
tion.

4.3 NT-MDT Stage Hardware Control
It has already been shown that confocal microscopy is one of the main methods implemented
to undertake experiments in the field of diamond nanosicence. An integral component of any

iiiSecure Hashing Algorithm
iiiMethods do exist to ‘change history’ inside Git repositories, but there is often little reason to do so.
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NOVANOVA

Figure 4.2: Flow of instrument commands. Control commands, themselves generated by
Qudi, for the NT-MDT piezoelectric stage, written in Nova Power Script, were required first to
be passed through to the Nova Px software in C.

confocal microscope is a scanning stage capable of raster-scanning the focus across a sample
to produce images. Piezo-electric stages are typically used due to their high spatial stabil-
ity and nanoscale precision. After completing the superradiance measurements reported in
Chapter 3, the piezo-electric stage in the AFM-confocal setup was upgraded in an attempt to
open the way for expanded investigations of superradiance. This stage was supplied by NT-
MDT Spectrum Instruments, who specialise in the manufacture of hardware for nanoscale
analysis. With the new hardware arriving in the lab, and shipping with an updated control
software, it was decided that this piece of hardware should be integrated with the Qudi lab
control software. This undertaking proved challenging but ultimately successful, with full
control of the stage now enabled via Qudi. The primary source of difficulty during this inte-
gration project stemmed from the sending of commands and the receiving of data from the
instrument itself.

In this specific instance, communication with the stage was required to be sent via the
instrument’s own control software, Nova Px, using the C programming language. Then,
once a command sequence had been received, that sequence (or ‘command packet’) would
be executed in NT-MDTs own proprietary programming language Nova Power Script. This
process is represented in Figure 4.2, and the specific driving code is located in Appendix B.

4.4 Scanner Motor Interfuse for Stage Integration

When conducting a confocal scan Qudis confocal logic modules expects the photon counts
to be returned line-by-line, and for these counts to be correlated with the position of the
scanning stage — building the two-dimensional confocal image we are familiar with. This
is a result of the influence on the original designers by a traditionally used piece of lab
infrastructure — a National Instruments (NI) card. NI cards are able to communicate with
both piezo-electric stages that can take voltage inputs (which then drive the position of the
stage) and, at the same time, collect a TTL signal from a photon detector (such as an APD).
Moreover, NI cards are built with their own hardware clock — enabling hardware level
time synchronisation. This feature allows the NI card to easily return the requested list of
position-correlated count values to the confocal logic module.
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In order to sidestep this hurdle we design a Qudi ‘interfuse’ module to emulate the pre-
vious hardware . The new ‘scanner motor interfuse’ that emulates the previous method by
itself communication with the stage and the photon counting hardware separately, correlat-
ing position the stage position with the counts values, and then returning the ‘confocal line’
to the confocal logic module — negating the need to hardware-level time synchronisation.
Programmatically, this is achieved by iterating over positions on the requested line, then col-
lecting photon counts at that position for some present duration of time. The functional code
that achieves this can be found in Appendix C.

This method has the advantage of simplicity in experiment construction — hardware
selection is no longer intertwined with the need for a NI card with on-board time synchroni-
sation. However, the downside of this method is the waiting time required for hardware com-
munication, typically over USB. The USB communication protocol is significantly slower
than setting stage positions with / collecting analogue signals, and with the ‘scan line’ ac-
tion requiring movement to each individual pixel along the path, and ultimately the entire
two-dimensional scan range, the time required to complete a scan is increased by at least one
order of magnitude. There does however exist the potential for the speed of this process to
be improved by methods such as moving directly from the first pixel in the line to the last
and interpolating the string of received photon counts over the path into the individual pixel
bins.

Through this implementation we are now able to perform fluorescence microscopy with
this new stage utilising Qudi. The NT-MDT stage provides a slow, but ultra-stable, platform
for fluorescence confocal microscopy, which we have since demonstrated, see Figure 4.3.

4.5 RHEA Spectrograph
The Replicable High-resolution Exoplanet and Astroseismology (RHEA) spectrograph is an
ultra-compact fibre-fed échelle spectrograph designed both to locate extra-solar planets, and
to simultaneously gather information about those planets host stars [164]. The instrument
has been integral in enabling our experiments on Raman-based nanodiamond thermometry
— soon described in Chapter 5. It is appropriate that we record here the details of the non-
trivial data extraction process implemented.

4.5.1 Instrument Description
The optical design of the spectrograph is only briefly described below, as its construction
was undertaken by a separate research team. The instrument features a unique double-pass
configuration with a custom made cross-disperser prism to disperse the input light over 42
orders (échelles) and onto a CCD camera. A comprehensive overview of the instrument
and its original goals can be found in the literature [164–167]. The physical dimensions
of the instrument are 41 × 30 × 27 cm, proving compact in comparison with a traditional
spectrometer.

4.5.2 Instrument Calibration
Calibration of this instrument was required prior to its use and integration with our lab sys-
tems. This process is now streamlined, however, when the instrument was received we did
not have access to any previous methods of calibration or operation.



74 Upgrading Laboratory Capabilities

20 30 40 50 60
X position ( m)

30

35

40

45

50

55

60

65

Y 
po

sit
io

n 
(

m
)

5

10

15

20

Fl
uo

re
sc

en
ce

 (k
c/

s)

0.
0

88
.0

(p
er

ce
nt

ile
)

(a)

20 25 30 35 40 45 50 55 60
X position ( m)

2.5

5.0

7.5

Z 
po

sit
io

n 
(

m
)

10

20

30

40

50

60

70

Fl
uo

re
sc

en
ce

 (k
c/

s)

0.
0

10
0.

0
(p

er
ce

nt
ile

)

(b)

300 200 100 0 100 200 300
Time difference (ns)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

No
rm

al
ise

d 
g2

(ta
u)

(c)

Figure 4.3: Confocal scan undertaken with the integrated NT-MDT piezoelectric stage via
the scanner motor interfuse. (a) The above scan demonstrates the capability of this confocal
platform — a 40 × 40 µm area has been scanned of a ND sample. The coverslip used for this
scan contains etched grids, the trench of one of which can be observed in the confocal image.
(b) An xz confocal scan of the sample, used to precisely locate the confocal xy plane where the
ND material rests on the coverslip. (c) Detection efficiency has been optimised to the threshold
where NDs containing single NV centres can be imaged, as confirmed by a g(2) (τ) correlation
measurement. The extreme levels of photon bunching to each side of the dip can be attributed to
crosstalk between the APDs.
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4.6 Version Control Branches for Experiment Coordina-
tion

Previously we have introduced the concept of version control as one of the aspects that en-
ables wider adoption of the Qudi software package. On one level Git provides a tool to
facilitate the distributed open-source development of this project. However, it also provides
a means for coordinating experiment implementations locally within a research group —
which is not within the scope of the broader Qudi project. In the process of developing and
integrating the novel hardware covered above, we have established a set of operating proce-
dures to use git for this enhancement of local experiments. Here we construct a demonstra-
tion of how good version control practices can improve the efficiency of code development
in the context of a research lab.

Let us begin our demonstration with a fully working copy of the Qudi lab control code.
This code is complete and tested, and is located on what is typically referred to as the master
branch, Figure 4.4a. All code that is on the master branch should always be stable and ready
for a new user to install and to run their experiments. For the purpose of this demonstration
let us say that the lab received a new laser which we wish to integrate with the lab-control
software. Because we do not want to place incomplete code onto the master branch, we
would then start to develop this code on what is known as a ‘feature’ branch, Figure 4.4b.
On feature branches we can build and test code happily without fear of breaking old code
that is essential for other users.

Now with our laser only partially integrated with the main code let us pretend that we
would like to start using the laser on an experiment immediately. In this case, we would now
create a new ‘experiment’ branch of the code, Figure 4.4c. The origin of this branch should
be the master branch, and then we merge the incomplete laser code into this branch.

After some time lets say that while running our new experiment we find that some feature
of the laser is not functioning as expected — likely due to our rushed attempt at its integra-
tion. In such a circumstance we should develop the fix for this code on the laser feature
branch — to maintain all development for this piece of hardware on its own branch. The
feature would then be re-merged into the experiment branch, Figure 4.4d, and this process
can be repeated as required, Figure 4.4e.

We maintain this separation because it is possible, and likely, that we have multiple new
pieces of hardware which we are developing integration for in parallel — each on their own
feature branches. To develop these on top of one another, on a single branch, would quickly
grow out of control — which is not a scalable solution.

With all development of the hardware/software interfacing code complete, this feature
can then be sent back into the master branch, ready for any user to utilise for their own
experiments, Figure 4.4f.
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dev_new_laser
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Figure 4.4: Demonstration of the use of a version control system. Purple nodes represent code
commits along the three example branches; master, dev_new_laser, and experiment_project. In-
tegration of new hardware is maintained on its own feature branch, can be merged into experiment
branches for use, and when development is complete can be merged back into the master branch
for implementation by other users.



5
Nanodiamond Thermometry

“To achieve great things, two things are needed; a plan, and not quite enough
time.”

Leonard Bernstein

To investigate the effects of temperature on nanodiamonds exhibiting superradiant be-
haviour we need to develop a reliable method for measuring the local temperature of nanoscale
systems. Raman spectroscopy is proposed as a technique to measure the temperature of each
individual ND, and which is independent of the colour centres it hosts. This allows us to de-
termine the temperature of individual nanodiamond particles at a spatial scale smaller than
visible or infrared wavelengths. Some promising work in this area was realised in our group
through a Masters project focused on utilising NDs as nanoscale thermometers for integrated
transistor circuits [14]. We build on these results and extend them through the process of a
highly-systematic exploration of the parameter space, and by employing the novel ultra-high
resolution spectrometer that has been presented in Chapter 4.

5.1 Background

Raman spectroscopy is a well-established method for material characterisation. Enhanced
by the invention of the laser, it has found application in a large range of disciplines span-
ning from biology to geology, chemistry and, of-course, physics [168–171]. The Ramani

scattering process was first observed in 1928 whereby sunlight was seen to be red-shifted
upon passing through organic liquids [172]. We now know that this effect originates from
the interaction of the light-field (photons) with atomic vibrations (phonons) in the material.
Scattered photons that are red-shifted with respect to the excitation source are referred to as
Stokes scattered photons, where the difference in energy equates to that of the phonon(s) cre-
ated, as shown in Figure 5.1. Conversely, photons can be blue-shifted through the absorption
of energy from phonons. This effect is much less efficient, and these photons are know as
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anti-Stokes scattered photons.

5.1.1 A Classical Approach
To present a formal understanding of this effect we discuss a simple example adapted from
the literature [173]. Consider a diatomic molecule isolated from its surroundings and with
negligible rotation. Initially, we consider the diatomic molecule as being at rest. In the
presence of a light field of frequency ν0, a dipole moment ~p is induced. The dipole moment
is proportional to both the electric field, ~E, and the polarisability of the molecule, α:

~p = α ~E (5.1)

The dipole moment oscillates at the same frequency ν0 of the electric field:

p(t) = αE0 cos (2πν0t) (5.2)

If the atoms of the diatomic molecule are also vibrating at some frequency ωp, then the
polarisability of the molecule is also oscillating as a function of the internuclear distance
r . To incorporate this into the model we expand the polarisability as a power series of the
internuclear distance:

α (r) = α (r0) +
dα
dr

(r − r0) + higher order terms (5.3)

We can then write the internuclear distance r − r0 in its time-dependent form:

r − r0 = cos
(
2πωpt

)
(5.4)

The expression for the time-dependent polarisability becomes:

p(t) =

[
α (r0) +

dα
dr

cos
(
2πωpt

)]
αE0 cos (2πν0t) (5.5)

which can be re-written through the application of a trigonometric identity to become:

p(t) = α (R0) E0 cos (2πν0t) +
1
2

dα
dr

E0
(
cos

[
2π

(
ν0 + ωp

)
t
]

+ cos
[
2π

(
ν0 − ωp

)
t
] )
(5.6)

This is where we find the signature indication of the Stokes and anti-Stokes photons, at
ν0 − ωp and ν0 + ωp respectively. This is the first order Raman effect, and it follows that,
with decreasing intensity, Raman lines can also be observed at

(
ν0 ± 2ωp

)
,
(
ν0 ± 3ωp

)
, etc.

from the higher order terms of the power expansion.
In the context of solid-state materials these vibrations of the lattice are known as phonons

— the quantised version of vibrational modes. To enhance clarity, we adopt the terminology
here where photon frequencies will be denoted as ν’s, and phonon frequencies as ω’s. Also
in solids the atoms are constrained within the matrix of the lattice and so we do not need to
consider the rotations of the “molecules” (just as we did not consider them in the example
above).

This classical model is simple and intuitive, however, it cannot provide us with a com-
plete understanding of the Raman scattering method. For instance, in this classical picture
we would expect the intensities of the Stokes and anti-Stokes scattered photons to be match-
ing, but this is not the case. To further comprehend the process, let us now take a quantum
approach.

iNobel Prize in Physics 1930 “for his work on the scattering of light and for the discovery of the effect
named after him.”
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5.1.2 A Quantum Approach
This description of Raman scattering arises from an intuitive model. We picture some sys-
tem with a combination of vibrational and optical transitions, such as the ones depicted in
Figure 5.1. In the case of Stokes scattering a photon of energy hν0 excites an electron from
the ground to the “virtual” excited state. The electron relaxes, but it does so into a vibrational
energy level of the ground state, itself at some energy hωp. Therefore, the photon(s) released
by the system must be of energy h

(
ν0 − ωp

)
— now red-shifted from the original pump fre-

quency. Conversely, the process whereby a photon (of energy hν0) excites an electron out of
some vibrational energy level (with energy hωp) and the system relaxes into its ground state
via the emission of a photon with energy h

(
ν0 + ωp

)
is known as anti-Stokes scattering.

It follows that we can use the Boltzmann factor (the phonon occupation probabilities) to
calculate the intensity ratio between the Stokes and anti-Stokes shifted photons. It is also
important to include a factor to account for the ratio of the density of optical modes (the
optical density of states). This gives rise to the relation

Ianti-Stokes

IStokes
=

(
νAS

νS

)3

e
−hωp
kBT (5.7)

where νAS and νS are the energies of anti-Stokes- and Stokes-shifted photons respectively.
Often in the literature this optical density of states factor is raised to the power of 4. How-
ever, as we are counting photons and not measuring energies (recall E = ~ω) our factor is
appropriately only raised to the power of 3 (as per [174]).

In diamond material it is known that ωp = 1332 cm−1 = 165 meV [175] which is quite
large due to a higher lattice oscillation frequency (phonons) than other crystals. This property
contributed to diamond being one of the first materials to have its Raman spectra investigated,
as early as 1930 [176]. At room-temperature T = 298.15 K (25 ◦C) the intensity ratio would
be Ianti-Stokes/IStokes = 2.47 × 10−3.

This ratio changes with temperature and thus becomes a key metric for our measure-
ments.

5.1.3 Raman Shift as a Function of Temperature
We can also look at the frequency shift of the Stokes and anti-Stokes lines with temperature
and adopt this as a secondary metric for our investigation. The expected shift of the Raman
line as a function of temperature in solid-state materials was first described as a 3-phonon
decay process known as the Klemens model after the author who established it [177]. In this
model, the optical phonon created by the Raman scattering (with energy ~ωp) is considered
to decay into two acoustic phonons of energy ~ωp/2 and opposite momentum. Klemens used
perturbation theory to describe the Raman shift as a function of temperature with the form

Ω (T ) = ω0 + A *
,

2

e
~ω0

2kBT − 1

+
-

(5.8)

where ω0 is the Raman shift at 0 K (ω0 = ωp |T=0). The A coefficient characterises this
Klemens channel and depends on the solid material.

Later, the temperature dependence of the Raman line in silicon was measured and at
high temperatures, where T ∼ kB/∆E, the data were found to deviate from the Klemens
model [174]. The author, Balkanski, showed that higher-order terms are required to fit to the
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Figure 5.1: Diagrammatic representation of Stokes and anti-Stokes scattered photons. In
the case of Stokes scattering (left), a photon of energy hν0 excites an electron from the ground
to excited state. Then, the electron relaxes, but into a vibrational energy level of the ground
state, itself of some energy hωp . Therefore, the photon released by the system must be of en-
ergy h

(
ν0 − ωp

)
— now red-shifted from the original pump frequency. Conversely, the process

whereby a photon (of energy hν0) excites an electron out of some vibrational energy level (with
energy hωp), followed by the system relaxing into its ground state via the emission of a photon
with energy h

(
ν0 + ωp

)
is known as anti-Stokes scattering (right).

recorded data. The Klemens model was thus modified to include a 4-phonon decay process,
in which the optical phonon may decay into three acoustic phonons each of energy ~ωp/3.
This leads to an additional term in the temperature dependence of the Raman shift, which
takes the form

Ω (T ) = ω0 + A *
,

2

e
~ω0

2kBT − 1

+
-

+ B
*..
,

3

e
(
~ω0

3kBT

)2

− 1

+
3

e
~ω0

3kBT − 1

+//
-

(5.9)

where the A coefficient describes the Klemens decay channel and the B coefficient describes
the higher order contribution.

Data on the Raman line position as a function of temperature has been collected from
bulk samples in many studies [178–182]. Data from Liu et al [182] is considered as the
most accurate data set due to the authors collection methods. Furthermore, in this paper
data appears accurately fitted with the 3-phonon decay Klemens model, Equation 5.8. Not
including the higher-order terms in the fitting function seems justified in Liu et al’s study, as
the temperatures at which the Raman shift is measured falls below the Debye temperature
for diamond, TD ∼ 2200 K [183]. Above the Debye temperature factors contributing to both
the Raman line position and linewidth vary at different rates, and fitting of the higher-order
corrected model, Equation 5.9, is necessary [174].

In summary, this method of fitting the Klemens model, without higher-order terms, ap-
pears consistent throughout the literature for group IV semiconductors (carbon, silicon, and
germanium). For silicon at more elevated temperatures Balkanski’s addition of the higher-
order terms is required. As yet, this higher order correction has not been required when fitting
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to experiments in diamond, as conducted measurements have not reached the T ∼ kB/∆E
threshold (which for diamond lies higher than that of the other group IV semiconductor
elements due to the high phonon energy in diamond).

In this thesis, we focus solely on the position of the Stokes scattered photons as op-
posed to their linewidth. Previous studies [184] primarily focus on the linewidth of the
Stokes scattered photons, however, in nanodiamond materials we know that the linewidth
can be altered as a result of numerous factors including defects within the lattice [184–186]
and phonon confinement effects [187–190], either of which can generate inhomogeneous
linewidth broadening of the Raman signal. It is for these reasons that we choose to investi-
gate the line position, as it is easier to measure shifts rather than changes in linewidths. Fur-
thermore, the advantage of using Raman measurements over measurements on the properties
of the NV centre is that whilst spatial resolution is lost (possibly), measurement sensitivity is
gained. The body of work previously conducted in our lab was ultimately unsuccessful due
to the spectral instability of the laser utilised and the presence of results that did not follow
the expected trend [14].

5.2 Measurements
A key factor contributing to our renewed interest in this project was the recent acquisition
of an ultra-high resolution spectrograph able to monitor wavelengths continuously from
∼ 490–770 nm. The unique abilities of the RHEA spectrograph, described previously in
§ 4.5, has been integral in enabling us to continue our investigations into nanodiamond Ra-
man thermometry. With the powerful capability of being able to image the Stokes and anti-
Stokes scattered photons and the laser line simultaneously, without either loss of resolution
or narrowing of the range of wavelengths imaged, we commence our investigations.

5.2.1 Experiment Architecture

To conduct this experiment we utilise a lab-built confocal microscope as our primary plat-
form. A schematic representation of the experimental setup is presented in Figure 5.2. As
we will be heating the sample mount we select an air objective (UMPlanFl 100x/0.90 BD;
Olympus) — sacrificing collection efficiency for a physical air-gap between to sample and
the objective to avoid potential damage via radiative heat transfer.

For our excitation source we employ a λ = 532 nm CW laser (OBIS 532-150 LS; Coher-
ent), operating within the power range of 1–160 mW. To separate the excitation and collec-
tion paths we do not use a dichroic mirror but rather place an uncoated 90:10 beamsplitter in
the configuration such that we sacrifice 90% of our excitation power to gain 90% transmis-
sion of our collection path. We then install 533 nm notch filter (17 nm FWHM, NF533-17;
Thorlabs) at the entry to the collection fibre to reduce the throughput of the excitation laser.
For photon detection we employ a single avalanche photodiode (APD) (SPCM-AQR-14;
Perkin Elmer), with its signal subsequently passed to a correlator (Time Tagger 20; Swabian
Instruments) for photon counting.

To control the temperature of the sample we assembled a lab-built substrate heater made
from an aluminium frame, an electrical resistor, and a power supply unit (EA-PS 2342-10
B; Elektro-Automatik). The power supply drives current through the resistor, subsequently
heating the aluminium frame which the substrate thermalises with. Using the aluminium
frame as a heat mediator allows the thermal load to be evenly distributed across the substrate.
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Figure 5.2: Experiment architecture for the investigation of the effects of temperature an
Raman scattering from individual nanodiamond particles. A λ = 532 nm CW laser is inci-
dent upon a 90:10 beamsplitter such that we sacrifice 90% of our excitation power to gain 90%
transmission of our collection path. A notch filter then removes the excitation light from the col-
lection path, and the emission is coupled into a single-mode fibre. An electronically-triggerable
flip-mirror placed after the notch filter directs the collection path into separate fibres which are
subsequently coupled to either the APD or the spectrograph.

5.2.2 Sample Preparation
Measurements have been conducted on (250 ± 20) nm nanodiamond sample (ND-250; Lu-
ciGem), which arrives from the manufacturer suspended in water (1 mg/mL concentration).
The sample was prepared on a 170 µm think BK7 glass coverslip (BB022022A1; Menzel-
Glaser), which was itself prepared by rinsing with acetone (C3H6O, purity ≥ 99.5; Sigma-
Aldrich). The nanodiamond sample was sonicated for 30 minutes to de-aggregate the indi-
vidual NDs in the solution. A droplet of solution (∼ 10 µL) was then placed on the coverslip
and left to evaporate naturally. As the solution evaporates the meniscus deposits the NDs on
the coverslip with decreasing density as the droplet shrinks while drying. This can simply be
thought of as leaving behind a stain from a coffee mug on a piece of paper — it deposits a
ring of coffee particles. The difference here being that the ‘coffee cup’ is the droplet, and it
shrinks continuously as the droplet evaporates. This method is less sophisticated than other
sample deposition methods such as spin coating or the use of a nebulizer, but it has the ad-
vantage of creating regions of decreasing ND density — allowing the user to move to either
less dense or more dense regions without changing the prepared coverslips.

5.2.3 Experimental Methods
The premise of the experiment is now simple: record the spectrum of a set of NDs at various
substrate temperatures. We also recorded multiple spectrums of each ND at each temperature
setting while increasing the intensity of the excitation laser power in order to assess the speed
at which data could be acquired. The largest challenge in data acquisition was obtaining clear
signal-to-noise for the weak anti-Stokes line.

With all lab instruments required for this experiment integrated with a common lab con-
trol system (see Chapter 4) we programmatically structured these tasks. In the control code
we used nested for loops that iterate over the parameter space, and included delays to en-
sure the entire sample reached thermal equilibrium at each temperature increment before
data acquisition. This can be observed below where a snippet of the control code has been
presented. Lines 1–9 and 47–49 control the initialisation and de-initialisation respectively of
the required hardware In the former instance, the laser and power supply are set to ‘on’ and
the detection path set ‘to the APD.’ In the latter, the laser and power supply are simply set to
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‘off.’ The list of currents and laser powers over which to iterate are defined in lines 7 and 20
respectively, and the command to expose the spectrograph CCD is found on line 28. Com-
mands on lines 36 and 44 push notifications to the lab users phones upon completion of the
measurement, or upon a failure whereby the experiment ceases to run. The measurements
presented in this thesis alone represent over 100 hours of unsupervised, semi-autonomous
data collection.

1 t i m e _ t h e n = t ime . t ime ( )
2

3 o b i s . s e t _ p o w e r (10 e−3)
4 o b i s . on ( )
5 s e t _ d e t e c t o r _ a p d ( True )
6 powersupp ly . s e t _ o u t p u t _ o n ( on=True , node =0)
7 c u r r e n t s = np . l i n s p a c e ( 0 , 0 . 4 , 11)
8

9 push = True
10

11 t r y :
12 f o r c u r r e n t i n c u r r e n t s :
13 powersupp ly . s e t _ c u r r e n t ( c u r r e n t , node =0)
14

15 i f c u r r e n t != 0 :
16 f o r j i n r a n g e ( 2 0 ) :
17 r e o p _ c r o s s h a i r (10 e−3)
18 t ime . s l e e p ( 3 0 )
19

20 f o r spec_power i n np . l i n s p a c e ( 3 5 , 165 , 11) :
21 r e o p _ c r o s s h a i r (10 e−3)
22

23 o b i s . s e t _ p o w e r ( spec_power *1e−3)
24 t ime . s l e e p ( 1 0 )
25

26 e x p o s u r e = 150 * 150 / spec_power
27

28 f o r i i n [ e x p o s u r e ] :
29 i n i t _ c a m e r a _ g e t _ s p e c t r u m ( i , poiname= ’ND_X’ , power=spec_power , c u r r e n t =

c u r r e n t )
30

31 t ime_now = t ime . t ime ( )
32

33 r u n _ d u r a t i o n = t ime_now − t i m e _ t h e n
34

35 i f push == True :
36 p u s h _ c l i e n t s ( ’ Measurement comple t ed i n { : . 2 f } h o u r s ’ . f o r m a t ( r u n _ d u r a t i o n / 3 6 0 0 ) )
37

38 e x c e p t :
39 t ime_now = t ime . t ime ( )
40 r u n _ d u r a t i o n = t ime_now − t i m e _ t h e n
41 e = t r a c e b a c k . f o r m a t _ e x c ( )
42 p r i n t ( e )
43 i f push == True :
44 p u s h _ c l i e n t s ( ’ Measurement f a i l e d a f t e r { : . 2 f } h o u r s . {} ’ . f o r m a t ( r u n _ d u r a t i o n / 3 6 0 0 ,

e ) )
45

46

47 o b i s . o f f ( )
48 powersupp ly . s e t _ c u r r e n t ( 0 , node =0)
49 powersupp ly . s e t _ o u t p u t _ o f f ( o f f =True , node =0)

5.2.4 Data Processing
We first use our methods for extracting spectral data from the RHEA spectrograph (§ 4.5),
then fit Lorentzians to the Stokes peak, the anti-Stokes peak, and the laser line (which is weak
due to our filters, § 5.2.1). Diamond Raman lines have previously been fit with Voigt func-
tions to account for the instrument resolution being broad relative to the Raman linewidth
[182], however, here the instrument resolution is much finer than the measured linewidth and
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a Lorentzian was found to be a good fit to our data. In the immediate wavelength range of
the anti-Stokes line the RHEA spectrograph resolution is ∼ 374 pixels/nm, around the laser
line ∼ 349 pixels/nm, and around the Stokes line ∼ 322 pixels/nm (with 532 nm excitation),
and therefore we find no need to deconvolve the Lorentzian signals with what would be the
Gaussian response of a spectrograph unable to sample with such a resolution.

When conducting these fits we use conventional least-squares minimisation for optimisa-
tion on the Stokes and anti-Stokes peaks, and in the case of fitting to the laser peak we use the
Powell fitting method [191] which we have found to produce more consistent identification
of the laser peak position for weak signals. The parameters of the fitted peaks (location and
amplitude) are then used to analyse our data. The Raman shift (and the ‘anti-Raman’ shift)
are determined from these parameters with the below basic calculation:

Raman shift [cm−1] = 107
(

1
λlaser [nm]

−
1

λRaman line [nm]

)
(5.10)

When conducting any analysis of the intensity ratio of the Stokes and anti-Stokes lines we
define the peak intensities to be the area under the Lorentzian curve. This has the form

I =

∫ b

a

2A
π

σ

4
(
x − µ

)2
+ σ2

dx (5.11)

=
A
π

[
tan−1

(
2
(
b − µ

)
σ

)
− tan−1

(
2
(
a − µ

)
σ

)]
(5.12)

where µ is the peak position, 2
√

2 ln 2σ is the FWHM, and a and b are the integration limits
chosen to be µ − 0.5 and µ + 0.5 respectively.

Corrected Anti-Stokes / Stokes Ratio

We have seen in Equation 5.7 that the intensity ratio between the anti-Stokes and Stokes
lines is strongly correlated with temperature. As such, this serves as a good measurement for
extraction of temperature information from the data. However, the accuracy of this metric is
strongly dependent upon the amplitude calibration of our spectrometer, outlined in § 4.5.2.

Before analysing any data we first perform a slight alteration of the anti-Stokes / Stokes
ratio description (Equation 5.7) to account for a finer amplitude correction factor of the
RHEA spectrograph (see § 4.5.2). We modify the equation by the inclusion of such a factor,
α:

Ianti-Stokes

IStokes
= α

(
νAS

νS

)3

e
−hωp
kBT (5.13)

To determine the instrument calibration factor α we measure the anti-Stokes / Stokes
ratio generated by bulk diamond (Element 6) at room-temperature (25 ◦C). The use of a bulk
sample was decided to negate any unexpected effects arising from the use of nanodiamond
material, such as stress and strain within the crystal lattice. To gather a clean anti-Stokes
signal (recall from § 5.1.2 that the efficiency of the Stokes scattering process is dominant over
the anti-Stokes scattering process) a total of 650, 2 minute exposures were conducted with the
aid of our heavily automated lab control systems. At this temperature, from the Boltzmann
distribution we expect the anti-Stokes / Stokes ratio to be 2.47 × 10−3 (from § 5.1.2). Our
observed ratio on the instrument was 3.13 × 0−4, and therefore our α multiplicative factor is
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Figure 5.3: Maximum likelihood fit of the anti-Stokes signal by Bayesian marginalisation.
We use a Bayesian fitting algorithm, described briefly in Appendix D, to compute the maximum
likelihood fit and extract the Lorentzian fit parameters (position µ, width σ, and amplitude A)
of the anti-Stokes peak. The maximum likelihood fit is shown in orange. Blue data points are
included in the fitting algorithm whereas grey data points have been excluded due to computa-
tional intensity. Data points circled in red are been computed by the algorithm to more probably
be noise than to be genuine data. Error bars are chosen to be a constant that is ∼

√
N , where N

is the number of counts.

2.47 × 10−3/3.13 ×0−4 = 7.96. Here we note for future reference that the Raman shift in this
bulk diamond sample is 1333.007 cm−1. To ensure the highest level of fitting accuracy, as
this determination of α influences all anti-Stokes / Stokes ratios, we implemented a Bayesian
fitting algorithm inspired by [192, 193]. The technique is briefly described in Appendix D.

5.2.5 Stokes Signal Raman Shifts
Spectra were recorded for NDs at various hotplate temperatures and laser powers (note
that each data set has been collected from different ND samples). The observed behaviour
broadly fall into three categories; NDs showing effects from heating the substrate, NDs af-
fected by increasing the incident laser power, and NDs with apparent effects from a combi-
nation of these factors. These are outlined hereafter.

Substrate Induced Heating

The fitted peaks are presented in Figure 5.4a. In these subplots two subsets of data can
be visualised, which originate from separate échelles recorded on the RHEA spectrograph
CCD. Upon systematic analysis of the measurement results we perceive the following:

• Raman line shift proportional to substrate heating. We observe a shift of the Stokes
line of ∼ − 0.4 cm−1 when the heater current is increased, corresponding to a tempera-
ture increase from room-temperature to 70 ◦C. This data is presented along the x-axis
in Figure 5.4b.

• Absence of Raman line shifting with laser power. No discernible shift of the Raman
line can be observed when the laser power is increased. This data presented along the
y-axis in Figure 5.4b.
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Figure 5.4: Data extraction and fitting when heating the sample substrate. (a) The recorded
Raman line, where data subsets originate from separate échelles recorded on the RHEA spec-
trograph CCD, extracted via the implementation of our own data processing methods previously
presented in § 4.5.2. (b) The Stokes shift as a function of both heater current and laser power.
We only see a trend across the x-axis (∼ − 0.4 cm−1), corresponding to increasing heater current
(temperature shift over the range T = 25 ◦C (298.15 K) to 70 ◦C (343.15 K)). We observe no
noticeable shift with the laser power along the y-axis.

• Inability to determine the anti-Stokes/Stokes ratio. Over this temperature range we
are unable to distinguish the anti-Stokes signal from the noise of the measurement.
This is a combination of the expected small anti-Stokes / Stokes ratio in this tempera-
ture range and the shot noise of the instrument.

Optically Induced Heating

In some nanodiamonds the effect of substrate heating is negligible compared to the optically-
induced heating. This occurs for those nanodiamonds which have poor thermal contact with
the substrate, and are therefore heated by the laser beam. A strong shift — up to ∼ − 3 cm−1

— of the Raman line can be triggered by increasing the laser power. The fitted peaks are
presented again in Figure 5.5a where the much more prominent shift can be seen unaided.
From this data set we make the following observations:

• No distinguishable Raman line shift with substrate heating. As evident along the
x-axis in Figure 5.5b we do not observe any change in the position of the Raman line
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Figure 5.5: Data extraction and fitting showing strong evidence of heating as a result of
increasing the laser power. (a) The Stokes scattered photons (Raman line), where data subsets
originate from separate échelles recorded on the RHEA spectrograph CCD. (b) The Stokes shift
as a function of both heater current and laser power. We observe no noticeable shift along the
x-axis (a function of heater current), but see evidence of a strong trend across the y-axis (∼ −
3 cm−1), corresponding to increasing laser power.

as the heater current is increased — corresponding to a change from room-temperature
T = 25 ◦C (298.15 K) to 70 ◦C (343.15 K).

• Strong Raman line shift with increasing laser power. In this instance we see a strong
(∼ − 3 cm−1) shift of the Raman line as the laser power is increased from 40–160 mW,
presented along the y-axis in Figure 5.5b. That we would observe a shift of this mag-
nitude was unexpected upon the commencement of this experiment.

• Ability to determine the anti-Stokes/Stokes ratio. In this data set we regained our
ability to distinguish the anti-Stokes line. We attribute the re-acquisition of this ability
to the anti-Stokes / Stokes ratio increasing with temperature, as per Equation 5.13.

Combinational Heating

In the previous two examples we see only evidence of either substrate heating (originating
from us driving current through the attached heating element), or of optical heating (orig-
inating from the intensity of the incident laser). It is however possible that we observe a
combination of these two effects, as is evident in the dataset that is next presented.
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Figure 5.6: Data extraction and fitting showing combinational heating effects. (a) The
recorded Raman line, where data subsets originate from separate échelles recorded on the RHEA
spectrograph CCD. (b) The Stokes shift as a function of both heater current and laser power.
We can observe trends in both the x- and y-axes, as both the heater current and laser power are
increased.

• Raman line shift proportional to substrate heating. We again observe a shift of the
Raman line as a result of heating the substrate, Figure 5.6b along the x-axis. This shift
of ∼ − 0.5 cm−1 is comparable with that of the first discussed ND (§ 5.2.5).

• Less extreme shift of the Raman line with laser power. Upon analysis of the data,
Figure 5.6b along the y-axis, we observe a less extreme shift (than that of the previous
ND discussed in § 5.2.5) of ∼ − 0.1 cm−1.

• Inability to distinguishing the anti-Stokes line from the noise. Again, as in the case
of the first discussed ND (§ 5.2.5), we are unable to distinguish the anti-Stokes line
from the noise and subsequently cannot fit and extract data from this feature. With
a comparably small Raman shift inducted by optical heating, as compared to § 5.2.5
above, we theorise that this level of heating is not sufficient to increase the anti-Stokes
/ Stokes ratio to a sufficient, detectable level.

Upon analysis of the data we find an interesting result with broad implications. It is ap-
parent that there are two independent effects that contribute to the heating of our individual
NDs: substrate induced heating from the ‘hotplate’ fused to the sample mount (expected),
and optically, laser-induced heating. The presence of either of these is not particularly sur-
prising, but it is the magnitude of the optically induced heating which is our most remarkable
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observation as it shows a large variability of possible scenarios ranging from very good to
very poor thermal contact with the substrate.

When we observe NDs that show no apparent heating from substrate temperature in-
creases, but do show heating from the incident laser, we conclude that the NDs are in poor
thermal contact with the substrate. Note that if a particular ND has highly graphitic surface
that this would also induce thermal heating. These NDs weakly absorb heat from the sub-
strate, and when they are illuminated by the laser they cannot disperse heat into the substrate
at a sufficiently-fast rate. It is also in this case that we are able to distinguish the anti-Stokes
lines from the noise and determine the anti-Stokes / Stokes ratio. It is important to note,
again, that this analysis is dependent on how good or bad the thermal contact is between the
ND and the substrate.

This finding has significant impact for all measurements conducted on ND systems whereby
temperature could potentially influence the observed behaviour. Laser-induced heating of
ND particles has been considered previously [194], however has not been characterised thor-
oughly. The investigated NDs contain NV colour centres, and off-resonant excitation of
colour centres will lead to the excitation of many phonons in the crystal lattice and there-
fore to optical heating. It is plausible that NDs that are in poor thermal contact with the
substrate and with off-resonant excitation of colour centres will experience the significant
optical heating that we observe, § 5.2.5.

The effects of heating can also influence the spectra of colour centres in diamond [195–
197]. For example, one recent paper observes an anomalously large linewidth in one of
the twenty three NDs studied [193]. The authors of the paper speculate that the ND is in
poor thermal contact with the cold-finger of their cryostat — resulting in the particular ND
having a higher temperature than those which are in good thermal contact. We postulate
that, because of its poor thermal contact, the ND in question would have experienced effects
arising from laser-induced heating. In fact, all of the linewidths observed in the studied NDs
are larger by greater-than-a-factor of five to those observed in bulk diamond material.

Conversely, in the case whereby a ND exhibits a temperature change (inferred by a shift in
the Raman line position) only from increasing the substrate temperature, then we deem that
ND is in good thermal contact with the substrate, §5.2.5. When this ND is exposed to ‘high’
laser powers (∼ 100 mW), any heating that would be induced is immediately distributed into
the substrate which has a much greater thermal mass.

Some NDs showed heating under the combined influence of the hotplate and the incident
laser, § 5.2.5. This condition requires the laser-induced heating to be coincidentally balanced
with the substrate heating, which we found to be uncommon across the NDs surveyed. To
gain a broad overview of our results, we next continue our analysis through interpretation of
the collective dataset.

5.2.6 Anti-Stokes / Stokes Intensities
Hereafter we separate each individual measurement into three categories: measurements
with the anti-Stokes peak distinguishable (and hence the temperature determinable from the
anti-Stokes / Stokes ratio), measurements where the temperature is determinable by corre-
lation with the heater current, and measurements where we cannot determine the temper-
ature by either method. Binning the measurements by their Raman Shift into histograms,
Figure 5.7, reveals that measurements in which the anti-Stokes peak is distinguishable also
undergo a much more significant Raman shift when heated (shifting of the Stokes scattered
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photons with increased temperature), Figure 5.7a. In the case of measurements where we
can infer the temperature from the heater current we do not see extreme Raman shifts (Fig-
ure 5.7b), and a similar observation for those measurements where we cannot infer the tem-
perature from either method (Figure 5.7c). This leads us to conclude that higher temperatures
account for both the larger Raman shift and the increased anti-Stokes intensity.

This observation is to be expected. In the case of the NDs where the anti-Stokes signal
can be observed, these are also the cases where we are observing laser-induced heating. The
anti-Stokes / Stokes ratio is seen to change with laser power and the Raman line also shifts
significantly (multiple wavenumbers). In the second case where NDs that undergo substrate
heating, the temperature of the NDs is known from our calibration of the heating element.
The hotplate temperature is insufficient to drive such a large shift of the Raman line and
to generate an observable anti-Stokes signal for our system sensitivity. For those NDs in
the final data subset, that where we cannot distinguish the anti-Stokes signal and where no
current was driven through the heater, we observe a small range of Raman shifts. However,
none of the shifts are as extreme as in the cases of laser-induced heading. We note that in this
dataset some data points have a Raman shift less than our bulk diamond, room-temperature
reference measurement — we attribute this to strain variations present within NDs.

For measurements showing laser-induced heating — where the anti-Stokes / Stokes ratio
can be determined (those in Figure 5.7a) — we plot the ratio as a function of the Raman
shift, Figure 5.8a. A strong correlation between the intensity ratios and the Raman shift
is apparent. This strengthens the hypothesis that temperature can be determined from the
observed Raman shift, which is our ultimate vision for this project. It is evident however that
the relationship between the intensity ratio and the Raman shift differs slightly for each ND.
We can map these instrument-corrected anti-Stokes / Stokes ratio values to temperature via
Equation 5.13. The differences between NDs are noticeable, but it is still possible to use the
shift for thermometry.

Included in Figure 5.8b are the substrate-heated NDs, which we assign temperature val-
ues via the heater current and a standard PT100 temperature sensor (RS PRO PT100; RS
Components) clamped on the front of the sample holder. Error bars have been generated by
computing the largest and smallest anti-Stokes / Stokes ratios by either adding or subtracting
the least squared fit errors for amplitude and width to maximise or minimise the area under
the curve (Equation 5.11) accordingly. In the case that the computed errors reduce the am-
plitude of the anti-Stokes peak to zero, and subsequently the corresponding temperature to
zero, the lower-bound error has been capped at room-temperature.

Our data appears in general agreement with Equation 5.8 (the Klemens model), however,
our inferred temperatures appear too high for the corresponding Raman shift by a factor of
∼ 1.5× in comparison with Liu et al’s bulk diamond data [182], see Figure 5.10. There is
clearly more work to do to resolve this discrepancy.

The analysis performed up to this point was built on the assumption that Equation 5.13
completely describes the relationship between temperature and ratio. This line of reasoning
is summarised in Figure 5.9a, which visualises the logic of this analysis process. The dis-
crepancy observed between the shift-vs-temp in Figure 5.10 raises the question of whether
Equation 5.13 is truly appropriate to make this link. Since these measurements were con-
ducted on nanodiamond materials, we recall that NDs have unique spatial geometries which
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Figure 5.7: Histograms of Raman shifts with temperature. All measurement data has been
placed into three histograms, with the bulk diamond, room-temperature reference indicated by
the dashed red line. (a) Data where the anti-Stokes signal was able to be distinguished from the
noise. For each of these data points the anti-Stokes / Stokes ratio can be determined, and hence
the temperature of each ND inferred by that method. (b) Data where the temperature can be
inferred by the current driven through the heating element. It is clear that NDs in this dataset
never undergo as strong a Raman shift as those where the anti-Stokes signal can be observed. (c)
Data where we cannot infer temperature information. Some data points have a Raman shift less
than our bulk diamond, room-temperature reference measurement — we attribute this to high
stress and strain present within NDs.
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Figure 5.8: Preliminary Raman shift analysis of the collected data. (a) Instrument corrected
anti-Stokes / Stokes intensity ratios for each ND, represented in the figure by different marker
types, as a function of their measured Raman shift. We observe a strong correlation between the
intensity ratios and the Raman shift. Our bulk diamond reference measurement is also included
on the plot (red). (b) The same data but the anti-Stokes / Stokes ratio has been translated to
temperature via Equation 5.13, and fit with the Klemens model, Equation 5.8. It is apparent that
each individual ND dataset deviates by separate amounts from the fitted model. Also included
on this plot are the substrate-heated NDs (orange).

can generate Mie resonances [198]. We now change the logic flow to that illustrated in
Figure 5.9b in order to examine the plausibility of this effect.

The Mie resonances arising from ND geometry will modify the optical density of states.
This will scale the ratio of the energies in Equation 5.7 by a factor β unique to each ND. To
further generalise the fitting procedure that extracts temperature from our shifts via Liu et al,
we also introduce a free offset parameter that accounts for the unique strain which each ND
experiences. These modifications cause Equation 5.7 to take the new form

Ianti-Stokes

IStokes
= αβ

(
νAS

νS

)3

e
−hωp
kBT + offset (5.14)

To conduct this fit we require a temperature reference for our data points. We choose
to use the temperature as a function of Raman shift data in recorded bulk diamond from
Liu et al [182]. Upon digitisation of this data we attempted to refit the Klemens 3-phonon
decay model as conducted in the paper. Unfortunately, we were unable to reproduce the fit
of Equation 5.8 to Liu et al’s data, Figure 5.11a.

In fact, discrepancies with the fit to the data presented in the Liu et al paper have already
been raised by other studies. Surovtsev and Kupriyanov [184] draw attention to several as-
pects that raise concern about the correctness of the results and the validity of Liu et al’s
conclusions, in particular with respect to the Raman linewidth data and its temperature de-
pendence. These authors conclude that the higher-order (4-phonon) term is unambiguously
required to explain the diamond Raman linewidth as a function of temperature. Curiously,
this was required to fit data well below the diamond Debye temperature, whereas the silicon
data Balkanski presented only required the 4-phonon term above the Debye temperature.

As Liu et al neglected to include the resulting fit parameters in their paper (the A coeffi-
cient in the Klemens model, Equation 5.8), we attempted to first reproduce the fit undertaken.
This was conducted on data digitised from the papers fit curve. We were unable to match
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Figure 5.9: Data analysis logic methods. (a) The first approach taken was to connect our
recorded data with Liu et al’s bulk diamond data via Equation 5.13. When comparing the tem-
peratures inferred from Raman shifts in Figure 5.10 our temperature value appear too high for
the corresponding Raman shift by a factor of ∼ 1.5×. (b) We then change our approach and use
Liu et al’s bulk diamond data as our reference to determine temperature, and include the free
parameter β in our fitting algorithm to account for Mie resonances on the nanoparticles which
we believe to be the cause for the slight discrepancy between individual NDs that we see in our
data.
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Figure 5.10: Comparison of collected data with data from the literature. We plot our col-
lected data alongside data collected in bulk diamond in Liu et al’s paper [182] (gray data and fit).
Our temperature value appear too high for the corresponding Raman shift by a factor of ∼ 1.5×
in comparison with Liu et al’s bulk diamond data.
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Figure 5.11: Phonon decay model fits to the Raman shift as a function of temperature in
bulk diamond data recorded by Liu et al [182]. (a) We are unable to fit the Klemens 3-phonon
decay model, Equation 5.8, to the Liu et al data set. Visually we can see the fits deviation from the
data, and we extract the values A = −12.91, ω0 = 1333.07 cm−1, which do not match what we
expect physically. Gray dots: The digitised Liu et al fit. Blue line: Our Klemens model fit to the
digitised Liu et al fit. Orange line: Unphysical Klemens model fit with the value ∆E = 0.239 eV,
and A = −2.580, ω0 = 1332.6 cm−1. (b) Our attempt to fit the Balkanski model, Equation 5.9,
yields similarly unphysical result. Upon fitting the model to the data we extract A = 3.484,
B = −3.195, ω0 = 1332.94 cm−1. The negativity of the coefficient weighting the Klemens
decay channel, A, implies that Balkanski’s higher-order correction is also strongly influencing
the model at lower temperatures, which is an unphysical conclusion to draw. Gray dots: The
digitised Liu et al fit. Blue line: Our Balkanski model fit to the digitised Liu et al fit. Orange line:
The A coefficient (3-phonon term) only. Green line: The B coefficient (4-phonon term) only.

the curvature of the model to Liu et al’s fit, see Figure 5.11a. We suspect that when fitting
the Klemens model to their data Liu et al included a free-parameter in the argument of their
exponent, as we find that the fit is optimised for the unphysical value ∆E = 0.239 eV (in the
case of diamond ∆E = 0.165 eV, which corresponds to 1332 cm−1). In fact, the parameters
∆E = 0.239 eV, and A = −2.580, ω0 = 1332.6 cm−1 give exact overlap with Liu et al’s
plotted fit curve, within the digitisation precision.

In the light of works reported for silicon [174], one explanation for the poor fit of the Kle-
mens model to Liu et al data might be that higher order corrections are required. Therefore,
we fit Balkanski’s modified Klemens modelii to Liu et al’s data, Figure 5.11b. While initially
one might consider the fit to be adequate, upon closer examination the leading fit coefficient,
A, that describes the Klemens decay channels produces a positive curvature, Figure 5.11b.
This inflexion implies that Balkanski’s higher-order correction is also strongly influencing
the model at lower temperatures, which is an unphysical conclusion to draw.

Clearly a thorough and detailed theoretical investigation into the mechanism of the phonon
decay channels is required. Such an investigation is beyond the scope of this thesis. To con-
tinue our exploration we still need a function to map Stokes shift to temperature. In order to
progress we interpolate Liu et al’s data using a one-dimensional piecewise linear interpolant
to produce a lookup table with adequate resolution. We acknowledge the assumption that

ii For ease of reference Balkanski’s 4-phonon model, Equation 5.9, is reproduced here:
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,
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Table 5.1: Optimised fit parameters. Listed are the optical density of states modification factor
β, as per Equation 5.14, to account for Mie resonances on each individual ND. The value has
been included as a free fitting parameter in the model.

β offset
0.690 −0.108
0.848 0.152
0.725 −0.072
0.663 −0.437
0.693 −0.738

Raman shifts in nanodiamond material are identical to that in bulk diamond material. While
the Raman line appears shifted in ultrasmall NDs (size ≤ 10 nm) because of phonon con-
finement effects [187, 199, 200], our NDs are ∼ 250 nm in size, so we judge this to be a fair
assumption.

Using this interpolation of Liu et al’s bulk diamond data as our reference to determine
temperature, we take β as a fit parameter in Equation 5.14 and optimise to match our data for
each individual ND. The resulting fits are shown in Figure 5.12. We find that by optimising
β, and therefore adjusting the optical density of states, our data converges with the bulk
diamond reference dataset. The closeness of this fit suggests that our assumption whereby
our sample NDs experience the same temperature dependent Raman shifts in comparison
with bulk diamond seems valid. The optimised fit parameters are listed in Table 5.1.

This result demonstrates that Mie resonances can affect optical emission from ND parti-
cles. This has particular implication to thermometry techniques, or any other measurement
procedure, through which the relative intensities of spectrally separated bands are used as a
criterion, such as those presented in [201, 202]. Furthermore this also highlights the advan-
tages of utilising the Raman shift as a temperature metric as opposed to the Raman lineshape
or linewidth, as the method is still valid in the case of inhomogeneities across the sample.

5.3 Conclusions and Implications
In the collected data, § 5.2.4, the occurrence of optical heating induced by an excitation laser
is more prevalent and more capable of temperature alterations in ND systems than previously
thought. Subsequent analysis, § 5.2.6, reveals that these NDs could be heated up to ∼ 900 K
with ∼ 160 mW of off-resonant laser power. We suspect that these NDs are in poor thermal
contact with the substrate. Furthermore, we note that such high-temperature can lead to
air-oxidation of diamond, however, this will occur on a longer time scale (∼ hours) than the
measurement time [203].

These also appear to be the measurements where the anti-Stokes signal can be distin-
guished, and therefore the anti-Stokes / Stokes signal intensity ratio determined. This is due
to the fact that the higher temperature of the ND corresponds to a higher phonon spectral
density, leading to a more efficient anti-stokes signal. In § 5.2.6 we have investigated the
dependence of the anti-Stokes / Stokes ratio which we map to temperature via Equation 5.7.
We find complications with fitting both the Klemens 3-phonon decay model, Equation 5.8,
and Balkanski’s 4-phonon decay model, Equation 5.9 to our data set and to a reference bulk
diamond data set recorded by Liu et al.
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By introducing a scaling factor, β, to the optical density of states, Equation 5.14, our
data converges with Liu et al’s bulk data measurements. This factor can account for Mie
resonances on the nanoparticles which we believe to be the cause for the slight discrepancy
between individual NDs that we see in our data.

These new implications raise an interesting question in the context of our previously con-
ducted superradiance investigation, Chapter 3. The reader should recall that the temperature
dependence of superradiant emission, originating from ensembles of NV centres in ND sys-
tems, may be a fruitful investigation. We theorise that increasing the temperature of these
systems might increase the spectral indistinguishability of the NV emitters, through both
inhomogeneous and homogeneous broadening effects. The influence of this indistinguisha-
bility increase may in fact promote a higher degree of superradiant behaviour. This new
evidence raises the question of the effects of optical heating and subsequently the temper-
ature of the each individual ND in our superradiance investigation. A further investigation
into the influence of this effect is now a future research project planned for the lab.
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Figure 5.12: Individual ND datasets with optimisation of an energy scaling parameter. In
order to account for Mie resonances we have introduced a fit parameter, β (as per Equation 5.14),
to alter the optical density of states. An offset parameter has also been included to account for the
unique strain experiences by each ND, as outlines in the text. By including these fit parameters
we are able to converge our individual ND datasets to Liu et al’s bulk diamond reference data.
Each subplot represents measurements conducted on individual NDs. Left column: temperature
vs ratio from Equation 5.14 (orange) which the fitted data points plotted (blue). Right column:
demonstration plotting our beta and offset corrected temperature values with the values observed
in bulk diamond by Liu et al. The good overlap of this data demonstrates the effectiveness of our
fit.
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6
Conclusions

“Poets say science takes away from the beauty of the stars — mere globs of gas
atoms. I, too, can see the stars on a desert night, and feel them. But do I see less
or more?”

Richard Feynman

In introducing the background and scope of this thesis, § 1.1, I discussed our goal of en-
abling diamond-based nanotechnology applications by enhancing our underpinning knowl-
edge of the nitrogen-vacancy (NV) centre in nanodiamond materials. In this regard, the
outcome of this thesis has been threefold. Firstly, we coupled a dielectric loaded resonator
(DLR) microwave cavity to a single NV spin hosted in a nanodiamond (ND), trialling a new
method for interacting, contactless and over centimetre-size scales. Next, we investigated
NDs containing dense ensembles of NV centres and observed a new phenomena — room-
temperature spontaneous superradiance [122]. Finally, we explored colour centre indepen-
dent nanoscale thermometry with individual NDs. Additionally, content was included on the
overhaul of our lab control systems, whereby significant work was undertaken to construct
and integrate lab hardware for the purpose of conducting semi-autonomous measurements.

Coupling of a Single NV Centre to a Microwave Cavity

In Chapter 2 I presented my work on coupling the microwave field generated by a macro-
scopic microwave cavity to a single NV centre hosted within a ND. The cavity was suspended
∼ 1 cm above the sample — avoiding issues related to sample heating which occur when a
typical stripline antenna is used for generating the microwave field addressing the NV spin.
We confirmed our alignment with a single NV centre via g(2) correlation measurements.
Then, with both the cavity and a stripline antenna, used for reference, we conducted an op-
tically detected magnetic resonance (ODMR) measurement to determine the energy level
separation between the NV ground triplet state, and tuned the microwave cavity mode to
the corresponding resonant frequency. We conducted Rabi oscillation measurements, from
which the Rabi frequency and the duration of a π-pulse were extracted. Next, we imple-
mented a Hahn spin-echo pulse sequence to measure the coherence time of the NV spin.
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This was successfully measured in our stripline antenna reference sample, however, in the
case of the microwave cavity sample the measurement was ultimately unsuccessful. We
speculate that the high Q-factor of the DLR cavity alters the shape of the microwave pulses
and is particularly critical at short time scales.

For future work, we postulated design criteria for a second-generation DLR cavity for
addressing NV spins, which included greater power throughput, vertical optical access for
alignment, and a mechanical plunger to dynamically tune the cavity mode. This technology
should find future application in contactless measurements addressing NV spin systems with
a homogeneous microwave field over large areas (∼ centimetres) in comparison with tradi-
tional stripline antenna schemes. With an additional prototype iteration the cavity could be
employed for the coherent control of NV spin systems.

NV Superradiance in Nanodiamond

In Chapter 3 we explored the dynamics of many-NV systems contained within individual
diamond nanocrystals. These results represent the most substantial and novel component
of this thesis. When packed at a sufficiently high density, the many-NV centres can exhibit
cooperative effects, which we interrogate through the observation of superradiant emission
— observing NV lifetimes as short as 1.1 ns. Our measurements show significant speed-up
in the photon emission rate, and we confirmed the state of the system by observing super-
Poissonian photons statistics that scale as predicted by our model. This observation of co-
operative effects in ND NV systems is the first for a solid-state, room-temperature system
analogous to what was originally proposed by Dicke in his pioneering paper in 1954 [123].

Alongside our results, we also discussed how our findings are relevant, ultimately, for
developing diamond-based quantum engineered superradiant systems at room-temperature
— which might lead to applications including efficient photon detection, energy harvesting
and quantum sensing. For future experiments, we consider exploring the dependence of
NV superradiant emission on temperature (predicting reduced superradiant behaviour if the
system is cooled to low-temperature due to reduced photon indistinguishably), as well as
on the density of NVs owing to dipole-dipole interactions possibly destroying cooperativity
between NV centres. Also, we plan on engineering specific geometries for deterministic
superradiance and superabsorption, and implementing these experiments in other diamond-
based systems such as the silicon-vacancy colour centre.

Lab Control Systems Upgrade

Over the course of the measurements conducted in this thesis a significant process of mod-
ernisation and automation of lab systems was undertaken. An overview of this endeavour
has been outlined in Chapter 4, where I discussed the developments we undertook to enable
semi-autonomous measurements. The upgraded lab systems were employed for our ther-
mometry measurements, allowing large and systematic data sets to be collected while real
time feedback from data analysis was used to drive an educated exploration of the parameters
space. Our control systems requirements were outlined, and a description of the architecture
of the open-source software on which we integrated our hardware was condensed and pre-
sented, accompanied with examples. Furthermore, our adopted version control workflow
which enabled scalable and non-linear development was discussed. This lab control system
has now been implemented throughout our research labs. The hardware interfacing code as
well as the numerous software packages we developed have been uploaded for free and for
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global use for the Qudi project [160], which a worldwide community of programmers and
physicists constantly use and upgrade.

I included in the thesis the process we developed for calibration of the spectrograph,
as this was a significant part of the project. A translational research grant has since been
awarded to facilitate development of a second-generation prototype and ultimately work to-
wards commercialisation of this instrument.

Nanodiamond Thermometry

In Chapter 5 I presented our work on the development of a technique for measuring tem-
perature at the nanoscale independently of colour centres. The method relies on Raman
spectroscopy of individual NDs, and is enabled by the acquisition of an ultra-high resolution
échelle spectrograph designed for both the search for extra-solar planets and for extra-solar
spectroscopy. The spectrograph design allows for single-shot readout from ∼ 490–770 nm,
allowing for simultaneous detection of the Stokes and anti-Stokes scattered photons.

In this study we found that heating induced by an excitation laser can be more significant
in altering the temperature of NDs than previously thought. The analysis reveals that NDs
excited by a focused laser beam can be heated up to ∼ 900 K with ∼ 160 mW of off-resonant
laser power. We suspect that this occurs when the NDs are in poor thermal contact with
the substrate. When investigating the relationship between the ratio of the anti-Stokes and
Stokes signals and the Raman shift we found discrepancies when fitting the established 4-
phonon decay model with the experimental data. For each individual ND the data could be
matched to that of a reference measurement in bulk diamond by altering the optical density
of states, and we attribute this affect to Mie resonances on the nanoparticles. This work leads
us to question the contribution of laser-induced heating in our earlier study of superradiance,
where we theorised that increasing the temperature of a ND may result in increased coopera-
tive behaviour through increasing the spectral indistinguishably of the emitters. In the thesis
we commented that including Balkanski’s high-order fit coefficient strongly influences the
phonon decay process in diamond below the Debye temperature, unlike in the case of other
group IV semiconductors. Additionally, the 3-phonon and 4-phonon model coefficients were
found here to be of opposite sign. This indicates that the “higher-order correction” was far
from a small adjustment, a significant deviation from Balkanski’s application to the phonon
decay process in silicon. Further investigations have commenced into the mechanisms of
phonon decay channels in diamond to seek resolution in modelling of temperature depen-
dence of the Raman line.

As the frontiers of diamond-based nanotechnologies evolve, so does the endeavour of
harnessing and designing the properties of colour centres for ad-hoc applications and tech-
nologies. In particular, as the scientific community forges through the second quantum rev-
olution [204], our understanding of NV spin systems lies at the crux of their adoption as a
unique platform for engineering room-temperature, solid-state quantum systems with a di-
verse range of applications. The NV defect in diamond will continue to push the envelope of
quantum nanoscience either directly or through the incredibly vast wealth of knowledge the
community has built on this truly unique quantum jewel.
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A
Supplementary NV Spin Physics

“If quantum physics hasn’t profoundly shocked you, you haven’t understood it
yet.”

Niels Bohr

This appendix contains supplementary information regarding the NV spin physics that is
presented in Chapter 2.

A.1 Solving for the NV Energy Eigenvalues
Solving the Hamiltonian time-independent Schrödinger equation will produce the energy
eigenvalues of the system. This can be achieved via the following process.

The time-independent Schrödinger equation is

Ĥψ = λψ (A.1)

To find the eigenvalues we solve the characteristic equation

0 = Ĥψ − λψ (A.2)

= Ĥψ − λIψ (A.3)

= (Ĥ − λI)ψ (A.4)

We know ψ , 0 if det ���Ĥ − λI��� = 0, which we compute:

Ĥ − λI =
*.
,

~Dg + geµB Bz − λ 0 ~E
0 −λ 0
~E 0 ~Dg − geµB Bz − λ

+/
-

(A.5)

=
*.
,

0 −λ 0
~Dg + geµB Bz − λ 0 ~E

~E 0 ~Dg − geµB Bz − λ

+/
-

(A.6)
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and therefore

det ���Ĥ − λI��� = λ
(
λ2 − λ

(
2~Dg

)
+
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~2D2
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B B2
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2E2

))
(A.7)

λ = 0 is the trivial solution, and the other solution
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)
= 0 (A.8)

which gives the solutions

λ = ~Dg ±

√
(~E)2 +

(
geµB Bz

)2 (A.9)

and determines the eigenvalues of the system.

A.2 Evolving the NV Spin System in a Driving Field
Solving the Schrödinger Equation

The method of solving the time-dependent Schrödinger equation is followed here. The time-
dependent Schrödinger equation is:

i~
d
dt
|ψ〉 = Ĥint |ψ〉 (A.10)

where ψ is the time-dependent state

|ψ (t)〉 = α (t) |↓〉 + β (t) |↑〉 (A.11)

and α and β are amplitudes whose modulus squared sum to one. To solve the Schrödinger
equation for our generic state and Hamiltonian

i~
d
dt

(
α |↓〉 + β |↑〉

)
= Ĥint

(
α |↓〉 + β |↑〉

)
(A.12)

=
Ω

2
(|↓〉 〈↑| + |↑〉 〈↓|)

(
α |↓〉 + β |↑〉

)
(A.13)

=
Ω

2
(
(( |↓〉 〈↑| + |↑〉 〈↓|) α |↓〉) + ( |↓〉 〈↑| + |↑〉 〈↓|) β |↑〉

)
(A.14)

=
Ω

2
(
α |↑〉 + β |↓〉

)
(A.15)

we create a pair of coupled ordinary differential equations (ODEs) through the application
of 〈↓| an 〈↑| ‘from the left’. The coupled ODEs are

〈↓| : i~
d
dt
α =
Ω

2
β (A.16)

〈↑| : i~
d
dt
β =
Ω

2
α (A.17)

To solve these ODE we combine the solution from applying 〈↓|

i~
d
dt
β =
Ω

2
α (A.18)

d
dt
β = −

iΩ
2~
α (A.19)
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with the solution from applying 〈↑|

i~
d2

dt2α =
Ω

2
d
dt
β (A.20)

= −
Ω

2
iΩ
2~
α (A.21)

d2

dt2α = −
Ω2

4~2α (A.22)

α = cos
(
Ωt
2~

)
(A.23)

and therefore find the probability of being in the ground statei

P↓ = |α |2 (A.24)

= cos2
(
Ωt
2~

)
(A.25)

and the probability of being in the excited state

P↑ = | β |2 (A.26)

= sin2
(
Ωt
2~

)
∵ ���α

2��� +
���β

2��� = 1 (A.27)

Unitary Evolution of the System

We can also describe how the two-level system behaves in the presence of an external field
through computing its unitary evolution, which has the form

Û = e−
i
~H t (A.28)

Taking the interaction Hamiltonian and applying the unitary transformation to the ground
state

|ψ (t)〉 = Û (t) |ψ (0)〉 (A.29)

= exp
[
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~

(
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)
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(
α (t)
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(A.33)

we find the same description for the probability of being in the ground state

P↓ = |α |2 (A.34)

= cos2
(
Ωt
2~

)
(A.35)

iTrue only if at t = 0 the state is entirely in the spin down (i.e. ground) state |↓〉, with no spin up component.
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and in the excited state

P↑ = | β |2 (A.36)

= sin2
(
Ωt
2~

)
(A.37)

This is the same result as obtained from solving the Schrödinger equation above.



B
NT-MDT Programatic Control

“It is not the critic who counts; not the man who points out how the strong man
stumbles, or where the doer of deeds could have done them better. The credit
belongs to the man who is actually in the arena, whose face is marred by dust
and sweat and blood; who strives valiantly; who errs, who comes short again
and again, because there is no effort without error and shortcoming; but who
does actually strive to do the deeds; who knows great enthusiasms, the great
devotions; who spends himself in a worthy cause; who at the best knows in the
end the triumph of high achievement, and who at the worst, if he fails, at least
fails while daring greatly, so that his place shall never be with those cold and
timid souls who neither know victory nor defeat.”

Theodore Roosevelt

This appendix contains code referenced in § 4.3 to achieve communication between
Qudi, Nova Px, and the NT-MDT stage.

B.1 Qudi↔ Nova Px Communication
The functions below were created to pass commands/data between Qudi and Nova Px. The
C programming language was required to be used for this communication process as com-
munication must be passed through the Nova Px DLL interface.

B.1.1 Command Packet Parsing
The two functions below work to pass command packets (snippets of Nova Power Script
code) to the Nova Px control software where it can be executed. These functions are designed
to pass arbitrary command packets, such that they can be used by any ‘parent’ function. The
only difference between these two functions is thread execution, with _run_script_text_thread
able to be used to interrupt processes that are already running (helpful for functions such as
_emergency_interrupt).
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1 d e f _ r u n _ s c r i p t _ t e x t ( s e l f , command ) :
2 " " " Execu te a command i n Nova Px
3

4 @param s t r i n g command : VBScr ip t code t o be e x e c u t e d
5 " " "
6

7 s e l f . _ n o v a d l l . R u n S c r i p t T e x t ( command . encode ( ) )
8

9 d e f _ r u n _ s c r i p t _ t e x t _ t h r e a d ( s e l f , command ) :
10 " " " Execu te a command i n a Nova Px i n a s e p a r a t e t h r e a d
11

12 Thi s f u n c t i o n can be used t o i n t e r r u p t a r u n n i n g p r o c e s s . Nova Px
13 s o f t w a r e must be r e v i s i o n 18659 or newer f o r t h i s f u n c t i o n .
14

15 @param s t r i n g command : VBScr ip t code t o be e x e c u t e d
16 " " "
17

18 s e l f . _ n o v a d l l . R u n S c r i p t T e x t T h r e a d ( command . encode ( ) )

B.1.2 Float Retreival

The only data type required to be passed back from the instrument to Qudi are float variables
(real numbers with significant figures to the right of the decimal point). For example, if the
position of the stage were to be requested, first the x-value would be returned, then the y-
value, and finally the z-value — all of type float. For our implementation of the NT-MDT
stage no other data types are required to be passed back from the instrument. The function
created to retrieve these variables is shown below.

1 d e f _ g e t _ s h a r e d _ f l o a t ( s e l f , v a r i a b l e ) :
2 " " " R e t r e i v e a s h a r e d d a t a v a r i a b l e o f t y p e f l o a t from Nova Px
3

4 @param s t r i n g v a r i a b l e : The v a r i a b l e must have a l r e a d y been c r e a t e d
5

6 @retu rns f l o a t v a l u e : The v a l u e o f v a r i a b l e
7 " " "
8

9 o u t b u f = c t y p e s . c _ d o u b l e ( )
10 b u f l e n = c t y p e s . c _ i n t ( )
11

12 s e l f . _ n o v a d l l . Ge tSha redDa ta ( v a r i a b l e . encode ( ) , None , c t y p e s . b y r e f ( b u f l e n ) ) # g e t
t h e r e q u i r e d b u f f e r s i z e

13 s e l f . _ n o v a d l l . Ge tSha redDa ta ( v a r i a b l e . encode ( ) , c t y p e s . b y r e f ( o u t b u f ) , c t y p e s . b y r e f (
b u f l e n ) ) # f i l l t h e b u f f e r

14

15 r e t u r n o u t b u f . v a l u e

Upon retrieving a variable we clear the data being stored in that variable, such that we do not
continue to store obsolete information.

1 d e f _ r e s e t _ s h a r e d _ d a t a ( s e l f , v a r i a b l e ) :
2 " " " R e s e t a s h a r e d d a t a v a r i a b l e
3

4 @param s t r i n g v a r i a b l e : The v a r i a b l e must have a l r e a d y been c r e a t e d
5 " " "
6

7 s e l f . _ n o v a d l l . R e s e t S h a r e d D a t a ( v a r i a b l e . encode ( ) )

B.1.3 GUI Update

Because we are interacting with the ND-MDT stage through its own control software, we
would like the graphical user interface (GUI) of this software to reflect the current state of
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the stage. To achieve this, any time that we alter that state of any of the stages properties
(such as toggling the feedback state to on/off) we update the GUI to reflect the change.

1 d e f _ u p d a t e _ g u i ( s e l f ) :
2 " " " Update t h e Nova Px g r a p h i c a l u s e r u n t e r f a c e
3

4 t h i s o p e r a t i o n i s n o t e d t o be " n o t t h r e a d s a f e " i n t h e o r i g i n a l d o c u m e n t a t i o n
5 " " "
6

7 command = ’ Per fo rm t G l o b a l , gGUIUpdate ’
8 s e l f . _ r u n _ s c r i p t _ t e x t ( command )

Here we also see the first occurrence of a command packet, found on line 7 of the above code
snippet. The variable command is a string (a set of characters) containing Nova Power Script
code to be executed.

B.1.4 Handshake
Lastly, we use a combination of the above functions to ensure a successful handshake (soft-
ware connection) between Qudi and Nova Px at start-up. We check this through first initial-
ising a new variable of type float to a particular value (we use that of the golden ratio ϕ, but
any value can be chosen). Then, we simply retrieve the value of the variable that we set and
cross-check that their values are equal. Upon a successful handshake we then clear the test
variable.

1 d e f _ c h e c k _ c o n n e c t i o n ( s e l f ) :
2 " " " S e t and g e t a s h a r e d v a r i a b l e t o check t h e c o n n e c t i o n wi th Nova Px
3

4 @retu rns boo l s u c c e s s : True i f v a l u e s match
5 " " "
6

7 command = ’ S e t S h a r e d D a t a V a l " t e s t _ c o n n e c t i o n " , 1 .61803398875 , " F64 " , 8 ’
8 s e l f . _ r u n _ s c r i p t _ t e x t ( command )
9 i f s e l f . _ g e t _ s h a r e d _ f l o a t ( ’ t e s t _ c o n n e c t i o n ’ ) == 1 .61803398875 :

10 s e l f . _ r e s e t _ s h a r e d _ d a t a ( ’ t e s t _ c o n n e c t i o n ’ )
11 r e t u r n True
12 e l s e :
13 r e t u r n F a l s e

B.2 Nova Px↔ Stage Communication
With communication now established between Qudi and the Nova Px control software we
can now pass ‘command packets’ (snippet of code written in Nova Power Script) to be exe-
cuted for control of the stage. In combination with the ability to retrieve floats, we now have
all of the required base-level tools to drive the movement of the stage. Below are listed and
described higher-level ‘parent’ functions that have been created to operate the stage. This set
of functions fulfils the set of operations required for ‘motor’ classified hardware files to be
integrated and fully functioning with the Qudi control software.

B.2.1 Hardware Activation / Deactivation
The first functions which we group here are the hardware activation and deactivation func-
tions. The function on_activate performs a check of the operating system architecture
(assuming a Windows environment), and loads the appropriate DLL (function library) for ei-
ther 64-bit or 32-bit architecture. We then see a call to load the constraints of the instrument,
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which we will comment on shortly. Utilising the handshake check presented above, the code
then ensures that the communication link between Qudi and Nova Px has been successful.
Upon a successful connection, the closed-loop feedback state of the stage is activated, see
line 29.

1 d e f o n _ a c t i v a t e ( s e l f ) :
2 " " " I n i t i a l i s a t i o n pe r fo rmed d u r i n g a c t i v a t i o n o f t h e module .
3

4 @return : e r r o r code ( 0 :OK, −1: e r r o r )
5 " " "
6 i f p l a t f o r m . a r c h i t e c t u r e ( ) [ 0 ] == ’ 64 b i t ’ :
7 p a t h _ d l l = os . p a t h . j o i n ( os . p a t h . a b s p a t h ( ’ ’ ) ,
8 ’ t h i r d p a r t y ’ ,
9 ’ n t_mdt ’ ,

10 ’NovaSDK_x64 . d l l ’
11 )
12 e l i f p l a t f o r m . a r c h i t e c t u r e ( ) [ 0 ] == ’ 32 b i t ’ :
13 p a t h _ d l l = os . p a t h . j o i n ( os . p a t h . a b s p a t h ( ’ ’ ) ,
14 ’ t h i r d p a r t y ’ ,
15 ’ n t_mdt ’ ,
16 ’NovaSDK . d l l ’
17 )
18 e l s e :
19 s e l f . l o g . e r r o r ( ’Unknown p l a t f o r m , c a n n o t l o a d t h e Nova SDK d l l . ’ )
20

21 s e l f . _ n o v a d l l = c t y p e s . w i n d l l . L o a d L i b r a r y ( p a t h _ d l l )
22

23 t ime . s l e e p ( 1 )
24

25 s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s = s e l f . g e t _ c o n s t r a i n t s ( )
26

27 i f s e l f . _ c h e c k _ c o n n e c t i o n ( ) :
28 s e l f . l o g . i n f o ( ’ Nova Px handshake s u c c e s s f u l ’ )
29 s e l f . _ s e t _ s e r v o _ s t a t e ( True )
30 r e t u r n 0
31 e l s e :
32 s e l f . l o g . e r r o r ( ’ I c a n n o t c o n n e c t t o Nova Px ’ )
33 r e t u r n 1

The deactivation call is much simpler, toggling the closed-loop feedback state to ‘off.’
1 d e f o n _ d e a c t i v a t e ( s e l f ) :
2 " " " D e i n i t i a l i s a t i o n pe r fo rmed d u r i n g d e a c t i v a t i o n o f t h e module .
3 @return : e r r o r code ( 0 :OK, −1: e r r o r )
4 " " "
5 s e l f . _ s e t _ s e r v o _ s t a t e ( F a l s e )
6 r e t u r n 0

B.2.2 Load Instrument Constraints
This function acts to load information stored in the device configuration file, information
such at the stage and individual axis identification numbers used to address each motor.
Within the ND-MDT hardware there are actually two separate stages present; the primary
piezo-electric stage used to move the sample, and a secondary piezo-electric stage called the
‘tube’ which can be utilised to move the objective itself. If the user has declared the required
information (in the configuration file) to load the ‘tube’ stage, then it is constraints are also
loaded.

1 d e f g e t _ c o n s t r a i n t s ( s e l f ) :
2 " " " R e t r i e v e t h e ha rdware c o n s t r a i n s from t h e motor d e v i c e .
3

4 @return d i c t : d i c t w i th c o n s t r a i n t s f o r t h e s e q u e n c e g e n e r a t i o n and GUI
5

6 P r o v i d e s a l l t h e c o n s t r a i n t s f o r t h e xyz s t a g e and r o t s t a g e ( l i k e t o t a l
7 movement , v e l o c i t y , . . . )
8 Each c o n s t r a i n t i s a t u p l e o f t h e form
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9 ( min_value , max_value , s t e p s i z e )
10 " " "
11 c o n s t r a i n t s = O r d e r e d D i c t ( )
12

13 c o n f i g = s e l f . g e t C o n f i g u r a t i o n ( )
14

15 a x i s 0 = {}
16 a x i s 0 [ ’ l a b e l ’ ] = ’ x ’
17 a x i s 0 [ ’ s c a n n e r ’ ] = c o n f i g [ ’ x ’ ] [ ’ d e v i c e _ i d ’ ]
18 a x i s 0 [ ’ c h a n n e l ’ ] = c o n f i g [ ’ x ’ ] [ ’ c h a n n e l ’ ]
19 a x i s 0 [ ’ pos_min ’ ] = c o n f i g [ ’ x ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_min ’ ]
20 a x i s 0 [ ’ pos_max ’ ] = c o n f i g [ ’ x ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_max ’ ]
21

22 a x i s 1 = {}
23 a x i s 1 [ ’ l a b e l ’ ] = ’ y ’
24 a x i s 1 [ ’ s c a n n e r ’ ] = c o n f i g [ ’ y ’ ] [ ’ d e v i c e _ i d ’ ]
25 a x i s 1 [ ’ c h a n n e l ’ ] = c o n f i g [ ’ y ’ ] [ ’ c h a n n e l ’ ]
26 a x i s 1 [ ’ pos_min ’ ] = c o n f i g [ ’ y ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_min ’ ]
27 a x i s 1 [ ’ pos_max ’ ] = c o n f i g [ ’ y ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_max ’ ]
28

29 a x i s 2 = {}
30 a x i s 2 [ ’ l a b e l ’ ] = ’ z ’
31 a x i s 2 [ ’ s c a n n e r ’ ] = c o n f i g [ ’ z ’ ] [ ’ d e v i c e _ i d ’ ]
32 a x i s 2 [ ’ c h a n n e l ’ ] = c o n f i g [ ’ z ’ ] [ ’ c h a n n e l ’ ]
33 a x i s 2 [ ’ pos_min ’ ] = c o n f i g [ ’ z ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_min ’ ]
34 a x i s 2 [ ’ pos_max ’ ] = c o n f i g [ ’ z ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_max ’ ]
35

36 # check i f t h e u s e r has s p e c i f i e d t h e y have t h e ’ t u b e ’ s c a n n e r
37 i f [ s f o r s i n c o n f i g [ ’ a x i s _ l a b e l s ’ ] i f ’ t u b e ’ i n s ] :
38

39 a x i s 3 = {}
40 a x i s 3 [ ’ l a b e l ’ ] = ’ t ub e_ x ’
41 a x i s 3 [ ’ s c a n n e r ’ ] = c o n f i g [ ’ t ube _x ’ ] [ ’ d e v i c e _ i d ’ ]
42 a x i s 3 [ ’ c h a n n e l ’ ] = c o n f i g [ ’ t ube _x ’ ] [ ’ c h a n n e l ’ ]
43 a x i s 3 [ ’ pos_min ’ ] = c o n f i g [ ’ t ube _x ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_min ’ ]
44 a x i s 3 [ ’ pos_max ’ ] = c o n f i g [ ’ t ube _x ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_max ’ ]
45

46 a x i s 4 = {}
47 a x i s 4 [ ’ l a b e l ’ ] = ’ t ub e_ y ’
48 a x i s 4 [ ’ s c a n n e r ’ ] = c o n f i g [ ’ t ube _y ’ ] [ ’ d e v i c e _ i d ’ ]
49 a x i s 4 [ ’ c h a n n e l ’ ] = c o n f i g [ ’ t ube _y ’ ] [ ’ c h a n n e l ’ ]
50 a x i s 4 [ ’ pos_min ’ ] = c o n f i g [ ’ t ube _y ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_min ’ ]
51 a x i s 4 [ ’ pos_max ’ ] = c o n f i g [ ’ t ube _y ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_max ’ ]
52

53 a x i s 5 = {}
54 a x i s 5 [ ’ l a b e l ’ ] = ’ t u b e _ z ’
55 a x i s 5 [ ’ s c a n n e r ’ ] = c o n f i g [ ’ t u b e _ z ’ ] [ ’ d e v i c e _ i d ’ ]
56 a x i s 5 [ ’ c h a n n e l ’ ] = c o n f i g [ ’ t u b e _ z ’ ] [ ’ c h a n n e l ’ ]
57 a x i s 5 [ ’ pos_min ’ ] = c o n f i g [ ’ t u b e _ z ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_min ’ ]
58 a x i s 5 [ ’ pos_max ’ ] = c o n f i g [ ’ t u b e _ z ’ ] [ ’ c o n s t r a i n t s ’ ] [ ’ pos_max ’ ]
59

60 # a s s i g n t h e p a r a m e t e r c o n t a i n e r f o r x t o a name which w i l l i d e n t i f y i t
61 c o n s t r a i n t s [ a x i s 0 [ ’ l a b e l ’ ] ] = a x i s 0
62 c o n s t r a i n t s [ a x i s 1 [ ’ l a b e l ’ ] ] = a x i s 1
63 c o n s t r a i n t s [ a x i s 2 [ ’ l a b e l ’ ] ] = a x i s 2
64

65 # check i f t h e u s e r has s p e c i f i e d t h e y have t h e ’ t u b e ’ s c a n n e r
66 i f [ s f o r s i n c o n f i g [ ’ a x i s _ l a b e l s ’ ] i f ’ t u b e ’ i n s ] :
67 c o n s t r a i n t s [ a x i s 3 [ ’ l a b e l ’ ] ] = a x i s 3
68 c o n s t r a i n t s [ a x i s 4 [ ’ l a b e l ’ ] ] = a x i s 4
69 c o n s t r a i n t s [ a x i s 5 [ ’ l a b e l ’ ] ] = a x i s 5
70

71 i f a x i s 0 [ ’ s c a n n e r ’ ] != a x i s 1 [ ’ s c a n n e r ’ ] :
72 s e l f . l o g . warn ing ( ’ Your x and y axes a r e c o n f i g u r e d as d i f f e r e n t d e v i c e s , i s

t h i s c o r r e c t ? ’ )
73

74 i f [ s f o r s i n c o n f i g [ ’ a x i s _ l a b e l s ’ ] i f ’ t u b e ’ i n s ] :
75 i f a x i s 3 [ ’ s c a n n e r ’ ] != a x i s 4 [ ’ s c a n n e r ’ ] :
76 s e l f . l o g . warn ing ( ’ Your x and y t u b e axes a r e c o n f i g u r e d as d i f f e r e n t

d e v i c e s , i s t h i s c o r r e c t ? ’ )
77

78 r e t u r n c o n s t r a i n t s
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B.2.3 Toggling the Closed-Loop Feedback State

We have seen above that the closed-loop feedback state is toggled ‘on/off’ upon activa-
tion/deactivation, respectively. To achieve this, we first address each axis independently, and
this call is then filtered through to the specific commands required to conduct the action.

1 d e f _ s e t _ s e r v o _ s t a t e ( s e l f , t o _ s t a t e ) :
2 " " " I n t e r n a l method e n a b l i n g / d i s a b l i n g t h e s t a g e f e e d b a c k
3

4 @param boo l t o _ s t a t e : d e s i r e d s t a t e o f t h e f e e d b a c k s e r v o s
5 " " "
6

7 s e l f . _ s e t _ s e r v o _ s t a t e _ x y ( s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ ’ x ’ ] [ ’ s c a n n e r ’ ] , t o _ s t a t e )
8 t ime . s l e e p ( 0 . 5 )
9 s e l f . _ u p d a t e _ g u i ( )

10

11 # n o t r e q u i r e d , b u t w i l l c a t c h an odd c o n f i g u r a t i o n
12 s e l f . _ s e t _ s e r v o _ s t a t e _ x y ( s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ ’ y ’ ] [ ’ s c a n n e r ’ ] , t o _ s t a t e )
13 t ime . s l e e p ( 0 . 5 )
14 s e l f . _ u p d a t e _ g u i ( )
15

16 s e l f . _ s e t _ s e r v o _ s t a t e _ z ( s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ ’ z ’ ] [ ’ s c a n n e r ’ ] , t o _ s t a t e )
17 t ime . s l e e p ( 0 . 5 )
18 s e l f . _ u p d a t e _ g u i ( )
19

20 # check i f t h e u s e r has s p e c i f i e d t h e y have t h e ’ t u b e ’ s c a n n e r
21 i f [ s f o r s i n s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s i f ’ t u b e ’ i n s ] :
22

23 s e l f . _ s e t _ s e r v o _ s t a t e _ x y ( s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ ’ t ub e_ x ’ ] [ ’ s c a n n e r ’ ] ,
t o _ s t a t e )

24 t ime . s l e e p ( 0 . 5 )
25 s e l f . _ u p d a t e _ g u i ( )
26

27 # n o t r e q u i r e d , b u t w i l l c a t c h an odd c o n f i g u r a t i o n
28 s e l f . _ s e t _ s e r v o _ s t a t e _ x y ( s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ ’ t ub e_ y ’ ] [ ’ s c a n n e r ’ ] ,

t o _ s t a t e )
29 t ime . s l e e p ( 0 . 5 )
30 s e l f . _ u p d a t e _ g u i ( )
31

32 s e l f . _ s e t _ s e r v o _ s t a t e _ z ( s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ ’ t u b e _ z ’ ] [ ’ s c a n n e r ’ ] ,
t o _ s t a t e )

33 t ime . s l e e p ( 0 . 5 )
34 s e l f . _ u p d a t e _ g u i ( )

The Nova Power Script code requires separate commands for toggling either the x- or y-axis
feedback state, or to toggle the z-axis feedback state. We address this with separate functions.

1 d e f _ s e t _ s e r v o _ s t a t e _ x y ( s e l f , s c a n n e r , t o _ s t a t e ) :
2 " " " I n t e r n a l method t o e n a b l e / d i s a b l e XY c l o s e d loop f e e d b a c k
3

4 @param i n t s c a n n e r : t h e s c a n n e r number
5 boo l t o _ s t a t e : t h e d e s i r e d s t a t e o f t h e f e e d b a c k loop
6 " " "
7

8 command = ( ’ SetParam t S c a n n e r , cParam , { s c a n n e r } , XYCLState , { t o _ s t a t e } ’
9 . f o r m a t ( s c a n n e r=s c a n n e r , t o _ s t a t e = i n t ( t o _ s t a t e ) ) ) # boo l t o i n t

10 s e l f . _ r u n _ s c r i p t _ t e x t ( command )
11

12 d e f _ s e t _ s e r v o _ s t a t e _ z ( s e l f , s c a n n e r , t o _ s t a t e ) :
13 " " " I n t e r n a l method t o e n a b l e / d i s a b l e Z c l o s e d loop f e e d b a c k
14

15 @param i n t s c a n n e r : t h e s c a n n e r number
16 boo l t o _ s t a t e : t h e d e s i r e d s t a t e o f t h e f e e d b a c k loop
17 " " "
18

19 command = ( ’ SetParam t S c a n n e r , cParam , { s c a n n e r } , ZCLState , { t o _ s t a t e } ’
20 . f o r m a t ( s c a n n e r=s c a n n e r , t o _ s t a t e = i n t ( t o _ s t a t e ) ) ) # boo l t o i n t
21 s e l f . _ r u n _ s c r i p t _ t e x t ( command )
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B.2.4 Retreiving the Stage Position

To retrieve the position of the stage (and the tube if it is configured), we simply iterate over
the configured axes. A data object of the type ‘dictionary’ is populated with the requested
information, and returned at the end of the function.

1 d e f g e t _ p o s ( s e l f , p a r a m _ l i s t =None ) :
2 " " " Gets c u r r e n t p o s i t i o n o f t h e s t a g e arms
3

4 @param l i s t p a r a m _ l i s t : o p t i o n a l , i f a s p e c i f i c p o s i t i o n o f an a x i s
5 i s d e s i r e d , t h e n t h e l a b e l s o f t h e needed
6 a x i s s h o u l d be p a s s e d i n t h e p a r a m _ l i s t .
7 I f n o t h i n g i s passed , t h e n t h e p o s i t i o n s o f
8 a l l axes a r e r e t u r n e d .
9

10 @return d i c t : w i th keys b e i n g t h e a x i s l a b e l s and i t em t h e c u r r e n t
11 p o s i t i o n .
12 " " "
13 p a r a m _ d i c t = {}
14

15 f o r a x i s i n [ ’ x ’ , ’ y ’ , ’ z ’ ] :
16 s c a n n e r = s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ s c a n n e r ’ ]
17 c h a n n e l = s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ c h a n n e l ’ ]
18

19 command = ( ’ { a x i s } Pos = GetParam ( t S c a n n e r , s c P o s i t i o n , { s c a n n e r } , { c h a n n e l
} ) \ n \ n ’

20 ’ S e t S h a r e d D a t a V a l " s h a r e d _ { a x i s } Pos " , { a x i s } Pos , " F64 " , 8 ’
21 . f o r m a t ( a x i s =a x i s , c h a n n e l=channe l , s c a n n e r= s c a n n e r ) )
22

23 s e l f . _ r u n _ s c r i p t _ t e x t ( command )
24 t ime . s l e e p ( 0 . 1 )
25 p a r a m _ d i c t [ a x i s ] = s e l f . _ g e t _ s h a r e d _ f l o a t ( ’ s h a r e d _ { a x i s } Pos ’ . f o r m a t ( a x i s =

a x i s ) ) *1e−6
26 # NT−MDT s c a n n e r communica t ion i n mic rons
27 t ime . s l e e p ( 0 . 1 )
28

29 # r e s e t s h a r e d d a t a v a l u e s
30 s e l f . _ r e s e t _ s h a r e d _ d a t a ( ’ s h a r e d _ { a x i s } Pos ’ . f o r m a t ( a x i s = a x i s ) )
31 t ime . s l e e p ( 0 . 1 )
32

33 # check i f t h e u s e r has s p e c i f i e d t h e y have t h e ’ t u b e ’ s c a n n e r
34 i f [ s f o r s i n s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s i f ’ t u b e ’ i n s ] :
35

36 f o r a x i s i n [ ’ t u be _x ’ , ’ t ube _y ’ , ’ t u b e _ z ’ ] :
37 s c a n n e r = s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ s c a n n e r ’ ]
38 c h a n n e l = s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ c h a n n e l ’ ]
39

40 command = ( ’ { a x i s } Pos = GetParam ( t S c a n n e r , s c P o s i t i o n , { s c a n n e r } , { c h a n n e l
} ) \ n \ n ’

41 ’ S e t S h a r e d D a t a V a l " s h a r e d _ { a x i s } Pos " , { a x i s } Pos , " F64 " , 8 ’
42 . f o r m a t ( a x i s =a x i s , c h a n n e l=channe l , s c a n n e r= s c a n n e r ) )
43

44 s e l f . _ r u n _ s c r i p t _ t e x t ( command )
45 t ime . s l e e p ( 0 . 1 )
46 p a r a m _ d i c t [ a x i s ] = s e l f . _ g e t _ s h a r e d _ f l o a t ( ’ s h a r e d _ { a x i s } Pos ’ . f o r m a t ( a x i s =

a x i s ) ) *1e−6
47 # NT−MDT s c a n n e r communica t ion i n mic rons
48 t ime . s l e e p ( 0 . 1 )
49 s e l f . _ r e s e t _ s h a r e d _ d a t a ( ’ s h a r e d _ { a x i s } Pos ’ . f o r m a t ( a x i s = a x i s ) )
50 t ime . s l e e p ( 0 . 1 )
51

52 i f p a r a m _ l i s t :
53 p a r a m _ l i s t = [ x . lower ( ) f o r x i n p a r a m _ l i s t ] # make a l l p a r a m _ l i s t e l e m e n t s

lower c a s e
54 f o r a x i s i n l i s t ( s e t ( p a r a m _ d i c t . keys ( ) ) − s e t ( p a r a m _ l i s t ) ) : # axes n o t i n

p a r a m _ l i s t
55 d e l p a r a m _ d i c t [ a x i s ]
56 r e t u r n p a r a m _ d i c t
57 e l s e :
58 r e t u r n p a r a m _ d i c t
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We can see that on lines 25 and 46 a conversion is undertaken to convert between SI units,
which are used universally throughout Qudi, to micrometers, which are the units that the
NT-MDT stage operates in. These device-specific adjustments are planned to happen here at
the hardware/software level interface by design.

B.2.5 Setting the Stage Position
This process is similar to that of retrieving the stage position, though with additional safe-
guards added to ensure the user does not attempt to dive the stage beyond its constraints.
Internal to Qudi this method of motor movement is referred to as an ‘absolute move,’ in that
an absolute coordinate is specified for the stage to transit to. This is in contrast to a ‘relative
move’ command which gives dimensions for stage transit relative to its current position. The
absolute move function is shown below.

1 d e f move_abs ( s e l f , p a r a m _ d i c t=None ) :
2 " " " Move t h e s t a g e t o a b s o l u t e p o s i t i o n
3

4 @param d i c t p a r a m _ d i c t : d i c t i o n a r y , which p a s s e s a l l t h e r e l e v a n t
5 p a r a m e t e r s , which s h o u l d be changed . Usage :
6 { ’ a x i s _ l a b e l ’ : < the −abs−pos−va lue >}.
7 ’ a x i s _ l a b e l ’ must c o r r e s p o n d t o a l a b e l g i v e n
8 t o one o f t h e a x i s .
9 The v a l u e s f o r t h e axes a r e i n meter ,

10 t h e v a l u e f o r t h e r o t a t i o n i s i n d e g r e e s .
11

12 @return d i c t pos : d i c t i o n a r y wi th t h e c u r r e n t a x i s p o s i t i o n
13 " " "
14

15 i n v a l i d _ a x i s = s e t ( p a r a m _ d i c t )− s e t ( s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s )
16

17 i f i n v a l i d _ a x i s :
18 f o r a x i s i n i n v a l i d _ a x i s :
19 s e l f . l o g . warn ing ( ’ D e s i r e d a x i s { a x i s } i s u n d e f i n e d ’
20 . f o r m a t ( a x i s = a x i s ) )
21

22 f o r a x i s i n [ ’ x ’ , ’ y ’ , ’ z ’ ] :
23 i f a x i s i n p a r a m _ d i c t . keys ( ) :
24 s c a n n e r = s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ s c a n n e r ’ ]
25 c h a n n e l = s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ c h a n n e l ’ ]
26 t o _ p o s i t i o n = p a r a m _ d i c t [ a x i s ]
27 s e l f . _do_move_abs ( a x i s , s c a n n e r , channe l , t o _ p o s i t i o n )
28 t ime . s l e e p ( 0 . 1 )
29

30 # check i f t h e u s e r has s p e c i f i e d t h e y have t h e ’ t u b e ’ s c a n n e r
31 i f [ s f o r s i n s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s i f ’ t u b e ’ i n s ] :
32

33 f o r a x i s i n [ ’ t u be _x ’ , ’ t u be _y ’ , ’ t u b e _ z ’ ] :
34 i f a x i s i n p a r a m _ d i c t . keys ( ) :
35 s c a n n e r = s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ s c a n n e r ’ ]
36 c h a n n e l = s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ c h a n n e l ’ ]
37 t o _ p o s i t i o n = p a r a m _ d i c t [ a x i s ]
38 s e l f . _do_move_abs ( a x i s , s c a n n e r , channe l , t o _ p o s i t i o n )
39 t ime . s l e e p ( 0 . 1 )
40

41 # # Use t h i s code t o p o p u l a t e t h e r e t u r n e d p a r m e t e r d i c t i o n a r y ,
42 # # i t has been removed t o speed−up s c a n n i n g .
43 # s e l f . g e t _ p o s ( )
44 # t ime . s l e e p ( 0 . 1 )
45 # p a r a m _ d i c t = s e l f . g e t _ p o s ( )
46

47 s e l f . _ u p d a t e _ g u i ( )
48 r e t u r n p a r a m _ d i c t

On lines 27 and 38 of the code snippet above a call is made to the function _do_move_abs,
inside which the movement is cross-checked with the instrument’s constraints, i.e. the max-
imum and minimum travel range of the stage.
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1 d e f _do_move_abs ( s e l f , a x i s , s c a n n e r , channe l , t o _ p o s ) :
2 " " " I n t e r n a l method f o r a b s o l u t e a x i s move i n m e t e r s
3

4 @param s t r i n g a x i s : name of t h e a x i s t o be moved
5 i n t c h a n n e l : c h a n n e l o f t h e a x i s t o be moved
6 f l o a t t o _ p o s : d e s i r e d p o s i t i o n i n m e t e r s
7 " " "
8

9 i f n o t ( s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ pos_min ’ ] <= t o _ p o s <= s e l f .
_ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ pos_max ’ ] ) :

10 s e l f . l o g . warn ing ( ’ Cannot make t h e movement o f t h e { a x i s } a x i s ’
11 ’ s i n c e t h e b o r d e r [ { min } ,{ max } ] would be c r o s s e d ! I g n o r e

command ! ’
12 . f o r m a t ( a x i s =a x i s , min= s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’

pos_min ’ ] , max= s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ pos_max
’ ] ) )

13 e l s e :
14 s e l f . _ w r i t e _ a x i s _ m o v e ( a x i s , s c a n n e r , channe l , t o _ p o s )

Upon determination that the requested movement action is safe the requested position is
subsequently written to the axis:

1 d e f _ w r i t e _ a x i s _ m o v e ( s e l f , a x i s , s c a n n e r , channe l , t o _ p o s ) :
2 " " " I n t e r n a l method t o move a s p e c i f i e d a x i s
3

4 @param s t r i n g a x i s : name of t h e a x i s t o be moved
5 i n t c h a n n e l : c h a n n e l o f t h e a x i s t o be moved
6 f l o a t t o _ p o s : d e s i r e d p o s i t i o n i n m e t e r s
7 " " "
8

9 t o _ p o s = t o _ p o s / 1 e−6 # NT−MDT s c a n n e r communica t ion i n mic rons
10

11 command = ( ’ SetParam t S c a n n e r , s c P o s i t i o n , { s c a n n e r } , { c h a n n e l } , { p o s i t i o n } \ n ’
12 ’Do \ n ’
13 ’ i d l e \ n ’
14 ’ Loop U n t i l GetParam ( t S c a n n e r , c S t a t u s , { s c a n n e r } ) = F a l s e ’
15 . f o r m a t ( c h a n n e l=channe l , p o s i t i o n = t o_pos , s c a n n e r= s c a n n e r ) )
16

17 s e l f . _ r u n _ s c r i p t _ t e x t ( command )
18 t ime . s l e e p ( 0 . 1 )

B.2.6 Abort Movement
Finally, we include a command which can be executed to abort the movement of the stage.
This utilises the _emergency_interupt function which we created earlier, in combination
with an additional check of the status of the stage to ensure that the movement action has
stopped.

1 d e f a b o r t ( s e l f ) :
2 " " " S t o p s movement o f t h e s t a g e
3

4 Nova Px s o f t w a r e must be r e v i s i o n 18659 or newer f o r t h i s f e a t u r e .
5

6 @return i n t : e r r o r code ( 0 :OK, −1: e r r o r )
7 " " "
8 s c a n n e r s = [ ]
9

10 f o r a x i s i n s e t ( s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s ) :
11 i f s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ s c a n n e r ’ ] n o t i n s c a n n e r s :
12 s c a n n e r s . append ( s e l f . _ c o n f i g u r e d _ c o n s t r a i n t s [ a x i s ] [ ’ s c a n n e r ’ ] )
13

14 f o r s c a n n e r i n s c a n n e r s :
15 s e l f . _ e m e r g e n c y _ i n t e r r u p t ( s c a n n e r )
16

17 s t a t u s = 0
18

19 f o r s c a n n e r i n s c a n n e r s :



116 NT-MDT Programatic Control

20 # CIn t ( Abs ( Value ) )
21 command = ( ’ Sc { s c a n n e r }Mv = GetParam ( t S c a n n e r , c S t a t u s , { s c a n n e r } ) \ n \ n ’
22 ’ Sc { s c a n n e r }Mv = CIn t ( Abs ( Sc { s c a n n e r }Mv) ) \ n \ n ’ # boo l t o i n t
23 ’ S e t S h a r e d D a t a V a l " s h a r e d _ S c { s c a n n e r }Mv" , Sc { s c a n n e r }Mv, " F64 " , 8 ’
24 . f o r m a t ( s c a n n e r= s c a n n e r ) )
25

26 s e l f . _ r u n _ s c r i p t _ t e x t ( command )
27 t ime . s l e e p ( 0 . 1 )
28 s t a t u s += s e l f . _ g e t _ s h a r e d _ f l o a t ( ’ s h a r e d _ S c { s c a n n e r }Mv’ . f o r m a t ( s c a n n e r= s c a n n e r )

)
29 s e l f . _ r e s e t _ s h a r e d _ d a t a ( ’ s h a r e d _ S c { s c a n n e r }Mv’ . f o r m a t ( a x i s = a x i s ) )
30 t ime . s l e e p ( 0 . 1 )
31

32 s e l f . _ u p d a t e _ g u i ( )
33

34 r e t u r n s t a t u s



C
Scanner Motor Interfuse Line Scanning

“Talk is cheap. Show me the code.”

Linus Torvalds

This appendix contains the code referenced in § 4.4. The iteration of positions on the
requested scan line occurs on line 27 below, and the collection of photon counts in line 34.

1 d e f s c a n _ l i n e ( s e l f , l i n e _ p a t h =None , p i x e l _ c l o c k =F a l s e ) :
2 " " " Scans a l i n e and r e t u r n s t h e c o u n t s on t h a t l i n e .
3

4 @param f l o a t [ ] [ 4 ] l i n e _ p a t h : a r r a y o f 4− p a r t t u p l e s d e f i n i n g t h e v o l t a g e p o i n t s
5

6 @param boo l p i x e l _ c l o c k : whe the r we need t o o u t p u t a p i x e l c l o c k f o r t h i s l i n e
7

8 @return f l o a t [ ] : t h e pho ton c o u n t s p e r second
9 " " "

10

11 # i f s e l f . g e t S t a t e ( ) == ’ l o c k e d ’ :
12 # s e l f . l o g . e r r o r ( ’A s c a n _ l i n e i s a l r e a d y runn ing , c l o s e t h i s one f i r s t . ’ )
13 # r e t u r n −1
14 #
15 # s e l f . l o c k ( )
16

17 i f n o t i s i n s t a n c e ( l i n e _ p a t h , ( f r o z e n s e t , l i s t , s e t , t u p l e , np . n d a r r a y , ) ) :
18 s e l f . l o g . e r r o r ( ’ The g i v e n l i n e t o scan i s n o t t h e r i g h t f o r m a t o r a r r a y t y p e . ’ )
19 r e t u r n np . a r r a y ( [ − 1 . ] )
20

21 s e l f . s e t _ u p _ l i n e ( np . shape ( l i n e _ p a t h ) [ 1 ] )
22

23 c o u n t _ d a t a = np . z e r o s ( s e l f . _ l i n e _ l e n g t h )
24

25 f o r i i n r a n g e ( s e l f . _ l i n e _ l e n g t h ) :
26 c o o r d s = l i n e _ p a t h [ : , i ]
27 s e l f . s c a n n e r _ s e t _ p o s i t i o n ( x=c o o r d s [ 0 ] , y=c o o r d s [ 1 ] , z=c o o r d s [ 2 ] , a=c o o r d s [ 3 ] )
28

29 # d w e l l t o a c c u m u l a t e c o u n t d a t a
30 t ime . s l e e p ( s e l f . _ d w e l l _ d e l a y )
31 # r e c o r d c o u n t d a t a
32 t h i s _ c o u n t _ d a t a = s e l f . _ c o u n t e r _ l o g i c . c o u n t d a t a [ 0 , − s e l f . _ d w e l l _ c n t _ b i n s : ]
33 c o u n t _ d a t a [ i ] = np . mean ( t h i s _ c o u n t _ d a t a )
34

35 r e t u r n np . a r r a y ( [ c o u n t _ d a t a ] ) . T



118 Scanner Motor Interfuse Line Scanning



D
Maximum Likelihood Fitting by Bayesian

Marginalisation

“Do not trust any statistics you did not fake yourself.”

Winston Churchill

This appendix has been created to provide a brief overview of the Bayesian fitting algo-
rithm implemented in § 5.2.4. A thorough and rigorous description of the method is beyond
the purview of this thesis. However, as the implementation of such an algorithm is not yet
commonplace in the community, we present a short primer for the reader.

To extract information on the anti-Stokes signal evident in our bulk diamond room-temperature
reference data presented in § 5.2.4, we fit the sum of a line (to account for the background of
the signal) and a Lorentzian. Diamond Raman lines have previously been fit with Voigt func-
tions to account for the instrument resolution being broad relative to the Raman linewidth
[182], however, here the instrument resolution is much finer than the measured linewidth.
The Raman line is expected to be Lorentzian, however, the presence of inhomogeneous fac-
tors could lead to an altered line shape. A Lorentzian was found to be a good fit to our data.
In this case, Figure D.1, the data set contains obvious outliers generated by either cosmic rays
or dead pixels on the spectrograph CCD. When a conventional least squared fitting algorithm
is implemented, Figure D.1a, it is apparent that outliers disproportionately influence the fit
due to the nature of the squared loss function. Inspired by recent research conducted by
members of our research group [192, 193], a Bayesian estimation algorithm is implemented
to fit our model (the Lorentzian and line convolution) to our data. A brief description of this
technique is presented below.

First, we use our prior knowledge of the expected data to create a model, for which we
select the sum of a line and a Lorentzian given by

ymodel(x) = A
1

2π
σ(

x − µ
)2

+ σ2

2

+ mx + b (D.1)
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where A is the amplitude, σ is the linewidth, µ is the line position, m is the gradient, and b is
the y-intercept. Next, some probability distribution is assigned to each data point. Since the
CCD counts photons, we assume the dominant noise to be Poissonian sampling noise. For
large N the Poissonian distribution is well approximated by a Gaussian with width

√
N . We

take this Gaussian as the uncertainty distribution of our data, which allows us to calculate
the likelihood as

P
(
~y,~x |I

)
∝

N∏
i=1

exp
[
−

1
2
√
yi

2 (yi − ymodel(xi |I))2
]

(D.2)

where I represents the choice of model parameters (A, σ, µ, m, and b) and background
information.

Monte Carlo ‘walkers’, inherited from Markov chain Monte Carlo (MCMC) methods,
are algorithmically created using the Python emcee package [205] to explore the parameter
space. The walkers adjust the model parameters and compute the probability of observing
the data given the adjusted model, which is the likelihood (here proportional to the posterior).
In our implementation of the algorithm, we summon 150 walkers, that explore the parameter
space for 4.5 × 106 steps.

The distribution of the walkers, each navigating the probability landscape, gives us the
probability distribution of the model parameters, which is known as the posterior distribution.
We refer to the region within which 90% of the walkers for each parameter lie as the 90%
credible region. This region is plotted in Figure D.2 (blue region) for each fit parameter.
We attain final fit values from the median of the posterior distribution, plotted in Figure D.2
(orange line), such that we can produce a single set of maximum likelihood fit parameters
from which we can calculate the anti-Stokes / Stokes ratio for this dataset.

To identify outliers in the data, we modify the above process by assigning a probability
for each data point that the data is either genuine or is noise.

P
(
~y,~x |I

)
∝

N∏
i=1

(
gi exp

[
−

1
2
√
yi

2 (yi − ymodel(xi |I))2
]

+
(
1 − gi

)
exp


−

1
2σ2

B

(yi − ymodel(xi |I))2


) (D.3)

where gi is the probability that the point lies on the model, and σB is the width of a broad
Gaussian that accounts for outliers. This addition adds an extra dimension to the model
for each data point included in the fit — so it can be seen that the computational intensity
grows quickly with the amount of data considered. For this reason, we select only data
points immediately surrounding the anti-Stokes peak, in addition to a small amount of data
∼ 0.5 nm to each side (to better estimate the gradient of the line), over which we run our
fitting algorithm. Figure D.1b shows the data points considered for the fit in blue, whereas
those in grey are included for aesthetics only. Data points that the algorithm has determined
more probable to be noise than to have been generated by the model are circled in red, and
are excluded from contributing to the final fit parameters.

Through comparison of the least squares fit to the data, Figure D.1a, and the Bayesian
fit, Figure D.1b, we can observe a dramatic increase in the accuracy of the fit. This fitting
technique allows us to continue with the analysis of our nanodiamond thermometry data,
Chapter 5, with confidence in the determination of these specific fit parameters.
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Figure D.1: Comparison of the maximum likelihood fits produced by the conventional
least squares fitting algorithm and the Bayesian fitting algorithm. Integrated photon counts
from 1,300 minutes of data acquisition of the anti-Stokes signal of our bulk diamond, room-
temperature reference, presented in § 5.2.4. (a) Least squares fit to the data. It is apparent that
outliers (likely generated by cosmic rays or dead pixels on the spectrograph CCD) dispropor-
tionately influence the fit due to the nature of the squared loss function. (b) Credible fit region
of the anti-Stokes signal by Bayesian marginalisation. The 90% credible fit region is shown in
orange. Blue data points are included in the fitting algorithm whereas grey data points have been
excluded due to computational intensity. Data points circled in red are been computed by the
algorithm to more likely be noise than to be genuine data. Error bars are chosen to be a constant
that is ∼

√
N , where N is the number of counts.
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Figure D.2: Stabilisation of the maximum likelihood fit parameters. The orange data indi-
cated the median value of each fit parameter, and the 90% credible region is indicated in blue.
The walker distribution converges to a steady state which is interpreted to represent the posterior
distribution.
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