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ABSTRACT

Cognitive radio networks (CRNs) have emerged as an exciting technology to

improve spectrum utilization and provide more available bandwidth. In CRNs,

cognitive radio (CR) users dynamically access the unused spectrum granted to

primary users. Such an opportunistic manner of spectrum access brings unique

challenges for efficient communications between CR users. Much of the work on

CRNs has focused on the PHY and MAC layer. However, routing design, as a

key aspect of networking technologies, plays an important role in improving end-

to-end performance for efficient communications between CR users in multi-hop

CRNs. In CRNs, primary users’ activities result in varying available channel sets

for different CR users. Such spatial and temporal variations of channel (spectrum)

availability have large impacts on routing design.

In this thesis, we first propose a multi-channel spectrum aware opportunistic

routing algorithm for multi-radio CRNs with fast varying spectrum availability.

In the proposed algorithm transmitters broadcast packets on multiple channels

of CR links in order to reduce link delay and end-to-end delay. Additionally, the

algorithm does not need a pre-setup route, and takes advantages of the broadcast

nature of wireless transmission to overcome the unreliable link due to radio fading.

The proposed algorithm delivers low delay and is able to support high traffic load.

We then propose a random linear coded scheme for efficient batch transmission

over multiple channels between a single-hop communication pair in CRNs. The

proposed scheme represents a key component in the network coding based oppor-

tunistic routing architecture of this thesis. We develop theoretical analysis and

derive batch delays for the proposed scheme and two multi-channel ARQ based





schemes. We further extend the analysis to different batch transmission schemes,

combined with different routing strategies, in a two-hop CRN. We derive network

performance measures of the schemes in terms of batch delay, which provide in-

sights into the data transmission capability in multi-channel CRN environment.

The proposed scheme is less dependent on feedback channel and reduces batch

delay significantly.

Finally, we consider a single transceiver multi-channel multi-hop CRN, which

is a more practical scenario for low cost implementation. We propose a channel

assignment and routing scheme, which minimizes the number of channel switches

along a flow. We derive an efficient channel information dissemination algorithm

that integrates the channel assignment scheme into the on-demand routing pro-

tocol and reduces the routing overhead. The proposed scheme achieves lower

end-to-end delay, and higher and more stable throughput.
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Chapter 1

Introduction

1.1 Motivation

Cognitive radio (CR) [1] has emerged as a promising technology to enhance spectrum

utilization and provide more wireless access opportunities. Wireless communications have

experienced a huge success since Marconi’s first demonstration of radio transmission at the

end of 19th century [2]. With the explosive growth of wireless applications, such as wire-

less local area network (WLAN) and the third-generation (3G) cellular systems, wireless

communications have become an important part of our daily life. Such growth imposes

high demands on spectrum resources. As a scarce resource in nature, radio spectrum

is under the management of government bodies, who enforce fixed spectrum assignment

policies. Currently, most of the spectrum has been allocated to existing wireless systems.

There is little spectrum left for new emerging wireless applications. On the other hand,

it is reported that most of the allocated spectrum experiences very low utilization [3].

Realizing the contradiction between spectrum scarcity and low utilization, cognitive

radio networks (CRNs) [4] have been proposed to explore the underutilized spectrum

under a dynamic spectrum access (DSA) paradigm. In CRNs, CR users, who have not

1



2 Chapter 1. Introduction

been granted a licensed spectrum band, are allowed to conduct their communications

over the unused spectrum of primary users, who have been granted licenses to use these

spectrum bands. The condition of DSA is that CR users must not interfere with primary

users and the CR users must release the spectrum whenever primary users come back.

In such an opportunistic manner, CRNs is able to improve the efficiency of spectrum

utilization and obtain extra communication opportunities.

When a CR receiver is out of the transmission range of a CR sender, a multi-hop CRN

is necessary to achieve the end-to-end data transmission. However, most of the research

work on CRNs has been focused on single-hop scenarios, dealing with the problems as-

sociated with the physical (PHY) and medium access control (MAC) layers [5]. How to

select a series of forwarding node, i.e., routing design, plays an important role in improv-

ing the end-to-end network performance. There have been extensive routing protocols

designed for traditional wireless networks, but they are not suitable for CRNs. Routing

design at the network layer is still a less explored area in CRNs. A unique challenge for

routing design in CRNs is the dynamics of spectrum availability, which makes CRNs sig-

nificantly different from traditional wireless networks. In CRNs, the available spectrum

for CR communications may change with time and location for different users. Therefore,

routing design in CRNs needs to account for such dynamics of spectrum availability.

Recently, there have been some efforts on routing protocol design that take spectrum

availability into account. However, some important issues are yet to be investigated

further.

Firstly, the varying rate of spectrum availability should be taken into account when

designing routing protocols. The spectrum availability for CR users depends on primary

users’ activities. If the primary users are highly active, the spectrum availability changes

frequently. In such highly dynamic spectrum environment, the average duration of the

continuous available spectrum period is much shorter than that of the communication
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sessions of the CR users. However, most of the existing work on CR routing is based on

forwarding packets via a fixed pre-selected path, which assumes that the spectrum change

is relatively slow compared to the CR communication periods. When working in a CRN

with a highly dynamic spectrum environment these routing schemes often fail and/or incur

huge overheads due to frequent route maintenance. Effective routing protocols that are

adaptive to such highly dynamic spectrum environments are required in order to leverage

the benefits of CRNs.

Secondly, efficient and reliable multi-channel batch transmission related to routing

protocols should be investigated. Opportunistic routing is a promising routing paradigm

for CRNs. In opportunistic routing packets are transmitted in batches (groups of packets).

Hence batch transmission design and performance analysis are important for opportunistic

routing protocols. In practice, even with successful access to the required channels, data

transmission between CR users could still suffer from failures due to channel fading.

The performance of batch transmission depends on the efficiency of transmitting and

retransmitting packets over multiple channels in parallel.

Thirdly, a CR device is often equipped with a single transceiver for low cost and easy

implementation. Channel switching is required for such devices to work in DSA environ-

ments. In such cases channel switching delay becomes a performance issue especially in

multi-hop CRNs. It has been reported that switching over a large spectrum frequency

gap may result in long channel switching delay, e.g. in the order of 1 ms for a 10 MHz

step in the frequency range of 20MHz-3GHz [6]. In traditional non-CR multi-channel

multi-hop wireless networks, flow based channel assignment and routing protocols [7, 8]

are effective in reducing the number of channel switches where all the nodes in a flow are

assigned to the same frequency channel. However, the flow based approach is infeasible in

the CR environment, as a common channel may not exist for all nodes along the path of

the flow. Moreover, in CRNs channel information usually is required to be shared among
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CR users along a route. For some CRNs consisting of embedded and energy constraint

nodes, it is preferred to exploit efficient channel information dissemination and simple

metric computation.

1.2 Thesis Contributions

In this thesis, a spectrum aware opportunistic routing algorithm is proposed and evalu-

ated for highly dynamic CRNs. Related multi-channel transmission schemes are analysed.

In addition, a maximum flow segment based channel assignment and routing algorithm is

designed. More specially, the major contributions of this thesis are summarized as follows.

1. A multi-channel opportunistic routing algorithm is designed for CRNs under fast

variation of spectrum availability. The proposed routing algorithm does not depend on

any predetermined routing path, and packet forwarding decisions are made dynamically

by the forwarding candidates who have successfully received the packets. The bene-

fits of multiple channels are exploited for transmission. Packet overhearing is exploited

in the proposed algorithm to accelerate data transmission by taking advantage of the

broadcast nature of the wireless channel, such that transmission opportunities are fully

exploited. Furthermore, network coding is employed to control packet duplication and

enhance throughput. (See Section 3.3 in Chapter 3)

2. The opportunistic nature of CR links is captured by three metrics, namely, channel

availability which depends on primary user activity, successful transmission rate which

is influenced by channel fading, and channel access successful probability which is based

on the contention level among the neighbouring nodes. For channel access successful

probability, both accurate and approximate expressions are provided, depending on traffic

and channel information of neighbours that a node owns. (See Section 3.2 in Chapter 3)

3. Traffic over a CR link composed of multiple channels is modelled as an M/Geo/1
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queue. First, the service time of a packet over a single channel is analysed according

to the packet transmission process by the three steps determined by the opportunistic

nature of CR links. Then based on single channel analysis, the service time of a packet

over a CR link consisting of multiple channels is identified as a variable, which follows a

geometric distribution. Considering the packet arrival process is a Poisson process, the

traffic over a CR link is finally modelled an M/Geo/1 queue. Our analysis shows that the

delay of the link with multiple channels is lower than that with only one single channel.

(See Section 3.2 in Chapter 3)

4. Performance of the proposed multi-channel opportunistic routing is evaluated via

simulations. Compared with existing work, the maximum supported offered load is in-

creased significantly using the proposed algorithm. This means the proposed algorithm

is more suitable to work in the CRNs with heavier traffic by exploiting the benefits of

multiple channels. It is found that there is a trade-off between the improvement of the

maximum supported offered load and the improvement of the efficiency of the extra added

channels. The proposed routing algorithm achieves a low end-to-end delay. In addition,

it is shown that, by exploiting multiple channels, the proposed algorithm can compensate

for the lost performance due to lower channel availability. (See Section 3.4 in Chapter 3)

5. Batch transmission over multiple lossy channels in CRNs is investigated in Chap-

ter 4 and Chapter 5, which is a key component in the network coding based opportunistic

routing paradigm. A random linear coded multi-channel batch transmission scheme is

proposed in a single-hop CRN under practical channel fading conditions. In terms of

reliable data transmission, the coded scheme can be viewed as an alternative to retrans-

mission but it is more efficient than multi-channel automatic repeat request (ARQ) based

retransmission schemes. This is because the coded scheme can reduce packet duplicates

over multiple available channels by blurring packet information and making coded packets

equal from the perspective of packet information. In addition, the coded scheme requires
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fewer acknowledgment (ACK) messages, which makes it less dependent on feedback chan-

nels. (See Section 4.2 in Chapter 4)

6. The analytical solutions for the batch delay associated with the proposed one-hop

random linear coded multi-channel batch transmission scheme are derived. The analytical

delay solutions are also derived for ARQ based schemes. First, a general form expression

of the batch delay associated with the coded scheme and ARQ based schemes is derived

based on common flow charts of the batch transmission process. Then related probabilities

in the general form solution are derived under different batch transmission schemes. The

derivation of the batch delay is further illustrated and verified with two detailed examples.

(See Section 4.3 in Chapter 4)

7. Performance of the proposed one-hop random linear coded multi-channel batch

transmission scheme is evaluated via simulation and analysis. The theoretical analysis

for different batch transmission schemes is verified via extensive simulations with various

probabilities of channel availability and various packet loss probabilities. The analytical

results and simulation results show that the batch delay performance of the coded scheme

outperforms that of the ARQ based schemes. (See Section 4.4 in Chapter 4)

8. The coded batch transmission scheme in Chapter 4 is further extended to a two-hop

CRN, combined with an opportunistic routing strategy in Chapter 5. The proposed 2-hop

multi-channel batch transmission scheme exploits both packet forwarding and overhearing

for data transmission by broadcasting different coded packets over multiple dynamically

available channels. (See Section 5.2 in Chapter 5)

9. The batch delay associated with the proposed 2-hop batch transmission scheme

is derived using a simplified two-stage transmission process model. Both general cases,

where the channel condition of the relaying link is better than that of the direct link, and

special cases, where the channel condition of the relaying link is worse than that of the

direct link, are considered. The analysis is further validated via simulation. The analytical
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results show that the proposed scheme can reduce batch transmission delay significantly.

Theoretical analysis of batch transmission provides insights into the understanding and

design of opportunistic routing for CRNs. (See Section 5.3 and Section 5.4 in Chapter 5)

10. A maximum flow-segment based channel assignment and routing algorithm is

proposed for single transceiver CRNs. The definition of the maximum flow-segment and

its construction procedure are introduced, based on which a channel assignment approach

is proposed. The proposed scheme minimizes the number of channel switches by selecting

the available channels that connect the maximum number of nodes in a routing path,

which can further reduce the end-to-end delay. (See Section 6.3 in Chapter 6)

11. The channel assignment method is integrated into an on demand routing algorithm

with a simplified channel information dissemination algorithm. Instead of forwarding full

channel information at every node to the destination and calculating the delay metric at

the destination, the proposed algorithm only forwards partial channel information with

simple processing at the forwarding nodes. The channel information dissemination algo-

rithm is implemented via a K-tuple piggybacked with a route request (RREQ) message.

The K-tuple records the information on the number of consecutive upstream nodes that

each channel can connect, which is updated at every forwarding node. Then channel

assignment can be performed from the destination to the source accompanying with the

transmission of route reply (RREP) message. (See Section 6.3 in Chapter 6)

12. The proposed maximum flow-segment based channel assignment and routing al-

gorithm is evaluated via extensive simulations. The simulation results show that the

proposed scheme achieves a significant reduction of the end-to-end delay. In addition, the

proposed scheme delivers a high and stable throughput under heavy load. (See Section 6.4

in Chapter 6)
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1.3 Thesis Organization

The remainder of this thesis is organised as follows. Chapter 2 provides a background

and literature review of the related work for the research in this thesis. Chapter 3 presents

a spectrum aware opportunistic routing design in multi-channel CRNs with highly dy-

namic spectrum based on a queueing analysis of CR links. In Chapter 4, a random linear

coding based multi-channel batch transmission scheme is proposed and the associated

batch transmission delay is derived. Two-hop multi-channel batch transmission schemes

under different routing strategies are investigated in Chapter 5. In Chapter 6, a maximum

flow-segment based channel assignment and routing algorithm is proposed and evaluated

for single transceiver CRNs. Finally, conclusions of this thesis are drawn and future work

is discussed in Chapter 7.
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Chapter 2

Background

This chapter provides background and review of work reported in the literature rel-

evant to this thesis. First, an overview of cognitive radio networks is given as a general

background. Then opportunistic routing is introduced and typical opportunistic routing

protocols are reviewed. After that, current research on routing design in cognitive radio

networks is reviewed. Finally potential multi-channel transmission schemes are discussed.

2.1 Cognitive Radio Networks

2.1.1 Motivation for Cognitive Radio and Cognitive Radio Net-

works

Radio spectrum is an essential resource for wireless communications but unfortunately

it is a limited resource in nature. With the rapid growth of wireless applications, spectrum

bands become more and more crowded. The increasing demand of wireless connectivity

necessitates more available spectrum bands. The scarcity of spectrum has become much

more severe artificially due to the current fixed spectrum assignment policy. Currently,

the spectrum is usually regulated by government agencies, such as the Federal Communi-

11
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cations Commission (FCC), with a fixed spectrum assignment policy. The FCC frequency

allocation chart shows that most of the spectrum has been allocated to existing wireless

services [9,10]. It seems that the spectrum is in high utilization since there are overlapping

allocations in most frequency bands. However, this is not the real case. Under the current

static assignment policy, a piece of spectrum is assigned to a legacy (licensed) user on a

long-term basis for large geographical regions [11, 12]. In the large regions, according to

the policy, only the corresponding licensed user has the right to access and exploit the

granted spectrum, while other users are not allowed to use it even when the spectrum is

not being used by the licensed user. On the other hand, a large portion of the assigned

spectrum bands are in low utilization, 15% for the average usage and 85% for peak usage,

according to FCC’s report [3]. Dynamic spectrum access (DSA) is a promising solution to

improve spectrum utilization efficiency and cognitive radio is a key enabling technology

to achieve DSA paradigm [4].

2.1.2 What are Cognitive Radio and Cognitive Radio Networks

Cognitive radio (CR) is defined as a type of radio that can change its transmitter

parameters based on the interaction with the environment in which it operates [3]. The

concept of cognitive radio was first introduced by J. Mitola III, who also coined the term,

cognitive radio [1, 13]. The main focus in Mitola’s early work on cognitive radio was on

the radio knowledge representation language (RKRL) and how to enhance the flexibility

of personal services via RKRL. In Haykin’s seminal paper [14], the basic cognitive radio

functionalities were discussed from the view of communications, signal processing and

networking for the first time.

Cognitive radio, as indicated in the definition, has two important characteristics, cog-

nitive capability and reconfigurability [4, 14].

Cognitive capability refers to the ability to sense and obtain information from the
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surrounding radio environment, where the interested information may be transmission

frequency, bandwidth and power. Through this capability, cognitive radio users can iden-

tify the spectrum that is not used at a certain time and location by other users. Further,

cognitive radio users can select the best available spectrum via analysing the spectrum

information.

Radio Environment

Spectrum

Decision

Spectrum

Sensing

Spectrum

Analysis

RF

Stimuli

RF

Stimuli

Spectrum Hole 

Information

Spectrum Hole 

Information

Channel 

Capacity

Transmitted

Signal

Figure 2.1: Cognitive cycle

The cognitive process for a cognitive radio to interact with the surrounding radio

environment and adapt to the dynamic radio environment involves three basic cognitive

tasks: spectrum sensing, spectrum analysis and spectrum decision. In the spectrum

sensing task, a cognitive radio observes outside radio environment: monitors the available

spectrum bands, captures the spectrum information, and detects the spectrum holes. A

spectrum hole refers to a band of frequencies which is assigned to a primary user, but is
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not being utilized by that user at a particular time and specific geographic location [14].

In the spectrum analysis task, the characteristics of detected spectrum holes are analysed.

For example, a cognitive radio estimates the channel-state information and predicts the

capacity of the channel it can use. In the spectrum decision task, a cognitive radio selects

the best spectrum and determines the modulation mode, the data rate and power for

transmission. With the interaction with the surrounding radio environment, the three

basic cognitive tasks construct a cognitive cycle as shown in Figure 2.1 [4].

Reconfigurability refers to the ability of a cognitive radio to dynamically change its op-

erating parameters in real time according to the obtained information, through cognitive

capability, about the radio environment. A general requirement on the reconfigurability is

that the reconfiguration of operating parameters should not introduce any modifications to

the hardware components, which is a similar requirement as imposed in software-defined

radio. The reconfigurable parameters of a cognitive radio can be operating frequency,

modulation scheme, transmission power and etc.

A cognitive radio network (CRN) is a wireless network that consists of cognitive radio

users. Based on the cognitive capability and reconfigurability of CR users, CRNs are

capable of working in a DSA mode to improve spectrum efficiency.

In the context of DSA [15], CRNs are also known as secondary networks while CR

users are known as secondary users (SUs), since they are not granted the right to access

and use licensed spectrum bands. In contrast, primary users are those users who are

authorized with spectrum usage rights in licensed spectrum bands. In CRNs, CR users

explore the spectrum in an opportunistic manner: they discover (sense) idle spectrum that

are temporarily unused by primary users. CR users must vacate the spectrum whenever

primary users reclaim it. With such a spectrum access mode, CR users must provide

protection to primary users and there is no guarantee that spectrum will be available for

CR users. These dynamics of spectrum availability are a unique characteristic of CRNs,
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which imposes major challenges on CRNs design.
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Figure 2.2: Cognitive radio network architecture

A general network architecture of CRNs is shown in Figure 2.2 [4]. There are two

groups of components in the network architecture: primary networks and CRNs. Primary

networks are composed of primary users and primary base stations, where a primary base

station can provide access control and resource management. There are two types of

deployments for CRNs: without infrastructure and with infrastructure. In the former

deployment, CR users work in a distributed way. In the latter case, there is a CR base

station to provide a centralized coordination between CR users in the network. The

spectrum broker in the figure is used to coordinate spectrum sharing between different

CRNs. Although CRNs can work in unlicensed spectrum bands, the promising advantages

of CRNs come from their ability to dynamically access licensed bands. This attracts
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most of the current research on CRNs. To leverage the benefits of CRNs and enable its

application in DSA, there are some open issues that need to be addressed.

2.1.3 Major Issues in CRNs

1. Spectrum sensing

Spectrum sensing is the task to get the information about the spectrum usage and

existence of primary users in a geographical area [16]. This sensing task is the first step for

CRNs. All the upper layer functions and protocols, such as MAC and routing protocols,

should work based on the sensing results and be adaptive to spectrum changes [4].

The techniques for spectrum sensing can be classified into two groups: primary user

receiver detection and primary user transmitter detection [12]. For primary user re-

ceiver detection based spectrum sensing, local oscillator detection [17] and proactive de-

tection [18, 19] are two sensing methods. Local oscillator detection is designed for the

communication systems like TV and radio broadcasts that have only one direction com-

munication from the primary user transmitter to the primary user receiver. Proactive

detection works for the communication systems where closed-loop control schemes, such

as power control, are employed with feedback channels.

For primary user transmitter detection based spectrum sensing, matched filter detec-

tion, energy detection and feature detection are the three main sensing techniques [11,20].

Matched filter detection [21] is the optimal way for primary user signals detection in sta-

tionary Gaussian noise when a CR user has a priori knowledge of the primary user signals,

since it maximizes received signal-to-noise ratio. Energy detection is the most common

technique of spectrum sensing due to its simplicity and easy implementation [16, 22, 23].

When the noise power is known to CR users, energy detection is the optimal sensing

scheme for unknown primary user signals [21]. Feature detection [24, 25] determines the

presence of primary user signals based on the specific features associated with the received
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signals. Feature detection can overcome the impact of the uncertainty in noise power and

it can also identify different signals from different networks.

All the spectrum sensing schemes mentioned above are individual local sensing per-

formed by a single CR user. However, the sensing performance of such local sensing

experiences degradation due to noise uncertainty, fading and shadowing effects. To solve

the problem, cooperative sensing [11,26,27] is proposed by taking advantage of the spatial

diversity and multiuser diversity. In cooperative sensing, multiple CR users work together

to perform spectrum sensing and then the sensing information from different CR users is

combined to make a more accurate final judgement on the presence of a primary user [16].

2. Spectrum sharing

Spectrum sharing refers to spectrum allocation and spectrum access, which is per-

formed based on spectrum sensing results. The aim of spectrum sharing is to utilize the

spectrum resources efficiently and fairly schedule spectrum among multiple CR users.

Spectrum sharing schemes can be categorized according to various criteria [4, 11].

Based on the spectrum bands that CR users exploit, there are open spectrum sharing

and hierarchical access sharing approaches. Open spectrum sharing only use unlicensed

spectrum bands, while in hierarchical access sharing CR users access licensed spectrum

bands [28]. According to spectrum access techniques, they are divided into overlay spec-

trum sharing and underlay spectrum sharing. In overlay spectrum sharing schemes [29] ,

CR users only use the spectrum when primary users are not using it, while in underlay

spectrum sharing [30] CR users and primary users can use the spectrum simultaneously

but CR users are required to limit the interference to primary users. Based on the

network architecture, the centralized schemes use a central control entity and the dis-

tributed schemes allow CR users act individually. Cooperative sharing schemes [31] and

non-cooperative schemes [32] are classified depending on whether CR users make their

decisions based on a common objective.
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For spectrum allocation, optimization techniques and game theory are two major ap-

proaches. Optimization methods [33] work in a centralized manner and global information

is often required. With game theory [34], spectrum allocation can be performed based on

local information in a distributed manner but with some performance degradation.

Spectrum access determines the timing for CR users transmission and this is usually

implemented by various CR MAC designs. Considering spectrum access, CR MAC pro-

tocols employ three techniques: random access, slotted and the combination of both [25].

More information on CR MAC can be found in [35].

3. Routing in CRNs

At the network layer, routing is the major issue which is still less explored to provide

multi-hop data transmission in CRNs to improve network performance.

The dynamic and opportunistic spectrum access manner of CR users imposes unique

challenges on routing design in CRNs. The problem of routing design in multi-hop CRNs is

not only to establish and maintain wireless multi-paths by choosing the forwarding nodes,

but also to consider spectrum selection for the links along the path [36]. In other words,

routing design is closely coupled with spectrum selection in multi-hop CRNs. As a result,

available spectrum information needs to be disseminated at least between neighbouring

nodes, or beyond that, to guarantee the point-to-point and end-to-end connectivity [5].

Moreover, the level of primary users activity determines the timescale of the period that

the spectrum is continuously available [37], which must be accounted for in routing design.

Routing design in CRNs is the main topic of this thesis and an extensive review on

the current research work will be provided in following sections
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2.2 Opportunistic Routing

Opportunistic routing [38–41] is a recently emerging and promising routing mechanism

for multi-hop wireless networks. This routing technique takes advantages of the broadcast

characteristic of wireless transmission. By dynamically selecting best forwarding nodes,

opportunistic routing can overcome the unreliable links introduced by the dynamic wire-

less environment and achieve a significant improvement in end-to-end performance in

multi-hop wireless networks. Both theoretical analysis [42–46] and experimental evalua-

tion [38, 39, 47] have confirmed the potential benefits of opportunistic routing in various

traditional wireless networks. Such advantages further inspired some initial explorations

of opportunistic routing’s application in routing protocol design in CRNs with dynamic

spectrum environments [48,49].

2.2.1 Basics of Opportunistic Routing

The broadcast nature is a unique characteristic of the wireless medium. A unicast

packet transmitted to a specific node in wireless networks is actually broadcast in the

sender’s neighbourhood and all the one-hop neighbours have opportunities to receive the

packet.

However, in traditional routing protocol design [50–53], such broadcast nature of wire-

less transmission is not exploited. Broadcast is even considered as a drawback producing

interference to the neighbouring nodes other than the specific destination node. Tradi-

tional routing protocols forward data packets between a given communication pair along a

fixed best routing path, which is selected before data transmission starts according to var-

ious routing metrics, such as hop counts and link quality. Traditional routing mechanisms

for wireless networks follow the routing concept in wired networks by abstracting wireless

links as point-to-point wired links. In traditional routing, a node will discard any over-
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heard packets not destined to itself, even when the packets are received correctly. In fact,

these overheard packets could be helpful for packet forwarding and avoiding unnecessary

retransmissions when the specific relay node fails to receive the packets.

Opportunistic routing schemes, in contrast, fully utilize the broadcast nature of the

wireless medium. An important concept in opportunistic routing is to explore packet

overhearing associated with wireless transmission. The basic idea behind opportunistic

routing is the coordination between the network layer and the MAC layer in a way that

a set of relay candidates are selected at the network layer and one best relay node is

chosen at each transmission at the MAC layer. More specially, in opportunistic routing,

the source node or a relay node selects a subset of its one-hop neighbouring nodes as relay

candidates. The relay candidates are selected and ordered according to some metrics

e.g. their distance to destination node. Then the packet holding node broadcasts the

packet. Among the relay candidates who receive the packet, the one associated with

the highest order is chosen as the actual relay node to forward the packet. The process

will be performed until the destination node receives the packet. In such a manner,

the overheard packets of relay candidates are potentially used for packet forwarding in

opportunistic routing, rather than be dropped as in traditional routing.

Opportunistic routing enjoys two advantages via exploring packet overhearing [41,54].

The first advantage is that opportunistic routing can increase transmission reliability. A

transmission can be received independently with a probability by each relay candidate.

Thus the probabilities of transmission failure and retransmission are reduced with oppor-

tunistic routing. This can be illustrated via an example. In Figure 2.3, node src is the

source node and node dst is the destination node. Nodes A, B and C can help to forward

packets from src to dst. Every link has a packet delivery probability as shown in the fig-

ure. With a traditional routing scheme, a specific node is selected as the relay node, say

B, and builds a fixed route, src-B-dst, for packet delivery from src to dst. The end-to-end
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delivery probability over this fixed route is assumed to be 20%. When a transmission

from src to B fails, a retransmission is required. With opportunistic routing, nodes A, B

and C are all relay candidates, and the specific relay node for a packet is selected after the

transmission from src. As the transmission in wireless networks is essentially a broadcast,

nodes A and C have a chance to receive the packet even if B fails to receive it. Then either

A or C is selected as the relay node to forward the packet, which can successfully avoid

the retransmission from src to dst. Compared to a fixed route, src-B-dst, selected by a

traditional routing scheme, any of the possible routes, src-A-dst, src-B-dst and src-C-dst,

can be dynamically employed to deliver a packet from src to dst. Therefore the end-to-end

delivery probability with opportunistic routing is 1 − (1− 20%)3 = 48.8%, improved by

28.8% compared to that of traditional routing.

src dst

A

B

C

20%

20%

20%

100%

100%
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Figure 2.3: Transmission reliability enhancement with opportunistic routing

The second advantage is that opportunistic routing can enhance the transmission

range. In opportunistic routing, not only good quality short range links but also poor

quality long range links are exploited. Therefore a packet can be transmitted to the far-
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thest relay within a transmission. This benefit can be well illustrated in a chain topology

network as in Figure 2.4. In the network, different range links have different link qualities

in terms of packet delivery probability: short range links such as (src, A) with a 80%

delivery probability, medium range links such as (src, B) with a 60% delivery probability,

and long range links such as (src, C) with a 40% delivery probability. With opportunistic

routing, a transmission of a packet at node src may be received by node C over a long

distance. The packet could be delivered to the destination with only two transmissions.

However, good quality links are usually selected for the best routing path by a traditional

routing scheme and thus it requires at least four transmissions to deliver a packet from

src to dst.

src dstA B C

60%

80% 80% 80% 80%

40%

Figure 2.4: Transmission range improvement with opportunistic routing

Opportunistic routing has two main components: relay candidate set selection and

coordination method [40, 41, 55]. In relay candidate set selection, a set of next-hop relay

candidates is selected for a sender to forward a packet to the destination node. Generally,

a node can be selected into the relay candidate set if it is a direct neighbouring node of the

sender or it is closer to the destination node than the sender in terms of a specific routing

metric. In addition, relay candidate set selection schemes determine and arrange these

relay candidates in the candidate set in order of priority based on some criteria. The
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metrics used to prioritize relay candidates include expected transmission count (ETX)

[38,39], hop count [56,57], geo-distance [58] and so on.

A coordination method refers to the selection of the best relay candidate as the ac-

tual relay, who forwards the packet and stops other relay candidates from forwarding this

packet, when a packet is broadcast. For a sender, the coordination is employed to choose

the best candidate to forward packets, while, from the relay candidate’s point of view,

the coordination is used to make a decision whether the candidate forwards the over-

heard packets. There are two kinds of typical existing coordination methods: timer-based

coordination and network coding.

In a timer-based coordination method, all the relay candidates are ordered according to

a metric. The information on the candidate order is carried in a packet header. After the

data packet is broadcast, each relay candidate responds according to the predetermined

priority order in its corresponding time slot. For example, the candidate with ith priority

responds at the ith time slot. A candidate responds only when no other candidates with

higher priority respond. Once a candidate responds, it is selected as the actual relay node

to forward the current packet and all the candidates with lower priority will not forward

the packet.

Network coding actually bypasses the requirement of coordination between relay can-

didates. A coordination method in opportunistic routing is used to avoid packet duplica-

tion but working with network coding, there are no duplicate packets. In network coding

based opportunistic routing, a data flow from the source to the destination is divided into

batches to code and decode. A batch includes several original packets without coding.

The source broadcast random linear combinations of the original packets. When a relay

node forwards a packet, it broadcasts a random linear combination of all the packets

already received and stored in its buffer. In such a way, all the packets transmitted by

different nodes are different. At the destination, the original packets are restored from
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the coded packets via Gaussian elimination.

2.2.2 Review of Typical Opportunistic Routing Protocols

The Extremely Opportunistic Routing (ExOR) was proposed by Biswas and Morris

in [54], which was then enhanced and implemented on the RoofNet testbed at MIT [38].

ExOR is the first opportunistic routing scheme focusing on performance improvement in

wireless network.

ExOR selects forwarder candidates based on ETX and coordinates their transmission

with a timer-based method. ExOR broadcasts a packet without a predetermined next hop

forwarder, the choice of which is deferred until this transmission is completed. Then the

forwarder is selected among the nodes who successfully receive the packet. This selection

is based on which node is closest to the destination, in terms of a metric called ETX. After

that the selected node forwards the packet to the next hop in a similar way. Accordingly,

the operation of ExOR is divided into three stages: selecting the forwarding candidates,

acknowledging transmissions, and deciding whether to forward a received packet. As

mentioned before, neighbouring nodes of a sending node that are closer to the destina-

tion are selected as forwarding candidates and they are prioritized according to ETX. In

order to reduce duplicate transmissions, a slotted acknowledgement mechanism is used

to coordinate the transmission of forwarding candidates. An acknowledgement message

not only reports the successful reception of a packet, but also carries the information on

which successful recipient is with the highest priority known to the sender of the ACK. All

the nodes need to listen to the whole ACK window, which is used to suppress duplicate

forwarding. The slotted acknowledging mechanism is shown in Figure 2.5. To reduce the

coordination overhead, packets are transmitted in batches. With this method, the source

node broadcasts a batch of packets and then other nodes are coordinated to forward the

packets in this batch. The source node starts to transmit the next batch of packets after



2.2 Opportunistic Routing 25

it completes the transmission of the current batch of packets.
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Figure 2.5: Acknowledgment sequence in ExOR

A main achievement of ExOR is to demonstrate that opportunistic routing outper-

forms traditional routing based on real measurements in a testbed. However, ExOR uses

a global scheduler for coordination and thus loses the spatial reuse.

ExOR is a seminal opportunistic routing protocol. By showing the effectiveness of

the concept of opportunistic forwarding and performance gain over traditional routing

approaches, ExOR has encouraged much work in the area of opportunistic routing. Re-

searchers attempt to design more efficient schemes to improve protocol performance by

optimizing forwarder candidate selection and forwarding coordination. In [47], the au-

thors proposed a simple opportunistic adaptive routing protocol (SOAR) to achieve high

throughput and fairness, which combines adaptive forwarding path selection, priority

timer-based forwarding, local loss recovery and adaptive control. Zeng et al introduced

a new forwarder selection metric named expected one-hop throughput (EOT) to balance

packet advancement and medium time delay in geographic opportunistic routing [59].
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In [60], a new metric EAX (expected any-path transmissions time) was defined which

captures the expected number of any-path transmissions needed to successfully deliver a

packet between two nodes. A routing metric EATT (expected number of anypath trans-

missions time) and a SMAF (shortest multirate anypath first) algorithm were proposed to

integrate opportunistic routing and multiple transmission rates [61]. These opportunistic

routing schemes all employ timer based coordination, but some of them have not been

limited to a global scheduler as in ExOR.

The MAC-independent Opportunistic Routing and Encoding Protocol (MORE) was

proposed in [39], combining opportunistic routing and intra-flow network coding. MORE

is the first work to exploit network coding as the coordination method among forward-

ing nodes, which avoids the use of a global scheduler in ExOR. In MORE, packets are

randomly mixed before being forwarded, which guarantees that forwarding nodes that

receive the same transmission do not forward the same packet.

At the source node, packets are first divided into batches. A batch consists of several

native packets (i.e., uncoded packeted). The source keeps generating random linear com-

binations of the native packets in the same batch and broadcasting the coded packets.

When the source receives an ACK for this batch from the destination, it will stop the

transmission of the current batch and moves to next batch. In MORE, data packets are

always coded. A code vector, consisting of the combination coefficients, is used to indicate

how a coded packet is created from the native packets. For example, a coded packet can

be expressed as p∗j =
∑

i cjipi, where cji is the random coefficient, and pi is a native packet

in the current batch. The code vector of coded packet p∗j is cj = (cj1, ..., cji, ..., cjK), where

K is the number of native packets in the current batch. A code vector and a forwarder

list are carried with a coded packet.

When a forwarding node receives a coded packet, it checks if it is in the forwarder list.

If so, the node further checks for the innovativeness of the packet (i.e., if the packet is
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linearly independent from the previously received packets at this node). The forwarding

node only stores innovative packets. The reception of an innovative packet triggers the

forwarding node creating and broadcasting a new coded packet, which is a random linear

combination of the coded packets the node has heard and stored in its buffer. In fact, a

linear combination of coded packets is still a linear combination of native packets. This

can be illustrated as p∗∗ =
∑

j rjp
∗
j =

∑
j (rj

∑
i cjipi) =

∑
i (
∑

j rjcji)pi. The code vector

for the recoded packet consists of
∑

j rjcji, where i = 1, ..., K.

The destination also checks if the received packet is innovative. When the destination

has received K innovative packets, it restores the native packets in the batch by doing a

simple matrix inversion and sends an ACK to the source.

Experimental results based on testbeds show that MORE produces a significant per-

formance gain over ExOR.

MORE is one of the most classical opportunistic routing, based on which much research

work has been conducted to extend the idea and improve the performance of network

coding based opportunistic routing. In [62] , CodeOR was proposed to enhance the

throughput of MORE by transmitting a window of multiple segments concurrently. Lin

et al further proposed a new protocol SlideOR [63], which encodes source packets in

overlapping sliding windows such that coded packets from one window position may be

useful towards decoding the source packets inside another window position. A novel

cumulative coded acknowledgment scheme was designed in CCACK [64,65], which allows

nodes to acknowledge network-coded traffic to their upstream nodes in a simple way.

Working in such a manner, CCACK greatly improves network performance in terms of

throughput and fairness. In addition to these single flow based opportunistic routing

schemes, Radunovic et al proposed an optimization framework based on network utility

maximization to solve multiple flows, fairness and scheduling problems in network coding

based opportunistic routing protocols [66].
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Opportunistic routing has shown its benefits over traditional routing in recent research

above by exploiting the broadcast nature of the wireless medium. In opportunistic routing,

forwarding nodes can be selected after transmissions, which means that the selection can

be conducted based on the transmission results and the actual network environment.

With such a dynamic forwarder selection way, opportunistic routing is more suitable for

networks in dynamic environments, such as CRNs with DSA. This advantage has attracted

some research on the application of opportunistic routing in CRNs [48, 49] and we will

provide further review of this work in the next section.

2.3 Routing in CRNs

Routing is an essential issue to be investigated when dealing with multi-hop cognitive

radio networks, which plays a key role in improving end-to-end network performance.

Routing protocols have been extensively studied in traditional wireless networks. How-

ever, those routing protocols are not directly applicable to work in CRNs due to the

differences between CRNs and the traditional networks.

A unique challenge for routing design in CRNs is the dynamics of spectrum availability,

which is highly influenced by primary users’ activities. Research work in CRNs has

been mainly focused on the physical layer and MAC layer, such as spectrum sensing

and spectrum sharing. Only recently, routing design in multi-hop CRNs has attracted

more interests from the research community. The existing CR routing protocols can be

classified according to different criteria.

Based on the scope of spectrum knowledge [36], CR routing can be categorized into

two main groups:

• Routing solutions with full spectrum knowledge

• Routing solutions with local spectrum knowledge
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Based on their supporting functionalities [25], CR routing can be divided into three

main classes:

• Routing with spectrum decision

• Routing with joint spectrum decision and primary user awareness

• Routing with joint spectrum decision and re-configurability.

Based on the relative timescale of the duration that the licensed spectrum is available

for CR users [37], CR routing can be classified into three main categories:

• Routing with static spectrum

• Routing with dynamic spectrum

• Routing with highly dynamic spectrum

The different classes of CR routing protocols are summarized in Figure 2.6.
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Figure 2.6: Classes of CR routing protocols
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In the following subsections, we will review the current research on CR routing design

based on the varying timescale of spectrum availability. This classification can provide

more insights into how routing design in CRNs is influenced by primary users’ activities

and which environment a specific routing protocol is applicable to.

2.3.1 Routing with Static Spectrum

In CRNs, spectrum availability depends on primary user’s behaviour. Routing with

static spectrum refers to the routing schemes that work in such a spectrum environment,

where the spectrum availability changes very slowly. More specifically, the continuously

available time of the spectrum for CR users is longer than the communication flow du-

ration. In such a scenario, an available channel (spectrum) is considered as a permanent

resource during the communication, from CR users’ point of view. Therefore, CR routing

with static spectrum does not need to consider channel availability varying with time but

only consider different available channels of CR nodes along a route.

In [67–70], graph-based approaches were employed for routing design with static spec-

trum. In [67,68], the authors proposed a layered graph model to deal with channel assign-

ment and routing jointly in CRNs. The general design process of these routing protocols

consists of graph abstraction and route calculation. First a logical graph is constructed to

describe the physical network topology and then a path connecting the source node and

the destination node is computed. A layered graph is constructed based on the available

channel information of every CR node in the network, which is gathered by a central

server. If there are totally N channels, then N layers are constructed in the graph, each

layer corresponding to a channel. Each node and N additional subnodes are denoted as

vertices of the graph, with one subnode each layer. There are three types of edges in the

layered graph: access, horizontal, and vertical edges. Access edges are used to connect a

node with all the corresponding subnodes. A horizontal edge is added between two subn-
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odes in the same layer if the corresponding channel associated with the layer is available

for the two nodes and they are in the communication range of each other. Vertical edges

connect the subnodes of the same node. As an example, Figure 2.7 [68] illustrates a chain

CRN and the corresponding layered graph. Before calculating the routing path, the edge

weights should be assigned. The weights of the horizontal edges usually account for the

specific quality of the CR link, while the weight of the vertical edges can be set relative to

channel switching overhead. Then the path between the source node and the destination

node can be obtained across the layered graph and consequently the channel assignment

and routing problems can be solved jointly.
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Figure 2.7: A chain CRN and the corresponding layered graph

In [69], a similar method was used to address channel assignment and routing in static

CRNs. A coloured graph is constructed to represent the physical network topology, instead

of a layered graph. In the coloured graph, different colours denote different channels in the

network. Then a path connecting the source node and the destination node is calculated



32 Chapter 2. Background

with a centralized iterative algorithm. With the coloured graph, a major concern to

assess the path in the setting up stage is the interference among links. The authors of [70]

proposed a collaborative route and spectrum selection scheme using conflict graphs. The

scheme finds all possible candidate routes and all possible channel assignments for each

route to obtain a best route and channel combination. In the process, a conflict graph is

constructed to schedule a conflict-free channel assignment.

These graph-based schemes can provide general frameworks to jointly find a route and

assignment channels. However, they usually need to gather all the topology and channel

information in the network, which introduces large signalling overhead. A central entity

is used to perform the function of graph abstraction and path computation with complex

algorithms.

Another group of routing protocols [71–74] for static spectrum CRNs are designed

based on some delay metrics introduced by CR nodes along routing path. In these proto-

cols, a route and channel assignment with minimum delay is the final selection. In [71,72],

both the switching delay between frequency bands and backoff delay caused by multiple

users’ contention in the same band are taken into account. Moreover, a multi-flow schedul-

ing scheme is designed to avoid frequent frequency bands switching among flows. The

delay metric at a node is divided into two parts, i.e. node delay and path delay. For

the node delay, switching delays among multiple flows traversing the node and backoff

delays due to neighbours contention are accounted. For the path delay, the proposed

scheme also considers two components. One component is the intra-flow switching delay,

while the other component is the backoff delay introduced by multiple consecutive nodes

sharing an identical frequency band. Then the cumulative delay metric is calculated by

adding the delay metric at each node along the routing path. Finally an optimal route

combined channel assignment is picked out based on the cumulative delay. In [73, 74] a

queueing delay was integrated into the routing metric in addition to the switching delay
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and the backoff delay in previous works, which makes the new metric more effective and

practical to evaluate candidate routes. Furthermore, a local coordination mechanism [74]

was proposed to balance flow traffic in the neighbourhood of an intersecting node.

These delay metric based routing protocols do not need a central entity to perform

path calculation and channel assignment as in graph-based schemes. They can hence work

in a distributed way. A drawback of these schemes is that all channel information at each

node along a routing path is required to be disseminated to the destination for cumulative

delay calculation. In [75], we designed a maximum flow-segment based channel assignment

and routing algorithm. The proposed algorithm can significantly reduce channel switching

with more efficient channel information dissemination mechanism and less computation.

We will discuss this work in Chapter 6.

2.3.2 Routing with Dynamic Spectrum

Routing with dynamic spectrum refers to the routing protocols in such a CRN, where

the holding time of the spectrum by CR users is comparable to the communication flow

duration. Spectrum availability may change during the communication period, but not

frequently. In such a dynamic environment, potential communication interruption caused

by primary users presence is a major concern in routing. This challenge is usually ad-

dressed in existing work via two methods: 1) choosing a stable route based on the sta-

tistical characteristics of the spectrum and 2) providing route recovery and maintenance

mechanisms.

A spectrum-tree based on-demand routing protocol (STOD-RP) was proposed by Zhu

et al [76] to collaboratively deal with the route and spectrum selection in a dynamic

spectrum CRN. In STOD-RP, a new routing metric by considering both the route quality
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and the spectrum availability is defined as

Ci = [Oca +Op +
Pkt
ri

]
1

1− epti
• 1

Tli
(2.1)

where Oca is the channel access overhead, Op is the protocol overhead and Pkt is the size

of packet. These three parameters are constants for a specific technology. ri and epti are

the link rate and the packet error rate, respectively. These five parameters reflect the

resource consumption of a link. The key CR parameter in the equation is Tli , which is

the time duration that a spectrum band is available to the link. Tli is an indicator of the

link stability with regard to primary users’ behaviour and it can be predicted from the

statistical history of primary users’ activities. This new defined routing metric is a key

factor to enable STOD-RP to work in a dynamic spectrum environment. STOD-RP builds

a spectrum-tree in each available spectrum band. The root in each spectrum records the

basic information about the spectrum-tree topology, like the routes to other non-root

nodes. Another important type of nodes are the overlapping nodes, which are shared by

multiple spectrum-trees and can work in multiple spectrum-trees simultaneously. STOD-

RP combines tree-based proactive routing with on-demand route discovery. A source

node first send a message to the root node to enquire about the frequency band of the

destination using a recorded proactive route and then starts route discovery in an on-

demand manner accordingly. Another key feature of STOD-RP is a spectrum-adaptive

route recovery mechanism, which is used to deal with link failures cased by primary user

activities. When a spectrum band becomes not available, both spectrum handoff and

path rerouting will be triggered for route recovery. A limitation of this work is that the

network architecture is assumed to be mesh networks arranged in a tree hierarchy.

In [77], a distributed CR routing protocol for ad hoc networks (CRP) was proposed

with explicit protection for primary user receivers. In addition, CRP selects spectrum

with consideration of link stability and offers route maintenance. The route setup in

CRP takes two steps. In the first step, the best spectrum band is identified by each CR
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user based on local environmental observations. An optimization function is designed to

serve as a measure for the initiative displayed by the CR user for participating in the

route. In the second step, the initiative is mapped to a delay function for forwarding the

RREQ message. This delay provides a ranking of candidate forwarding nodes by allowing

favourite nodes to forward the RREQ message earlier. When making spectrum selection,

the probability of bandwidth availability is used. This metric provides an evaluation for

the candidate CR users if the chosen spectrum band can probabilistically guarantee the

bandwidth availability to avoid frequent spectrum band switching due to primary user’s

activity. Another important metric is the overlap area between the transmission coverage

of the primary user transmitter and the CR user, which is shown as the gridded areas

in Figure 2.8. Primary user receivers may be present in the region of the overlap, and

thus the overlap area must be minimized at each forwarding CR user in the selected route

to protect primary user receivers. As for the route maintenance, a CR user notifies its

previous hop node to discover a new route if the CR user moves too close to primary user

transmitters. CRP is effective to work with dynamic spectrum and provides primary user

receiver protection. On the down side, in CRP geographic information of primary user

transmitters is assumed to be known to CR users.

The authors in [78] proposed a spectrum aware routing protocol based on geographic,

SEARCH, which adapts to dynamic spectrum in CRNs by providing primary user activity

awareness and route maintenance. SPEAR [79] employs local adaptation to deal with

channel availability variation due to the actions of primary users. In [80], a probabilistic

metric was exploited to ensure routes stability and availability. Similar schemes include

[81–84]. In summary, to adapt to the dynamic spectrum in CRNs, route stability based

on spectrum statistics and route maintenance are two effective methods.
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CR Users

PU Receiver

PU Transmitter

Figure 2.8: Forwarding node selection with primary user (PU) receiver protection

2.3.3 Routing with Highly Dynamic Spectrum

Routing with highly dynamic spectrum refers to the routing solutions that are designed

for such CRNs where the holding time of the spectrum by CR users is much shorter than

a communication flow duration. Spectrum availability changes frequently during the

communication period. In such environments, routing techniques used in previous two

subsections are not applicable. Thus new routing design is needed.

Opportunistic routing provides a promising paradigm for routing design in highly dy-

namic spectrum CRNs. As introduced in Section 2.3, opportunistic routing does not

need to setup a fixed route which may introduce unaffordable route maintenance over-

head when spectrum availability changes very fast. By taking the broadcast nature of

wireless transmission into account, opportunistic routing dynamically chooses relay nodes

to forward a packet. In such a manner, forwarding nodes can be selected according to

their instantaneous spectrum conditions.

There have been some initial explorations on applying opportunistic routing to routing
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design in CRNs. In [48], the authors proposed a novel cost criterion to adapt the tradi-

tional opportunistic routing protocol ExOR [38] to CRNs. They identified that leveraging

the expected transmission count (ETX) as the cost criterion to prioritize forwarding can-

didates ignores the opportunity to exploit potential CR links. The new cost is designed

with the consideration of primary user activities. In their design, a packet is forwarded

via both traditional links and CR links if the primary user is not present. A link cost is

therefore defined as

cij(i) =
Toni
· 1
pijon

+ Toffi · 1
pij

off

T
(2.2)

where Toni
is the time period when the CR link with a node i is not available and Toffi

is the time period when the CR link is valid. pijon = ptrij is the delivery ratio using only

a traditional link, while pijoff = 1 − (1 − ptrij)(1 − pcrij ) is the delivery ratio using both a

traditional link and a CR link. Based on this link cost, the cost of a path from a specific

node to the destination can be calculated with the sum of the costs of all the links on the

path. Then the path cost of a node is used to rank the priority of this candidate node.

The forwarding node selection can be performed dynamically according to the priority.

The adapted opportunistic routing scheme performs well in CRNs. However, this scheme

exploits CR links just as a supplement.

In [49], a spectrum aware opportunistic routing (SAOR) algorithm was proposed for

CRNs with highly dynamic available links. A delay based node metric is designed to

setup a prioritized relay candidate list in SAOR. The opportunistic nature of CR links is

examined with respect to spectrum availability and a successful transmission rate. The

opportunistic link is modelled as an M/Geo/1/∞/FCFS queue for deterministic packet

sizes and M/M/1/∞/FCFS for variable packet sizes. With the analysis of the queue

model, the statistical delay for an N-hop path with a variable packet size is derived as

OLT (N) =
N∑
i=0

1

µici − λi
(2.3)
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where λi, µi are the packet arrival rate and service rate for link i respectively. ci is a

product of spectrum availability and successful transmission rate for link i. Since for a

CR node there are can be multiple paths with different lengths to the destination, the

delay metric for the node is defined as

min
1≤j≤Ti

{OLT, (OLT (2)
1 , ..., OLT

(2)

T
(2)
i

), ..., (OLT
(N)
1 , ..., OLT

(N)

T
(N)
i

)} (2.4)

where {OLT (N)
1 , ..., OLT

(N)

T
(N)
i

} are delays for all possible N-hop paths. With such a node

delay metric, the relay candidate list is setup. For the packet forwarding procedure, the

random network coding method in MORE is exploited. SAOR considers a complete CRN

environment with highly dynamic spectrum but only single channels are considered.

Multi-channel CRNs can provide more spectrum access opportunities, which is highly

desirable in a highly dynamic spectrum environment. In Chapter 3, we present a multi-

channel spectrum aware opportunistic routing (MSAOR) algorithm [85] in CRNs. Further

the related batch transmission schemes are discussed in Chapter 4 and Chapter 5.

2.4 Multi-Channel Transmission

The use of multiple channels is often explored in traditional wireless networks [86,87]

to improve network performance, such as delay, throughput and transmission reliability.

In CRNs, communications between CR users could fail since there is no guarantee on the

availability of the spectrum for them. Moreover, due to channel fading and increased

interference, data transmission in CRNs may also suffer packet loss and thus packet

retransmission becomes more frequent than in other wireless networks. Multi-channel

transmissions are especially useful for CRNs to obtain a higher spectrum access success

probability and to fully explore access opportunities [88, 89]. In both of the two typical

opportunistic routing protocols ExOR [38] and MORE [39], data packets are transmitted

in batches for transmission coordination. Such batch transmission is also employed in
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some opportunistic routing schemes in CRNs. When opportunistic routing is designed

for multi-channel CRNs, batch transmission schemes over unreliable links consisting of

multiple channels should be carefully designed. In this section, we provide a review of

some potential reliable multi-channel transmission schemes.

2.4.1 Multi-Channel ARQ

There are three basic automatic repeat request (ARQ) schemes [90] to provide reli-

able data transmission in wireless networks: stop-and-wait (SW-ARQ), go-back-N (GBN-

ARQ), and selective-repeat (SR-ARQ). In SW-ARQ, the transmitter sends a packet to

the receiver and waits the acknowledgment from the receiver. If the acknowledgment

is negative (NACK), the transmitter will retransmit the packet. If the acknowledgment

is a positive one (ACK), the transmitter will send the next packet. In GBN-ARQ, the

transmitter continuously sends packets to the receiver. If a NACK is received, the neg-

atively acknowledged packet and all the packets that have been sent after it need to be

retransmitted. In SR-ARQ, the transmitter continuously sends packets and receives ac-

knowledgments from the receiver. When a packet is negatively acknowledged, only that

packet needs to be retransmitted. However, all these ARQ protocols are designed for

single-channel communications.

To achieve reliable communications over unreliable channels in multi-channel scenarios,

multi-channel ARQ protocols [91] have been proposed for packet transmission between a

single-hop communication pair. These multi-channel ARQ protocols are designed based

on the three basic ARQ strategies. Given M channels between the communication pair,

the transmitter sends M packets every time, one on each channel. In multi-channel SW-

ARQ, the transmitter waits for acknowledgments for theM packets after transmission. If a

packet transmitted over channel k is negatively acknowledged, all the packets transmitted

over channels k to M need to be retransmitted. In multi-channel GBN-ARQ, if a packet
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over channel k is negatively acknowledged, the packets transmitted over channels k to M

in the same time slot and all the packets transmitted over the M channels after that slot

are required to be retransmitted. In multi-channel SR-ARQ, only negatively acknowledged

packets need to be retransmitted.

Ding et al. [92] studied multi-channel ARQ protocols with different packet-to-channel

assignment rules and derived a general condition governing the packet-to-channel rule.

In [93], Li et al. analyzed packet delay performance of multi-channel stop-and-wait ARQ

through absorption analysis of transient Markov processes. They also demonstrated that a

random scheduling strategy achieves better performance than a static scheduling strategy.

Resequencing problems in multi-channel ARQ protocols were investigated in [94]. In [95],

the authors proposed a multichannel fast ARQ scheme for transporting delay-sensitive

flows in a multi-channel environment, which allows the retransmission only once but

simultaneously using one or multiple channels. All these works provide deeper insight to

the performance of multi-channel ARQ protocols.

However, when these multi-channel ARQ protocols are applied to batch transmission,

the limited number of packets and efficient transmission over redundant channels should

be carefully considered. Moreover, an ACK message is required for each packet in multi-

channel ARQ transmission schemes. This results in the transmission under multi-channel

ARQ schemes being highly dependent on feedback channels, which may be a scarce re-

source in CRNs.

2.4.2 Random Network Coding

Network coding schemes have been shown as an effective way to overcome unreliable

links due to dynamic radio environments [39, 96]. In random network coding [97], the

source node sends random combinations of original packets in a batch. The intermediate

nodes re-combine the received coded packets and then send new coded packets. The
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destination recovers the original packets when it receives enough coded packets. For

practical network coding, packet loss on network links and buffering in network codes are

taken into account in random network coding [98,99]

More specially, random network coding works as follows [100]. Assume there are

K original data packets w1, w2, ..., wK in the buffer of the source node. Each node

performs a similar coding operation: the node stores the received packets in its buffer and

coded packets are formed for transmission with random linear combinations of the stored

packets in the buffer of the node whenever transmission occurs on an outgoing link. The

coefficients of the linear combinations are uniformly selected from some finite field Fq at

random.

As all coding operations are performed linearly, any packet u in the network can be

written as a linear combination of the original packets w1, w2, ..., wK , i.e. u =
∑K

k=1 γkwk.

Vector γ = (γ1, γ2, ..., γk) is termed as the global encoding vector of packet u. This global

encoding vector is sent with packet u as side in formation in the packet header. Such

introduced overhead is negligible if the packet size is sufficiently large. For simplicity,

nodes are usually assumed to have infinite buffers, but this can be modified to that a

node saves the newly received packet only if the global encoding vector of this packet is

linearly independent with the global encoding vectors of the packets already stored in its

buffer. With such a modification, the buffer size required is only K packets.

The destination node collects packets and recovers the original data packet when it

has got K packets with linearly independent global encoding vectors. The decoding can

be performed by via Gaussian elimination. The random network coding procedure is

summarized in Figure 2.9 [100].

For example, supposing there are three (K = 3) original packets w1, w2, w3, one of

the coded packets at the source can be u = 2w1 +w2 + 3w3, whose global encoding vector

at this stage, before it may be further re-encoded during transmission in the network,



42 Chapter 2. Background

 

Initialization: 

 The source node stores the original packets w1, w2, … , wK in its buffer. 

Operation: 

 When a packet is received by a node, 

- the node stores the packet in its buffer. 

 When a packet transmission occurs on an outgoing link of a node 

- the node forms the coded packet from a random linear combination of 

the packets in its buffer. Suppose the node has L packets u1, u2, …, uL in 

its buffer. Then the packet formed is  

                         
0

1

:
L

l l

l

u u


 , 

where l is chosen according to a uniform distribution over the 

elements of q . The packet’s global encoding vector , which satisfies 

0 1

K

k kk
u w


 , is placed in its header. 

Decoding: 

 The destination node performs Gaussian elimination on the set of global 

encoding vectors from the packets in its buffer. If it is able to find an 

inverse, it applies the inverse to the packets to obtain w1, w2, … , wK; 

otherwise, a decoding error occurs. 

 

                  Figure 2.9: Random linear network coding procedure

is (2,1,3). Three independent packets received at the destination node are, for instance,

u1 = w1 +w2 + 2w3, u2 = 2w1 +w2 + 2w3, u3 = 3w1 + 4w2 + 5w3, whose global encoding

vectors are (1,1,2), (2,1,2) and (3,4,5) respectively. The destination node can recover the
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original data packets as
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Such random coding can blur packet information, making packets transmitted over

networks equal from the perspective of packet information. This means that there will

be no requirements on which particular packets are received by the receiver, but only on

receiving enough independent coded packets. An alternative way with a similar function

is to use fountain codes in 1-hop transmission as in [101] but fountain codes do not extend

readily to a network setting [102].

In Chapter 4 we focus on multi-channel batch transmission schemes in a single hop

CRN. Then the work is extended to a two hop CRN in Chapter 5, combined with different

routing strategies.

2.5 Summary

In this chapter, we discussed the background and reviewed related works on CR rout-

ing design. Although there have been some works on CR routing design, there are still

some important issues that need to be further studied. While most of existing CR routing

protocols assume that the variation of spectrum availability is relatively slow, there is lit-

tle work on routing design in highly dynamic spectrum CRNs. Leveraging opportunistic

routing technique, we will design a routing algorithm for multi-channel CRNs with fast

varying spectrum availability in Chapter 3. As batch transmission is a key component

of some opportunistic routing algorithms, the efficiency and performance of batch trans-

mission schemes have important impacts on routing. In Chapter 4 and Chapter 5, we
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will conduct comprehensive discussion and analysis of efficient and reliable multi-channel

batch transmission schemes in CRNs under lossy environment. In CRNs, CR users usu-

ally need to switch among different available channels, which introduces switching delay.

Although some delay metric based CR routing algorithms take such channel switching

into account, these algorithms require all channel information at each node along a route

path to be disseminated to the destination for delay metric calculation. We presents a

maximum flow-segment based channel assignment in Chapter 6, which achieves minimized

channel switches with efficient channel information dissemination.



Chapter 3

Opportunistic Routing in

Multi-Channel Cognitive Radio

Networks

3.1 Overview

Cognitive radio is an exciting technology to improve spectrum utilization in wireless

communications. In cognitive radio networks, routing protocol design, as an essential

networking technology, plays an important role to improve end-to-end performance over

multiple hops. A unique challenge for routing design in CRNs is the dynamics of channel

availability. Most of the routing algorithms for CRNs are designed jointly with chan-

nel assignment. A general assumption in the design of these routing algorithms is that

spectrum availability varies slowly in CRNs. However, in practice spectrum availability

can change very fast due to primary users’ activities. Such fast variations make most

of existing CR routing protocols fail. One class of routing paradigm, the opportunistic

routing [38, 39], is able to achieve low delay and high reliability by taking advantage of

45
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the broadcast nature of radio transmission. Opportunistic routing provides a promising

routing paradigm for CRNs with fast variation of spectrum availability.

In this chapter, we propose a multi-channel spectrum aware opportunistic routing

(MSAOR) algorithm for CRNs. The proposed MSAOR algorithm attempts to broadcast

packets on every available channel of the CR link, exploiting the benefits of multiple

channels, as well as radio broadcasting nature. This can reduce the link delay and further

reduce the end-to-end delay. MSAOR also achieves higher throughput than SAOR [49].

In our analysis, the opportunistic link consisting of multiple channels is modeled as an

M/Geo/1 queue. In order to model practical multi-user networks, channel access prob-

ability based on network contention level is introduced to characterize the opportunistic

nature of the CR link, in addition to channel availability and successful transmission rate.

In our link delay analysis, the access delay is integrated into queuing delay. Our analysis

shows that the delay of the link with multiple channels is lower than that with only one

single channel. Based on the link queueing model, the node delay metric is derived and

used for forwarder candidate list setup. Additionally, we exploit network coding in our

MSAOR algorithm to further enhance the throughput.

Simulation results show that 1) the end-to-end delay performance of MSAOR is better

than that of SAOR, by up to 50%; 2) The maximum supported offered load is increased

by up to 190%; 3) MSAOR is more robust than SAOR.

The remainder of this chapter is organized as follows. Section 3.2 introduces the system

model with the link model and traffic model. We discuss and analyze the delay based

node metric and describe the details of MSAOR algorithm in Section 3.3. In Section 3.4,

the simulation results are presented and discussed. Finally, we summarize our work in

Section 3.5.
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3.2 System Model

We consider a multi-hop multi-channel multi-radio cognitive radio network. Multi-

radio CR nodes in the network can work on multiple channels simultaneously.

In the following parts of this section, we first describe the link model to capture the

opportunistic nature of CR links, which is based on three metrics associated with the

process of packet transmission over CR links. Then we discuss the traffic model based on

queueing theory.

3.2.1 Link Model

The opportunistic nature of the links that connect CR users includes three major met-

rics: channel availability, channel access successful probability and successful transmission

rate. In a multi-channel CRN, these three metrics can be different with different channels.

When modelling the opportunistic link, the following should be therefore considered:

1) Channel Availability

In CRNs, the availability of a channel depends on primary users’ activities. The CR

users can only use the channels currently unoccupied by the primary users and have to

quit the channels if primary users need to use the channels again. We assume that there

are totally K channels in the system, which are potentially available for the link between

two CR nodes in a CRN. A CR node is assumed to have adequate spectrum sensing

capability that can provide the network layer with the available channel information.

The probability that a channel, say k, is available for CR users is denoted as θk

The primary users’ activity can be modelled as an embedded two-state discrete-time

Markov chain and thus we can have the Markov channel model as in Figure 3.1 [103] for

the availability of a potential channel in a CRN. In the figure, the state “busy” means

that the channel is being used by primary users currently and thus it is not available for
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Figure 3.1: The Markov channel model

CR users. The state “idle” means that the channel is not being used by primary users

currently and thus it is available for the communication between CR users. A channel,

say k, transits from state “busy” to state “idle” with probability εk, and keeps the state

“busy” unchanged with probability 1− εk; the channel transits from state “idle” to state

“busy” with probability πk, and keeps the state “idle” unchanged with probability 1−πk.

Therefore based on the above Markov channel model, we can obtain the probability

θk that channel k is available as

θk =
εk

εk + πk
(3.1)

2) Channel Access Successful Probability

For channel k, it can be accessed with probability ωk, due to the contention from other

neighboring multiple users.

When a node wants to send a packet on channel k, it must contend the channel with

all of its neighbors within one hop who also have packets to send on the same channel.

The channel contention level depends on both the number of neighbors and the traffic of

these neighboring nodes.

Note that for channel access considered here is in a general contention based manner.

The collision of packets is not considered in the analysis here, which can be reduced or
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avoided by some mechanisms such as backoff. This can be different with the slotted

ALOHA. However, we do not deal with the details of contention mechanisms here.

We assume that there are totally N nodes in the one-hop neighborhood of node A,

nodei ∈ Nr(A), where Nr(A) denotes the set of node As one-hop neighbors. Further,

the probability that node i has packets to send on channel k is denoted as αk,i. Given

that channel k is available for node A, the probability that node A can access the channel

successfully, is

ωk =
1

1 +
∑

nodei∈Nr(A)
θk,iαk,i

(3.2)

where θk,i is the probability that channel k is available for node i (Different nodes can

have different channel availability because they may influenced by different primary users

or different distances to one same primary user), while
∑

nodei∈Nr(A)
θk,iαk,i is the expected

number of nodes that would contend for channel k with node A. In practice, if there

is no information about traffic on channel k for node i, αk,i , channel access successful

probability of channel k can be approximately estimated with the number of one-hop

neighbors by

ωk ≈
1

1 +
∑

nodei∈Nr(A)
θk,i

(3.3)

3) Successful Transmission Rate

Wireless transmission could suffer transmission failure due to wireless channel fading.

Different channels may experience different fading. If the SNR at the receiver is lower

than the threshold required, the transmission will fail.

The successful transmission rate over channel k is defined as

δk = Pr{SNRchk
r ≥ κ}

= Pr{
|hk|2( d

d0
)
−α
Ps

N0

≥ κ}
(3.4)

where κ is the required threshold of SNR. The absolute value |hk| denotes the channel

gain over channel k, which is influenced by the fading effect. Moreover, d is the distance
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between transmitter and receiver, d0 is a reference distance for antenna far field, α is the

path-loss exponent, Ps is transmitted signal power, and N0 is determined by the power

spectral density of the AWGN noise.

By now, we have introduced channel availability, channel access successful probability

and successful transmission rate as three metrics of CR links. Next we will discuss the

arrival and departure process of the traffic.

3.2.2 Traffic Model

We assume that the network works in a slotted mode. The size of packets transmitted

between CR users is deterministic. The arrival traffic is a Poisson process with arrival

rate λ. For an ideal link, it can be modeled as an M/D/1 queue. However, considering

the opportunistic nature of the link in CRNs, the following process should be considered.

When a node has a packet to send, it attempts to send the packet on all the channels.

The flow chart of the packet transmission process over a CR opportunistic link on channel

k is shown in Figure 3.2.

First, the node checks whether channel k is available via performing spectrum sensing.

If the channel is not available, the node waits in this time slot and sense the channel in

the next time slot. Such a process is performed by the node in each time slot until the

channel is available. In each time slot, the channel availability checking result for channel

k is a Bernoulli trial, which is associated with a success probability θk. The number of

time slots, denoted as X, the node needs to wait before the channel is available, follows a

geometric distribution, Geo(θk).

X ∼ Geo(θk) (3.5)

Then, if a channel is available, the node tries to access the channel in the second

step. The node needs to contend the access opportunity to this channel with other

neighboring nodes who also wants to transmit packets on this channel. The contention
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M
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Yes
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Wait for the next slot

No

No
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Figure 3.2: Packet transmission process: the figure shows a flow chart of how a packet

is transmitted over a CR opportunistic link on channel k
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is with successful access probability ωk for this node as determined in equation (3.2) or

(3.3) with different information. The number of time slots that the node needs to wait for

successful access to the channel is denoted as Y, which follows a geometric distribution

Geo(ωk). This is due to the fact that each access attempt is a Bernoulli trial with successful

probability ωk.

Y ∼ Geo(ωk) (3.6)

The number of time slots that the node needs to wait to successfully access channel k

at this stage, combined with channel availability in the first step, is the summation from

X1 to XY .
Y∑
i=1

Xi ∼ Geo(θkωk) (3.7)

Finally, if the node successfully accesses channel k, it sends the packet over the chan-

nel. The transmitted packet is with a loss probability of (1 − δk). If the packet is lost

due to channel fading, it needs to be retransmitted. The number of time slots with re-

transmission to get the packet transmitted successfully is Z. This is still a Bernoulli trial

for each transmission with a success probability δk. As a result, Z follows a geometric

distribution, Geo(δk). The number of time slots for the node to successfully transmit one

packet, combined with the previous two steps, is given by the summation ofX1,Y1 ,...,XY1,Y1 ,

X1,Y2 ,...,XY2,Y2 , ..., X1,YZ ,...,XYZ ,YZ .

M chk =
Z∑
j=1

Yj∑
i=1

Xi,Yj ∼ Geo(θkωkδk) (3.8)

Note that we can understand the overall process in the following way. A packet is

sent successfully only when all of the above three steps are successful. The probability

that a node finds the channel is available, it can access the channel and it send the packet

successfully, is pk = θkωkδk. Thus, when a node tries to send a packet, it is a Bernoulli

trial with successful rate pk . The number of slots for the node to send the packet follows
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a geometric distribution with parameter θkωkδk.

The packet is attempted to be sent on every channel and the number of waiting time

slots on channel k is M chk as above. Therefore the number of waiting slots for transmitting

a packet over the CR link, M , is the minimum one among the delays over all the channels.

M = min
k
M chk ∼ Geo(p) (3.9)

where

p = 1− (1− p1)(1− p2)...(1− pK) = 1−
K∏
k=1

(1− pk) (3.10)

One way to understand the above conclusion is as follows. All the channels combined

together can be seen as a virtual channel between the transmitter-receiver pair. A packet

fails to be sent over the virtual channel only when it fails on all the K channels with the

probability pfail = (1 − p1)(1 − p2)...(1 − pK). So the successful probability for a packet

sent over the virtual channel is p = 1− pfail. A packet being sent over the K channels is

a Bernoulli trial with successful rate p and the number of slots for the node to send the

packets follows a geometric distribution with parameter p.

Therefore, considering the arrival traffic is a Poisson process, the queue model for the

opportunistic link in a CRN is an M/Geo/1 queue with Geo(p).

3.3 Multi-Channel Spectrum Aware Opportunistic

Routing (MSAOR) Algorithm

In the previous section, we analyzed the opportunistic nature of CR links and setup

an M/Geo/1 queue model for the traffic arrival and service process. Now, we present

our proposed multi-channel spectrum aware opportunistic routing algorithm based on the

analysis of the queue model.
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The main tasks of opportunistic routing design are 1) setup a prioritized forwarder list

and 2) forwarding procedure design. In the first subsection we derive the route metric for

forwarder selection, while in the second subsection we provide the algorithm for packet

forwarding. Most of that for the work in this part is similar to SAOR but with multi-

channel support extensions.

3.3.1 Opportunistic Link Transmission Metric over Multiple Chan-

nels (MC-OLT)

The service time of the direct opportunistic link between two CR nodes is denoted

as S. Given that the packet size is deterministic and the system works in a slotted mode

with slot duration ∆t, we have S = M∆t.

The derivation of MC-OLT is similar to OLT in [49] as below.

The average service time is

E[S] = E[M∆t]

= ∆t · E[M ]

=
∆t

1−
K∏
k=1

(1− pk)

=
∆t

p

(3.11)

The second moment of service time S is

E[S2] = E[(M∆t)2]

= ∆t2 · E[M2]

= ∆t2(V ar[M ] + E[M ]2)

= ∆t2(
1− p
p2

+
1

p2
)

=
∆t2(2− p)

p2

(3.12)
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The waiting time in the queue thus can be calculated with Pollaczek-Khinchin (P-K)

formula [90],

Wq =
λ∆t2(2− p)
2p(p− λ∆t)

(3.13)

The total waiting time, in queue and in service, is

MC −OLT = E[S] +Wq

=
∆t

p
+
λ∆t2(2− p)
2p(p− λ∆t)

=
∆t(2− λ∆t)

2(p− λ∆t)

(3.14)

Further, MC−OLT (2) and MC−OLT (N), which are the delay metrics of 2-hop path

and N-hop path, are in the similar form of OLT (2) and OLT (N) in [49], respectively.

MC −OLT (2) = (E[S1] +
λE[S2

1 ]

2(1− λE[S1])
) + (1 +

E[S2]− 1

1− λE[S2]
) (3.15)

MC −OLT (N) = (E[S1] +
λE[S2

1 ]

2(1− λE[S1])
) +

N−2∑
i=0

(1 +
E[Si+2]− 1

1− λE[Si+2]
) (3.16)

where E[Si] is the mean service time of the ith hop.

Finally, with MC−OLT , MC−OLT (2),..., and MC−OLT (N), we get the node delay

metric

min
1≤j≤Ti

{MC −OLT, (MC −OLT (2)
1 , ...,MC −OLT (2)

T
(2)
i

),

..., (MC −OLT (N)
1 , ...,MC −OLT (N)

T
(N)
i

)}
(3.17)

where MC −OLT (N)

T
(N)
i

denotes the total waiting time for the packet of the ith node trans-

mitted over (T
(N)
i )

th
N-hop path in multi-channel CRNs.

3.3.2 MSAOR Algorithm

The MSAOR algorithm is an extension of SAOR for multi-channel CRNs. It also

exploits the idea of random coding and the packet forwarding mechanism in MORE [39] to
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avoid packet duplicates. The MSAOR algorithm is listed as Algorithm 3.1 in Figure 3.3.

Algorithm 3.1 MSAOR 

1:  Source collects ,   and   

2:  Source makes candidate list in NL 

3:     for every batch of packets do 

4:        if destination doesn’t received enough innovative packets   

5:   source node code packets and broadcast the coded packet over multiple channels 

6:  for every received packet relay node z do 

7:         if relay node z is in NL 

8:   if the received packet is innovative 

9:        relay node z saves the packet in buffer 

10:                              relay node z codes packets in the buffer into a new packet 

11:                              relay node z broadcasts the new packet over multiple channels 

12:        else discard the received packet   

13: for every received packet destination do 

14:        if the received packet is innovative 

15:            save the packet in buffer 

16:        else discard the received packet 

17:      else 

18:            destination decode buffered packets 

19:            break 

20: Destination sends ACK and Source moves to next batch  

 

 Figure 3.3: Algorithm 3.1 MSAOR

In the multi-channel CRN with (n+1) CR nodes and K channels, the spectrum map

is a multi-layer map, corresponding to the single-layer spectrum in a single-channel CRN.

The symbol Θ = [θkij] is a (n+1) by (n+1) by K matrix. The symbol θkij denotes the

available probability of channel k for the opportunistic link between node i and node j.
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The symbol Ω = [ωki ] is a (n+1) by K matrix. The symbol ωki denotes for the successful

probability for node i to access channel k. The symbol ∆ = [δkij] denotes the successful

transmission rate information between node i and node j.

The above link information is collected by the source node at the beginning and it can

be updated when it is necessary. With this information, the source node calculates the

node delay metric according to equation (3.17). Then the forwarder list is setup based

on the node delay metric; for example, only nodes with smaller delays can forward the

packet. Packets arriving at the source are sent in a batch with random network coding.

Information such as the forwarder list, batch ID, flow ID and code vector will be added in

the packet head. The coded packet will then be attempted to broadcast on every channel

until it is sent out.

When a relay node receives a packet, it first checks if it is in the forwarder list and

if the packet is innovative. An innovative packet means that the code vector in the head

of this packet is linearly independent with those of packets in the buffer of this node. If

the packet is an innovative one, the relay node buffers the packet, then generates and

broadcasts a coded packet.

When the destination receives enough innovative packets, which means the number

of such packets equals to the number of packets in a batch, it decodes the packets and

sends the ACK for this batch. Once the batch is acknowledged, all the transmissions for

packets in this batch will stop and the nodes move to transmission for the next batch.

3.4 Simulation and Evaluation

To compare our proposed algorithm with the existing SAOR, we setup the simulation

in similar environment and parameters to that in [49], but with some multiple channel

extension.
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We evaluate the MSAOR algorithm in a three-node network (source node S, relay node

R and destination node D) similarly to SAOR [49] but with multiple potential channels.

Each CR user is equipped with the same number of transceivers as the number of potential

channels and thus a CR user can transmit packets on multiple channels concurrently.

The distance between the source node and the destination node is twice of that between

the relay node and the other two (i.e., dSD = 2dSR = 2dRD).

CR users work in a slotted system and the packet size is deterministic. The arrival

traffic at the source node is a Poisson process. For each channel, the ideal link service

rate is 500 packets per second. Here the ideal link service rate is the service rate when

the channel is available, a CR user accesses the channel successfully and no packets are

lost during data transmission .

Each channel can be accessed with a probability 0.5 [49] when it is unoccupied by

primary users. Successful transmission rate is 0.8 for the link between the source node

and the relay node and the link between the relay node and the destination. The direct

link for the source node to the destination has a successful transmission rate 0.3.

We simulate the algorithm with Matlab programming. In the simulation, we simulate

packet encoding and decoding based on coding vector associated each packet. Channel

availability, channel access and transmission success are controlled by different random

variables.

We follow the simulation of SAOR and do not make statistical errors analysis. But

some basic insights can be obtained from the simulation results of OR SM in Chapter 5.

3.4.1 Maximum Supported Offered Load

Figure 3.4 shows the end to end delay performance of the CRN with different numbers

of channels. When the number of channels is one, it corresponds to SAOR. Given the

number of channels in a CRN, there is a maximum threshold for the packet arrival rate
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(offered load). If the arrival rate exceeds the threshold, the delay will increase sharply

with the arrival rate. We refer to the maximum threshold for the packet arrival rate as the

maximum supported offered load. The maximum supported offered load indicates that:

the packet transmission in the CRN can be conducted with a reasonable and acceptable

delay if the packet arrival rate is lower than it; but there will be no delay performance

guarantee for any transmission with a higher packet arrival rate. Thus the maximum

supported offered load can serve as a measure for the achievable throughput of a CRN

under some given delay performance constraint.
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Figure 3.4: End-to-end delay as a function of packet arrival rate

It is shown in Figure 3.4 that the maximum packet arrival rate, i.e. the maximum

supported offered load, for the single channel opportunistic routing algorithm, SAOR, is
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approximately 100 packets per second. For MSAOR with 2, 3 and 4 channels, the maxi-

mum supported offered loads are about 180, 240 and 290 packets per second, respectively.

Compared with SAOR, the maximum supported offered load associated with MSAOR is

improved by up to 190%. This means MSAOR is more suitable to work in the CRNs with

heavier traffic than SAOR, by exploiting the benefits of multiple channels.

Furthermore, take the maximum supported offered load of SAOR as the benchmark.

When 2 channels are exploited with MSAOR, the one extra channel help to improve the

maximum supported offered load from 100 packets per second to 180 packets per second,

by 80%. When 3 channels are exploited, the second extra channel provides a further

improvement of the maximum supported offered load, about 60%.

Finally, when 4 channels are used for the transmission in the CRN, the third extra

channel just bring a 50% improvement of the maximum supported offered load. It can

be found that the improvement of the maximum supported offered load introduced by

providing one extra channel become smaller as the total number of channels in the network

increases. This indicates that there is a tradeoff between the improvement of the maximum

supported offered load and the improvement of the efficiency of added extra channels (i.e.

spectrum resource): more channels can provide higher maximum supported offered load,

but result in lower efficiency of each channel.

3.4.2 End-to-End Packet Delay Performance

In Figure 3.4, the four dashed curves show the end-to-end packet delay performance

of SAOR and MSAOR with 2, 3 and 4 channels. It can be seen that while the number of

channels increases, the packet delay becomes lower. The packet delay performance gaps

between different schemes become larger and larger as the packet arrival rate increases.

Examining the minimum delays that different schemes can provide, we can see that

SAOR can achieve the minimum delay of about 0.14 second; MSAOR with 2, 3 and
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4 channels enjoys the minimum delays for approximately 0.07, 0.05 and 0.04 second.

The minimum delay is reduced by 50%, 64% and 71%. Moreover, MSAOR achieves the

minimum delays when packet arrival rates are 130, 170 and 210 packets per seconds, while

SAOR get the minimum delay at 70 packets per second for packet arrival rate. In a word,

MSAOR can achieve lower minimum delays at higher packet arrival rates, compared to

SAOR.

Even in the range of packet arrival rate lower than both the maximum supported

offered loads of SAOR and MSAOR, MSAOR suffers a much lower packet delay compared

to SAOR. If we take the arrival packet rate, 70 packets per second, at which the minimum

delay of SAOR is achieved, it can be found that MSAOR reduces the packet delay by

about 50%. If we look at the packet delay when the packet arrival rate is 90 packets

per second, after which there is a sharp jump of the packet delay of SAOR, MSAOR can

provide a reduction of about 65%.

It can be observed in Figure 3.4 that given the number of channels, the end-to-end

packet delay falls down at first and then increases as the packet arrival rate increases. The

reason behind this is that batching time is considered when calculating the packet delay.

In both SAOR and MSAOR, packet transmission is batch based. Packets at the source

node will not be sent until all the packets in a batch arrive. Thus there is a batching time

for a packet to wait the arrival of other packets in the same batch. The packet delay is

the time interval between the time the packet arrives and the time the batch including

the packet is acknowledged. When the packet arrival rate increases, the batching time

becomes smaller. From Figure 3.4 we can find that the packet delays of both SAOR and

MSAOR experience a quick drop when the packet arrival rates are lower than 50 packets

per second, and then decrease slowly before arrive the minimum values. This discloses

that before packet arrival rates exceed 50 packets per second, the batching time account

for a major part of packet delay. Since the numbers of packets in a batch are same,
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both SAOR and MSAOR suffer the same batching time and have the same critical packet

arrival rate at 50 packets per second.

3.4.3 End-to-End Batch Delay Performance

In Figure 3.4, batch delay performance with different numbers of channels is also

provided. The batch delay is defined as the time interval between the time the last packet

of the batch arrives and the time the packet is acknowledged.

In Figure 3.4, it can be seen that the batch delay increases slowly with the packet

arrival rate when the packet arrival rate is lower than some threshold. The varying trend

of the curves is similar to the network in which packets are not batched. This means the

batch is delivered like a big virtual packet. The batch delay is lower than the packet delay

as shown in the figure.

Moreover, the gap between the batch delay and packet delay is reduced with the

increase of the packet arrival rate. When the packet arrival rate is large enough, greater

than the threshold, batch delay and packet delay are almost the same. This is due to the

fact that, with the packet arrival rate increasing, there are more packets queueing in the

buffer to be sent. Thus when a batch is acknowledged the next batch needs less or no

time to wait for the arrival of all the packets in it.

3.4.4 Delay Performance with Different Channel Availability

In the next experiment, we evaluate the end-to-end packet delay for both SAOR and

the MSAOR with different channel availability. We provide 4 channels when evaluating

MSAOR.

The results in Figure 3.5 show that the packet delay increases as the channel avail-

ability becomes smaller, for both algorithms. Given the delay requirements, our proposed

MSAOR is more robust to the variation of channel availability. For example, provided
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Figure 3.5: End-to-end packet delay with different channel availability

the delay requirement is 0.2 second with 50 packets per second, channel availability must

be greater than 0.6 with SAOR. Working with MSAOR, even if the channel availability

is only 0.3, the delay is still much lower than the requirement. Also it can be seen in Fig-

ure 3.5 that MSAOR with channel availability 0.3 performs almost as well as SAOR with

channel availability 1. The results reveal that by exploiting multiple channels, MSAOR

can compensate the lost performance due to lower channel availability.
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3.5 Summary

In this chapter, we proposed the MSAOR algorithm for multi-channel CRNs. Three

metrics are identified to capture the opportunistic nature of a CR link. The process

of packet arrival and service was modeled as an M/Geo/1 queue. Taking advantage of

multiple channels, the link delay is lower than that associated SAOR according to the

analysis of service time based on the M/Geo/1 queue model. Simulation results verified

that MSAOR delivered lower end-to-end delay and was able to support heavier traffic.

We also demonstrated the algorithm can compensate for lost performance due to lower

channel availability, by exploiting multiple channels.

In our proposed MSAOR algorithm, packets are transmitted in batches. Such batch

based transmission is a general key component in some opportunistic routing algorithms.

The performance of batch transmission scheme has a significant impact on the perfor-

mance of these routing algorithms. In MSAOR, all idle channels are exploited for packet

transmission rather than that only one channel is used in some existing transmission

schemes, which is important to accelerate batch transmission in CRNs. In the next two

chapters, we will focus on more efficient batch transmission scheme design and analysis.
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Efficient Data Transmission with

Random Linear Coding in

Multi-Channel Cognitive Radio

Networks

4.1 Overview

Efficient data transmission in cognitive radio network is critical for cognitive radio users

to communicate with each other in an opportunistic manner. Even with successful access

to required channels, the transmission could still suffer from failures due to channel fading.

In the previous chapter, we presented an opportunistic routing algorithm for multi-hop

data transmission in a multi-channel CRN. We also conducted the analysis of link based

packet delays using an M/Geo/1 model. However, packets in the proposed algorithm in

Chapter 3, as well as in some other opportunistic routing algorithms, are transmitted in

batches. Hence batch transmission design and batch based performance analysis, such as

65
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batch transmission delay, can provide a deeper insight to those routing algorithms than

the link based packet delay analysis.

In this chapter, we consider practical fading channels in a cognitive radio environment,

where data transmissions of CR users may experience packet loss due to bit errors, and

channel availability varies with time depending on primary users’ activities. We introduce

random linear coding to multi-channel batch transmission between single-hop communi-

cation pairs over lossy channels in CRNs. We design a coded scheme, which in essence can

be considered as an alternative to retransmission. This scheme is referred to as the ran-

dom linear coding based multi-channel transmission scheme (RLC-MCT ). In RLC-MCT

the source node sends random linear combinations of original packets in a batch, similar

to the way it is done in random network coding. RLC-MCT, therefore, can be easily

extended to network coding in multi-hop networks.

We also provide two additional multi-channel batch transmission schemes, exploiting

multi-channel ARQ. They are referred to as the multi-channel ARQ based with single-

copy retransmission of lost packets scheme (SC-MARQ), and the multi-channel ARQ

based with multi-copy retransmission of lost packets scheme (MC-MARQ). We analyze

and derive batch delay performance associated with these three schemes. Analytical

results, validated by simulations, show that the proposed RLC-MCT outperforms SC-

MARQ and MC-MARQ. Moreover, RLC-MCT requires only one ACK for all packets in

a batch, while SC-MARQ and MC-MARQ require an ACK for each packet. This makes

RLC-MCT less dependent on feedback channels.

The remainder of this chapter is organized as follows. In Section 4.2, the system model

and different batch transmission schemes are introduced. Then we analyze batch delay

associated with the three transmission schemes in Section 4.3. In Section 4.4 performance

evaluation is conducted. The work in this chapter is summarized in the last section.
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4.2 System Model and Multi-Channel Transmission

Schemes

4.2.1 System Model

We consider source node S and destination node D in a CRN, communicating over

a single-hop multi-channel wireless link as in Figure 4.1. Node S has N packets (one

batch) in its buffer ready to send to node D. There are totally K potential channels in

the channel pool CP = {chi|i = 1, 2, ..., K} for the communications between node S and

node D. Some, even all, of these potential channels however could be unavailable due to

primary users’ activities. We assume that the probability that chi is available is θi and

in each slot there are k (k ∈ {0, 1, 2, ..., K}) available channels (Channel status can be

modeled with a Markov Chain [103]). Both nodes are equipped with multiple radios,

which enable them to work on multiple channels simultaneously. However, due to channel

fading, packet transmission between the pair may suffer from transmission failure. The

successful packet transmission probability over chi is denoted as δi (δi = 1− pi, pi is the

packet loss probability over chi). Furthermore we consider the system works in a slotted

way, and the size of packets transmitted between node S and node D is deterministic. The

duration of each slot is denoted as T. We assume that node S can transmit one packet to

node D over each channel in each slot and an ACK message can be received, if necessary,

in the same slot.

We want to determine the batch delay, which is defined as the time starting from the

first attempt to look for available channels to transmit packets in this batch until all of

the N packets in this batch (i.e. the entire batch) are successfully transmitted from node

S to node D.

Batch transmission is a key component in network coding based opportunistic routing
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CH1—θ1=θ, δ1=δ

S D

P1 PNP2 ...

1 batch

1 hop

Prob{ channel i is available }=θ

Prob{successfully tx 1 pkt over 1 available channel} = δ =1-p

CH2—θ2=θ, δ2=δ

CHK—θK=θ, δK=δ

.

.

.

Figure 4.1: System model: N packets in a batch ready to be sent from S to D, with K

potential channels in the channel pool

algorithms [39, 49]. The analysis of batch transmission over multiple channels between

such a single-hop communication pair in a CRN, can provide an insight into how fast a

batch of packets can be transmitted one hop in a multi-hop network. It also can provide a

starting point for the performance analysis of network coding based opportunistic routing

schemes. This single-hop analysis will be extended in future work to multi-hop networks

to help design and get a better understanding of network coding based opportunistic

routing in multi-channel CRNs.

Before analysing the batch delay, we need to describe how the N packets could be trans-

mitted over a single-hop multi-channel link in a CRN. This is a new challenge emerging

with multiple channel scenarios. For a single channel scenario, we transmit one packet in

each slot and retransmit the packet in the next slot if it is lost, until the transmission of

the entire batch completes. However, when there are multiple channels available, there

are several transmission schemes that can be considered.

In the following, three transmission schemes are discussed that use different transmis-
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sion and retransmission strategies.

4.2.2 Multi-Channel Transmission Schemes

1) Multi-channel ARQ based with Single-copy Retransmission of Lost Packets Scheme

(SC-MARQ)

In the first scheme, multi-channel ARQ [91, 92] is employed for batch transmission.

Different packets are transmitted over different channels, and only single-copies of the lost

packets will be retransmitted. This scheme is referred to as the multi-channel ARQ based

with single-copy retransmission of lost packets scheme (SC-MARQ).

CH1

CH2

CH3

P1 P2

slots T TTT

P3

3 Packets, P1,P2 and P3, to Transmit 

P3

CH4 P2

P2

P1

: packet lost over an available channel

: channel is not available

: packet transmitted successfully

P3

Figure 4.2: An illustration of SC-MARQ scheme

In each time slot, at source node S, k different packets are transmitted over k different

available channels, and single-copies of the m lost packets will be retransmitted over m

channels in the next time slot if m transmission failures happen. The scheme is illustrated
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as in Figure 4.2.

2) Multi-channel ARQ based with Multi-copy Retransmission of Lost Packets Scheme

(MC-MARQ)

In the second scheme, different packets are transmitted over different channels; but lost

packets together with packets left in the buffer will be transmitted over all the available

channels, which mean some lost packets may be retransmitted with multiple duplicated

copies. This scheme is referred to as the multi-channel ARQ based with multi-copy re-

transmission of lost packets scheme (MC-MARQ).

CH1

CH2

CH3

P1 P2

slots T TTT

P3

P2

3 Packets, P1,P2 and P3, to Transmit 

CH4 P2 P3

P2

P1

: packet lost over an available channel

: channel is not available

: packet transmitted successfully

P3

P3

Figure 4.3: An illustration of MC-MARQ scheme

In each slot, at source node S, k different packets are transmitted over all the k

different available channels, and all the k available channels will be used for retransmission

of m lost packets (and packets are not transmitted yet). Some of the m lost packets

could be retransmitted with multiple duplicated copies over multiple channels. Figure 4.3

illustrates this transmission scheme.
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In this scheme, channel resources are fully exploited for retransmission of lost packets.

3) Random Linear Coding based Multi-channel Transmission Scheme (RLC-MCT)

In the third scheme, before transmission, the original packets in a batch are randomly

coded as in [39]. Every coded packet is a random linear combination of the original

packets in a batch. The coefficients of the combination are drawn uniformly from a finite

field. The probability of selecting linearly dependent combinations is negligible over a

sufficiently large field [104]. Then different coded packets are transmitted over different

multiple available channels. The source node does not care about packet loss and it keeps

coding new packets and transmitting them in each slot until it receives an ACK from the

destination. The ACK will be sent from the destination when it gets enough (number

of packets in a batch) independent packets to decode the whole batch. This scheme is

referred to as the random linear coding based multi-channel transmission scheme (RLC-

MCT ).

CH1

CH2

CH3

PA PC

slots T TTT

PD

PE

3 Packets, P1,P2 and P3, to Transmit 

CH4 PB

PB

PA

: packet lost over an available channel

: channel is not available

: packet transmitted successfully

PA,…,PF are coded from 

P1, P2 and P3

PF

Figure 4.4: An illustration of RLC-MCT scheme
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In each slot, at source node S, k different coded packets, coded from the N original

packets, are transmitted over all the k different available channels. Node S will keep

coding and transmitting k new packets in each time slot until it receives a batch ACK

message from node D, which is sent when node D obtains N independent packets to decode

the entire batch. Figure 4.4 shows an example of this scheme.

In essence, transmitting new coded packets for the same batch until a batch ACK is

received by the source node is another way to achieve retransmission. This scheme utilizes

channel resources more efficiently.

In SC-MARQ and MC-MARQ, destination node D sends an ACK message for every

packet in the batch, but in RLC-MCT, destination node D only sends one ACK when it

receives the entire batch.

4.3 Batch Delay Analysis for Different Schemes

Three different multi-channel schemes for batch transmission in CRNs have been in-

troduced in the previous section. In this section, we will provide theoretical analysis of

batch transmission delay associated with these three transmission schemes.

Working in CRNs, when source node S attempts to transmit packets to destination

node D: S first checks how many channels are available and then transmits packets accord-

ing to different schemes, given these available channels. We would like to first introduce

four probabilities associated with the batch transmission process.

• P (k)
(K), the probability that k channels are available, given that there are K potential

channels in the channel pool.

• P (k)
i/n , the probability that destination node D receives i effective packets when source

node S transmits n effective packets out to destination node D, given that k channels

are available.
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• Pi/k = P
(k)
i/k , when the number of effective packets is the same as the number of

available channels, the superscript part for the number of available channels can be

dropped.

• P (K)
i,n , the probability that destination node D receives i effective packets when source

node S attempts to transmits n effective packets, given that there are totally K

potential channels in the channel pool.

“Effective packets” are judged by information carried by packets to the destination

node. In SC-MARQ, all the k (or less) packets transmitted are different, they carry k-

packet information, and thus they are counted as k effective packets ; In MC-MARQ, if

only m (m ≤ k) different packets, but with (k-m) duplicated multiple copies of some of the

m packets, are transmitted over k available channels, they carry m-packet information,

and thus they are counted as m effective packets ; In RLC-MCT, k coded packets are

coded from N original packets. If the number of received packets at the destination is

larger than (N-k), there must be some packets in the k coded packets linearly dependent

with the received packets. Only the total number of packets independent to the received

packets is counted, say J, the k packets carry J-packet information to the destination,

and thus they are counted as J effective packets.

The probabilities P
(k)
(K) and Pi/k are given as:

P
(k)
(K) = Ck

Kθ
k(1− θ)K−k (4.1)

Pi/k = Ci
kδ
i(1− δ)k−i (4.2)

The probabilities P
(k)
i/n and P

(K)
i,n depend on the different transmission schemes and are

accordingly denoted as
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P
(k)
i/n =


PA

(k)
i/n, for SC −MARQ Scheme

PB
(k)
i/n, for MC −MARQ Scheme

PC
(k)
i/n, for RLC −MCT Scheme

(4.3)

P
(K)
i,n =


PA

(K)
i,n , for SC −MARQ Scheme

PB
(K)
i,n , for MC −MARQ Scheme

PC
(K)
i,n , for RLC −MCT Scheme

(4.4)

Moreover, T
(K)
n denotes the delay that S transmits n packets to D, given that there are

totally K potential channels in the channel pool. The transmission delays T
(K)
n associated

with different transmission scheme are denoted as

T (K)
n =


TA

(K)
n , for SC −MARQ Scheme

TB
(K)
n , for MC −MARQ Scheme

TC
(K)
n , for RLC −MCT Scheme

(4.5)

For a batch consisting of N packets, consequently, the batch delay is T
(K)
N .

4.3.1 Batch Delay in a General Form: n-packets-over-K-potential-

channels

In this subsection, we provide a general form solution of the batch delay associated

with the three transmission schemes. Then we derive related probabilities for the different

schemes. The flow chart of the batch transmission process is described in Figure 4.5 with

a case of 4-packet batch over 4 potential channels.
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Figure 4.5: Transmission of 4-packet batch over 4 potential channels
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When n ≤ K, the transmission delay can be given as

T (K)
n =

1

1− P (K)
0,n

[P (K)
n,n T

+ P
(K)
n−1,n(T + T

(K)
1 )

+ P
(K)
n−2,n(T + T

(K)
2 )

...

+ P
(K)
2,n (T + T

(K)
n−2)

+ P
(K)
1,n (T + T

(K)
n−1)] +

P
(K)
0,n

1− P (K)
0,n

T

(4.6)

where T
(K)
1 = 1

1−PK
0,1
T .

When n > K, the transmission delay can be given as

T (K)
n =

1

1− P0,K

[PK,K(T + T
(K)
n−K)

+ PK−1,K(T + T
(K)
n−(K−1))

+ PK−2,K(T + T
(K)
n−(K−2))

...

+ P2,K(T + T
(K)
n−2)

+ P1,K(T + T
(K)
n−1)] +

P0,K

1− P0,K

T

(4.7)

where Pi,K = P
(K)
i,K .

For n ≤ K, we can derive a general form for P
(K)
i,n as:

P
(K)
i,n =

K∑
k=n

P
(k)
(K)P

(k)
i/n +

n−1∑
k=i

P
(k)
(K)P

(k)
i/k (4.8)

Due to P
(k)
i/k = Pi/k, it can be obtained via equation (4.2). We get P

(K)
i,n via equation
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(4.8) and further get T
(K)
n via equations (4.6) and (4.7). Now we need to derive P

(k)
i/n in

the first item of the right part in equation (4.8) for n ≤ k ≤ K.

For SC-MARQ:

In this scheme, when there are n packets, they are transmitted on n available chan-

nels without any duplicated packets. Therefore, the probability that destination node D

receives i effective packets when source node S transmits n packets can be calculated as

below.

P
(k)
i/n = PA

(k)
i/n = Ci

nP1/1
iP0/1

n−i = Ci
nδ

i(1− δ)n−i (4.9)

For MC-MARQ:

When we have n packets and k available channels (n ≤ k), we allocate channels for

packets in a balanced way, the sth packet will be transmitted over ks channels.

Let r = k mod n. If r = 0, we have ks = k/n. To receive i effective packets, the

destination node has to receive i different packets. For each effective packet, it has k/n

duplicated copies transmitted. The effective packet will be successfully received if any of

the k/n copies is received. Thus we have

P
(k)
i/n = PB

(k)
i/n = Ci

n(PB
(k/n)
1/1 )

i
(PB

(k/n)
0/1 )

n−i
(4.10)

where PB
(k/n)
0/1 = P0/1

k/n = (1− δ)k/n and PB
(k/n)
1/1 = 1− P0/1

k/n = 1− (1− δ)k/n.

If r > 0, we have the number of available channels that are allocated to the sth packet,

ks =


⌊
k
n

⌋
+ 1, 1 ≤ s ≤ r⌊
k
n

⌋
, s > r

(4.11)

For packets 1, 2, ..., r, they are transmitted in k1 copies, while packets r+1, r+2, ...,

n are transmitted in kn copies. For the i effective packets, they can be a combination of j
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packets from the first r packets and i-j packets from the last n-r packets. The value range

of j depends on the relationship among i, r, and n-r. And thus we have P
(k)
i/n as follows.

(1) i ≤ min(r, n−r). In this case, all the i packets can be chosen among packets 1,...,r,

or packets r+1,..., n. Therefore we have the range of j, 0 ≤ j ≤ i.

P
(k)
i/n = PB

(k)
i/n =

i∑
j=0

[Cj
r (PB

(k1)
1/1 )

j
(PB

(k1)
0/1 )

r−j
][Ci−j

n−r(PB
(kn)
1/1 )

i−j
(PB

(kn)
0/1 )

n−r−(i−j)
] (4.12)

(2) min(r, n− r) < i ≤ max(r, n− r). In this case, the i packets cannot be chosen only

from the group with the smaller number of packets. There are two subcases in this case.

a) r < n− r, then r < i ≤ n− r. In this case, there are at most r of the i packets from

the first r packets.

P
(k)
i/n = PB

(k)
i/n =

r∑
j=0

[Cj
r (PB

(k1)
1/1 )

j
(PB

(k1)
0/1 )

r−j
][Ci−j

n−r(PB
(kn)
1/1 )

i−j
(PB

(kn)
0/1 )

n−r−(i−j)
] (4.13)

b) r > n− r, then n− r < i ≤ r. In this case, there are at least i-(n-r) packets of the

packets from the first r packet, considering that there are at most n-r packets from the

last n-r packets.

P
(k)
i/n = PB

(k)
i/n =

i∑
i−(n−r)

[Cj
r (PB

(k1)
1/1 )

j
(PB

(k1)
0/1 )

r−j
][Ci−j

n−r(PB
(kn)
1/1 )

i−j
(PB

(kn)
0/1 )

n−r−(i−j)
]

(4.14)

(3) max(r, n − r) < i ≤ n. In this case, neither the first r packets nor the last n-r

packets can provide all the i packets. So there are at least i-(n-r) and at most r packets

from the first r packets.

P
(k)
i/n = PB

(k)
i/n =

r∑
i−(n−r)

[Cj
r (PB

(k1)
1/1 )

j
(PB

(k1)
0/1 )

r−j
][Ci−j

n−r(PB
(kn)
1/1 )

i−j
(PB

(kn)
0/1 )

n−r−(i−j)
]

(4.15)
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For probabilities PB
(k1)
0/1 , PB

(k1)
1/1 , PB

(kn)
0/1 , and PB

(kn)
1/1 in equations (4.12)-(4.15), they

can be calculated as follows.

PB
(k1)
0/1 = P0/1

k1 = (1− δ)k1 (4.16)

PB
(k1)
1/1 = 1− P0/1

k1 = 1− (1− δ)k1 (4.17)

PB
(kn)
0/1 = P0/1

kn = (1− δ)kn (4.18)

PB
(kn)
1/1 = 1− P0/1

kn = 1− (1− δ)kn (4.19)

For RLC-MCT:

If there are only n effective packets information carried in k coded packets, any j ≥ n

coded packets received are equivalent to n effective packets while any j < n coded packets

received are j effective packets. Thus we have

P
(k)
i/n = PC

(k)
i/n =


PC

(k)
n/n =

k∑
j=n

PC
(k)
j/k =

k∑
j=n

Pj/k, i = n

PC
(k)
i/n = Pi/k, i < n

(4.20)

Now we have obtained P
(k)
i/n for SC-MARQ, MC-MARQ and RLC-MCT, further we

can get P
(K)
i,n via equation (4.8) and finally we can get all the batch delay via equations

(4.6) and (4.7), letting n = N .

4.3.2 Illustration of Batch Delay Derivation

In this part, we use two examples to illustrate and verify the derivation of the batch

delay in the previous subsection.

1) Case I: 2-packets-over-4-potential-channels (n ≤ K)
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The transmission process of 2 packets over 4 potential channels can be described via

the flow chart in Figure 4.6. For the analysis to obtain the batch delay in a similar form

to equation (4.6), the flow chart in Figure 4.6 can be redrawn as in Figure 4.7.

When there are 2 packets to be transmitted, no matter which transmission scheme is

employed, there are three results after one time slot:

a) The destination node receives 2 effective packets and the transmission is completed.

The transmission uses a time of T.

b) The destination node only receives 1 effective packet and the other packet needs to

be transmitted, which will take T
(4)
1 .

c) The destination does not receive any packet and the transmission goes to the starting

point and needs to transmit the 2 packets.

According to the flow chart in Figure 4.7 and the definition of the probabilityP
(K)
i,n , we

have the transmission delay for 2 packets as

T
(4)
2 = [P

(4)
2,2 T + P

(4)
1,2 (T + T

(4)
1 )]

+ P
(4)
0,2 {T + [P

(4)
2,2 T + P

(4)
1,2 (T + T

(4)
1 )]

+ P
(4)
0,2 {T + [P

(4)
2,2 T + P

(4)
1,2 (T + T

(4)
1 )]

+ P
(4)
0,2 {T + [...

=
1

1− P (4)
0,2

[P
(4)
2,2 T

+ P
(4)
1,2 (T + T

(4)
1 )] +

P
(4)
0,2

1− P (4)
0,2

T

(4.21)

The last equation in equation (4.21) is in a similar form to equation (4.6) for n = 2

and K = 4.

For T
(4)
1 , we have

T
(4)
1 =

1

1− P (4)
0,1

T =
1

P
(4)
1,1

T (4.22)

where P
(4)
1,1 = P

(4)
(4)P

(4)
1/1+P

(3)
(4)P

(3)
1/1+P

(2)
(4)P

(2)
1/1+P

(1)
(4)P

(1)
1/1. The probability P

(k)
(4) (k = 1, 2, 3, 4)
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Figure 4.6: Transmission of 2 packets over 4 potential channels
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can be calculated with equation (4.1) for P
(k)
(K). The probability P

(k)
1/1 (k = 1, 2, 3, 4) for

different transmission scheme can be calculated as follows.

For SC-MARQ,

P
(4)
1/1 = P

(3)
1/1 = P

(2)
1/1 = P

(1)
1/1 = P1/1 = δ (4.23)

For MC-MARQ,

P
(k)
1/1 = PB

(k)
1/1 = 1− P0/1

k = 1− (1− δ)k, k = 1, 2, 3, 4 (4.24)

For RLC-MCT,

P
(k)
1/1 = PC

(k)
1/1 = 1− P0/1

k = 1− (1− δ)k, k = 1, 2, 3, 4 (4.25)

By now, we can calculate the value of T
(4)
1 in equation (4.22) with the above equations.

For the probability P
(4)
i,2 (i = 0, 1, 2) in equation (4.21), we can calculate it as follows.

P
(4)
2,2 = P

(4)
(4)P

(4)
2/2 + P

(3)
(4)P

(3)
2/2 + P

(2)
(4)P2/2

= P
(4)
(4)P

(4)
2/2 + P

(3)
(4)P

(3)
2/2 + P

(2)
(4)P

(2)
2/2

=
4∑

k=2

P
(k)
(4) P

(k)
2/2

(4.26)

In equation (4.26), the first line can be verified via the flow chart in Figure 4.7. The

first line goes to the second line because Pi/k = P
(k)
i/k . The last line is in a form similar to

equation (4.8) by subsisting i = 2, n = 2 and K = 4 (There is no second item because

i = n.)

P
(4)
1,2 = P

(4)
(4)P

(4)
1/2 + P

(3)
(4)P

(3)
1/2 + P

(2)
(4)P1/2 + P

(1)
(4)P1/1

= P
(4)
(4)P

(4)
1/2 + P

(3)
(4)P

(3)
1/2 + P

(2)
(4)P

(2)
1/2 + P

(1)
(4)P

(1)
1/1

=
4∑

k=2

P
(k)
(4) P

(k)
1/2 +

2−1∑
k=1

P
(1)
(4)P

(k)
1/k

(4.27)



84
Chapter 4. Efficient Data Transmission with Random Linear Coding in Multi-Channel

Cognitive Radio Networks

In equation (4.27), the first line can also be verified via the flow chart in Figure 4.7.

The last line is in a form similar to equation (4.8) by subsisting i = 1, n = 2 and K = 4.

P
(4)
0,2 = P

(4)
(4)P

(4)
0/2 + P

(3)
(4)P

(3)
0/2 + P

(2)
(4)P0/2 + P

(1)
(4)P0/1 + P

(0)
(4)

= P
(4)
(4)P

(4)
0/2 + P

(3)
(4)P

(3)
0/2 + P

(2)
(4)P

(2)
0/2 + P

(1)
(4)P

(1)
0/1 + P

(0)
(4)P

(0)
0/0

=
4∑

k=2

P
(k)
(4) P

(k)
0/2 +

2−1∑
k=0

P
(k)
(4) P

(k)
0/k

(4.28)

In equation (4.28), the first line goes to the second line because P
(0)
0/0 = 1. The last

line is in a form similar to equation (4.8) by subsisting i = 0, n = 2 and K = 4.

In summary, with equations (4.26)-(4.28), we illustrated how equation (4.8) can be

derived. Now we derive P
(k)
i/2 for 2 ≤ k ≤ 4 associated with the different transmission

schemes.

For SC-MARQ:

Since only single copies of different packets are transmitted, the 2 packets are trans-

mitted over 2 channels as two effective packets. Thus we have

P
(k)
2/2 = PA

(k)
2/2 = PA

(2)
2/2 = C2

2P1/1
2P0/1

0 = C2
2δ

2(1− δ)0 (4.29)

P
(k)
1/2 = PA

(k)
1/2 = PA

(2)
1/2 = C1

2P1/1P0/1 = C1
2δ(1− δ) (4.30)

P
(k)
0/2 = PA

(k)
0/2 = PA

(2)
0/2 = C0

2P1/1
0P0/1

2 = C0
2δ

0(1− δ)2 (4.31)

Equations (4.29)-(4.31) can be rewritten in a more general form as

P
(k)
i/2 = PA

(k)
i/2 = PA

(2)
i/2 = Ci

2P1/1
iP0/1

2−i = Ci
2δ
i(1− δ)2−i (4.32)

Equation (4.32) is in a similar form to equation (4.9).

For MC-MARQ:
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In this scheme, if there are more available channels than packets, some packets will be

transmitted with duplicated copies.

For k = 2, the 2 packets are transmitted on the 2 channels, without any duplication.

Hence we have,

P
(2)
i/2 = PB

(2)
i/2 = Pi/2 = Ci

2δ
i(1− δ)2−i (4.33)

For k = 3, the first packet is transmitted on 2 channels with duplication and the

second packet is transmit on 1 channel.

P
(3)
0/2 = PB

(3)
0/2 = PB

(2)
0/1PB

(1)
0/1

= P0/1
2P0/1

= (1− δ)2(1− δ)

= (1− δ)3

(4.34)

P
(3)
1/2 = PB

(3)
1/2 = PB

(2)
1/1PB

(1)
0/1 + PB

(2)
0/1PB

(1)
1/1

= (1− P0/1
2)P0/1 + P0/1

2(1− P0/1)

= (1− (1− δ)2)(1− δ) + (1− δ)2δ

(4.35)

P
(3)
2/2 = PB

(3)
2/2 = PB

(2)
1/1PB

(1)
1/1

= (1− P0/1
2)(1− P0/1)

= (1− (1− δ)2)δ

(4.36)

For k = 4, each of the 2 packets are transmitted on 2 channels with duplication.

P
(4)
i/2 = PB

(4)
i/2 = Ci

2(PB
(2)
1/1)

i
(PB

(2)
0/1)

2−i

= Ci
2(1− P0/1

2)
i
(P0/1

2)
2−i

= Ci
2(1− (1− δ)2)i(1− δ)2(2−i)

(4.37)
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For RLC-MCT:

In this scheme, the 2 packets will be coded into k different packets and will be trans-

mitted on k channels. With coding, any j ≤ 2 coded packets are j effective packets. If

there are more than 2 packets received, due to linear dependency, there are still only 2

effective packets.

P
(k)
0/2 = PC

(k)
0/2 = P0/k (4.38)

P
(k)
1/2 = PC

(k)
1/2 = P1/k (4.39)

P
(k)
2/2 = PC

(k)
2/2 = P2/k + ...+ Pk/k =

k∑
j=2

Pj/k (4.40)

With equations (4.38)-(4.40), we have

P
(k)
i/n = PC

(k)
i/n =


PC

(k)
2/2 =

k∑
j=2

Pj/k, i = 2

PC
(k)
i/2 = Pi/k, i < 2

(4.41)

Equation (4.41) is in a similar form to equation (4.20).

2) Case II: 8-packets-over-4-potential-channels (n > K)

The transmission process of a 8-packet batch over 4 potential channels can be described

via the flow chart in Figure 4.8. For the analysis to obtain the batch delay in a similar

form to equation (4.7), the flow chart in Figure 4.8 can be redrawn as in Figure 4.9.

When there are 8 packets to be transmitted, no matter which transmission scheme is

employed, at most 4 packets can transmitted over 4 channels and there are five results

after one time slot:

a) The destination node receives 4 effective packets and the other 4 packet needs to

be transmitted, which will take T
(4)
4 .



4.3 Batch Delay Analysis for Different Schemes 87

b) The destination node only receives 3 effective packets and the other 5 packet needs

to be transmitted, which will take T
(4)
5 .

c) The destination node only receives 2 effective packets and the other 6 packet needs

to be transmitted, which will take T
(4)
6 .

d) The destination node only receives 1 effective packet and the other 8 packet needs

to be transmitted, which will take T
(4)
7 .

e) The destination does not receive any packet and the transmission goes to the starting

point and needs to transmit the 8 packets.

According to the flow chart in Figure 4.9 and the definition of the probability P
(K)
i,n ,

similarly to case I, we have the transmission delay for 8 packets as

T
(4)
8 = [P

(4)
4,4 (T + T

(4)
4 ) + P

(4)
3,4 (T + T

(4)
5 ) + P

(4)
2,4 (T + T

(4)
6 ) + P

(4)
1,4 (T + T

(7)
7 )]

+ P
(4)
0,4 {T + [P

(4)
4,4 (T + T

(4)
4 ) + P

(4)
3,4 (T + T

(4)
5 ) + P

(4)
2,4 (T + T

(4)
6 )

+ P
(4)
1,4 (T + T

(7)
7 )]

+ P
(4)
0,4 {T + [...

=
1

1− P (4)
0,4

[P
(4)
4,4 (T + T

(4)
4 )

+ P
(4)
3,4 (T + T

(4)
5 )

+ P
(4)
2,4 (T + T

(4)
6 )

+ P
(4)
1,4 (T + T

(7)
7 )] +

P
(4)
0,4

1− P (4)
0,4

T

(4.42)

Equation (4.42) is in a similar form to equation (4.7). Probability P
(4)
i,4 can be calcu-

lated with equation (4.8). Transmission delay T
(4)
4 can be calculated with equation (4.6),

and then T
(4)
5 , T

(4)
6 , T

(4)
7 can be calculated in a similar way as equation (4.42).

In summary, through case I and case II, we have illustrated the derivation of the batch

transmission delay for the different schemes.
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Figure 4.8: Transmission of 8 packets over 4 potential channels
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Figure 4.9: Analysis flow chart of 8 packets over 4 potential channels
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4.4 Performance Evaluation

In this section, we first verify the theoretical analysis presented in the last section using

simulation. Then we compare performance of the three transmission schemes, SC-MARQ,

MC-MARQ and RLC-MCT.

In the simulation, whether a channel is available in each slot is controlled via a random

variable following the Bernoulli distribution with the probability of channel availability,

θ; whether a packet, transmitted over an available channel, can be received successfully

in each slot is controlled via another random variable following the Bernoulli distribution

with the packet successful transmission probability, δ. In each slot, the source node

first checks which channels are available; then it will transmit packets over the available

channels under a chosen transmission scheme; at the end of each slot, it checks whether

the packets are successfully received. In SC-MARQ and MC-MARQ schemes, packets

are ACKed for every packet in a batch, while in RLC-MCT, packets are ACKed only

when the entire batch of packets is received. The simulation is conducted with Matlab

programming.

4.4.1 Theoretical Analysis Verification via Simulation

To verify the theoretical analysis, we simulated batch transmissions with the three

schemes in two scenarios (different batch sizes) with different probabilities of channel

availability: 1) 2-packet-batch-over-4-potential-channels (i.e. N ≤ K), with probability

of channel availability set to be 1, 0.5, and 0.2; 2) 8-packet-batch-over-4-potential-channels

(i.e. N > K) and with probability of channel availability also set to be 1, 0.5, and 0.2.

The results for both scenarios are shown in Figures 4.10-4.12 and Figures 4.13-4.15

respectively. Also, we simulated these schemes in other batch sizes and other numbers of

potential channels but the results are not provided here due to limited space.
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Figure 4.10: Batch delay as a function of packet loss probability with different proba-

bilities of channel availability: 2-packet-batch-over-4-potential-channels, θ = 1
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Figure 4.11: Batch delay as a function of packet loss probability with different proba-

bilities of channel availability: 2-packet-batch-over-4-potential-channels, θ = 0.5
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Figure 4.12: Batch delay as a function of packet loss probability with different proba-

bilities of channel availability: 2-packet-batch-over-4-potential-channels, θ = 0.2
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Figure 4.13: Batch delay as a function of packet loss probability with different proba-

bilities of channel availability: 8-packet-batch-over-4-potential-channels, θ = 1
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Figure 4.14: Batch delay as a function of packet loss probability with different proba-

bilities of channel availability: 8-packet-batch-over-4-potential-channels, θ = 0.5
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Figure 4.15: Batch delay as a function of packet loss probability with different proba-

bilities of channel availability: 8-packet-batch-over-4-potential-channels, θ = 0.2
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The simulation results from all the scenarios with different settings match well with the

analysis. In Figures 4.10-4.12 and Figures 4.13-4.15, it is shown that the 95% confidence

intervals are very small and all the analyzed values are covered by the corresponding

confidence intervals of the simulated values.

4.4.2 Performance Comparison among SC-MARQ, MC-MARQ

and RLC-MCT

In general, it is shown that, the batch delay performance of RLC-MCT outperforms

that of the other two schemes, SC-MARQ and MC-MARQ, based on all the results from

both batch size scenarios with different probabilities of channel availability and different

probabilities of packet successful transmission, in Figures 4.10-4.12 and Figures 4.13-4.15,

except when the channel is perfect (Packet loss probability is 0).

In Figures 4.10-4.12, to make the comparison clearer, all the curves are drawn with

the same ranges for the X axis and the Y axis.

In Figure 4.10, it can be seen that, the batch delay performance gap between RLC-

MCT and SC-MARQ is obvious and it gets larger as packet loss probability increases

from 0 to 0.9. The reason behind this is that, RLC-MCT retransmits lost packets (via

transmitting new coded packets) fully exploiting multiple channels, while SC-MARQ only

retransmits single copies of m lost packet. There are very few multi-channel benefits

for retransmission under SC-MARQ, which becomes more obvious with worse channel

conditions.

The gap between RLC-MCT and MC-MARQ is small, but RLC-MCT is always bet-

ter than MC-MARQ. When m lost packets are retransmitted, some of the lost packets

are retransmitted with multiple duplicated copies, which makes the retransmission more

robust. This is why MC-MARQ outperforms SC-MARQ.

However, any m of the k packets are different under RLC-MCT, but there may be
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duplicated copies in any m of the k packets under MC-MARQ in each slot during retrans-

mission. Thus the number of effective packets received in MC-MARQ could be less than

m, even when the number of packets received is larger than m; but the number of effective

packets received in RLC-MCT is m if the number of packets received is not less than m.

In spite of the small delay gap between the two schemes, RLC-MCT requires only one

ACK for a batch while MC-MARQ requires an ACK for every packet in the batch.

Similar results can be observed in Figure 4.11 and Figure 4.12. Moreover, when there

are fewer available channels, the difference among all the packets transmitted becomes

smaller and thus the gaps between the different schemes also become smaller.

Similar results can be found in Figures 4.13-4.15 as in Figures 4.10-4.12, but with a

larger batch delay due to a bigger batch size.

In a summary, the analytical results are validated by the simulation. The batch delay

performance of RLC-MCT outperforms that of SC-MARQ and MC-MARQ. Moreover,

RLC-MCT requires only one ACK for a batch while SC-MARQ and MC-MARQ require

ACKs for every packet in the batch.

4.5 Summary

In this chapter, we proposed a random linear coded scheme for efficient data transmis-

sion in multi-channel CRNs. We provided theoretical analysis and derived general form

solutions of the batch delay associated with the proposed scheme and two multi-channel

ARQ based schemes in a single-hop CRN. Analytical results, validated by simulations,

show that batch delay of the coded scheme (RLC-MCT) is lower than that of the ARQ

based schemes, under different probabilities of channel availability and packet loss proba-

bilities. Moreover RLC-MCT only requires one ACK for the entire batch of packets, while

the ARQ based schemes need an ACK for every packet. Such low dependence on feedback
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channels makes RLC-MCT more suitable to work in the dynamic spectrum environment

in CRNs.

In the next chapter, we are going to extend such multi-channel batch transmission

schemes to two-hop CRNs and make further analysis for the two-hop transmission in

CRNs working in highly dynamic spectrum environments.



Chapter 5

Network Coding Based Transmission

in Two-Hop Multi-Channel

Cognitive Radio Networks

5.1 Overview

In cognitive radio networks, there is no guarantee on the availability of spectrum for

the opportunistic communications between cognitive radio users. Transmission design

plays an important role in leveraging the benefits of CRNs. In previous chapters, an

opportunistic routing algorithm was designed for multi-hop data transmission in multi-

channel CRNs with fast varying spectrum availability. A key component in the proposed

opportunistic routing algorithm is batch transmission, where packets are transmitted in

group (batch) from the source node. In a transmitted batch of packets, no packets can

be recovered until the entire batch of packets is received by the destination node. The

performance of batch transmission is crucial to the performance of the opportunistic

routing algorithm for the multi-hop data transmission. Therefore, batch transmission

97



98
Chapter 5. Network Coding Based Transmission in Two-Hop Multi-Channel Cognitive

Radio Networks

should be well designed and the performance of batch transmission should be carefully

examined in a dynamic cognitive radio environment.

In this chapter, we focus on data transmission in 2-hop multi-channel CRNs with lossy

channels. We propose an efficient batch transmission scheme, the Opportunistic Rout-

ing combining Different packets over Multi-channel with network Coding (OR DM-C)

scheme. The OR DM-C scheme exploits both packet forwarding and overhearing for data

transmission by broadcasting different coded packets over multiple dynamically available

channels. We derive network performance measures in terms of batch transmission delay

for the proposed scheme. Batch transmission delay provides a better insight into the data

transmission capability for network coding based opportunistic routing algorithm than

simple packet link delay, because no packets can be processed before the entire batch

is received by the destination node. The batch delay analysis in a 2-hop CRN provides

initial insights into the more complicated CRNs. Two other schemes are also analyzed for

comparison, namely, Opportunistic Routing combining Same packet over Multi-channel

(OR SM) scheme, which is employed in MSAOR [85], and a Traditional Routing strategy

combining Different packets over Multi-channel with Multi-copy retransmission (TR DM-

M) scheme. Our analyses, validated by simulations, show that OR DM-C outperforms

the other two schemes in various network settings, and it reduces batch delay by up to

60%.

The rest of this chapter is organized as follows. In Section 5.2, we introduce the

system model and the three 2-hop transmission schemes. The batch transmission delay

associated with these three transmission schemes is derived in Section 5.3. In Section

5.4 the performance of these schemes is compared using validated analytical results. The

work is summarized in the last section.
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5.2 System Model and Transmission Schemes

5.2.1 System Model

We consider a 2-hop multi-channel CRN in a lossy wireless environment such as in

Figure 5.1. There are three CR nodes in the network: S, R and D. There is a batch of

N packets in the buffer of the source node S ready to be sent to the destination node D.

Node R can serve as a forwarder for the packets transmitted from node S to node D.

We assume that there are totallyK potential channels {ch1, ch2, ..., chK} in the system.

However, due to primary users’ activities, these potential channels may be not available

and the probability that a channel chi is available is denoted as θi . Thus in each time slot

the number of available channels can be denoted as k ( k ∈ {0, 1, ..., K}), which could be

different in different time slots. In addition, due to channel fading, transmission between

nodes can experience failure. The transmission success probabilities between nodes S

and R, R and D over chi are denoted as δ
(i)
SR and δ

(i)
RD, respectively. Moreover, packets

transmitted from node S to node R on chi may be overheard by node D with a probability

of δ
(i)
SD.

Each CR node is equipped with multiple radios which enable CR nodes to work on

multiple channels at the same time. Each radio works in a half-duplex way over a channel

and thus nodes can only either transmit or receive packets on a given available channel.

A packet received in a slot cannot be transmitted in the same slot.

We assume that the CRN works in a slotted way. The duration of each time slot is T .

The length of the packets transmitted in the CRN is deterministic and a CR node can

transmit only one packet in a slot if it successfully accesses an available channel.

Our goal is to determine how long the batch (transmission) delay is. The batch (trans-

mission) delay is defined as the time starting from the first attempt of the source node

to look for an available channel to transmit packets in this batch until the entire batch
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S D

P1 P8P2 ...

1 batch

Prob{ channel i is available }=θ
Prob{successfully tx 1 pkt from S to R over 1 available channel} = δSR

=1-pSR

CH1—θ1=θ, δ1=δSD

CH2—θ2=θ, δ2=δSD

CH3—θ3=θ, δ3=δSD

CH4—θ4=θ, δ4=δSD

R

CH1—
θ1=θ,δ

1=δSR

CH2—
θ2=θ,δ

2=δSR

CH3—
θ3=θ,δ

3=δSR

CH4—
θ4=θ,

δ4=δSR

CH1—θ1=θ,δ1=δRD

CH2—θ2=θ,δ2=δRD

CH3—θ3=θ,δ3=δRD

CH4—θ4=θ, δ4=δRD

(overhearing)

Figure 5.1: System model: 8-packet batch ready to be sent from S to D via R. Node

D may overhear the packets sent from S to R. There are 4 potential channels, and their
availabilities depend on primary users’ activities. Packet transmission between two nodes
over one channel is with a given transmission success probability.

(i.e. all N packets in the batch) is received by the destination node.

Before investigating batch delay, we would like to introduce three different data trans-

mission schemes in single-hop multi-channel CRNs. Then these single-hop transmission
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schemes will be extended to 2-hop multi-channel CRNs, combined with different routing

strategies.

5.2.2 Single-Hop Multi-Channel Data Transmission Schemes

1) Same Packet over Multi-Channel (SM)

In this scheme, multiple copies of the same packet are attempted to transmit over all

available channels between the source node and the destination node within one hop. This

scheme is referred to as same packet over multi-channel scheme (SM). In this scheme, a

packet can be transmitted in minimum time compared to the single channel scheme.

2) Different Packets over Multi-Channel with Multi-Copy Retransmission of Lost Pack-

ets (DM-M)

In this scheme, different packets are transmitted over different available channels. If

some packets are lost in one slot, they will be retransmitted in the next slot over all the

available channels. This means that some of these lost packets may be retransmitted with

multiple copies. This scheme is referred to as different packets over multi-channel with

multi-copy retransmission of lost packets scheme (DM-M). It is similar to MC-MARQ in

Chapter 4.

3) Different Packets over Multi-Channel with Network Coding (DM-C)

In this scheme, before packets are transmitted, the original packets are coded with

a linear random code vector as in [39]. Such coded packets are then transmitted over

different available channels. The source node will keep sending new coded packets until it

receives the batch ACK message from the destination node. When the destination node

receives enough independent coded packets to decode the batch, an ACK message is sent

to the source node. This scheme is referred to as different packets over multi-channel with

network coding scheme (DM-C). It is similar to RLC-MCT in Chapter 4.
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5.2.3 Two-Hop Multi-Channel Data Transmission Schemes

1) SM combined with opportunistic routing (OR SM)

This is the same as the batch transmission scheme in the multi-channel spectrum

aware opportunistic routing (MSAOR) algorithm in [85]. The algorithm employs network

coding without a coordination requirement for opportunistic routing to reduce duplicated

packets. The work in [85] focused on link delay analysis in the granularity of a packet,

while here we will provide an insight to batch transmission capability.

2) DM-M combined with traditional routing strategy (TR DM-M)

DM-M exploits multiple channels more efficiently compared to the SM scheme. In

this scheme ACK messages are generated for each packet. This makes it be suitable for

traditional routing transmission. Packets in a batch are transmitted and ACKed per

hop. The source node S transmits different packets to forwarding node R over multiple

available channels in each slot. The packets received by R will be ACKed to S and then

forwarded to the destination node D.

3) DM-C combined with opportunistic routing (OR DM-C)

In this scheme, data transmission explores the benefits from both network coding and

opportunistic routing. Before transmission, the source node S randomly codes original

packets into new coded packets. A coding vector, which indicates the coefficients of the

combination of the original packets, is attached with each coded packet. Then node S

broadcasts different coded packets over different multiple channels in each time slot. The

number of coded packets broadcast in a slot is the same as the number of channels that S

can access, which depends not only on channel availability due to primary users’ activities

but also on channel access contention between the source node S and the relay node R.

When the relay node R receives a packet, it checks if it is an independent packet.

Node R reads the code vector of the new received packet and compares it to those of

the packets received previously. If the packet is independent to the received packets in
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the buffer, node R saves the packet in its buffer. The independency means that the

new received packet carries new packet information of the batch and it is effective and

helpful for batch transmission. If the received packet is not an independent one, it will

be discarded since the packets stored in the buffer of node contain the packet information

of this newly received packet. To make the packet forwarding more efficient, the relay

node only attempts to transmit the same number of new coded packets as the number

of the independent packets received. The new coded packets transmitted are random

combinations of the packets in the buffer of the relay node. When the relay node has

received enough packets (N packets), it will try to keep coding packets and broadcasting

the coded packets using all the available channels not used by the primary users since

transmission success probability from R to D is usually higher than that from S to D.

When the destination node D receives a packet, from either S or R, it checks the

independency of the packet in the same way as the relay node does and only independent

packets are saved in the buffer. Also node D needs to check if it has received enough

independent packets to decode the entire batch. If node D has enough packets in the

buffer, it sends an ACK message to the source node and decodes the received coded

packets to obtain the original packets of the batch.

Once the source node receives the batch ACK message from the destination node, it

will stop transmission of the packets in this batch and it will move to transmit the next

batch.

Usually the size of an ACK message is very small and the loss probability is negligible.

To make the transmission of ACK more robust and faster, same copies of an ACK message

can be transmitted on all the available channels. Further, in a more conservative manner,

the destination node can keep sending ACK messages for a batch until no packets in the

same batch are received in a specific time interval.

By using opportunistic routing, packet overhearing from S to D helps to accelerate
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batch transmission and improve the throughput. By using network coding, global sched-

ulers as in [38] are avoided, which makes CRNs work in a more distributed way. The

OR DM-C is summarized as Algorithm 5.1 in Figure 5.2.

Algorithm 5.1 OR_DM-C

1: Source checks the number of accessible channels, m

2: Source codes m packets and broadcast them over m channels

3: Relay checks independent packets, codes and broadcasts new packets

4: If relay gets enough independent packets in buffer

5: Relay keeps broadcasting packets on all available channels

6: Destination checks and saves independent packets

7: Destination sends ACK when it receives enough packets

8: Source moves to next batch when it receives batch ACK

Figure 5.2: Algorithm 5.1 OR DM-C

5.3 Batch Delay Analysis for Different Transmission

Schemes

In the previous section, we proposed to combine the DM-C single hop transmission

scheme with an opportunistic routing strategy for 2-hop batch transmission in multi-

channel CRNs, namely OR DM-C. We also introduced another two transmission schemes,

OR SM and TR DM-M, for comparison. In this section, we provide some insights to these

three different transmission schemes based on theoretical analysis of batch delay.
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5.3.1 Batch Delay for OR SM

In [85], the author modelled the multi-channel opportunistic CR link as an M/Geo/1

queue with the granularity of packet transmission. Packet based link delay was then

derived based on the M/Geo/1 queue model. However, when combined with opportunistic

routing, data transmission is batch based and no packets can be processed until the

entire batch (N packets) is received. Thus batch transmission delay can provide a better

insight to the batch transmission capability in multi-channel CRNs. Here we analyse

OR SM in terms of batch (transmission) delay to examine the performance of this scheme

theoretically.

Before deriving the batch delay associated with OR SM, we would like to first have a

re-check of the process of batch based data transmission. In a 2-hop CRN, when data is

transmitted with opportunistic routing (OR SM, OR DM-C) schemes, packets received

at the destination node D can be divided into two groups. One group of the packets are

received from the relay node R, and the other group of the packets are overheard from

the source node S directly. Accordingly, the batch transmission process can be divided

into two stages for analysis simplicity: In the first stage, the source node S sends the

entire batch to the set of nodes R and D, {R, D}; in the second stage, the relay node

R sends packets to the destination node D to decode the batch and complete the batch

transmission.

For OR SM, the batch delay can be derived according to the two stage model of batch

transmission as follows.

Stage I: batch transmission from the source node S to node set {R, D}

In this stage, the source node S codes a batch of original packets into one coded packet

and broadcasts it on all the k available channels in each slot. For each coded packet, it

could be received by the relay node R via the link between S and R, linkSR, by the

destination node D via the link between S and D, linkSD, or by both R and D. The two
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links, linkSR and linkSD, compose a virtual link for packet transmission from node S to

the node set {R, D}. A packet transmitted from node S to the node set {S, D} will be

lost only when the transmissions over both links experience failures.

Therefore, the transmission success probability for a packet from S to the node set

{R, D} can be obtained as

δS{R,D} = 1− (1− δSR)(Kθ)(1− δSD)(Kθ) (5.1)

where, we assume the transmission success probabilities between nodes S and R over all

the channels are same, denoted as δSR, and the transmission success probabilities between

S and D over all the channels are the same, denoted as δSD .

Considering that there are totally N packets in a batch and the packet transmission

success probability over the virtual link between node S and node set {R, D} can be

calculated by equation (5.1), we can get the transmission delay (in the number of slots or

assuming T = 1) of a batch from S to {R, D} in the first stage as

DS,I =
N

δS{R,D}

=
N

1− (1− δSR)(Kθ)(1− δSD)(Kθ)

(5.2)

Stage II: packets transmission from the relay node R to the destination node D

In the previous stage, the source node S sent N independent packets to the node set

{R, D} in DS,I . In the same period, the packet transmission success probability over

linkSD is (1− (1− δSD)(Kθ)) and thus node D overheard (1− (1− δSD)(Kθ))DS,I packets

from node S. In stage II node D only needs N − (1 − (1− δSD)(Kθ))DS,I more packets

from R to decode the batch. Considering the packet transmission success probability over

linkRD is (1−(1− δRD)(Kθ)) , as a consequence the transmission delay in the second stage
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is

DS,II =
N − (1− (1− δSD)(Kθ))DS,I

1− (1− δRD)(Kθ)

=
N(1 + (1− δSR)(Kθ))(1− δSD)(Kθ)

(1− (1− δRD)(Kθ))(1− (1− δSR)(Kθ)(1− δSD)(Kθ))

(5.3)

Combining the transmission delays in the two stages with equations (5.2) and (5.3),

we can finally get the expression of the total batch delay for OR SM as

DS = DS,I +DS,II

=
N((1 + (1− δSR)(Kθ))(1− δSD)(Kθ) + 1− (1− δRD)(Kθ))

(1− (1− δRD)(Kθ))(1− (1− δSR)(Kθ)(1− δSD)(Kθ))

(5.4)

5.3.2 Batch Delay for TR DM-M

In TR DM-M, with the traditional routing strategy, packets from the source node S

first are sent to the relay node R, and then these packets are forwarded to the destination

node D. Without coding as in the opportunistic routing schemes, every packet needs to

be acknowledged. The batch transmission delay for this scheme can be derived as follows.

Stage I: N packets from node S to node R

In this stage, the source node S sends different original packets over different multiple

available channels. The packet transmission success probability from node S to node R

over each channel is δSR, and there are k = Kθ available channels. The capacity of the

link between nodes S and R over multiple available channels is k ∗ δSR . As a result, the

transmission delay for the N packets from node S to node R is then (approximately 1)

given by

DM,I =
N

(Kθ) ∗ δSR
(5.5)

Stage II: N packets from node R to node D

1For 2 packets transmitted from S to D in one hop, with each channel having a transmission success

probability a, the transmission time is not 2/(2*a) slots, but [1 + 2a(1−a)
1−(1−a)2) ]/[1− (1− a)2] slots instead.
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In a similar way to that in stage I, we can further get the transmission delay in the

second stage as

DM,II =
N

(Kθ) ∗ δRD
(5.6)

Therefore, by summating the first stage transmission delay in equation (5.5) and the

second stage transmission delay in equation (5.6), the total batch delay for the TR DM-M

scheme can be obtained as

DM = DM,I +DM,II

=
N

(Kθ) ∗ δSR
+

N

(Kθ) ∗ δRD

(5.7)

5.3.3 Batch Delay for OR DM-C

Similar to the batch transmission with OR SM, N independent coded packets of a

batch are transmitted from the source node S to the node set {R, D} in the first stage

and the relay node R then transmits the remained packets needed by the destination

D in the second stage. However, in OR DM-C, different coded packets, instead of the

same one packet, are transmitted over different available channels. Accordingly, the batch

transmission delay can be derived based on the two stage batch transmission model as

follows.

Stage I: batch transmission from the source node S to the node set {R, D}

In this stage, a coded packet can be received from the source node via linkSR or linkSD

over a certain available channel. Given that the packet transmission success probability

from node S to node R via linkSR over an available channel is δSR and that from node S to

node D via linkSD over an available channel is δSD , the transmission success probability

from node S to node set {R, D} over a given available channel is

δS{R,D} = 1− (1− δSR)(1− δSD) (5.8)

Since k different coded packets are transmitted over k available channels in a time
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slot, the transmission delay for the batch from node S to node set {R, D} in the first

stage can be obtained as

DC,I =
N

Kθ ∗ [1− (1− δSR)(1− δSD)]
(5.9)

Stage II: packets transmission from the relay node R to the destination node D

During stage I, the number of packets received at node D is given as

nSD = (Kθ) ∗ δSD ∗DC,I (5.10)

In addition to these overheard packets from node S directly, the number of packets

still needed from node R in this stage for node D to decode the batch and complete the

batch transmission is given as

nRD = N − nSD =
NδSR(1− δSD))

1− (1− δSR)(1− δSD)
(5.11)

The capacity of the link between node R and node D over multiple available channels

can be calculated as k ∗ δSR. Consequently, the transmission delay for these packets over

linkRD is

DC,II =
nRD
KθδRD

=
NδSR(1− δSD)

KθδRD(1− (1− δSR)(1− δSD))

(5.12)

Finally, with the transmission delays in the two stages as in equations (5.9) and (5.12),

we can obtain the total batch delay for OR DM-C as

DC = DC,I +DC,II

=
N

Kθ ∗ [1− (1− δSR)(1− δSD)]
+

NδSR(1− δSD)

KθδRD(1− (1− δSR)(1− δSD))

=
N(δRD + δSR − δSRδSD)

KθδRD(1− (1− δSR)(1− δSD))

(5.13)

By now, we have derived the batch delay associated with the different batch trans-

mission schemes, equation (5.4) for OR SM, equation (5.7) for TR DM-M, and equation

(5.13) for OR DM-C. In the next subsection, we will examine a special case for OR SM

and OR DM-C schemes.
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5.3.4 The Special Case for OR SM and OR DM-C

In a 3-node CRN as in Figure 5.1, there are channel contentions between the source

node S and the relay node R for packet transmission. Only when the channel conditions

between node R and node D are better than those between node S and node D (δRD >

δSD), packet forwarding via node R benefits network performance. This is a general case

most of the time and it is an assumption in the previous batch delay analysis for OR SM

and OR DM-C.

However, there is a special case that the channel conditions between node S and node

D are better than those between node R and node D (δRD ≤ δSD). In this case, all the

packets are transmitted from node S to node D directly. We provide batch delay analysis

for this special case for a comprehensive understanding to these transmission schemes,

though it usually does not happen.

For OR SM in the special case (δRD ≤ δSD ), the batch delay over the direct link

between node S and node D is given as

DS =
N

1− (1− δSD)Kθ
(5.14)

For OR DM-C in the special case (δRD ≤ δSD ), the batch delay over the direct link

between node S and node D is given as

DC =
N

KθδSD
(5.15)

Therefore, in a general case, the batch delay for OR SM and OR DM-C can be calcu-

lated via equations (5.4) and (5.13), respectively. In the special case, the batch delay can

be calculated via equations (5.14) and (5.15), respectively.
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5.4 Performance Evaluation

In this section, we evaluate the performance of the proposed 2-hop transmission

scheme, OR DM-C. As a comparison, we also evaluate the other two transmission schemes,

OR SM and TR DM-M. The evaluation conducted is to provide an insight to the perfor-

mance of these transmission schemes.

In the evaluation, we focus on a 2-hop multi-channel CRN with lossy channels as the

3-node network topology in Figure 5.1. We first verify the theoretical analysis of batch

delay associated with the three transmission schemes in Section 5.3 via simulations with

Matlab programming. Then we investigate the batch delay as a function of packet loss

probability with different channel availability.

In all these evaluations, the batch size is set to be N = 8 packets and the number of

potential channels in the system is K = 4.

5.4.1 Theoretical Analysis Verification via Simulation

To verify the batch delay analysis in the last section, we simulate the schemes in

both general case and special case. The channel availability is set to be θ = 0.8 in the

simulation.

1) General Case

In the first simulation, all the packet loss probabilities of the three links over a channel

in the network are changed for different simulation settings, but the relationship between

them is fixed as p = 1− δSR = 1− δRD = 1−2δSD. In this scenario, the channel condition

of the link between node R and node D is better than that of the direct link between

node S and node D as in general in terms of packet transmission success probability

(δRD = 2δSD).

In Figure 5.3, the batch delay as a function of packet loss probability is plotted for com-
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Figure 5.3: Batch delay as a function of packet loss probability: general case

parison with both simulated (test) results and analytical results for all the three schemes

in different colours. For the simulated results, they are plotted with 95% confidence

intervals.

It can be seen that the simulated results and the analytical results basically match

though there are small gaps between them. Regarding the simplification of batch trans-

mission process in the batch delay analysis, such small gaps are acceptable. Hence we can

conclude that the analytical results are validated for the performance evaluation of batch

delay in 2-hop CRNs.

2) Special Case
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In the second simulation, we vary the packet loss probability of the link over a channel

between node R and node D, p = 1 − δRD. But at the same time we keep the packet

transmission success probabilities over the other two links as constants, δSR = 0.8 and

δRD = 0.4. Also, channel availability is set as θ = 0.8. The special case comes when

p ≥ 0.6 (i.e., δRD ≤ δSD = 0.4). The analytical results and the simulation results are

plotted for this case in Figure 5.4.
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Figure 5.4: Batch delay as a function of packet loss probability: special case

In Figure 5.4, OR SM Ana a, OR SM Ana b, OR DM-C Ana a and OR DM-C Ana b

are plotted with equations (5.14), (5.4), (5.15) and (5.13) respectively. OR SM Ana a

and OR DM-C Ana a are visualized analytical results for the OR SM scheme and the
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OR DM-C scheme in special case, while OR SM Ana b and OR DM-C Ana b are visual-

ized analytical results for the OR SM scheme and the OR DM-C scheme in general case.

It is shown that, for OR DM-C, the simulated results match with OR DM-C Ana b when

p < 0.6 as a general case, while the results match with OR DM-C Ana a when the special

case appears (p ≥ 0.6 ). In addition, the situation for OR SM scheme is similar.

In a summary, the observation from Figure 5.4 validates our analytical results for the

batch delay of different batch transmission schemes in the special case.

The analysis is for a deeper insight to the batch delay performance of these transmis-

sion schemes though usually the special case does not happen.
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Figure 5.5: Batch delay as a function of packet loss probability with different probabil-

ities of channel availability: θ = 1
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5.4.2 Performance Comparison with Analytical Results

The analytical results for the batch delay associated with the three batch transmission

schemes have been validated through simulation results in the last subsection. In this sub-

section, performance comparison among the different transmission schemes is conducted

with the visualized analytical results.
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Figure 5.6: Batch delay as a function of packet loss probability with different probabil-

ities of channel availability: θ = 0.6

In Figure 5.5, Figure 5.6 and Figure 5.7, the analytical batch delay results with dif-

ferent channel availabilities (θ = 1, 0.6, 0.3) are provided

Figure 5.5 shows that the batch delay associated with the proposed scheme, OR DM-

C, is significantly better than that of both the other schemes, for all different packet loss
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Figure 5.7: Batch delay as a function of packet loss probability with different probabil-

ities of channel availability: θ = 0.3

probabilities. Compared to OR SM, OR DM-C reduces the batch delay by about 60%

at p = 0.2. The gap between these two schemes decreases as packet loss probability

increases. Compared to TR DM-M, the gap becomes larger when channel conditions are

worse.

Figure 5.6 and Figure 5.7, demonstrate that when channel availability becomes lower

(θ = 0.6 and θ = 0.3), the performance gap between OR DM-C and OR SM shrinks, while

the gap between OR DM-C and TR DM-M enlarges. The shrinking of the performance

gap between OR DM-C and OR SM is due to the fact that OR DM-C can transmit more

packets in a slot by reducing packet duplications over multiple channels in OR SM but
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there are fewer packet duplications when the number of available channels decreases.

The gap between OR DM-C and TR DM-M enlarges because packet overhearing plays

a more important role as the number of available channels becomes fewer when channel

availability becomes lower. Moreover, OR DM-C outperforms both OR SM and TR DM-

M in all the cases with different channel availability.

As shown in Figures 5.5-5.7, the batch delay for all the schemes increases when channel

availability becomes lower.

5.5 Summary

In this chapter, we proposed an efficient batch transmission scheme, OR DM-C, for

multi-channel CRNs based on the combination of network coding and an opportunistic

routing strategy. To provide a good insight into data transmission capability of the

proposed scheme, we conducted theoretical analysis of the batch delay and then verified it

via simulation. For comparison, other two schemes are also analysed. As indicated in both

the analytical results and the simulation results, OR DM-C can reduce batch transmission

delay significantly and it outperforms the other two schemes in various scenarios (different

packet loss probability and channel availability).

In Chapter 3 to Chapter 5, we focused on routing and transmission design in multi-

radio CRNs. In next chapter we will deal with channel assignment and routing design in

single transceiver CRNs.
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Chapter 6

Maximum Flow-Segment Based

Channel Assignment and Routing in

Cognitive Radio Networks

6.1 Overview

In previous chapters, we designed an opportunistic routing algorithm for multi-channel

cognitive radio networks. We focused on the analysis and improvement of efficient batch

transmission schemes over multiple channels, which is a key component of the oppor-

tunistic routing algorithm. For those works, we assumed that each cognitive radio user

is equipped with multiple transceivers. In practice, there are situations, e.g. wireless

sensor networks, where each CR user is equipped with only one transceiver for low cost

and easy implementation. In such cases, channel switching is required for CR users to

communicate in a dynamic spectrum access environment. In a multi-hop CRN, frequent

channel switching may result in a dramatic increase in end-to-end delay when a traffic

flow switches between a number of channels along its path. Therefore, it is important to

119
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investigate the impacts of channel switching in the channel assignment and routing design

in CRNs.

In this chapter, we propose a new maximum flow-segment (MFS) based channel as-

signment and routing scheme for single transceiver CR nodes in a multichannel, multi-hop

CRNs. Our MFS based scheme minimizes the number of channel switches by selecting

the available channels that connect the maximum number of nodes in a routing path,

which therefore provides a reduction of the end-to-end delay. In addition, we derive

an efficient channel information dissemination algorithm that integrates the MFS based

channel assignment scheme into the AODV on-demand routing protocol [50].

Extensive simulations and analysis show that our MFS based scheme achieves more

than 50% reduction in the end-to-end delay and more than 10% improvement in the peak

throughput as compared to the link based scheme. We demonstrate that our MFS based

scheme maintains a higher and more stable throughput under heavy load, and it scales well

with network size. In the more complicated network topologies with intersecting nodes,

we show that our MFS approach achieves almost a 50% reduction in the end-to-end delay.

The remainder of this chapter is organized as follows. Section 6.2 introduces the

system model and a motivating case study. In Section 6.3, we present the MFS based

algorithm and its integration into an on-demand routing protocol in detail. Simulation

results and performance evaluations are discussed in Section 6.4. Finally we summarize

this chapter in Section 6.5.

6.2 System Model and Motivations

6.2.1 System Model

We focus on a single transceiver, multi-hop CRN. In the network, we assume that

there are totally K frequency channels in the available channel pool, which is denoted
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as A = {chi|i = 1, ..., K}. A CR node is assumed to have adequate spectrum sensing

capability that can provide the network layer with the available channel information.

The available channel set for node n is denoted as An (An ⊆ A). Each CR node is

equipped with a single half-duplex CR transceiver, which can switch to and operate on

different channels but can only receive or transmit packets on a selected channel at a

given time.

6.2.2 A Motivating Case Study

Consider the following scenario in Figure 6.1. There are seven CR nodes in a chain

topology network. The available channel sets at these seven nodes are A1, A2, ..., A7,

respectively. There is a traffic flow from node 1 to node 7.

2 3 4 51 6 7

(source) (destination)

Example available channel set for each node:

1 1{ }A ch 2 1 2{ , }A ch ch
3 1 2 3{ , , }A ch ch ch

4 3 4 5{ , , }A ch ch ch

7 3 6{ , }A ch ch
5 3 4 5{ , , }A ch ch ch 6 3 5 6{ , , }A ch ch ch

Figure 6.1: An example flow in a cognitive radio network

In a traditional flow based channel assignment algorithm [7, 8], a common channel

usually is selected for all the nodes along the flow to avoid channel switching. However,

since different users have different available channel sets in a CRN, we can see that there

is no common channel that can connect all the seven nodes in the network, which means

that the traditional flow based channel assignment algorithm is infeasible.

As an alternative way, a link based channel assignment [8] can be employed to select an

operating channel for a flow in CRNs. However it may suffer from performance degrada-
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tion due to channel switching. With a link based channel assignment approach, a channel

is selected independently for each link based on factors such as link quality, but not based

on the more sophisticated measures such as minimizing the number of channel switches

for the entire flow. For example a link based assignment for the flow in Figure 6.1 could

be {ch1, ch2, ch3, ch4, ch5, ch6} which is not desirable since every node forces a channel

switch. Under such a channel assignment scheme, there are five channel switches when a

packet is transmitted from the source node 1 to the destination node 7. Considering that

there is a switching delay for each channel switch, the end-to-end delay for the flow with

such a channel assignment could be drastically increased by the five channel switches.

Note that there is a different channel assignment that minimizes the number of chan-

nel switches: {ch1, ch1, ch3, ch3, ch3, ch3}. In this channel assignment, there is only one

channel switch on the path of the flow, which is at node 3 between the operating channel

ch1 for the link connecting node 2 and node 3 and the operating channel ch3 for the link

connecting node 3 and node 4. Since there is no common channel that can connect all

the seven nodes along the flow without any channel switch, this channel assignment with

only one channel switch is the most ideal channel assignment for the flow, considering the

influence of the channel switching delay on the end-to-end delay.

In the next section, we first develop our scalable channel assignment algorithm which

always finds the channel assignment with the minimum number of channel switches. Then

we integrate the channel assignment algorithm into the AODV on-demand routing pro-

tocol with an efficient channel information dissemination algorithm.
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6.3 MFS Based Channel Assignment and Routing

Algorithm

To facilitate the algorithm design, we first define the flow-segment (FS ) and the max-

imum flow-segment (MFS ) with regards to a designated node n in a specific flow f.

FS : A FS (flow-segment) of node n in flow f is a set of successive upstream nodes (of

node n) that can be connected with the same frequency channel. The nodes in a FS are

ordered in the reverse direction of f.

For example, in Figure 6.1, node 7 has four FSs: {7, 6}, {7, 6, 5}, {7, 6, 5, 4} and

{7, 6, 5, 4, 3} in the flow. FS {7, 6} can be connected with the frequency channel ch3 or

ch6, FS {7, 6, 5} can be connected with the frequency channel ch3, FS {7, 6, 5, 4} can be

connected with the frequency channel ch3, and FS {7, 6, 5, 4, 3} can be connected with

the frequency channel ch3.

MFS : For a given node in flow f, there can be multiple FSs. Among these, the FS that

contains the maximum number of nodes is defined as the MFS (maximum flow-segment)

of the node.

For example, in Figure 6.1, the MFS of node 7 is {7, 6, 5, 4, 3}, which contains the

maximum number of nodes, five, among the four FSs of node 7. The nodes in the MFS

can be connected with the frequency channel ch3.

Our proposed new channel assignment and routing algorithm proceeds as follows:

1) Build the MFS at the destination node of a flow;

2) Go to the last node of the MFS in the previous step, and build the MFS for this

node;

3) Repeat step 2);

4) End when the source node is reached.

As an example, consider the flow in Figure 6.1. To build MFSs along the routing
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path, we first obtain the MFS {7, 6, 5, 4, 3} at the destination node 7. Then at the last

node 3 of the previous MFS, we build the MFS {3, 2, 1} for node 3, where source node

1 is reached. Thus the nodes along the flow can be divided into two flow segments with

MFS {7, 6, 5, 4, 3} and MFS {3, 2, 1}. After that, ch3 is assigned to the links between

the adjacent nodes in the first MFS {7, 6, 5, 4, 3}. Similarly, ch1 is assigned to the

links between the adjacent nodes in the second MFS {3, 2, 1}. As a result, the channel

assignment for the links along the flow is {ch1, ch1, ch3, ch3, ch3, ch3}, which is the ideal

assignment we identified in the motivating example in the previous section.

6.3.1 Route Discovery and Channel Information Dissemination

In this section, we integrate our new MFS based channel assignment approach into the

AODV on-demand routing protocol. Note that the same can be done for other on-demand

routing protocols in a straight forward manner.

In on-demand routing protocols, when a source node wants to transmit data to a

destination node, it first broadcasts a routing request (RREQ) in the network for route

discovery. The RREQ is forwarded by intermediate nodes after updating their routing

information. When the destination node receives the RREQ, it chooses the best route

and sends a routing reply (RREP) carrying route decision back to the source node.

In CRNs, an important requirement for routing design is that a node on the route path

not only needs to know who the next hop node to receive the packets is but also needs

to know on which channel the packets should be transmitted. Therefore the available

channel information at each node on the route path is carried with RREQ in the route

discovery process to help the destination node make routing decisions jointly with channel

assignment [73, 83]. Based on the basic idea of our MFS based algorithm, we propose

an efficient algorithm, Algorithm-A, to simplify the channel information dissemination

process in the route discovery stage.
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A K-tuple, TPn = {(M ch1
n , f lagch1n ), ..., (M chK

n , f lagchKn )}, is used to record channel

information for the upstream nodes of node n. The symbol M chi
n (1 ≤ i ≤ K) denotes the

number of successive upstream nodes from node n, including n, which can be connected

by chi on the routing path of a flow. The symbol flagchin indicates whether there is an

existing flow operating on chi through one of the upstream M chi
n nodes of node n. The

K-tuple TPn is added into RREQ to carry the available channel information of node n.

When a source node (node 1) tries to discover a route to a destination node (node N),

the source node first sets the value of the K-tuple, TP1, according to its available channel

information. For all the channels in the channel pool A = {chi|i = 1, ..., K}, the source

node checks if chi is available or not first. If chi is available for node 1, it sets M chi
1 to

be 1, otherwise sets M chi
1 to be 0. If there is an existing flow passing through node 1

and operating on chi, flag
chi
1 is set to be true; otherwise flagchi1 is set to be false. Then,

node 1 broadcasts the RREQ with the available channel information to its neighbors to

discover routes.

When an intermediate node n receives the RREQ, it updates the RREQ according to

its channel information. If chi is available for node n, the number of successive upstream

nodes is increased by one, i.e. M chi
n = M chi

n−1 + 1. If there is an existing flow passing

through node n and operating on chi, flag
chi
n is set to be true; otherwise it keeps the

original value, i.e. flagchin = flagchin−1 . If chi is unavailable at the intermediate node

n, M chi
n is reset to be 0 and flagchin is reset to be false. After calculating TPn, node n

updates and forwards the RREQ accordingly. The pseudo code of Algorithm-A is shown

in Figure 6.2.

We use the example shown in Figure 6.1 to illustrate the proposed Algorithm-A. When

node 1 sets up a route to node 7, it finds that only ch1 is available and there is no existing

flow passing through node 1. Node 1 sets M ch1
1 and flagchi1 (i = 1, ..., 6) to be 1 and

0 (false), respectively. Since all the other channels, ch2, ch3, ..., ch6, are not available,
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Algorithm A. Channel information dissemination 

begin       

  node n sets TPn 

    for i=1, …, K 

    0 0ich
M  , 0

ich
flag false           //initialization  

        if  
i nch A    //available frequency channel for node n 

            1 1i ich ch

n nM M    

            if '

i nch A   //an operating channel of  existing flow 

              ich

nflag true   

            else    1
i ich ch

n nflag flag   

        else 0ich

nM  , ich

nflag false  

    1 1{( , ),..., ( , )}K Kch ch ch ch

n n n n nTP M flag M flag  

  if n<N 

    TPn is broadcasted with RREQ 

  if  n=N 

    Assign channels on the path with Algorithm-B 

end 

                  

Figure 6.2: Algorithm-A, channel information dissemination

the value of M chi
1 (i = 2, ..., 6) is set to be 0. Then, node 1 broadcasts the RREQ with

TP1 = {(1, 0), (0, 0), (0, 0), (0, 0), (0, 0), (0, 0)} to its next hop neighbors. When node 2

receives the RREQ from node 1, it checks its available channels first. Since ch1 and

ch2 are available and no existing flows pass through node 2, it updates RREQ with
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TP2 = {(2, 0), (1, 0), (0, 0), (0, 0), (0, 0), (0, 0)} and broadcasts it. Following the same way,

we can get:

TP3 = {(3, 0), (2, 0), (1, 0), (0, 0), (0, 0), (0, 0)},

TP4 = {(0, 0), (0, 0), (2, 0), (1, 0), (1, 0), (0, 0)},

TP5 = {(0, 0), (0, 0), (3, 0), (2, 0), (2, 0), (0, 0)},

TP6 = {(0, 0), (0, 0), (4, 0), (0, 0), (3, 0), (1, 0)},

TP7 = {(0, 0), (0, 0), (5, 0), (0, 0), (0, 0), (2, 0)}.

When the destination node receives RREQ, it uses the TPn value for channel assign-

ment, discussed in the next subsection.

6.3.2 Route Setup and Channel Assignment

When the destination node N receives RREQ, it computes the minimum hop route as

specified in AODV. Then node N begins to assign channels based on its TPN value for

the new flow. The maximum M
chj
N is selected from TPN , which is the number of nodes

in the MFS of node N in the new flow. Accordingly, chj can be selected as a common

channel for all the nodes in the MFS.

Let ln−1,n denotes the link between nodes n-1 and n, and let Shn−1,n represent the

frequency channel assigned to ln−1,n. Thus node N assigns chj to the link between node N

and its upstream node N-1, i.e. ShN−1,N = chj. ShN−1,N is piggybacked in RREP and sent

to the upstream node N-1 on ShN−1,N . If multiple channels, denoted as A∗N (A∗N ⊆ AN),

are available for all the nodes in the MFS, chk (chk ∈ A∗N) with flagchkN = true is selected.

Moreover, if there are multiple channels with true flags, denoted byAˆ
N (Aˆ

N ⊆ A∗N), the

channel can be selected randomly from Aˆ
N .

When an intermediate node n receives the RREP from its downstream node n+1, it

checks the channel assignment, Shn,n+1, for the link ln,n+1. If Shn,n+1 is unavailable for its

upstream node n-1, a new MFS is required at this intermediate node. We call such node
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Algorithm B. Channel assignment 

begin  

    if  n=N or 
, 1 1( )n n n nSh A A            //decision node 

        * { | argMax( ), 1,2,..., }ich

n i i nA ch ch M i K    

        if *| | 1nA   

            ^ *{ | , }ich

n i i n nA ch ch A flag true    

             if  ^

nA    

                  ^

1, ,n n i i nSh ch ch A    

             else  *

1, ,n n i i nSh ch ch A    

        else   *

1, ,n n i i nSh ch ch A    

    else if '

nA                                //intersecting node 

        if '

1( )n n nA A A         

            if '

, 1 1( ( ))n n n n nSh A A A     

                
1, , 1n n n nSh Sh   

            else    , 1 '

1, argMax( , ),n n i
Sh ch

n n n n i nSh M M ch A

     

        else    
1, , 1n n n nSh Sh   

    else    
1, , 1n n n nSh Sh                           //other nodes 

end 

Figure 6.3: Algorithm-B, channel assignment

a decision node and the channel is assigned in the same way as that at the destination

node N.
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Now consider the situations with intersecting flows. If the new flow intersects with an

existing flow at node n (called intersecting node) and Shn,n+1 is the operating channel of

the existing flow, Shn,n+1 is assigned to the link ln−1,n , i.e. Shn−1,n = Shn,n+1. If node n

is an intersecting node but Shn,n+1 is not the operating channel of the existing flow, one

of the channels, Shn,n+1 or chi (chi ∈ A
′
n), where A

′
n denotes the operating channel set of

the existing flows through node n), that can connect the maximum number of upstream

nodes is selected.

When the node n is neither a decision node nor an intersecting node, it selects the

same channel as that is used in its downstream link, i.e. Shn−1,n = Shn,n+1.

All nodes on the path from the destination to the source perform channel assignment

according to the above procedure. Then the route from the source to the destination is

built up and the channels are assigned to all the links along the path. The pseudo code

of the algorithm described above is shown in Figure 6.3, which is named Algorithm-B.

Consider the example in Figure 6.1. Before the destination node 7 sends its RREP

to node 6, it checks the value of TP7 and finds ch3 can connect five nodes and ch6 can

connect only two nodes. Therefore, nodes 7, 6, 5, 4, 3 consist of the MFS of node 7

and ch3 is assigned to the link l6,7. The channel assignment of node 7, Sh6,7 = ch3, is

piggybacked in the RREP to node 6. Since nodes 6, 5, 4 are neither decision nodes nor

intersecting nodes, they select the same channel as that used by their downstream links,

i.e. Sh3,4 = Sh4,5 = Sh5,6 = Sh6,7 = ch3. Node 3 is the last node in the MFS of node

7 and a new MFS is required to be built at this node. Thus node 3, as a decision node,

selects frequency channel ch3 for its downstream link l3,4and ch1 for the upstream link

since ch1 can connect all the nodes within the MFS of node 3 ({3, 2, 1}). Node 2 selects

the same channel as that used by its downstream link l2,3 for its upstream link l1,2, i.e.

Sh1,2 = Sh2,3 = ch1, because it is also neither a decision node nor a intersecting node.

When node 1 receives the RREP from node 2, it chooses ch1 for the link l1,2. Consequently,
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by now, the route is set up and the ideal channel assignment {ch1, ch1, ch3, ch3, ch3, ch3}

is achieved.

6.3.3 Channel Selection at Intersecting Nodes

In this subsection, we consider network scenarios where a new flow intersects with

an existing flow at an intersecting node. A straight forward scheme is to let the new

flow choose the same operating channel with the existing flow - the sharing scheme.

Although the sharing scheme is able to avoid channel switching at the intersecting node,

it often splits the established MFS for the new flow in order to share the channel with

the existing flow. This introduces additional channel switches at the upstream node and

the downstream node of the intersecting node for the new flow. With the proposed MFS

based switching scheme, the intersecting node selects an operating channel according to

Algorithm-B for the new flow. It maintains the integrity of the MFS for the new flow

with only a single necessary channel switch at intersecting node.

We compare the sharing scheme with our proposed MFS based switching scheme

in terms of the channel switching delay under the five different scenarios as shown in

Figure 6.4. In Figure 6.4, an existing flow, operating on chk, passes through nodes 1, 2

and 3. The new flow transfers through nodes 4, 2, and 5. Note that Figure 6.4 is only a part

of the two longer flows around intersecting node 2. The five scenarios are obtained with

different channel assignment results generated from the MFS based channel assignment

scheme.

1) Scenario 1 (Figure 6.4(a)): chi is assigned to both upstream link (left) and down-

stream link (right) of node 2 (intersecting node) for the new flow.

In this switching scheme scenario, node 2 is included in an MFS on the path of the

new flow. Another requirement to achieve such a channel assignment is that chi can

connect more upstream nodes of node 2 than the operating channel of the existing flow,



6.3 MFS Based Channel Assignment and Routing Algorithm 131

4 2 5

1

3

chi

chk

chi

chk

(a) Scenario 1

4 2 5

1

3

chi

chk

chj

chk

(b) Scenario 2

4 2 5

1

3

chk chi

chk

chk

(c) Scenario 3

4 2 5

1

3

chk

chi

chk

chk

(d) Scenario 4

4 2 5

1

3

chk

chkchk

chk

(e) Scenario 5

Figure 6.4: Various channel assignment scenarios under intersecting flows
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chk. With the current channel assignment, node 2 has to switch between chi and chk.

In a channel switching cycle, defined as the period when a node switches its operating

channel for a round among all the channel assigned to the upstream and downstream

links connected this node one by one and finally switches the operating channel back to

the original channel, node 2 need to switch its operating channel twice, from chi to chk

then back to chi. Assume that a node switching from one channel to another results in a

delay of T. Then in scenario 1 the delay of a channel switching cycle is 2T.

If the sharing scheme is adopted, chk is assigned to node 2’s upstream and downstream

links of the new flow. In this case, there will be no channel switching delay at node 2.

However channel switching will happen at the other two nodes, node 4 and 5, in the MFS

since the channel assignment breaks the MFS at node 4 and node 5. The total delay will

be 4T, 2T at node 4 and 2T at node 5.

The above analysis shows that the switching scheme performs better than the sharing

scheme in this scenario.

2) Scenario 2 (Figure 6.4(b)): chi is assigned to upstream link while chj is assigned

to downstream link of node 2.

The channel assignment in this scenario is generated from the case that chj is the

common channel of an MFS of node 2’s downstream nodes but it is not available for its

upstream node, node 4, and the common channel of the MFS of node 2 is chi. With a

similar analysis as that in Scenario 1, the channel switching delay is 4T for the sharing

scheme since this scheme breaks two MFSs at node 4 and node 5. The channel switching

delay is 3T for the switching scheme. Thus the switching scheme is better than the sharing

scheme in this scenario.

3) Scenario 3 (Figure 6.4(c)): chk is assigned to upstream link while chi is assigned

to downstream link of node 2.

The channel assignment in this scenario can be a result of the case, under the MFS
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based scheme, that node 2 is in the MFS of its downstream nodes connected with chi,

but the operating channel of the existing flow, chk, can connect more upstream nodes of

node 2 in the new flow than chi and the other available channels. The channel switching

delay at node 2 is 2T for the switching scheme, while the sharing scheme introduces a

switching delay of 2T at node 5. Therefore, the performance of both schemes is same in

this scenario.

4) Scenario 4 (Figure 6.4(d)): chi is assigned to upstream link while chk is assigned

to downstream link of node 2.

The channel assignment in this scenario is the result of the case that chk is the common

channel for an MFS of the downstream nodes of node 2, but chk is not available for the

link between node 4 and node 2, and chi is the common channel that can connect the

maximum number of node 2’s upstream nodes. The channel switching delay at node 2 is

2T for the switching scheme, while the sharing scheme is not applicable.

5) Scenario 5 (Figure 6.4(e)): chk is assigned to both upstream link and downstream

link of node 2.

The channel assignment in this scenario can be a result of the case that the operating

channel of the existing flow chk is the common channel of an MFS of node 2’s downstream

nodes, and chk is also available for the link between node 4 and node 2. Since under the

switching scheme the assigned channel for the links connecting node 4, node 2 and node 5

in the new flow is the same channel as the operating channel of the existing flow through

node 1, node 2 and node 3, there is no difference with the channel assignment under the

sharing scheme. Accordingly, the performance of both schemes is same in this scenario.

Based on the above analysis, we conclude that the switching scheme performs better

than the sharing scheme and the proposed MFS based channel assignment algorithm is

effective in reducing a channel switching delay at the intersecting node.
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6.4 Simulation and Evaluation

To evaluate the performance of our MFS based channel assignment and routing algo-

rithm, simulations are conducted using ns-2 [105]. We have extended the ns-2 implemen-

tation to support dynamic channel switching in multi-channel single interface CRNs. Our

extension is partly based on the multi-channel multi-interface module of [106, 107] and a

CRN patch [108].

In the simulations, we use a modified 802.11 DCF with added support of channel

switching control at the MAC layer. Constant bit rate (CBR) over UDP is used for the

traffic source. In all the simulations, the packet size is set to be 1000 bytes, the distance

between neighboring nodes is 200m, the transmission range is set to be 250m and the

channel switch delay is set to be 10ms [6,73,109].

We first compare the MFS based scheme with link based scheme in a chain topology

with a single flow. Then we investigate the channel selection mechanism at the intersecting

node for the MFS based scheme in a two-flow network topology.

6.4.1 MFS Based Scheme vs. Link Based Scheme

In the chain topology simulation, we measure the end-to-end delays and the through-

puts of the two schemes. In the simulated network, there are totally 6 feasible channels in

the channel pool. The available channel set for each node is composed by randomly des-

ignating 4 out of the 6 channels. In the MFS based scheme, we assign operating channels

according to the MFS algorithm described in Section 6.3. In the link based scheme, we

randomly select one channel from the intersection of the two neighboring nodes available

channel sets as the operating channel for the link between the nodes. We vary the length

of the path from 4 hops to 15 hops. At each step, we simulate both the MFS and link

based schemes for 10 times with different available channel sets.
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Figure 6.5: End-to-end delay of our proposed MFS based scheme and link based scheme

The results in Figure 6.5 show that our MFS based scheme reduces the end-to-end

delay by more than 50% as compared to the link based scheme. For example, when the

length of the path is 8 hops, the end-to-end delay for the link based scheme is approxi-

mately 68 ms, while the delay for our MFS based scheme in only around 27 ms, producing

a significant reduction by about 60%. For the simulation results, the margin of error at

95% confidence ranges from 3.7ms to 8.8ms for different network sizes under the MFS

based scheme, while the margin of error at the same confidence level ranges from 5.5 ms

to 9.9 ms under the link based scheme. Moreover, the MFS based scheme scales better

with networks sizes. This can be observed from Figure 6.5 in that as the number of the

routing hops increases, the end-to-end delay of the MFS based scheme grows slower than
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that of the link based scheme. More specifically, the end-to-end delay under the link based

scheme increases by about 9 ms with the one hop increment of the routing path, while

the delay under the MFS based scheme goes up by only 3.6 ms per hop, a 60% reduction

of the increasing rate of the end-to-end delay varying with the network size.
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Figure 6.6: Throughput of our proposed MFS based scheme and link based scheme

varying with offered load

In the next experiment, we set up two networks of 7 hops, and 15 hops respectively.

The throughputs of the two networks are measured over a range of offered load. In

Figure 6.6 the results show that the MFS based scheme achieves a higher maximum

throughput, over 320kbps, in both 7-hop and 15-hop networks, while the link based scheme

can only reach approximately 290kbps. When the network is in the overload state, the
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throughput of the link based scheme experiences a significant drop as the number of hops

increases, while there is little variation in the saturated throughput of the MFS based

scheme (our simulation results show that the saturated throughputs for the two network

experiments are within the confidence interval of each other), which again demonstrates

the scalability of the MFS based scheme.

6.4.2 MFS Based Switching Scheme in a Two-Flow Network

In this subsection, we evaluate the channel switching schemes at the intersecting node

in a two-flow network. We compare the MFS based switching scheme and the sharing

scheme as discussed in Section 6.3.3. In a two-flow network as shown in Figure 6.7,

there is an existing vertical flow 0, occupying channel 5 for all the links along the flow,

{ch5, ch5, ch5, ch5}. A new horizontal flow 1 is injected intersecting with the existing

flow 0 at node 5.

We simulate the two channel assignment schemes at the intersecting node 5. With

the MFS based switching scheme, the new flow chooses the operating channels with the

maximum flow segment length {ch1, ch1, ch3, ch3, ch3, ch3} for the new flow 1. In this case

different channels have been chosen at the intersection node 5 for the two flows, ch5 for

flow 0 and ch3 for flow 1. The intersecting node 5 will have to switch between ch3 and ch5

to serve the two flows. With the sharing scheme, the new flow 1 switches to ch5 at node 5

to avoid channel switching at the intersecting node, i.e. {ch1, ch1, ch3, ch5, ch5, ch3} for

the new flow 1. However the new flow 1 has to take two more channel switches to reach

the destination in the sharing scheme at the upstream node, node 4, and the downstream

node, node 6, of the intersecting node.

Figure 6.8 shows the end-to-end delay of the different channel assignment schemes.

The MFS based switching scheme (right hand side of Figure 6.8) achieves almost a 50%

reduction in the end-to-end delay compared to the sharing scheme (left hand side of
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Figure 6.7: Different choices of operating channel at intersecting node when the new

flow intersects with an existing flow

Figure 6.8) for the new flow 1, while the delays for existing flow 0 stay unchanged. Detailed

investigations show that the sharing scheme has to switch to ch5 at node 4, and then

switch from ch5 to ch3 at node 6. These two extra switches are avoided by the MFS based

switching scheme. In the switching scheme, node 5 switches to the operating channel of

the other flow after it transmits a packet for one flow. With such scheduling the delay

of channel switching at the intersecting node has a minimum impact on the end-to-end

delay of both flows.
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Figure 6.8: End-to-end delay of two flows under the two different channel selecting

schemes

6.5 Summary

In this chapter, we proposed the MFS based channel assignment and routing algorithm

that effectively reduced the number of channel switches in single transceiver, multi-hop

cognitive radio networks. An efficient channel information dissemination mechanism was

designed. Extensive ns-2 simulation results verified that our MFS based scheme delivered

lower end-to-end delay and higher throughput than the link based approach. We also

demonstrated the scalability with respect to the network size, the stability with respect

to traffic load, as well as the reduced overhead of the proposed scheme. These indicate

that the MFS based scheme is suitable for large scale multi-hop CRNs.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

In this thesis, we have studied how to design effective routing algorithms in CRNs un-

der DSA environments to improve end-to-end network performance. The research work

concentrates on developing opportunistic routing and related multi-channel transmission

schemes in highly dynamic spectrum CRNs, as well as an efficient channel assignment in-

tegrated with the routing scheme in single transceiver CRNs. Performance improvements

of our proposed schemes are demonstrated via analytical and simulation results.

Firstly, in Chapter 3 we designed a spectrum aware opportunistic routing algorithm for

multi-channel CRNs working in highly dynamic spectrum environments. The proposed

opportunistic routing algorithm attempts to broadcast packets on all available channels

of a CR link, fully exploiting the benefits of multiple channels. By considering practical

primary user activity, channel fading and contention access among CR users, we integrate

channel availability, successful transmission rate and successful channel access probability

into our model to characterize the opportunistic nature of the CR links. The CR link

consisting of multiple channels is further modeled as an M/Geo/1 queue. Our queuing
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analysis confirms the benefit of multi-channel transmission in terms of lower delay than

single-channel transmission. A forwarder candidate list is setup based on the node delay

metric derived from the link traffic model. Moreover, packet duplicates caused by broad-

casting are avoided via network coding. The simulation results show that the proposed

opportunistic routing algorithm achieves low end-to-end delay and supports high offered

load. Moreover, the algorithm can compensate for lost performance due to lower channel

availability by exploiting multiple channels.

Secondly, we investigated multi-channel batch transmission in single-hop and two-hop

CRNs in a lossy environment in Chapter 4 and Chapter 5. In network coding based

opportunistic routing protocols, batch transmission is a key component and its efficiency

influences routing performance. In single-hop CRNs, a random linear coded batch trans-

mission scheme is proposed in Chapter 4. In the proposed scheme, the source node sends

random linear combinations of original packets in a batch, similar to the way it is done

in random network coding. Therefore, the scheme can be easily extended to network

coding in multi-hop networks. Compared to ARQ based schemes, the coded transmis-

sion scheme can reduce packet duplications during transmission and retransmission which

makes packet transmission over multiple available channels more efficient. The associated

batch transmission delay is derived and verified. The coded scheme experiences lower

delay than the ARQ based schemes. As the coded scheme requires fewer acknowledgment

messages, it is less dependent on feedback channels which may be scarce in CRNs. Inte-

grated with an opportunistic routing strategy, the coded scheme is further extended for

multi-channel batch transmission in a two-hop CRN in Chapter 5. The proposed scheme

is compared with a traditional routing strategy based scheme. Our analyses, validated

by simulations, show that the proposed scheme significantly outperforms the traditional

one, reducing the batch delay by up to 60%.

Finally, we proposed a maximum flow-segment based channel assignment and routing
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algorithm in single transceiver CRNs in Chapter 6. The proposed scheme effectively

reduces channel switches by maximizing the number of nodes that a selected channel

can connect. The proposed algorithm experiences much lower end-to-end delay, with a

reduction of 50% than link based schemes. Moreover, the proposed scheme achieves a

higher maximum throughput. The channel information that needs to be disseminated is

simplified via a K-tuple and channel information is processed in a distributed manner at

intermediate nodes which reduces information exchange overhead and makes the scheme

suitable for CRNs with less-functionalized nodes.

7.2 Future Work

In this thesis, we have investigated several critical issues in routing design for CRNs.

There are several directions that our work can be expanded.

1. Routing design with limited number of radio interfaces.

In our multi-channel spectrum aware opportunistic routing design, CR users are as-

sumed to be equipped with the same number of transceivers as the number of channels.

However, in practice the number of radio interfaces on a CR user is normally smaller than

the number of channels due to cost and implementation considerations. In such scenarios,

the assignment of radio interfaces to channels has a significant impact on routing perfor-

mance. Similar problems have been studied in traditional non-CR wireless network and

CRNs with slow varying spectrum. However, this is still an open issue for opportunistic

routing design in highly dynamic spectrum CRNs. One challenge in such an environ-

ment is how to coordinate common operating channels among neighbours with minimum

overhead in the shortest time or even without frequent information exchange. Another

problem is how to choose channels so that there are enough forwarder candidates that

can receive packets for reliable forwarding. New solutions are expected for routing with
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a limited number of radio interfaces in multi-channel highly dynamic spectrum CRNs.

2. Flow scheduling based on forwarding contribution.

Given a node in a CRN, there can be multiple flows traversing the node. In tradi-

tional routing schemes with fixed routes the intersecting node must serve the different

flows simultaneously and conduct a schedule between them. When working with oppor-

tunistic routing, the intersecting node is probably in the candidate lists of the different

flows. However, there can be multiple forwarding candidates for the different flows in

the surrounding area of the node which can forward packets instead of the specific inter-

secting node. When scheduling flows at the intersecting node, the contribution of this

node to the different flows should be taken into account. For instance, one flow may have

many forwarding candidates in the surrounding area while the other flow may only have

the intersecting node as a forwarder. In such cases, the intersecting node can schedule

more transmission opportunities for the second flow to improve transmission efficiency

and overall network performance. Therefore, how to efficiently schedule multiple flows

among multiple forwarding candidates according to their contributions should be further

investigated.

3. Performance bound analysis of opportunistic routing in highly dynamic spectrum

CRNs.

Theoretical analysis of the performance bound can provide a clear idea of how well

opportunistic routing protocols can perform in highly dynamic spectrum CRNs. This

bound sets a performance target for practical routing protocol design. Theoretical analysis

can also provide ideas on how to improve the practical design. In this thesis, we have

conducted theoretical analysis of the batch transmission delay in single-hop and two-

hop CRNs, which provides insights into the performance understanding and design of

opportunistic routing in CRNs. However, there is still a need to develop comprehensive

analysis in general topology CRNs. There is some work reported in the literature on the
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analysis of opportunistic routing in traditional wireless networks. However, the dynamics

of the available spectrum is not taken into account which has a significant impact on

the routing performance in highly dynamic spectrum CRNs. To support more efficient

opportunistic routing design comprehensive theoretical performance analysis is therefore

highly desirable.

4. Combination of the current work and standardized MAC.

The work in this thesis was conducted under general contention based MACs. In fact,

some work has been done for CR MAC standardization in the community, such as IEEE

802.22. IEEE 802.22 MAC is a specific MAC for wireless access with white space in TV

bands. The general spectrum scenario is that the spectrum varies slowly. For the work in

Chapter 6, it could be a good idea to recheck the algorithm combined with IEEE 802.22.

Although the other work in this thesis focuses on dynamic spectrum environment, we still

can try to do some work for the combination of standardized MAC. This would make our

work more popular to the industry.

5. Transmission analysis in a star topology with CR base-station.

The work in this thesis considered some general topologies. A cell with one CR base-

station and multiple CR mobile-stations is an another scenario. There are some works

in the literature for non-CR star topology wireless networks and some of them employ

network coding. It is a promising idea to extend our work in such a scenario, especially

for the work in Chapter 4.
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Appendix A

Abbreviations

ACK Acknowledgment

ARQ Automatic Repeat reQuest

AWGN Additive White Gaussian Noise

CR Cognitive Radio

CRN Cognitive Radio Network

DSA Dynamic Spectrum Access

EATT Expected Anypath Transmission Time

EAX Expected Any-path transmissions

EOT Expected One-hop Throughput

ETX Expected Transmission count

ExOR Extremely Opportunistic Routing

FCC Federal Communications Commission

FCFS First Come First Served

FS Flow-Segment

GBN-ARQ Go-Back-N ARQ

MAC Medium Access Control
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MC-OLT Multi-Channel Opportunistic Link Transmission metric

MFS Maximum Flow-Segment

MORE MAC-independent Opportunistic Routing and Encoding

MSAOR Multi-channel Spectrum Aware Opportunistic Routing

NACK Negative Acknowledgment

NAV Network Allocation Vector

PHY Physical

PU Primary User

RF Radio Frequency

RKRL Radio Knowledge Representation Language

RREP Route Reply

RREQ Route Request

SAOR Spectrum Aware Opportunistic Routing

SIFS Short InterFrame Space

SR-ARQ Selective-Repeat ARQ

SU Secondary User

SW-ARQ Stop-and-Wait ARQ

WLAN Wireless Local Area Network
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