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Abstract 
Open government data (OGD) has developed rapidly due to various benefits that 

can be derived through transparency and public access. However, researchers have 

emphasized the lack of use instead of the lack of disclosure of OGD as a key 

problem in the present development of OGD. To find ways for better utilization of 

OGD by connecting the supply and demand sides through OGD portals, the 

author designed four connected studies. The first study built an evaluation 

framework for understanding the development of the supply-side of OGD by 

evaluating existing Chinese province-level OGD portals. Secondly, with the 

primary users on the demand-side and the major beneficiaries of OGD, the second 

study focused on a survey conducted to analyze citizens’ awareness and utilization 

of OGD portals. A third study compared the supply and demand sides of OGD by 

using the data collected in the previous two parts based on Diffusion of Innovation 

(DOI) theory. Lastly, a final study tested the proposed usability criteria for 

building an OGD portal in helping users to use the data on the portal by carrying 

out a between-subjects experiment. All the case studies in these four parts were 

carried out in China.  

This research recognizes that Chinese province-level OGD portals are in an early 

stage of development. Citizens have limited awareness of OGD and OGD portals. 

Significant relationships are recognized among citizens, their demands of OGD 

and their utilization of OGD. Significant conflicts lie on the supply and demand 

sides of OGD in relation to relative advantage, compatibility and complexity. Our 

experiment shows that following these usability criteria for building an OGD 

portal could improve acceptance of the portal. Improving the help functions would 

also help users to find the data they need. Based on the analysis results from this 

study, future directions for developing OGD and OGD portals are identified, 

including: (1) identifying different user types; (2) increasing the online visibility 

of OGD; (3) improving the help functions of OGD portals such as providing 

online smart agents; (4) strengthening user interaction with the portals; and (5) 

reinforcing OGD characteristics. 
  



vii 

Publications 
Results of the research work leading to this PhD thesis have been published in 

various journals and conference proceedings. Presentations have been given at 

international conferences: 

1 

Title An Analysis of Interaction Between Users 
and Open Government Data Portals in Data 
Acquisition Process 

Publication details K. Yoshida and M. Lee (Eds.): PKAW 2018,
LNAI 11016, pp.184-200, 2018. Springer,
Cham

Authors Di Wang, Deborah Richards, Chuanfu Chen 

2 

Title A prioritization-based analysis of local open 
government data portals: A case study of 
Chinese province-level governments 

Publication details Government Information Quarterly, Volume 
35, Issue 4, 2018, Pages 644-656, ISSN 
0740-624X. 

Authors Di Wang, Chuanfu Chen, Deborah Richards 

3 

Title Connecting Users, Data and Utilization: A 
Demand-Side Analysis of Open Government 
Data 

Publication details N. G. Taylor et al. (Eds.): iConference 2019, 
LNCS 11420, pp. 488-500, 2019. Springer, 
Cham. 

Authors Di Wang, Deborah Richards, Chuanfu Chen 



viii 

Table of Contents 
1 Chapter 1: Introduction ...................................................................................................... 1 

 Research context ....................................................................................... 2 

 Research objectives .................................................................................. 5 

 Research questions ................................................................................... 7 

 Research design and roadmap ................................................................ 11 

 Overview of the chosen methodology .................................................... 14 

 Intended contributions ............................................................................ 18 

 Thesis outline .......................................................................................... 19 

2 Chapter 2: Literature Review ......................................................................................... 22 

 Open government data ............................................................................ 23 

2.1.1 OGD characteristics ........................................................................ 24 

2.1.2 OGD impacts ................................................................................... 25 

2.1.3 OGD ecosystem ............................................................................... 26 

 Supply-side of OGD ............................................................................... 27 

2.2.1 OGD evaluation ............................................................................... 28 

2.2.2 Comparative analysis of international OGD ................................... 30 

 Demand-side of OGD ............................................................................. 31 

2.3.1 OGD users ....................................................................................... 32 

2.3.2 OGD utilization ............................................................................... 33 

 OGD portals as the bridge ...................................................................... 34 

2.4.1 Local governments and local OGD portals ..................................... 35 

 Acceptance and usability of OGD .......................................................... 36 

2.5.1 Technology acceptance models and theories .................................. 37 

2.5.2 Diffusion of Innovation ................................................................... 40 

2.5.3 Technology Acceptance Model ....................................................... 42 



ix 

2.5.4 Trustworthiness ............................................................................... 43 

2.5.5 Usability .......................................................................................... 44 

 OGD development in China ................................................................... 45 

 AHP in evaluation ................................................................................... 47 

 Virtual agents .......................................................................................... 49 

2.8.1 Advantages of virtual agents ........................................................... 50 

2.8.2 Creating rapport with virtual agents ................................................ 52 

 Conclusion .............................................................................................. 53 

3 Chapter 3: An evaluation of the supply-side of open government data in 

China ........................................................................................................................................ 56 

 Introduction ............................................................................................. 56 

 Methodology ........................................................................................... 58 

3.2.1 Build the evaluation framework ...................................................... 58 

3.2.2 Derive priorities for evaluation elements ........................................ 63 

3.2.3 Case study: evaluation of local OGD portals in China ................... 64 

 Results and findings ................................................................................ 68 

3.3.1 Local OGD portal evaluation framework ........................................ 68 

3.3.2 Priorities of the evaluation framework ............................................ 69 

3.3.3 Case study in China ......................................................................... 70 

3.3.3.1 Comparison by portal ............................................................................ 70 

3.3.3.2 Comparison by category ....................................................................... 74 

3.3.3.3 Correlation analysis of contexts and number of datasets ...................... 75 

 Discussion ............................................................................................... 76 

 Conclusion .............................................................................................. 79 

 

 

 

 



x 

4 Chapter 4: Understanding citizens’ demands for OGD and OGD 

utilization ................................................................................................................................. 81 

 Introduction ............................................................................................ 81 

 Research model and hypothesis .............................................................. 83 

4.2.1 OGD users ....................................................................................... 83 

4.2.2 OGD demand ................................................................................... 84 

4.2.3 OGD utilization ............................................................................... 85 

 Methodology ........................................................................................... 88 

4.3.1 Survey design .................................................................................. 88 

4.3.2 Data collection ................................................................................. 91 

 Data analysis and results ......................................................................... 92 

4.4.1 Participants and demographics ........................................................ 92 

4.4.1.1 Socio-demographic background ............................................................ 92 

4.4.1.2 Knowledge of OGD and OGD portals .................................................. 93 

4.4.2 Reliability and adequacy ................................................................. 94 

4.4.3 OGD demand ................................................................................... 95 

4.4.3.1 OGD subjects ........................................................................................ 95 

4.4.3.2 OGD attributes ...................................................................................... 99 

4.4.4 OGD utilization ............................................................................. 102 

4.4.4.1 Utilization purpose .............................................................................. 102 

4.4.4.2 Acquisition methods ............................................................................ 104 

4.4.4.3 Help functions ..................................................................................... 106 

4.4.4.4 Virtual agents ...................................................................................... 107 

 Discussion ............................................................................................. 111 

4.5.1 Knowledge of OGD ...................................................................... 111 

4.5.2 Citizens and their OGD demands .................................................. 112 

4.5.3 Citizens and OGD utilization ........................................................ 112 

4.5.4 OGD demands and utilization ....................................................... 113 

 Conclusion ............................................................................................ 116 



xi 

5 Chapter 5: A comparison of the supply-side and demand-side of OGD 

portals..................................................................................................................................... 119 

 Introduction ........................................................................................... 119 

 Research model ..................................................................................... 121 

5.2.1 Observability ................................................................................. 124 

5.2.2 Relative advantage ........................................................................ 124 

5.2.3 Compatibility ................................................................................. 127 

5.2.4 Complexity .................................................................................... 128 

 Methodology ......................................................................................... 129 

5.3.1 Case study in China ....................................................................... 129 

5.3.2 Construct operationalization .......................................................... 130 

5.3.3 Data collection ............................................................................... 132 

 Data analysis and results ....................................................................... 133 

5.4.1 Data pre-processing ....................................................................... 133 

5.4.2 Reliability and adequacy tests ....................................................... 134 

5.4.3 Observability ................................................................................. 134 

5.4.4 Relative advantage ........................................................................ 135 

5.4.5 Compatibility ................................................................................. 136 

5.4.6 Complexity .................................................................................... 137 

 Discussion ............................................................................................. 138 

5.5.1 Discussion of analytical findings .................................................. 138 

5.5.2 Theoretical contributions ............................................................... 142 

5.5.3 Pragmatic implications .................................................................. 144 

 Conclusion ............................................................................................ 144 

 

 

 

 



xii 

6 CHAPTER 6: The usability of OGD portals .................................................................. 146 

 Introduction .......................................................................................... 146 

 Usability and heuristic evaluation ........................................................ 147 

6.2.1 Usability of OGD portals .............................................................. 147 

6.2.2 Heuristic evaluation ....................................................................... 149 

 Methodology ......................................................................................... 150 

6.3.1 Selection of OGD portals .............................................................. 150 

6.3.2 Extension of usability principles ................................................... 151 

6.3.3 Development of evaluation criteria ............................................... 152 

6.3.4 Evaluators ...................................................................................... 158 

6.3.5 Evaluation procedure ..................................................................... 158 

6.3.6 Data collection and analysis .......................................................... 159 

 Results and discussion .......................................................................... 159 

6.4.1 Fleiss’s kappa ................................................................................ 160 

6.4.2 Comparisons by principle and criterion ........................................ 161 

6.4.3 Comparison of portals ................................................................... 163 

 Conclusion ............................................................................................ 168 

7 Chapter 7: Citizens’ acceptance and utilization of OGD portals: With and 

without a virtual assisent providing help ............................................................................ 172 

 Introduction .......................................................................................... 172 

 Methodology ......................................................................................... 174 

7.2.1 Theoretical model .......................................................................... 174 

7.2.2 Experimental design ...................................................................... 176 

7.2.3 Experimental materials .................................................................. 178 

7.2.3.1 Imitated OGD portal ............................................................................ 178 

7.2.3.2 Conversational virtual agent ................................................................ 179 

7.2.3.3 Experimental environment .................................................................. 181 



xiii 

7.2.4 Instruments .................................................................................... 182 

7.2.4.1 Demographic questionnaire ................................................................ 182 

7.2.4.2 TAM questionnaire ............................................................................. 183 

7.2.4.3 DOI questionnaire ............................................................................... 184 

7.2.4.4 Trustworthiness questionnaire ............................................................ 185 

7.2.4.5 Rapport questionnaire ......................................................................... 185 

7.2.5 Experimental procedure ................................................................ 185 

7.2.6 Pilot study ...................................................................................... 188 

7.2.6.1 Pilot study Ⅰ ......................................................................................... 188 

7.2.6.2 Pilot study Ⅱ ........................................................................................ 191 

7.2.6.3 Changes to the experimental design ................................................... 192 

7.2.7 Recruitment ................................................................................... 193 

 Results and analysis .............................................................................. 194 

7.3.1 Participants and demographics ...................................................... 194 

7.3.1.1 Socio-demographic background ......................................................... 195 

7.3.1.2 Knowledge of OGD and OGD portals ................................................ 196 

7.3.1.3 Playing of computer games ................................................................. 199 

7.3.1.4 Big Five personality dimensions and trust tendency .......................... 200 

7.3.2 Reliability and validity .................................................................. 201 

7.3.3 Normal distribution detection ........................................................ 202 

7.3.4 Completion of tasks ....................................................................... 203 

7.3.5 Analysis of TAM ........................................................................... 205 

7.3.5.1 Importance scale ................................................................................. 205 

7.3.5.2 Perceived ease of use scale ................................................................. 206 

7.3.5.3 Perceived usefulness scale .................................................................. 209 

7.3.5.4 Correlation analysis of importance, PEOU and PU ............................ 211 

7.3.6 DOI for the OGD portal ................................................................ 212 

7.3.7 DOI for the virtual agent ............................................................... 217 

7.3.8 Trustworthiness ............................................................................. 219 

7.3.9 Rapport with help pages and virtual agent .................................... 220 

7.3.10 Further analysis by task accuracy .................................................. 222 



xiv 

 Discussion ............................................................................................. 228 

7.4.1 OGD users’ attitudes towards OGD portal usage ......................... 228 

7.4.2 OGD users’ possibility of using OGD portals .............................. 235 

 Conclusion ............................................................................................ 238 

8 Chapter 8: Discussion ................................................................................................... 241 

 Connecting the supply-side and demand-side ...................................... 242 

8.1.1 Improving observability and trialability ........................................ 242 

8.1.2 Strengthening relative advantage .................................................. 243 

8.1.3 Improving compatibility ................................................................ 244 

8.1.4 Reducing complexity ..................................................................... 244 

 Future directions for OGD portal development .................................... 245 

8.2.1 Identifying user types .................................................................... 245 

8.2.2 Increasing online visibility ............................................................ 246 

8.2.3 Improving help functions .............................................................. 247 

8.2.4 Strengthening user interaction ....................................................... 247 

8.2.5 Reinforcing OGD characteristics .................................................. 248 

 Conclusion ............................................................................................ 249 

9 Chapter 9: Conclusion .................................................................................................. 250 

 Key conclusions .................................................................................... 251 

 Contributions ........................................................................................ 254 

9.2.1 Theoretical contributions ............................................................... 254 

9.2.2 Pragmatic implications .................................................................. 256 

 Importance of findings .......................................................................... 258 

 Limitations and future work ................................................................. 259 

 Final remarks ........................................................................................ 262 

References .............................................................................................................................. 263 



xv 

Appendix A: Ethics Approval Letter ...................................................................................... 279 

Appendix B: Complete Survey for Stage 2 ............................................................................ 281 

Appendix C: Dialogues of the Virtual Agent for Stage 4 ...................................................... 291 

Appendix D: Complete Instruments for Stage 4 .................................................................... 311 

Appendix E: Advertisement for Recruitment of Stage 4 ....................................................... 353 

  



xvi 

List of Figures 
Figure 1-1 Relationship between open data, OGD and PSI .................................... 3 

Figure 1-2 Research roadmap ............................................................................... 14 

Figure 2-1 Structure and flow of the selected literature review topics ................. 23 

Figure 2-2 Open government data life cycle (Attard et al., 2015) ........................ 27 

Figure 2-3 Roadmap of concepts in Chapter 2 and later studies ........................... 54 

Figure 3-1 AHP hierarchy structure with priorities (see Table 3.5 for A1–A15 

descriptions) .......................................................................................................... 70 

Figure 3-2 Comparison of evaluation scores by portal ......................................... 72 

Figure 3-3 Number of different format datasets provided by portals ................... 72 

Figure 4-1 Research model ................................................................................... 87 

Figure 4-2 Citizens’ acceptance of data-acquisition methods ............................. 104 

Figure 4-3 Reported usage frequency and preferences of keyword search and 

browse ................................................................................................................. 105 

Figure 4-4 Differences in acceptance of regular recommendations between 

genders ................................................................................................................ 105 

Figure 4-5 Frequency and percentage of help functions ..................................... 107 

Figure 4-6 Frequency of people’s preference of virtual agents’ appearance ...... 108 

Figure 4-7 Distribution of different gender participants' preferences of virtual 

agent's role ........................................................................................................... 110 

Figure 4-8 Distribution of different aged participants' preferences of virtual 

agent's appearance ............................................................................................... 110 

Figure 4-9 Distribution of different education background participants' 

preferences of virtual agent's gender ................................................................... 110 

Figure 4-10 The refined research model ............................................................. 116 

Figure 5-1 Modified DOI research model for connecting OGD demand and supply

 ............................................................................................................................. 122 

Figure 5-2 Modified research model with conclusions ....................................... 142 



xvii 

Figure 6-1 Screenshot of the Shanghai OGD portal ............................................ 171 

Figure 7-1 An integrated research model ............................................................ 174 

Figure 7-2 Experimental design .......................................................................... 177 

Figure 7-3 Home page of the imitated portal ...................................................... 179 

Figure 7-4 Interface for the conversational virtual agent .................................... 181 

Figure 7-5 Experimental procedure ..................................................................... 187 

Figure 7-6 Homepage of the imitated portal with the virtual agent .................... 193 

Figure 7-7 Methods of knowing about OGD and OGD portals .......................... 197 

Figure 7-8 Types of data used ............................................................................. 198 

Figure 7-9 Usage frequency of OGD and OGD portals ...................................... 198 

Figure 7-10 Purposes of use of OGD .................................................................. 199 

Figure 7-11 Frequency distribution histogram of playing computer games ....... 200 

Figure 7-12 Process for building DOI models .................................................... 230 

Figure 7-13 Relationship map of the variables in DOI models ........................... 234 

Figure 7-14 Process for building model to predict citizens’ possibility of using the 

OGD portal .......................................................................................................... 236 

Figure 7-15 Model for predicting citizens’ possibility of using the OGD portal 237 

 

  



xviii 

List of Tables 
Table 1-1 Structure of objectives and research questions ..................................... 11 

Table 2-1 Comparison of technology acceptance models and theories ................ 38 

Table 3-1 Comparison of OGD portal evaluation frameworks ............................. 61 

Table 3-2 Evaluation aspects of frameworks and principles ................................. 62 

Table 3-3 Exclusion of elements ........................................................................... 63 

Table 3-4 Categories for data collection ............................................................... 66 

Table 3-5 Local OGD portal evaluation framework ............................................. 69 

Table 3-6 Province-level OGD portals in China ................................................... 70 

Table 3-7 Evaluation results .................................................................................. 73 

Table 3-8 Data accessibility by category .............................................................. 75 

Table 3-9 Data quality by category ....................................................................... 75 

Table 3-10 Correlation results for contexts and number of datasets ..................... 76 

Table 4-1 Descriptions of OGD attributes ............................................................ 89 

Table 4-2 Socio-demographic characteristics ....................................................... 93 

Table 4-3 Likelihood ratio tests of citizens’ knowledge of OGD ......................... 94 

Table 4-4 Reliability and adequacy tests of all scales ........................................... 95 

Table 4-5 Descriptive analysis of citizens’ demands for OGD subjects ............... 96 

Table 4-6 T-tests of citizens’ knowledge of OGD and their demands of OGD 

subjects .................................................................................................................. 98 

Table 4-7 One-way ANOVA of age, education, occupation and OGD subjects .. 99 

Table 4-8 Descriptive analysis of OGD attributes ................................................ 99 

Table 4-9 One-way ANOVA of age, education, occupation and OGD attributes

 ............................................................................................................................. 101 

Table 4-10 T-tests of citizens’ knowledge of OGD and OGD attributes ............ 102 

Table 4-11 Chi-square tests of OGD utilization purpose .................................... 103 



xix 

Table 4-12 Chi-square tests of citizens’ preferences of virtual agents’ appearance

 ............................................................................................................................. 109 

Table 4-13 T-tests of OGD utilization purposes and demands for OGD subjects

 ............................................................................................................................. 114 

Table 4-14 T-tests of data-acquisition methods and OGD attributes .................. 114 

Table 4-15 Pearson correlation analysis of data acquisition and OGD attributes115 

Table 4-16 Pearson correlation analysis of need of help and OGD attributes .... 115 

Table 5-1 Comparison model of OGD's supply-side and demand-side .............. 123 

Table 5-2 Open government data characteristics ................................................ 126 

Table 5-3 OGD categories for the comparison of compatibility ......................... 128 

Table 5-4 Description of cases for supply-side ................................................... 131 

Table 5-5 Reliability and adequacy tests of the model ....................................... 134 

Table 5-6 Online visibility of OGD portals ......................................................... 135 

Table 5-7 Comparative results for supply-side and demand-side in relative 

advantage ............................................................................................................. 136 

Table 5-8 Comparative results for supply-side and demand-side in compatibility

 ............................................................................................................................. 137 

Table 5-9 Comparative results for supply-side and demand-side in complexity 138 

Table 5-10 Correlations between observability, relative advantage and 

compatibility on demand-side ............................................................................. 139 

Table 5-11 Correlation analysis of relative advantage and compatibility ........... 141 

Table 6-1 List of selected OGD portals ............................................................... 151 

Table 6-2 Selection of usability principles .......................................................... 154 

Table 6-3 Criteria for usability principles ........................................................... 156 

Table 6-4 Fleiss’s kappa for principles and criteria ............................................ 161 

Table 6-5 Average values for principles and criteria .......................................... 162 

Table 6-6 Kruskal–Wallis H test of OGD portals ............................................... 164 



xx 

Table 6-7 Portals’ average scores by principle and one-way ANOVA results ... 165 

Table 6-8 Portals’ average scores by criterion and one-way ANOVA results .... 166 

Table 7-1 Socio-demographics of the participants .............................................. 196 

Table 7-2 Participants’ knowledge of OGD and OGD portals ........................... 197 

Table 7-3 Description of Big Five personality dimensions and trust tendency .. 201 

Table 7-4 Reliability and adequacy tests of scales .............................................. 202 

Table 7-5 Results of Shapiro–Wilk normality test .............................................. 203 

Table 7-6 Descriptive analysis of completion of tasks ....................................... 204 

Table 7-7 Mann–Whitney U test of completion of tasks between the two groups

 ............................................................................................................................. 205 

Table 7-8 Descriptive analysis of TAM importance scale .................................. 206 

Table 7-9 Descriptive analysis of TAM perceived ease of use scale .................. 207 

Table 7-10 Analysis of PEOU and socio-demographic variables ....................... 208 

Table 7-11 Analysis of PEOU and OGD & OGD portal experience variables .. 209 

Table 7-12 Descriptive analysis of TAM perceived usefulness scale ................. 211 

Table 7-13 Pearson’s correlation analysis of importance and PEOU ................. 213 

Table 7-14 Pearson’s correlation analysis of importance and PU ...................... 214 

Table 7-15 Pearson’s correlation analysis of PEOU and PU .............................. 215 

Table 7-16 Descriptive analysis of DOI for OGD portal .................................... 216 

Table 7-17 Analysis of demographic background and DOI ............................... 217 

Table 7-18 Descriptive analysis of DOI for the virtual agent ............................. 218 

Table 7-19 Analysis of demographic background and DOI ............................... 219 

Table 7-20 Analysis of participants’ past experience with OGD and 

trustworthiness .................................................................................................... 220 

Table 7-21 Descriptive analysis of rapport ......................................................... 221 

Table 7-22 Analysis of socio-demographic background and rapport ................. 222 



xxi 

Table 7-23 Chi-square tests of demographic background and two-task accuracy 

rate ....................................................................................................................... 224 

Table 7-24 T-tests of TAM scales and two-task accuracy rate ........................... 225 

Table 7-25 Mann–Whitney U tests of DOI and trustworthiness scales and 

two-task accuracy rate ......................................................................................... 226 

Table 7-26 T-tests of rapport scales and two-task accuracy rate ........................ 227 

Table 7-27 Mann–Whitney U tests of DOI for virtual agent and two-task accuracy 

rate ....................................................................................................................... 227 

Table 7-28 Cutoff points and categorization of DOI variables ........................... 229 

Table 7-29 Accuracy rates of models for DOI variables ..................................... 230 

Table 7-30 Models for DOI variables ................................................................. 231 

Table 9-1 Research objectives and research questions of this thesis .................. 250 

 

  



xxii 

Abbreviations 
 

Abbreviation Term 

AHP Analytic Hierarchy Process 

API Application programming interface 

CR Consistency ratio 

DOI Diffusion of Innovation theory 

FAQ Frequently asked questions 

GDP Gross domestic product 

HCI Human–computer interaction 

ICL Intention – complexity 

ICP Intention – compatibility 

ICT Information and communication technology 

IOB Intention – observability 

IRA Intention – relative advantage 

ITR Intention – trialability 

MM Motivational model 

OGD Open government data 

PBC Perceived behavioural control 

PEOU Perceived ease of use 

PSI Public sector information 

PU Perceived usefulness 

RQ Research question 

TAM Technology acceptance model 

TIPI Ten-item personality inventory 

TPB Theory of planned behavior 

TRA Theory of reasoned action 

TTS Text to speech 

UTAUT Unified theory of acceptance and use of technology 

 



1 

 

1 CHAPTER 1: INTRODUCTION 

The impressive development of information and communication technologies 

(ICTs) has had a profound effect on the world and has created a so-called 

“knowledge-based society” (David & Foray, 2003). It is assumed by scholars 

that the concept of information plays a more and more central role in the 

competitiveness of today’s knowledge economy (Lundvall & Johnson, 1994). 

On the other hand, every interaction we have with any digital device is 

programmed to generate data, which results in the emergence of great amounts 

of data at any given moment (Ribeiro, 2017). The data flow in our modern 

society, together with the internet, “Offer unprecedented practical means to 

access, process, share, combine, organize and reuse vast amounts of information” 

(Iemma, 2012, p. 3). 

The surge in data generation can also be noted in the realm of government. In 

fact, different levels of public departments produce or collect a wide range of 

different types of data during the process of performing their tasks, from maps, 

traffic and weather to company registers (Aichholzer & Burkert, 2004; M. 

Janssen, Charalabidis, & Zuiderwijk, 2012; Ubaldi, 2013). At the same time, by 

the influence of digital media and Web 2.0 technologies (Ribeiro, 2017), great 

amounts of data are generated, collected and stored because more and more 

governments nowadays are engaged in providing online public services for 

citizens (Kassen, 2013). 

Traditionally, this vast amount of data was kept internal to the government (M. 

Janssen et al., 2012; Sieber & Johnson, 2015). Since citizens’ right to public 

access to government data serves as a fundamental tenet of government 

transparency and the right to know (Conradie & Choenni, 2014; Jaeger, 2005; 

Jaeger & Bertot, 2010; Jaeger & Burnett, 2005; Zuiderwijk & Janssen, 2014), 

many civil society movements have campaigned in many countries around the 
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world for greater openness of the information, documents and datasets held by 

governments (Ubaldi, 2013). Moreover, the internet has enabled the use of ICTs 

to satisfy society’s desire for information and has motivated governments to 

make their governance more open and transparent (Corrêa, Paula, Corrêa, & 

Silva, 2017; Feeney & Brown, 2017; Sandoval-Almazan & Gil-Garcia, 2012). 

In this context, open data policies have been established in different countries, 

e.g., the United States’ Open Government Initiative (Obama, 2009), the EU 

Commission’s decision on the reuse of Commission documents (Barroso, 2011) 

and P.R. China’s policy for the promotion of the development of big data 

(StateCouncil, 2016). Consequently, many open data initiatives have been 

proposed at different levels of government around the world (Conradie & 

Choenni, 2014), which has led to the birth of the core concept of this thesis, 

open government data (OGD). 

 Research context 

The definition by Open Knowledge International makes precise the meaning of 

“open” in the term “open data”. According to its definition, open data can be 

freely used, modified and shared by anyone for any purpose 

(OpenKnowledgeFoundation). OGD is commonly treated as a subset of open 

data and is simply government-related data that is made open to the public 

(Attard, Orlandi, Scerri, & Auer, 2015; Kučera, Chlapek, & Nečaský, 2013) with 

a possibility of redistribution in any form without any copyright restrictions 

(Chatfield & Reddick, 2017; Kassen, 2013). Due to its relationship with 

governments, OGD is also treated as a subset of public sector information (PSI) 

(Ubaldi, 2013), which is broadly defined as “information, including information 

products and services, generated, created, collected, processed, preserved, 

maintained, disseminated, or funded by or for a government or public institution” 

(OECD, 2008, p. 4). Thus, we could conclude that OGD is the intersection of 

open data and PSI, as shown in Figure 1.1. OGD not only contains datasets 

directly produced by the government, including those relating to budgets and 
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spending, population and census, and also data which is collected and indirectly 

owned by public institutions, such as data relating to climate, public 

transportation, education, etc. 

 

 

Figure 1-1 Relationship between open data, OGD and PSI 

Over the whole life cycle of OGD, the opened data itself could be treated as a 

kind of product being created, published and consumed (Attard et al., 2015). 

Therefore, OGD by nature have stakeholders of supplier and consumer. The 

supply-side of OGD indicated procedures and stakeholders relating to making 

more and better quality government data publicly available (Tim Davies, 2011; 

Graves-Fuenzalida, 2013; Ohemeng & Ofosu-Adarkwa, 2015). While the 

demand-side of OGD refers to utilizations and users of the published data 

(Ohemeng & Ofosu-Adarkwa, 2015). 

By releasing government data to the public, governments are able to “trigger 

profound changes in the relationship between governmental agencies and their 

stakeholders” (Ribeiro, 2017, p. 3). The implications of the opening up and 

utilization of OGD could contribute to public administration (Attard et al., 2015; 

Bertot, Jaeger, & Grimes, 2010; Dawes, 2010; Giorgi, Jones, & Asrar, 2009) 

including greater transparency, enhancing the accountability of government, as 

well as bringing economic benefits (Florini, 2008; Willinsky, 2005). 

Governments are also expecting an increase in collaboration and citizen 

participation from the opening up of government data (S. Martin, Foulonneau, 
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Turki, & Ihadjadene, 2013). Overall, due to its potential impact on society, 

politics and the economy (Jetzek, Avital, & Bjorn-Andersen, 2012), OGD “has 

been hailed as one of the most important public policies of our time” (Halonen, 

2012, p. 6). 

Great benefits that are expected to be derived from OGD have led to the rapid 

development of OGD initiatives around the world (Jetzek, Avital, & 

Bjorn-Andersen, 2014). In these OGD initiatives, scholars have found 

publishing and consumption processes (Edelmann, Höchtl, & Sachs, 2012) to be 

the most essential ones in the whole OGD life cycle (Attard et al., 2015). Being 

the most commonly implemented approaches for publishing and consuming 

OGD (Attard et al., 2015), OGD portals have been treated as flagship initiatives 

(Lourenço, 2015) or even as OGD programs themselves (Kassen, 2013; 

Lourenço, 2013, 2015). Due to the functions of OGD portals and their ability to 

achieve the goals of OGD initiatives (Lourenço, 2013), they are also recognized 

as “services supporting the location of public sector information (PSI)” 

(Shadbolt et al., 2012, p. 17). As a result, many OGD portals have been 

launched by governments to make their data available to the public (Kassen, 

2013; Lourenço, 2013), with examples like data.gov of the US government, 

data.gov.uk of the United Kingdom, data.gov.sg of Singapore, etc. 

However, releasing OGD to the public through portals does not guarantee the 

successful promotion of transparency and accountability of local governments 

(Attard et al., 2015). On one hand, for the supply-side of OGD, many issues 

have emerged at local levels during the development process, such as 

technology diversity and lack of standardization (Armstrong, 2011), and the 

immaturity of local governments regarding how to correctly disclose data 

(Conradie & Choenni, 2014; Corrêa et al., 2017; Lourenço, Sá, Jorge, & Pattaro, 

2013; Yavuz & Welch, 2014). On the other hand, although more and more data 

is provided through OGD portals (A. Meijer, de Hoog, van Twist, van der Steen, 

& Scherpenisse, 2014; Ruijer, Grimmelikhuijsen, Hogan, et al., 2017), 
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researchers have noted a lack of use on the demand-side of OGD becoming a 

key problem and the most critical challenge in OGD development (Halonen, 

2012; Ruijer, Grimmelikhuijsen, & Meijer, 2017; Safarov, Meijer, & 

Grimmelikhuijsen, 2017; Zuiderwijk & Janssen, 2013). Citizens’ lack of 

knowledge concerning the existence of OGD and OGD portals (D. Wang, 

Richards, & Chen, 2019) also leads to possible failure in achieving the targeted 

aims of OGD programs (Attard et al., 2015; Heise & Naumann, 2012), such as 

stimulating innovation (M. Janssen et al., 2012) and creating economic benefits 

(Willinsky, 2005). The lack of use of OGD limits the social impact of OGD 

initiatives (OpenDataBarometer, 2018a). Therefore, at present, a disconnection 

could be noticed lying between the supply-side and the demand-side of OGD. 

For the supply-side, governments are trying to open up more data to the public 

through portals for the possible benefits that could derive from its utilization 

(Kassen, 2013). While for the demand-side, although citizens campaigned for 

more openness of the government information resources (Ubaldi, 2013), the 

utilization of the released data by citizens is limited and shows unobvious social 

impact (OpenDataBarometer, 2018a). This disconnection between the two sides 

of OGD restricted the benefits of OGD programs. 

In addition, although the expectation of OGD benefits has drawn the attention 

and interest of the academic community in studying the topic of OGD 

(Zuiderwijk, Helbig, Gil-Garcia, & Janssen, 2014), reviews and evaluation by 

practitioners and researchers in the area of OGD, including successes and 

barriers, are still in their infancy (Attard et al., 2015; Zuiderwijk et al., 2014). 

Lots of issues, challenges and barriers can still be found in this field (Safarov et 

al., 2017; D. Wang et al., 2019). 

 Research objectives 

The main aims of disclosing government data are for its use, reuse and 

distribution (Attard et al., 2015). However, in contrast to the continual 
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development on OGD’s supply-side, plenty of challenges can still be recognized 

when implementing OGD initiatives (Ribeiro, 2017), among which lack of use 

has been pointed out by scholars as a key problem for OGD (Ruijer, 

Grimmelikhuijsen, & Meijer, 2017; Safarov et al., 2017; Zuiderwijk & Janssen, 

2013). As a result, inadequate evidence of real benefits from OGD initiatives can 

be found, particularly in relation to social impact (OpenDataBarometer, 2018a). 

With the development of OGD in the past few years, open data is driving more 

participation of citizens in public administration, such as the citizen 

participatory budgeting in South Korea that offers the chance to scrutinize 

government spending, and the government IT investments in Japan that can be 

monitored by the public. But reports have shown the stagnation of engagement 

between government and civil society (OpenDataBarometer, 2018a). 

Since collaboration between the supply-side and demand-side of OGD is the 

premise for making OGD work for people, we set the ultimate goal of this study 

as to improve the utilization of OGD by balancing the supply-side and 

demand-side of OGD according to the demands of citizens through the 

development of OGD portals. In order to reach this goal, we set several 

objectives for this study: 

O1. Evaluate the supply-side development of OGD. 

O2. Understand the demands and motivations of citizens on the 

demand-side of OGD. 

O3. Recognize the existing conflicts between the demand-side and 

supply-side of OGD. 

O4. Find possible solutions for the conflicts and discuss future development 

directions of OGD portals to improve OGD utilization. 

Our decision to carry out an evaluation of the supply-side of OGD is grounded 

in the notion that evaluations can provide a better understanding of the current 

stage of development, as well as ensuring the goals of initiatives are achieved 
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(Schellong, 2009). It can also support comparative study of the supply-side and 

demand-side of OGD.  

Unlike the vast number of studies focusing on the supply-side development 

(Attard et al., 2015), the demand-side or the user-side of OGD remains a 

relatively understudied part in the whole OGD value-chain (Kitchin, 2013; C. 

Martin, 2014; A. Meijer et al., 2014). Jetzek et al. (2012) emphasized the need 

for a better understanding of the generation, capture and measurement of OGD. 

Users are the main actors on the demand-side due to their direct effect on the 

organization of OGD resources (Zuiderwijk & Janssen, 2013). Among different 

users, citizens are commonly identified as primary stakeholders who receive 

major benefits from OGD utilization (Parycek, Hochtl, & Ginner, 2014). But the 

acceptance and utilization of OGD from the citizen’s perspective have not 

received sufficient attention in the current literature (Weerakkody, Irani, Kapoor, 

Sivarajah, & Dwivedi, 2017; Zuiderwijk, Janssen, & Dwivedi, 2015). We thus 

focus specifically on citizens of the demand-side due to their role in the life 

cycle of OGD.  

The objectives of this thesis for balancing the supply-side and demand-side are 

not only due to the inadequacy of studies connecting the two sides of OGD (A. 

Meijer et al., 2014), but also well-aligned with the ideas of scholars for 

encouraging active engagement and collaboration between governments and 

different stakeholders (Dietrich, 2015; OpenDataBarometer, 2018a).  

 Research questions 

Open data is just a kind of data, emphasizing the possibility and desirability of 

openness (Vassilakopoulou, Skorve, & Aanestad, 2018). To make government 

datasets publicly available, usually official portals are launched in OGD 

programs (Kassen, 2013; Kostovski, Jovanovik, & Trajanov, 2012; Lourenço, 

2013, 2015). Being the most common approaches for publishing and consuming 

OGD (Attard et al., 2015), OGD portals are used by different governments to 
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expose OGD on the web. Thus, they are not only treated as flagship initiatives of 

OGD programs (Lourenço, 2015), but also act as the bridge between the 

supply-side and demand-side of OGD. Since the most critical challenge in OGD 

development is the lack of use of OGD and the scarce extant research on this 

topic is mainly of an exploratory nature (Foulonneau, Martin, & Turki, 2014; 

Ribeiro, 2017), to achieve the proposed research objectives, we therefore raise 

the following generic research question for this thesis: 

How to improve citizens’ utilization of OGD by connecting the supply-side and 

demand-side through portals? 

This generic question can be further divided into six more specific 

sub-questions: 

RQ1. How to analyze the development of the supply-side of OGD? 

RQ2. How can citizens’ demand for and utilization of OGD be characterized? 

RQ3. What is the relationship between the supply-side and demand-side of 

OGD? 

RQ4. What are the decisive factors for citizens’ utilization of OGD portals? 

RQ5. How to connect the supply-side and demand-side of OGD through 

portals? 

RQ6. What are the future directions for developing OGD portals？ 

The first research question (RQ1) focuses on the supply-side of OGD, aiming at 

understanding the present development of OGD through systematic evaluations 

of OGD portals, which reflected the first objective of this thesis (O1). Although 

many evaluations regarding country-level OGD portals have been carried out by 

different scholars and organizations (Attard et al., 2015; Lourenço, 2013; 

Thorsby, Stowers, Wolslegel, & Tumbuan, 2017), assessments of the potential 

and capabilities of OGD portals at local levels are limited (Chatfield & Reddick, 

2017; Conradie & Choenni, 2014; Kassen, 2013; Petychakis, Vasileiou, Georgis, 
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Mouzakitis, & Psarras, 2014). Thus, for the first research question, we choose to 

focus on analyzing the local development of OGD portals. We then divide RQ1 

into four sub-questions: 

RQ1.1 What framework can be used to assess local-level OGD portals? 

RQ1.2 How to obtain priorities for elements of the framework? 

RQ1.3 How to use the framework to analyze the present development of local 

OGD portals? 

RQ1.4 How to use the framework to guide the future development of local 

OGD portals? 

The second research question (RQ2) focuses on the demand-side of OGD, 

which aims at gaining a better understanding of the primary stakeholder of the 

demand-side, citizens, in relation to their demands and utilization habits of OGD, 

which reflected the second objective of this thesis (O2). We further divide RQ2 

into three sub-questions: 

RQ2.1 What are citizens’ demands for OGD? 

RQ2.2 What are citizens’ demands for and utilization of OGD portal services? 

RQ2.3 What are the relationships between citizens, their OGD demands and 

OGD utilization? 

The third research question (RQ3) focuses on comparison of the supply-side and 

demand-side of OGD based on the previous studies of RQ1 and RQ2. Although 

related studies have been carried out on both the supply-side and demand-side, 

they failed to systematically analyze the relationship between both sides (A. 

Meijer et al., 2014). To figure out the possible relationships between these two 

sides of OGD, especially the existing conflicts as stated in the third objective of 

this thesis (O3), we thus raised RQ3 for the study. In order to find possible 

methods for analyzing the relationship between two sides, we further divide 

RQ3 into two sub-questions: 
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RQ3.1 What research model could be used for the comparison of the supply-side 

and demand-side of OGD? 

RQ3.2 How to analyze the present relationship between the supply-side and 

demand-side of OGD by using the research model? 

The fourth (RQ4), fifth (RQ5) and sixth (RQ6) research questions are aimed at 

finding possible solutions based on the results of RQ3 and figuring out future 

development directions for OGD portals to encourage the utilization of OGD, 

which reflect the fourth objective of this thesis (O4). 

The fourth research question (RQ4) is based on comparison of the supply-side 

and demand-side of OGD. It focuses on the bridge between the two sides, that is, 

the OGD portal. From the aspect of the supply-side of OGD, in order for a portal 

to be accepted by its users, it must first be usable and possess the functionality 

that can satisfy the needs and requirements of its users. From the aspect of the 

demand-side of OGD, citizens’ acceptance of the portal is the first step in using 

the portal to get access to the data. However, at present, the decisive factors in 

citizens’ actual utilization of OGD portals are unknown (Rana, Dwivedi, & 

Williams, 2015). To understand the decisive factors in citizens’ utilization of 

OGD, we further divide RQ4 into four sub-questions: 

RQ4.1 How to evaluate the usability of current OGD portals? 

RQ4.2 Can citizens use the OGD portal with the best usability from the usability 

evaluation? 

RQ4.3 What are the factors affecting citizens’ acceptance of the OGD portal 

with the best usability from the usability evaluation? 

RQ4.4 What are the factors affecting citizens’ actual utilization of the OGD 

portal with the best usability from the usability evaluation? 

In response to the findings from Chapter 5, one further sub-question was added 

to focus on alternative help functions: 
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RQ4.5 What is the effect of using traditional help functions compared to using a 

virtual assistant? 

The last two research questions (RQ5 & RQ6) focus on the future development 

of OGD and OGD portals. Because the main aims of disclosing government data 

are for its use, reuse and distribution, these two research questions concentrate 

on finding possible ways to develop OGD portals to stimulate the utilization of 

OGD. 

The structure and the corresponding relationship of objectives and research 

questions of this thesis is shown in Table 1.1. 

 

Table 1-1 Structure of objectives and research questions 

 

 Research design and roadmap 

The whole research design of this thesis is based on the conflict paradigm 

(Babbie, 2015) and the theory of supply and demand by Karl Marx (Marx, 1844). 

The theory of supply and demand shows the tendency of the interaction between 

these two to reach a balance. Scholars have interpreted this balance using 

equilibrium theory (Sekine, 2004). In the scope of economy, the market behavior 

of individuals and groups were propelled by the imbalances between supply and 

demand (Marx, 1844). This imbalance between the supply and demand reflected 

possible conflicts between the two. Enlightened by the theory of supply and 
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demand in the realm of economic analyses, we supposed that the development 

of the supply-side and demand-side of OGD may also be affected by the 

imbalances that exist between the two sides. These conflicts that now exist 

between the two sides could be possible ways for establishing new directions for 

OGD development, since the conflict motivates change and interactions between 

the two sides in order to reach a balance. The conflict paradigm, originally used 

in economic analyses, could also be appropriate in the context of struggles 

between different groups, including understanding relations among different 

departments, organizations, and student-faculty-administrative relations, etc. 

(Babbie, 2015). In our studies, we applied the conflict paradigm to analyzing the 

supply-side and demand-side of OGD, including understanding the interactions 

between users and OGD portals. 

By applying the above paradigm and theory to this thesis as well as to achieve 

the objectives and answer the proposed research questions, we designed a 

four-stage study on the development of Chinese local OGD, as depicted in the 

roadmap of the research design in Figure 1.2.  

We chose China to carry out each of the stages of the research study for three 

main reasons. Firstly, encouraged by various regulations launched by the 

Chinese government (Horsley, 2007; Piotrowski, Zhang, Lin, & Yu, 2009), 

recent years have seen the rapid development of OGD and emergence of OGD 

portals in China (R. Huang & Wang, 2016). Thus, the objects for our study 

already exist in China. Secondly, in contrast to the US, the UK and many other 

countries, the development of OGD portals in China started from local areas 

instead of building one nation-wide OGD portal. Until now, no national-level 

OGD portal in China has been founded. Moreover, the identified research gap in 

the literature for an up-to-date study of OGD development in China (R. Huang 

& Wang, 2016) also strengthened our intention to carry out the whole study in 

China. Lastly, as China is the largest developing country in the world, it includes 

multiple sub-areas and regions that represent different contexts, including 
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population, economy, culture and policy. Thus, carrying out the study in China 

helped demonstrate the wide applicability of our research outcomes. Since the 

majority of countries around the world are developing countries, our study could 

also enlighten OGD developments in these countries. 

In the first stage of the study, we designed a case study for local-level OGD 

portal evaluation in China. The first stage focused on the first research question 

about the supply-side of OGD. In the second stage of the study, we designed a 

survey-based research study to understand citizens’ demands and utilization of 

OGD and OGD portals. This stage of study focused on the second research 

question about the demand-side of OGD. For the third stage of the study, we 

designed a comparative case study based on the first two stages of the 

supply-side and demand-side of OGD. The comparative study focused on RQ3 

about finding the present relationships between the two sides of OGD. The last 

stage of the study was based on the results of Stage 3 about the conflicts existing 

between the supply-side and demand-side of OGD. It contained two parts: a 

usability evaluation and an experiment. The first part involved development of 

an evaluation framework for OGD portals and use of this framework to conduct 

a usability evaluation of OGD portals in China from the supply-side, focusing 

on RQ4.1. The output of this step was identification of the existing Chinese 

OGD portal with the highest usability. This provided an important foundation 

for designing a simulated portal for the experiment of the second part. The 

second part included an experimental study to answer RQ4.2 to 4.4 that aimed to 

discover the decisive factors affecting citizens’ acceptance and utilization of 

OGD portals. By comparing the results of all four stages and related literature, 

we answer RQ5 and RQ6 in the discussion part of this thesis. 
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Figure 1-2 Research roadmap 

 Overview of the chosen methodology 

According to the research design in the last section, a combination of both 

qualitative and quantitative research methods has been applied in different 

stages and studies. Generally, five research methods were used, which include: 

case study, survey research, evaluation, experimental research and comparative 

research. The overviews of each of these methods are as follows: 

Case study is “a research strategy which focuses on understanding the dynamics 

present within single settings” (Eisenhardt, 1989, p. 534). It usually examines a 

single instance of some social phenomenon (Babbie, 2015). It is a popularly 

used qualitative research method in the field of information systems. A case 

study can investigate a phenomenon in complicated situations by using multiple 

data collection methods, thus leading to a better understanding of the topic 

(Recker, 2012). Besides simply describing and understanding phenomenon, the 

extended case method, which means entering “the field with full knowledge of 

existing theories” (Babbie, 2015, p. 298) and “laying out as coherently as 

possible” of what expected to find (Burawoy, Burton, Ferguson, & Fox, 1991, p. 

9), has been found to be effective in discovering flaws in existing theories and 

providing modification. On the other hand, scholars have criticised the case 
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study method for its limitation in generalizability of the observed outcome in 

one single instance of some phenomenon (Eisenhardt & Graebner, 2007). The 

challenge could be reduced, however, by applying multiple-case research to 

present relatively rich qualitative data (Babbie, 2015; Eisenhardt & Graebner, 

2007). Usually, the comparative method is combined with the multiple-case 

research (Babbie, 2015). Therefore, in our study, we chose to carry out 

comparative multiple-case research in China by including different OGD portals 

of different sub-areas for theory testing, as well as for gaining insights into the 

OGD development in China from various aspects. 

Survey research is a common method for gathering information about a group of 

selected units of observation. It is the best method available for describing a 

large population that is difficult for direct observation (Babbie, 2015). Use of 

standardized questionnaires also offers various strengths such as increased 

reliability, repeatability and comparability of measurement. The results of the 

collected data are usually analyzed with statistical techniques or other 

quantitative approaches (Recker, 2012). Therefore, survey research fits the needs 

of this study for understanding citizen’s demands for OGD in China. However, 

besides its strengths in describing the characteristics of a large population, 

survey research has several weaknesses in flexibility and dealing with complex 

topics and the context of social life. In our thesis, we mainly used 

self-administered questionnaires for collecting information relating to the OGD 

demands and utilization characteristics of citizens in China. We tried to 

overcome the natural weaknesses of survey research by separating our research 

questions into small topics and designing questionnaires accordingly. 

Evaluation study is a kind of measurement against a set of criteria (Symons, 

1991), which plays a crucial role in different stages of information system 

development. Evaluation study could be divided into two main modes: the goal 

and system models (Etzioni, 1960; Symons, 1991). The goal model emphasises 

the achievement of predetermined outcomes as a measure of effectiveness 
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(Etzioni, 1960). The system model carries out rating according to a developed 

multi-dimensional range of criteria using scoring methods (Strasser, Eveland, 

Cummins, Deniston, & Romani, 1981). Weights are usually assigned to the 

selected criteria and aggregate scores are calculated after the evaluation 

(Symons, 1991). Strengths of the system-oriented evaluation lies in its ability to 

cope with the interdependencies and complexity of organizations due to its 

explicit monitoring of a whole array of variables (Symons, 1991). However, the 

selected criteria/indicators in the system-oriented evaluations are relatively 

straightforward (Strasser et al., 1981). The concentration on operational 

effectiveness of indicators can obscure the desired outcomes (Symons, 1991). In 

this thesis, we mainly used the system-oriented evaluation for understanding the 

present development of OGD portals and its usability in China because of the 

complexity of OGD development and the various stakeholders concerned in the 

development. 

An experiment is “a mode of observation that enables researchers to probe 

causal relationships” (Babbie, 2015, p. 220). Experimental research has its 

advantage for gauging cause-and-effect relationships compared with 

observational research methods including surveys and case studies. By applying 

a certain treatment to one group of respondents but not to another group while 

maintaining stability of other potential factors between the two groups, 

experimental studies can show the effect(s) of the treatment (Recker, 2012). 

However, the greatest weakness of the experimental research method is due to 

its artificiality. What occurs in a laboratory setting might not necessarily occur 

in natural social settings (Babbie, 2015). In this thesis, we designed an 

experiment to test the effect of different help functions on a simulated version of 

an OGD portal on citizens’ ability to correctly use the portal to find the data they 

need. To overcome the possible weakness of the experimental research, we 

selected a target portal from existing OGD portals in China to imitate and build 

the experiment environment accordingly which could help simulating the true 
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environment of OGD utilization for OGD users. 

Comparative research belongs to unobtrusive research, which allows researchers 

to “study social life from afar, without influencing it in the process” (Babbie, 

2015, p. 318). Usually, other research methods such as experiment (Van de 

Vijver & Leung, 1997), survey research and case study (Babbie, 2015) are 

combined with comparative research to provide sources of comparative data for 

analyzing. Van de Vijver and Leung (1997) have divided comparative research 

into four common types (Generalizability studies, theory-driven studies, 

psychological differences studies and external validation studies) depending on 

whether the orientation is exploratory or hypothesis testing, and on whether or 

not contextual factors are considered. In our study, we used two types of 

comparative research. Theory-driven comparative study, which emphasizes 

testing hypothesis about particular relationships between variables and outcomes 

(Van de Vijver & Leung, 1997), is used in analyzing survey results and 

experiment results. The most important strength of theory-driven comparative 

study lies in its explicit postulation of the relationship between variables and 

outcomes and the major weakness is its lack of attention for explanations of the 

observed differences (Van de Vijver & Leung, 1997). While psychological 

differences study, which applies a measurement instrument in at least two 

objectives to find the differences in averages, standard deviations, reliabilities or 

other properties of the instrument across different groups (Van de Vijver & 

Leung, 1997), is used in the evaluation studies and the comparison of the 

supply-side and demand-side of OGD. The strength of psychological differences 

study is its “open-mindedness” of the existing differences while the weakness of 

differences study lies in the interpretation of the observed differences (Van de 

Vijver & Leung, 1997). 

In stage 1, comparative research method has been used in the comparison of 

different evaluation frameworks and principles in order to form an assessment 

framework for the case study in this stage. Case study together with the 
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evaluation methods have been applied to understand the development of OGD in 

China. In stage 2, survey research has been carried out for investigating the 

demands of OGD users. Theory-driven comparative research method has been 

applied to the analysis of the data collected through the survey. In stage 3, a 

differences comparative study has been carried out for understanding the 

possible conflicts that lie between the supply-side and the demand-side of OGD. 

In stage 4, a system-oriented evaluation of the usability of OGD portals together 

with an experiment has been carried out together with the comparative study for 

comparing the data collected through the evaluation and the experiment. Details 

of the practical operation and procedure of each stages could be found in the 

methodology sections in Chapters 3 to 7. 

 Intended contributions 

This thesis aims to encourage better utilization of OGD to achieve its potential 

effects on society by shedding light on how to develop OGD portals through 

matching the supply-side with the demand-side. The top contributions of this 

thesis can be summarized into two aspects. 

For theoretical contributions, this thesis builds two evaluation frameworks: one 

for the supply-side to evaluate the present development of OGD and another to 

evaluate the usability of OGD portals. This thesis also builds models to reveal 

the relationships on the demand-side among citizens as the primary users of 

OGD and OGD portals (Parycek et al., 2014), their demands of OGD and their 

OGD utilization habits. A comparison framework is also built for analyzing the 

supply-side and demand-side of OGD for possible concords and conflicts 

between these two sides. Finally, theoretical models are derived for showing the 

factors affecting citizens’ acceptance and utilization of OGD portals. 

For practical implications, this thesis has carried out a series of case studies in 

China from both the supply-side and demand-side of OGD. Thus, it offers a 

systematic view of the present development of OGD and OGD portals in 
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different areas of China. Also, based on the research results, this thesis proposes 

feasible suggestions for the future development of OGD portals. Last but not 

least, by applying the models built in this thesis, it is possible for stakeholders to 

recognize the factors in citizens’ utilization of OGD portals and thus make 

changes to the OGD portals’ functions accordingly, and education and training 

programs or help functions for OGD can be developed for citizens to increase 

the potential users of OGD. 

In addition, this thesis also makes contributions to the present academic field by 

providing an updated review of related literature on the development of OGD 

and OGD portals, as well as the potential of using virtual assistants to provide 

portal support. 

 Thesis outline 

The thesis is composed of nine chapters. The organization of this thesis is as 

follows:  

Chapter 2 provides theoretical background information for the whole thesis and 

reviews related research about OGD and its utilization, usability evaluation and 

the virtual agent.  

Chapters 3 to 7 comprise the empirical research part of this thesis. Chapter 3 is 

dedicated to the supply-side of OGD. In this chapter, an evaluation framework 

for analyzing and guiding the development of local OGD portals has been 

developed based on the comparison of related studies and principles. A case 

study of Chinese province-level OGD portals has then been carried out to test 

the capability of the framework, as well as to understand the present 

development of OGD in China. 
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Chapter 4 looks into the demand-side of OGD through a survey of Chinese 

citizens in relation to their demands and utilization of OGD and OGD portals. 

Analysis of the interaction among citizens, their demands of OGD and 

utilization of OGD has been carried out to reveal the relationships among these 

three. 

Chapter 5 compares the results of Chapters 3 and 4 according to an extended 

model built on the Diffusion of Innovation (DOI) theory. The concords and 

conflicts between the supply-side and demand-side of OGD in China have been 

identified through the data analysis from four aspects: observability, relative 

advantage, compatibility and complexity. 

Chapter 6 focuses on the usability of OGD portals. Firstly, a usability evaluation 

framework has been built to direct a heuristic evaluation of Chinese 

province-level OGD portals. Secondly, the heuristic evaluation has been carried 

out for selected Chinese province-level OGD portals to identify the best 

performing one to be imitated in development of the simulated experimental 

portal used in the following chapter. 

Chapter 7 presents an experiment to determine how well the best-performing 

OGD portal could be used by citizens and also to evaluate alternative help 

functions. Help functions were chosen as the factor to manipulate based on the 

conflicts between the supply-side and demand-side recognized in Chapter 5. An 

experiment involving two versions of simulated portals was carried out on 

Chinese citizens. One group (the control) included all identified features in the 

usability evaluation framework, while the other (the experimental group) 

additionally included a virtual assistant to provide help for users. Analysis has 

been carried out to compare the experimental results from both groups. Models 

revealing the factors in citizens’ acceptance and utilization of OGD portals are 

built through machine learning. 

Chapter 8 includes a comparative analysis of the results presented in Chapters 3 

to 6. Based on the results of the empirical research, we shed light on the future 
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development of OGD portals to improve the utilization of OGD by matching the 

supply-side with the demand-side. 

The thesis ends with a concluding chapter (Chapter 9) which revisits the 

research questions and summarizes the key findings and outcomes. The 

theoretical contributions and pragmatic implications, limitations and potential 

future work are also described in this chapter.  
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2 CHAPTER 2: LITERATURE REVIEW 

To form the theoretical foundation of this thesis, in this chapter we describe 

research and topics related to our study from various aspects. Generally, the 

contents of the literature review follow the four stages designed for this thesis. 

This chapter starts with key concepts in Section 2.1 providing the general 

background for the whole thesis, which include the definition and understanding 

of OGD, the characteristics and impacts of OGD. We also introduce the concept 

of OGD ecosystem here. Based on the concept of OGD ecosystem, a review of 

the supply-side in Section 2.2 and the demand-side of OGD in Section 2.3 as 

well as the bridge between the supply-side and the demand-side in Section 2.4, 

are further developed, which offered support for the Stage 1 to 3 studies in this 

thesis. For the supply-side of OGD, summaries of the worldwide evaluation of 

OGD development have been presented to provide more contextual information 

and theoretical foundation for the Stage 1 study. For the demand-side of OGD, 

OGD users and OGD utilizations are further discussed to support the Stage 2 

study. For OGD portals, more information about the development of OGD 

portals in local areas are also provided to support the research in Stage 1.  

Concepts and models relating to the acceptance and usability of OGD are 

presented in Section 2.5 to provide theoretical foundation for Stage 4 of this 

thesis. After Section 2.5, three aspects are further discussed which are related to 

different stages of this thesis. Firstly, the OGD development in China including 

the political context of its development are thoroughly discussed in Section 2.6. 

The Analytic Hierarchy Process (AHP) is presented in Section 2.7 since it is an 

important theory of measurement being applied in Stage 1 of this thesis. 

Introductions and discussions of virtual agents are presented in Section 2.8 

because it is the key element included in the experiment in Stage 4. We included 

the literature review of OGD development in China, AHP and virtual agents in 

this chapter to avoid lengthy explanations in later chapters which may reduce 
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readability and disturb the logical flow and description of the related research 

process. This chapter ends with a synthesized conclusion about the discussed 

literature in Section 2.9. Figure 2.1 shows the structure and flow of the different 

concepts and topics in this chapter. 

 
Figure 2-1 Structure and flow of the selected literature review topics 

 Open government data 

The development of ICTs that grant citizens the ability to easily use, share and 

distribute information is leading to a culture of more openness (Van Veenstra & 

Van Den Broek, 2013), which has spreads to a wide range of areas in the 

contemporary world (Ribeiro, 2017) including governments (Kube, Hilgers, 

Fueller, & Koch, 2013). This phenomenon has given rise to the development of 

OGD. As discussed in Chapter 1, we accept the definition of OGD as the 

intersection of open data and PSI, indicating it to be the data, including products 

and services, “generated, created, collected, processed, preserved, maintained, 

disseminated, or funded by or for a government or public institution” (OECD, 

2008, p. 4) that can be freely used, modified and shared by anyone for any 

purpose (OpenKnowledgeFoundation).  

Scholars have noted the lack of a common understanding of the concepts of 

OGD (Jetzek et al., 2012; Lindman, Rossi, & Tuunainen, 2013). Some focused 

on politically important disclosures, while others talked about data that is both 

open access and government-related but might or might not be politically 

important (Harlan Yu & Robinson, 2011). To reduce this possible ambiguity in 

the term OGD (Ribeiro, 2017), in our study we have looked into the issue of 

OGD from the second perspective by treating it as a type of open data related to 
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the public sector and concerning more the technologies and attributes of open 

data rather than the politics of open government. 

2.1.1 OGD characteristics 

Since we treat OGD as a certain kind of open data, it possesses common 

characteristics that are shared in open data. In this section, we discuss the 

characteristics of OGD from three aspects: data quantity, data accessibility and 

data quality. 

Data quantity for OGD means the volume of data available to the public (Kaisler, 

Armour, Espinosa, & Money, 2013). This has been treated as an indicator of the 

growth of an organization or service. Categories of datasets are often included as 

an indicator of whether governments have offered the kind of data people need 

(OpenDataBarometer, 2017b). 

Data accessibility is a dimension reflecting the extent to which data is available 

(Pipino, Lee, & Wang, 2002), approachable (Hawker & Hawkins, 2001) and 

convenient to reach (Iwarsson & Ståhl, 2003). Because accessibility is the 

premise of data utilization, this concept is mentioned in almost all OGD 

principles, including the Eight Open Government Data Principles, the United 

Kingdom’s Public Data Principles and Vivek Kundra’s 10 principles for 

improving federal transparency. Given its primacy, we separate data 

accessibility from other forms of data quality. 

Data quality “is most often characterized as simple accuracy” (Dawes, 2010, p. 

379), but high quality indicates that data is “not only intrinsically correct, but 

also contextually appropriate for the task”. Thus, data quality is commonly 

perceived to be fitness for use by data consumers (Attard et al., 2015; Dawes, 

2010; R. Y. Wang & Strong, 1996). Quality attributes like accuracy, timeliness, 

precision, reliability, currency, completeness and relevance (R. Y. Wang & 

Strong, 1996) are often used in OGD principles. 
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2.1.2 OGD impacts 

The constant release of large amounts of OGD by different governments has 

opened new opportunities to exploit the economic, social and political benefits 

of the data (Graves-Fuenzalida, 2013; A. Meijer et al., 2014). Many studies have 

confirmed the positive social and economic impacts (Ribeiro, 2017) of open 

data for citizens, researchers, companies and other stakeholders (Zuiderwijk et 

al., 2014). For social impacts, it is envisioned by many governments as 

promoting both efficiency and transparency at the same time through releasing 

government data to the public (Bertot et al., 2010). Case studies and statistical 

analyses indicated OGD’s potential use in anti-corruption (Bertot et al., 2010) by 

“enhancing the effectiveness of internal and managerial control over corrupt 

behaviors” (Bertot et al., 2010, p. 265) and in promoting transparency and 

accountability (Florini, 2008). Through improving the reuse of government 

information and offering more efficient government data services 

(Graves-Fuenzalida, 2013), OGD development can also support public 

administration functions (Attard et al., 2015) and enhance citizen participation. 

For economic impacts, OGD itself is part of the emergence of “open innovation”, 

which can endow stakeholders with the capacity to acquire knowledge from 

outside and thus result in the acceleration of internal innovation and expanded 

markets (Ribeiro, 2017; Willinsky, 2005). Therefore, generally, OGD 

development is treated as a beneficial initiative for the whole of society (Attard 

et al., 2015; Graves-Fuenzalida, 2013).  

In contrast to the above suggested benefits, although governments have tried to 

prove the value generated by OGD initiatives (Horrigan, Rainie, & Page, 2015) 

and included the evaluation of OGD impacts as a central component in current 

public discourse (Ribeiro, 2017), researchers and organizations have criticized 

OGD initiatives for not yet delivering its promised positive impacts (Horrigan et 

al., 2015; OpenDataBarometer, 2018a). Inadequate evidence of real benefits 
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from OGD initiatives, especially for social impact, circumstantially reflects the 

possible problems in the present development of OGD (OpenDataBarometer, 

2018a). 

2.1.3 OGD ecosystem 

The situation for providing and making use of OGD has been found to be 

similar to a natural ecosystem (Graves-Fuenzalida, 2013), because there are 

participants providing data which is later consumed by others. Thus, T. M. 

Harrison, Pardo, and Cook (2012) firstly proposed the concept of an “open 

government data ecosystem”, conveying “a sense of the interdependent social 

systems of actors, organizations, material infrastructures, and symbolic 

resources that can be created in technology-enabled, information-intensive 

social systems” (T. M. Harrison et al., 2012, p. 900). In such ecosystems, the 

core resource is OGD, which differentiates it from other ecosystem analogies 

(Heimstädt, Saunderson, & Heath, 2014). However, the success of this 

ecosystem relies on more than the dataset (Tim Davies, 2011). Another 

important feature of the environment is a set of systems and mechanisms (Tim 

Davies, 2011) that “allow participants to provide and consume Open 

Government Data” (Graves-Fuenzalida, 2013, p. 12). Considering the specific 

needs around OGD, Attard et al. (2015) proposed the life cycle of OGD as is 

shown in Figure 2.2, focusing on the essential processes of OGD through OGD 

portals from two aspects: publishing and consuming of open data. The 

publishing process includes two sections, preparing the data to be published (the 

four steps of the Pre-processing section) and maintaining the published data 

(Data curation of the Maintenance section). The consumption process includes 

the four steps of the Exploitation section: Data interlinking; Data discovery; 

Data exploration; and Data exploitation. 
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Figure 2-2 Open government data life cycle (Attard et al., 2015) 

 Supply-side of OGD 

Open data is just data, emphasizing the possibility and desirability of openness 

(Vassilakopoulou et al., 2018). To make the data valuable, several steps are 

needed, such as collecting the raw data, making it available to others or further 

analyzing, combining and presenting the data in ways that make it useful for 

users to interpret as information (Lindman et al., 2013). Therefore, the OECD 

has included products and services together with data in the definition of 

government data (OECD, 2008). 

Due to the definition of OGD and the targeted aims of OGD initiatives (Heise & 

Naumann, 2012) to promote citizen engagement (Kassen, 2013) and government 

transparency and accountability (Attard et al., 2015), the supply-side of OGD 

refers to making better quality or more government data available to the public 

(Ohemeng & Ofosu-Adarkwa, 2015), focusing on the publishing aspect of the 
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OGD ecosystem (Tim Davies, 2011; Graves-Fuenzalida, 2013). According to the 

OGD life cycle presented in Section 2.1.3, the supply-side covers the processes 

of data creation, selection, harmonization, publishing and curation (Attard et al., 

2015). In order to prepare the mechanisms of the OGD ecosystem for the 

publishing and consuming of OGD, usually official portals are launched in OGD 

programs to make governmental datasets publicly available to citizens (Kassen, 

2013; Kostovski et al., 2012; Lourenço, 2013, 2015), which puts OGD portals in 

an important position on the supply-side. Despite the impressive progress of 

OGD development on the supply-side, OGD portals suffering from many 

shortcomings (Agrawal, Kettinger, & Zhang, 2014) including bad design, flawed 

execution (Peled, 2011) and limited data subjects (Ribeiro, 2017) due to the 

limitation in IT and information management capabilities of local governments 

(Agrawal et al., 2014).  

2.2.1 OGD evaluation 

Due to the important role of OGD portals on the supply-side, many different 

associations and researchers have presented evaluation frameworks for assessing 

OGD portals around the world to target the shortcomings in the present 

development. Until now, no agreed-upon framework has been provided in the 

literature (Attard et al., 2015). A more detailed comparison of the existing 

frameworks is presented in Section 3.2.1 as part of our methodology and is the 

basis for proposing our own framework.  

Several limitations of the existing frameworks have also been recognized by 

reviewers. To start with, although many OGD portal evaluation frameworks 

have been presented by different associations and researchers (Attard et al., 

2015), they have mostly failed to associate these with practical applications 

(Attard et al., 2015) and several evaluations are not based on a systematic 

framework (Lourenço, 2013). Only some of these frameworks have been applied 

to practical evaluations, like the Open Data Barometer by the World Wide Web 
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Foundation (OpenDataBarometer, 2018a), the Open Data Index by the Open 

Knowledge Foundation (OpenDataIndex, 2017), the Open Data Monitor by the 

European Union (OpenDataMonitor, 2017), the OUR Data Index by the OECD 

(OECD), the Data Openness Indicator (Bogdanović-Dinić, Veljković, & 

Stoimenov, 2014), the Open Data Portal Index (Thorsby et al., 2017) and the 

Open Data Poral Requirement (Lourenço, 2015). Reviewers have also pointed 

out that the evaluations are based on compliance with the law, instead of the 

usefulness of the data provided on the portal (Attard et al., 2015). Considering 

these limitations of the present frameworks and the characteristics of local-level 

OGD portals (see Section 2.2.1) a prioritized evaluation framework for local 

OGD portals could thus contribute to the present literature. The lack of clarity in 

the prioritization process in existing frameworks is another gap this thesis seeks 

to address. 

Moreover, while some of these evaluations are based on compliance with the 

law (Attard et al., 2015), others focus on the data quantity (OpenDataMonitor, 

2017) or data quality (Bogdanović-Dinić et al., 2014; Craveiro, Santana, & 

Pereira, 2013; OpenDataBarometer, 2017b; OpenDataIndex, 2017; Thorsby et 

al., 2017) on the portal. Although some researchers have considered the 

interaction of the portal with end-users in their evaluation frameworks, like the 

help (Thorsby et al., 2017), visualization (DMGLabFudanUniversity, 2018; 

Thorsby et al., 2017), ranking (DMGLabFudanUniversity, 2018) and voting 

functions (OECD), none of these evaluation frameworks are specially designed 

for usability assessment of OGD portals. The Five Star Scheme proposed by 

Tim Berners-Lee focused on the assessment of the degree of dataset re-usability 

(Ubaldi, 2013). However, this scheme only considered the usability of the 

opened data but failed to take the usability of OGD portals or other services into 

account. Thus, their evaluation of the interaction design is not comprehensive 

and systematic, which also leaves a gap in the present literature. 
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2.2.2 Comparative analysis of international OGD 

By applying the evaluation frameworks discussed in the last section, different 

researchers and associations have carried out comparative analysis of the 

development of OGD in different countries around the world. 

The most widely implemented evaluation is Open Data Barometer carried out by 

World Wide Web Foundation. They included 115 different countries in their 

latest full version of report of detailed analysis of open data development from 

three aspects: readiness, implementation, and impacts (OpenDataBarometer, 

2017a). Open Knowledge Foundation (OpenDataIndex, 2016) and the 

Organisation for Economic Co-operation and Development (OECD) (OECD, 

2015) also carried out worldwide open data evaluations which included more 

than 30 different countries by applying the evaluation frameworks proposed by 

themselves. The European Union published Open Data Monitor, which focuses 

32 countries in Europe for their open data development (OpenDataMonitor, 

2017). All these studies have shown an imbalanced development of OGD among 

different countries. However, ranks of the same country in different evaluation 

frameworks were quite different, which indicated the great difference of these 

evaluation frameworks and its effect on the evaluation results. 

Some scholars also carried out evaluations of OGD development in different 

countries by applying their own evaluation frameworks. Lourenço (2015) 

carried out evaluations of OGD portals in 7 different countries from the aspect 

of transparency and accountability. Some scholars carried out the comparative 

analysis of OGD portals with a mix of the level and areas. Bogdanović-Dinić et 

al. (2014) applied their data openness indicator in both countries like the US and 

Austria as well as areas like Queensland in Australia and Ottawa in Canada in 

the same study. 
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Other scholars chose to apply the evaluation frameworks proposed by other 

scholars as the basis for the comparative analysis. M. Yi (2019) chose the Five 

Star Scheme proposed by Tim Berners-Lee for a comparative study of the data 

format and completeness in the UK, the USA and Korea. While Wieczorkowski 

and Pawełoszek (2018) combined the framework of the Five Star Scheme and 

the Open Data Barometer for a comparative analysis of OGD portals in Poland, 

the USA, the UK and Germany. 

Scholars’ disagreement on the evaluation elements and frameworks lead to 

various kinds of comparative analysis results and ranks derived from these 

evaluations. We could notice that usually, the comparison between different 

countries for its OGD development did not consider the social context including 

policies and economic development. Open Data Barometer is the only one that 

looks beyond the data itself. But at the same time, OGD development is an issue 

which consists of different stakeholders and aspects (Attard et al., 2015) and is 

influenced by various kinds of social context (OpenDataBarometer, 2016). Thus, 

it is difficult to include all aspects of OGD initiatives in one evaluation 

framework for a comparative study. 

 Demand-side of OGD 

The demand-side of OGD refers to better usage and reusage of the published 

data (Ohemeng & Ofosu-Adarkwa, 2015). In the OGD ecosystem, the 

demand-side of OGD refers to the consumption of published OGD, including 

data interlinking, discovery, exploration and exploitation in the OGD life cycle 

(Attard et al., 2015). The fast-developing ICTs nowadays have equipped citizens 

with the ability to discover, share, distribute and innovate with data (Ubaldi, 

2013). However, despite the constant growth of OGD on the supply-side, lack of 

use on the demand-side has been recognized by scholars as a key problem in 

OGD development (Ruijer, Grimmelikhuijsen, Hogan, et al., 2017; Safarov et al., 

2017; H.-J. Wang & Lo, 2016; Zuiderwijk & Janssen, 2013). Although scholars 
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have tried to understand the decisive factors in OGD usage and conditions (H.-J. 

Wang & Lo, 2016), effective methods for encouraging citizens’ consumption of 

published OGD have not yet been found (Safarov et al., 2017). Also, the 

interactions between users and OGD portals have been less considered in the 

literature (A. Meijer et al., 2014), which leaves a gap in understanding the 

relationships between the supply-side and demand-side of the whole OGD 

ecosystem. 

2.3.1 OGD users 

Users are the main actor on the demand-side due to their direct effect on the 

organization of OGD resources (Zuiderwijk & Janssen, 2013).  Researchers 

have divided OGD users into different types, like citizens (Parycek et al., 2014), 

business (Magalhaes, Roseira, & Manley, 2014; Susha, Grönlund, & Janssen, 

2015), researchers (Gonzalez-Zapata & Heeks, 2015; Whitmore, 2014), 

developers (Veeckman & van der Graaf, 2015) and journalists (Heise & 

Naumann, 2012). Among these, citizens are commonly identified as the primary 

stakeholder and major beneficiary in OGD utilization (Parycek et al., 2014). 

Being able to access various kinds of OGD, citizens can supervise governments, 

which then become more transparent and accountable for their actions (T. G. 

Davies, 2013). 

Scholars have asserted that mechanisms of participation in OGD should not be 

limited to “techies” like developers and scientists (A. J. Meijer, Curtin, & 

Hillebrandt, 2012). However, despite the important role of citizens on the 

demand-side for the utilization of OGD and researchers’ growing interest in 

citizen participation in OGD (Harlan Yu & Robinson, 2011), they are actually 

“less researched as subjects” in the present literature (Safarov et al., 2017, p. 16). 

Some studies have targeted citizens’ participation in the OGD value-extraction 

process (Safarov et al., 2017), including budgeting initiatives (Baiocchi & 

Ganuza, 2014) and disaster relief (Jetzek & Avital, 2013). Others focus on 
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citizens’ trust in governments’ online services (Lim, Tan, Cyr, Pan, & Xiao, 

2012; Venkatesh, Thong, Chan, & Hu, 2016). But non-computational skills like 

understanding users’ needs, interface design and marketing have not been 

embraced substantially for exploring solutions to increase OGD values and 

impacts (Ribeiro, 2017; Safarov et al., 2017), which leaves a gap in the present 

literature. 

2.3.2 OGD utilization 

The utilization of OGD refers to its exploitation by practitioners for a particular 

purpose (Safarov et al., 2017). According to their separate aims, the usage of 

OGD has been divided into different types, including innovation (Magalhaes et 

al., 2014; Veeckman & van der Graaf, 2015), data analytics (Kalampokis, 

Tambouris, & Tarabanis, 2013; Kuhn, 2011), decision-making (Chakraborty, 

Wilson, Sarraf, & Jana, 2015; Desouza & Bhagwatwar, 2012), anti-corruption 

(Leontieva, Khalilova, Gaynullina, & Khalilov, 2015; Rajshree & Srivastava, 

2012) and research (Kalampokis et al., 2013; Whitmore, 2014). Similar to the 

classification of users of OGD, the scope of different types of utilization may 

also overlap since some, like innovation and decision-making, are very broad, 

while others, like anti-corruption, are very specific. Scholars have tried to link 

the OGD utilization types with certain types of users. Some believe that ordinary 

citizens often cannot “perform the essential operations needed to collect, process, 

merge, and make sense of the data” (Graves & Hendler, 2013, p. 136). Often 

used in data journalism for investigation or reporting, OGD has become a 

critical component for journalists (Appelgren & Nygren, 2014). OGD 

characteristics like having machine-readable formats and being free of charge 

also benefit academic research (Arzberger et al., 2004; Whitmore, 2014). 

It is expected that “while the supply-side makes data available, the demand-side 

builds something useful on the data” (Lindman et al., 2013, p. 1241). However, 

researchers have pointed out that in reality there is a separation of supply and 
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demand in OGD development (Gurstein, 2011). Despite their expectation of 

participation, citizens are reluctant to use OGD (Gauld, Goldfinch, & Horsburgh, 

2010). Lack of use has already become a key problem in the development of 

OGD (Ruijer, Grimmelikhuijsen, & Meijer, 2017; Safarov et al., 2017). As 

discussed above, making data publicly available is the first step for end-users to 

consume OGD services (Lindman et al., 2013), but there is no evidence that an 

emphasis on data and ICTs supporting data access and interoperability leads to 

significant increases in users’ participation (Evans & Campos, 2013). Data itself 

cannot automatically create value (Cranefield, Robertson, & Oliver, 2014). 

Purely releasing government data in its raw form without considering the 

demands of citizens will not bring meaningful information to the public 

(Cornford, Wilson, Baines, & Richardson, 2013; Gitelman, 2013). On the other 

hand, very few studies have been carried out to specifically focus on the 

demand-side (Gauld et al., 2010). However, “recognizing the needs and 

acceptance of individuals is the beginning stage of any businesses” and “is 

crucial for the further development of any new technology” (Taherdoost, 2018, p. 

960). Therefore, the acceptance and utilization of OGD from the citizen’s 

perspective has not received enough attention in the present literature 

(Weerakkody et al., 2017; Zuiderwijk et al., 2015). Also, more work needs to be 

done to link the supply-side and demand-side to truly realize the value of OGD 

(Gurstein, 2011). 

 OGD portals as the bridge 

Researchers have treated OGD programs as the launching of official portals at 

federal and local levels to make government datasets publicly available (Kassen, 

2013; Lourenço, 2013, 2015), thus OGD portals are flagship initiatives of OGD 

programs (Lourenço, 2015). OGD portals are used by different governments to 

expose OGD on the internet and make it available to the end-users (Kostovski et 

al., 2012), which makes them the most common approaches for publishing and 

consuming OGD (Attard et al., 2015). Considering the concept of OGD as an 
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ecosystem (Graves-Fuenzalida, 2013), we may find that OGD portals actually 

provide the mechanisms for different stakeholders to provide and consume OGD. 

Therefore, they act as the “bridge” between the supply-side and the demand-side 

of OGD. In our study, we treated an OGD portal as a “one-stop shop” for data 

consumers to obtain access to OGD, saving them the trouble of collecting data 

from various authorities, offices or websites (Attard et al., 2015). Typical 

examples of OGD portals include data.gov of the US government, data.gov.uk 

of the UK government and data.gov.sg of Singapore. According to its definition 

and functions, researchers have treated OGD as the most important foundation 

for an OGD portal (Bogdanović-Dinić et al., 2014; Braunschweig, Eberius, 

Thiele, & Lehner, 2012; Veljković, Bogdanović-Dinić, & Stoimenov, 2014). 

2.4.1 Local governments and local OGD portals 

Although OGD is not a new concept in e-government worldwide, OGD portal 

development at local government level remains in an early stage (Thorsby et al., 

2017). Compared with federal- or country-level OGD portals, local-level ones 

have their own characteristics and problems during their development.  

Regarding open data policies that support OGD portal development, lower level 

governments must comply with the policies set at a higher level (Zuiderwijk & 

Janssen, 2014). Directives from higher levels also put pressure on lower ones to 

find answers to pressing questions including the challenges, opportunities and 

barriers in releasing OGD on portals (Conradie & Choenni, 2014). However, in 

response to the increasing call for OGD, in comparison with national 

governments many local governments are actually facing unknown tasks and are 

not fully ready to adopt OGD (Conradie & Choenni, 2014; K. Janssen, 2011). 

Thus, many issues have emerged during the development process due to the 

immaturity of local governments regarding how to correctly disclose data 

(Conradie & Choenni, 2014; Corrêa et al., 2017; Lourenço et al., 2013; Yavuz & 

Welch, 2014). The limited budgets, IT infrastructure and skills at the local level 
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(Ebrahim & Irani, 2005) make OGD portal development even harder. A 

prioritised guide for the development of OGD portals at local levels could help 

solve these problems.  

On the other hand, scholars have noted ministerial-level governments 

consuming instead of producing data, compared with lower level ones 

(Zuiderwijk & Janssen, 2014), identifying local governments as the producers of 

OGD. But present studies lack a focus on local-level OGD portals (Conradie & 

Choenni, 2014; Petychakis et al., 2014; Zuiderwijk, Janssen, & Parnia, 2013). 

 Acceptance and usability of OGD 

Because of the expected positive effects of OGD on the whole of society, as 

discussed in Section 2.1.2, different governments around the world are pushing 

for more government data to be made publicly available. Although governments 

have taken proactive steps to improve the availability and ease of use of OGD, 

scholars have pointed out “barriers oriented around human, organisational and 

technological factors to accessibility and usability of open data” that have 

prevented its widespread proliferation (Weerakkody et al., 2017, p. 286). 

However, the acceptance and usability of OGD and OGD portals have not drawn 

enough attention in the present literature, especially from citizens’ perspective 

(Safarov et al., 2017; Weerakkody et al., 2017). Moreover, it is recognized by 

scholars that one of the most significant challenges in the development of OGD 

is stimulating public interest in effective OGD utilization (M. Janssen et al., 

2012; Ubaldi, 2013). Acting as the bridge between the supply-side and 

demand-side of OGD, OGD portals are burdened with the responsibility of 

promoting the public’s adoption of and access to the data, as well as 

encouraging their engagement with and utilization of the available data 

resources (Kassen, 2013). This also calls for more studies focusing on the 

acceptance and usability of OGD portals (Z. Huang & Benyoucef, 2014), where 

limited methodical and comprehensive research has been undertaken (Rana et al., 
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2015). In areas closely related to OGD, which include the open data and 

e-government services, different theoretical approaches have been used to 

explain users’ adoption of and intention to use the data. Therefore, in this section 

we first review popular models and theories regarding technology acceptance, 

since the acceptance of a new technology is the beginning stage for any further 

development (Taherdoost, 2018). Three popular theories (DOI, TAM and 

Trustworthiness) in relation to users’ adoption of technologies and the concepts 

were further discussed for their advantages and disadvantage, as well as their 

fitness for this study. Studies regarding the usability of OGD portals are also 

discussed. 

2.5.1 Technology acceptance models and theories 

Acceptance has been defined as “an antagonism to the term refusal and means 

the positive decision to use an innovation” (Taherdoost, 2018, p. 961). It has 

attracted the attention of both practitioners and scholars for its positive effect on 

the design, evaluation and prediction of user’s intention and response to new 

technologies (Mathieson, 1991). 

Lots of different models and theories have been developed to explain user’s 

acceptance of new technologies with different factors, such as Theory of 

Reasoned Action (TRA) (Fishbein & Ajzen, 1977), Theory of Planned Behavior 

(TPB) (Ajzen, 1985), Technology Acceptance Model (TAM) (Davis, 1985, 

1989), Diffusion of Innovation theory (DOI) (Rogers, 2010), Motivational 

Model (MM) (Davis, Bagozzi, & Warshaw, 1992), and Unified Theory of 

Acceptance and Use of Technology (UTAUT) (Venkatesh, Morris, Davis, & 

Davis, 2003). Many studies have been conducted by applying these technology 

acceptance models and theories, while some others combined previous models 

or added new constructs to models for their study (Taherdoost, 2018). 

Comparison of these theories are shown in Table 2.1.  
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Table 2-1 Comparison of technology acceptance models and theories 

Since in this thesis, we chose to apply DOI and TAM to our study, further details 

of these two theories are explained in Section 2.5.2 and 2.5.3. Discussions of 

other theories are as follows: 

TRA is one of the most fundamental and influential theories of human behaviour 

which was drawn from social psychology (Venkatesh et al., 2003). Recently, it 

was also used for investigating individual’s IT usage behaviour (Kuo, 

Roldan-Bau, & Lowinger, 2015). The main cognitive components in this model 

are attitudes toward behaviour and subjective norms (Fishbein & Ajzen, 1977). 

Main disadvantages of TRA include its lack of addressing the role of habit, the 

cognitive deliberation, and the moral factors (Taherdoost, 2018).  

TPB extended TRA by adding a construct of Perceived Behavioural Control 

(PBC). It has been used to predict intention and behaviour in a wide variety of 

settings (Ajzen, 1985) including individual’s acceptance of technologies (D. A. 

Harrison, Mykytyn Jr, & Riemenschneider, 1997; Mathieson, 1991). By adding 

PBC, a self-efficacy type factor is achieved (Taherdoost, 2018). Taherdoost 

(2018) claimed that the revised TPB model is more suitable for analyzing 
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individual’s voluntariness in choosing to use or not to use of information 

technology in the workplace. 

Drawing from the general motivation theory in psychology for explaining 

behaviour (Venkatesh et al., 2003), MM was applied to understand new 

technology adoption and use (Davis et al., 1992). The extrinsic motivation is 

defined as the perception that users will want to perform an activity because it is 

perceived to be instrumental in achieving valued outcomes that are distinct from 

the activity itself, such as improved job performance, pay, or promotions. The 

intrinsic motivation is defined as the perception that users will want to perform 

an activity for no apparent reinforcement other than the process of performing 

the activity per se. 

Based on comparison of eight individual acceptance models including TAM, 

TRA, MM, TPB, Combined TAM and TPB, Model of PC Utilization, DOI, and 

Social Cognitive Theory, UTAUT identified four core constructs for the 

acceptance of information systems, which are performance expectancy, effort 

expectancy, social influence and facilitating conditions.  

By comparing the above technology acceptance models and theories, a diverse 

source of theory bases could be recognized, including psychology and social 

psychology theories. All these theories have been applied in various studies in 

predicting and explaining human behaviours in different contexts (Venkatesh et 

al., 2003). Similarities in core constructs could be recognized from Table 2.1, 

since some theories like TPB and TAM adopt constructs from other theories like 

TRA. On the other hand, the focus of these models differs from each other. 

Compared with DOI, TRA and TPB concentrate on explaining the behaviour of 

individuals, while DOI focuses more on the acceptance decision influenced by 

the technology characteristics (Venkatesh et al., 2003). DOI and TAM focus on 

beliefs about the technology whilst TPB integrates the notion of perceived 

outcomes when predicting users’ behaviour (Taherdoost, 2018). 
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2.5.2 Diffusion of Innovation 

DOI is a popular theory relating to users’ adoption of new technologies (Rogers, 

2010), allowing for examination of citizens’ perceptions and the identifying 

factors that influence their decisions about their acceptance and utilization of 

OGD (Weerakkody et al., 2017). The DOI model includes five main constructs 

(relative advantage, compatibility, complexity, observability, and trialability) 

which can explain about half of the variance in users’ technology acceptance 

rates (Rogers, 2010). 

The acceptance and use of IT has long been of significant importance in 

information science (Zuiderwijk et al., 2015) because it is the first step in future 

development of an information system (Taherdoost, 2018). DOI is one of the 

most used models in issues relating to the acceptance and use of IT 

(Weerakkody et al., 2017). Rogers has synthesized sixty years of 

innovation-adoption research to develop DOI, which is regarded as the principal 

theoretical perspective in technology adoption (Kapoor, Dwivedi, & Williams, 

2013). Thus, his theory has been well received and adopted in many research 

studies of technology acceptance through using the five aspects for data analysis 

(Pannell et al., 2006; Rijsdijk & Hultink, 2003; Taherdoost, 2018; M. Tan & Teo, 

2000; Weerakkody et al., 2017). It has also been adapted to a broader 

disciplinary background than only frameworks for understanding technology 

adoption (Carter & Bélanger, 2005). A strength of DOI is the ability to include 

system characteristics, organizational attributes and environmental aspects in the 

analysis of the acceptance of a new technology. However, due to its 

concentration on innovation characteristics, it “has less power in explanatory 

and less practical for prediction of outcomes” compared with other technology 

acceptance models like TAM and TPB (Taherdoost, 2018, p. 964). Since the 

study of this thesis is based on OGD portals, the advantages of DOI in 

considering different characteristics of OGD portals makes it a better fit for our 
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study. In addition, its ability to analyze users’ perceptions of OGD utilization 

and the factors influencing their acceptance of OGD makes DOI an appropriate 

choice for our study.  

OGD is commonly treated as a kind of “open innovation” (Ribeiro, 2017). 

While the supply-side tries to diffuse this kind of innovation for its positive 

effects on society (Lindman et al., 2013; Ubaldi, 2013), the demand-side acts as 

the adopter and user of OGD including its products and services (Safarov et al., 

2017). The operation in the OGD ecosystem together with the nature of OGD fit 

the scope that the basic DOI model could be applied to, which strengthened our 

confidence in using DOI as the base for our study. 

Although there are other frameworks for understanding technology adoption 

(Venkatesh & Davis, 2000), some experts in the field have found these 

frameworks to be stereotypical and lacking sufficient understanding of the 

nature of innovation-adoption processes (Stokes, Barker, & Pigott, 2014). 

Researchers want to find out not only “organizational, systemic, and contextual 

effects” in this process, but also “the push and pull effects of the innovators and 

the innovation adopters” (Weerakkody et al., 2017, p. 287).  

DOI has not yet been applied to the investigation of the relationship between the 

supply-side and demand-side. Although many frameworks have been used for 

evaluating the supply-side of OGD (Attard et al., 2015) and examining factors in 

governments’ adoption of OGD (Moon & Norris, 2005), little work has been 

done regarding citizens’ intentions to adopt OGD (Safarov et al., 2017). 

Zuiderwijk et al. (2015) studied the acceptance and use of open data 

technologies, but they did not explain citizens’ intention to adopt OGD itself. 

Weerakkody et al. (2017) analyzed predictors affecting users’ acceptance and 

use of open data with DOI from the perspective of citizens, but they failed to 

link the supply-side with these predictors. Lim et al. (2012) and Venkatesh et al. 

(2016) investigated citizens’ trust of e-government systems. But prior to 
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choosing whether to trust a system or not, citizens first need to know of the 

existence of the system, which is, according to Rogers (2010), the observability 

of a system. Because the final purpose of our study is to identify future 

directions for developing OGD portals to increase citizens’ acceptance based on 

the relationship between the supply and demand sides, the DOI model could 

thus provide theoretical foundations for the comparison of these two sides, as 

well as for analyzing citizens’ adoption of OGD. 

2.5.3 Technology Acceptance Model 

The Technology Acceptance Model (TAM) is one of the most widely used 

(Venkatesh & Davis, 2000) models in the field of technology acceptance (Wu, 

2009). TAM states that users’ attitude towards the utilization of a system is 

influenced by its perceived usefulness (PU) and perceived ease of use (PEOU) 

(Davis, 1989). Davis (1989) (p320) defined PU as “the degree to which a person 

believes that using a particular system would enhance his or her job performance” 

and PEOU as “the degree to which a person believes that using a particular 

system would be free of effort”. PEOU can also influence PU, because users 

benefit more from a system if it is easier to use.  

TAM has been tested and validated for various users and systems, including 

e-government services (Carter & Bélanger, 2005). Many studies found support 

for PU and PEOU to explain a large portion of the variance for users’ intention 

to use an information system (Davis, 1989). For e-government services, a high 

level of PU was found to improve users’ adoption of a e-government system 

(Sang, Lee, & Lee, 2009). 

Besides its widely used tests and validation, researchers have pointed out that 

the parsimonious nature of the TAM model may lead to its high frequency of use 

in the field of e-government services (Rana et al., 2015). However, its ignorance 

of other external factors, including social influence, limits its applicability 
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beyond the workplace (Taherdoost, 2018). Due to its limitations, researchers 

have chosen to integrate it with other theories like DOI and trust for better 

prediction of adoption intent (Safarov et al., 2017). 

2.5.4 Trustworthiness 

Trustworthiness in this context is defined as “the perception of confidence in the 

electronic marketer’s reliability and integrity” (Belanger, Hiller, & Smith, 2002, 

p. 252). Citizens’ perception of trustworthiness can impact on their intention to 

use e-government services (Carter & Bélanger, 2005; Lim et al., 2012). Having 

confidence in both the government and the enabled technologies will encourage 

them to make use of the provided services (Carter & Belanger, 2004; Carter & 

Bélanger, 2005). McKnight, Choudhury, and Kacmar (2002) established a 

multidimensional model of trust based on the Theory of Reasoned Action (TRA) 

(Fishbein & Ajzen, 1977), focusing on the initial trust of users. In their model, 

institution-based trust and disposition to trust are the antecedents to trusting 

beliefs/intentions (McKnight et al., 2002). Institution-based trust is “the 

sociological dimension of trust”, referring to users’ perception of the 

institutional environment, which in this case is the government and the portal. 

The decision to adopt OGD portals requires citizens to have enough confidence 

in both the government and the enabling technologies (Carter & Bélanger, 

2005).  

The study of Venkatesh et al. (2016) shows the importance of trust in reducing 

citizens’ uncertainty in e-government services according to the uncertainty 

reduction theory. Their study of government websites further confirmed the 

effect of data quality and website functions on citizens’ feeling of trust, which 

further affected their intentions to use the websites. The study of Teo, Srivastava, 

and Jiang (2008) also showed the positive relationship between trust in 

government and citizens’ trust in the portal. The information quality, system 

quality and service quality affect users’ trust in the portal as well. Therefore, 
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including trustworthiness in the analysis of the acceptance of OGD will help 

consider the same issue from the perspectives of citizens’ perceptions of risk and 

insecurity (Carter & Bélanger, 2005; McKnight et al., 2002). 

2.5.5 Usability 

According to the ISO 9241 standard on Ergonomics of Human System 

Interaction, the definition of usability in the field of human–computer 

interaction is “The extent to which a product [service or environment] can be 

used by specified users to achieve specified goals with effectiveness, efficiency 

and satisfaction in a specified context of use” (Petrie & Bevan, 2009, p. 2). 

Facing the present challenges of OGD development in generating greater user 

engagement (Safarov et al., 2017), usability is thus treated as a critical element 

in the success of e-government portals (Youngblood & Mackiewicz, 2012). 

Because the usability of an OGD portal influences citizens’ day-to-day 

interaction with the portal (Z. Huang & Benyoucef, 2014), usability is also 

treated as one of the main causes for citizens’ low engagement and utilization of 

OGD (Clemmensen & Katre, 2012).  

Due to the importance of usability in the success of OGD portals, many scholars 

have emphasized for developers to regularly monitor and enhance the usability 

of portals in order to attract and satisfy users (Scott, 2005). Some studies have 

tried to evaluate the usability of e-government sites by using the g-quality 

method (Garcia, Maciel, & Pinto, 2005) and heuristic evaluation (Z. Huang & 

Benyoucef, 2014). However, usability is closely related to the users, goals and 

contexts of use under a particular set of circumstances (Petrie & Bevan, 2009). 

Taking the differences of e-government sites and OGD portals into account, it is 

thus necessary to carry out specific usability evaluations under the 

circumstances of the OGD portals, instead of the general e-government websites. 

However, in the present literature, not enough studies have been carried out 

specifically focusing on OGD portals. Tang, Gregg, Hirsh, and Hall (2019) have 
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conducted heuristic evaluations of data processing capabilities on U.S. OGD 

portals, but only basic heuristic principles that fit all websites were included in 

this study. Although Fajar Marta (2016) has proposed a series of OGD portal 

design principles, no empirical evaluations based on these principles have been 

carried out to learn about the usability of OGD portals. All of the above 

discussions show a gap in the present literature for further studies of the 

usability of OGD portals. 

 OGD development in China 

The Regulations of the People’s Republic of China on Open Government 

Information (OGI Regulations) in 2007 ("Regulations of the People's Republic 

of China on Open Government Information," 2016) marked a change in the 

Chinese government towards becoming more transparent (Horsley, 2007; 

Piotrowski et al., 2009). This regulation emphasized the role of government 

information in serving people’s production work and livelihood and their 

economic and social activities, which shares the same view of similar 

regulations in western countries such as the “Memorandum on Transparency and 

Open Government” act of the US1. Under the requirement and instruction of this 

regulation, all levels of governments in China have the responsibility for 

“promoting, guiding, coordinating and supervising the work of open government 

information in their respective areas of administration” ("Regulations of the 

People's Republic of China on Open Government Information," 2016, p. 52), 

which is similar to the “Open Data Policy” of the US 2 (Timothy Davies, 2014). 

Since then, lots of regulations and policies at country level have been further 

proposed by the State Council in China. In 2016, the State Council in China 

proposed a policy for promotion of the development of big data (StateCouncil, 

 
1  
https://www.archives.gov/files/cui/documents/2009-WH-memo-on-transparency-and-open-govern
ment.pdf 
2 https://obamawhitehouse.archives.gov/sites/default/files/omb/memoranda/2013/m-13-13.pdf 
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2016), which led to fast development of OGD portals at different levels of 

government (R. Huang & Wang, 2016). Until the end of 2018, 27 different 

regulations and policies have gone into effect regarding the development of 

OGD in China. Their contents cover areas including data life-cycle, data quality, 

data security and privacy, data infrastructure, as well as open organization of 

data (Wen, 2019). Due to the introduction of these policies, according to the 

evaluation of Open Data Barometer, the readiness of government policies of 

China saw a great improvement in 2017 (OpenDataBarometer, 2017b).  

Encouraged by these policies, lots of OGD portals in different local levels have 

been launched by local governments. Unlike the US data.gov and UK 

data.gov.uk, at present there is no national level OGD portal in China (R. Huang 

& Wang, 2016), but at least 29 local-level OGD portals have been built until 

2019 (DMGLabFudanUniversity, 2018; R. Li, 2018). This special development 

process of OGD portals together with the large number of local OGD portals in 

China makes it possible to carry out comparative study of OGD portals at the 

same local-government level. 

Despite the rapid emergence of local OGD portals in China, although some 

scholars have carried out studies of certain OGD portals (R. Huang & Wang, 

2016), systematic and practical evaluations in China are few in the present 

literature (Attard et al., 2015; Lourenço, 2013). In the international level, Open 

Data Census conducted one evaluation of four cities in China in 2014, but no 

later data has been reported (OpenDataCensus, 2016). Although Open Data 

Barometer (OpenDataBarometer, 2016) and OUR Data Index (OECD, 2015) 

have included China in their evaluation scope (see Table 3.1), they focus on 

datasets from all over the country instead of a particular portal. Nevertheless, the 

results of Open Data Barometer and OUR Data Index have shown the great gap 

in OGD development between China and other developed countries including 

the UK, Canada, Australia, the U.S, etc (OECD, 2015; OpenDataBarometer, 

2017b). This indicated the large space for improvement for the OGD 
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development in China and at the same time, it is essential and necessary to 

figure out future developing directions for OGD in China.  

For research in China, DMG Lab in Fudan University proposed China Open 

Data Index in 2018. Their evaluation framework follows the general structure of 

Open Data Barometer (DMGLabFudanUniversity, 2018). But their focus of 

evaluation is the open data themselves instead of the development and services 

of OGD portals. R. Li (2018) noticed the imbalanced development of different 

local OGD portals in China, but did not provide a theoretical process to 

understand the causes for the imbalanced development. Zhou, Xia, and Dai 

(2019) included both Chinese OGD portals and government websites in their 

study, their evaluation of the development of open data in China is a 

combination of different provinces and cities. However, they did not test the 

effectiveness of the solutions they proposed for the future development of open 

data in China. Shen, Han, and Hu (2018) looked into the development of OGD 

from a different aspect. Their evaluation focused on the development speed of 

province-level OGD portals in China. According to their study, Guangzhou 

Portal is the one with the fastest developing speed. To conclude, we identified a 

gap in the literature for an up-to-date and systematic evaluation of local OGD 

portals in China to reflect present development and also a further study about the 

direction for future development of OGD portals in China due to the great gap 

between China and the top countries in OGD development. 

 AHP in evaluation 

The Analytic Hierarchy Process (AHP) is a general theory of measurement 

through pairwise comparison and relies on the judgements of experts to derive 

priority scales (Saaty, 2008). Its process makes it elegant enough “for addressing 

and analysing discrete alternative problems with multiple conflicting criteria” 

(Steuer & Na, 2003, p. 502). Its general process contains three main operations, 

namely, hierarchy construction, priority analysis and consistency verification 
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(Ho, 2008). AHP starts by subdividing a problem into its component parts and 

arranging all possible attributes into multiple hierarchical levels constituting 

goals, criteria, sub-criteria and alternatives (Ho, 2008; Vaidya & Kumar, 2006). 

Thus, the structure has at least two layers: one layer of criteria and one layer of 

alternatives. After that, a pairwise comparison of each element in the same level 

is carried out. A scale ranging from 1/9 for ‘least valued than’, to 1 for ‘equal’, 

and to 9 for ‘absolutely more important than’ is usually used for this comparison 

(Saaty, 2008). The final operation is consistency verification to guarantee the 

judgements of the comparison are consistent. Thus, this is “regarded as one of 

the most advantages of the AHP” (Ho, 2008, p. 212). Calculations are performed 

to find the maximum Eigen value, consistency ratio (CR) and normalized value 

for each criterion/alternative (Saaty, 2008). Once the CR exceeds the limit, then 

a decision is taken based on the normalized values. Usually, a questionnaire is 

used for “comparison of each element and geometric mean to arrive at a final 

solution” (Vaidya & Kumar, 2006, p. 2).  

AHP has become one of the most widely used multiple-criteria decision-making 

tools due to its flexibility in being integrated with different topics and techniques 

(Vaidya & Kumar, 2006). It is also quite common to use AHP to set priorities for 

further modelling (Badri, 2001). AHP has the strength as an effortlessly 

reasonable system by disentangling a complicated issue into several steps. It 

also requires no authentic information sets. On the other hand, the priorities 

derived from AHP depends on human judgments, which may be affected by 

emotions. It is also only fit for direct models (Karthikeyan, Venkatesan, & 

Chandrasekar, 2016). 

Ranking and evaluation are often carried out after determining the importance of 

each criterion by AHP (Arbel & Orgler, 1990; Babic & Plazibat, 1998). 

Reviewers have also recognized its popular use in the field of resource planning 

(Vaidya & Kumar, 2006), especially with a combination of finance (Steuer & Na, 

2003), such as allocating space in an academic environment (Benjamin, Ehie, & 
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Omurtag, 1992) and planning information resources in a healthcare system (C. 

Lee & Kwak, 1999).  

In this thesis, we chose to apply AHP to derive priorities for elements in OGD 

evaluation framework is due to four reasons. Firstly, the ability of AHP in 

drawing priorities for modelling and its flexibility in various topics have been 

demonstrated by related studies (Badri, 2001; Vaidya & Kumar, 2006). Secondly, 

its strength in solving complicated issues (Karthikeyan et al., 2016) fits our 

needs for creating a multi-layer framework for OGD evaluation. Thirdly, its 

applicability in resource planning fits the aim of our proposed evaluation 

framework for directing the resources arrangements in local governments for 

future development of OGD. Finally, the process of AHP makes it possible to 

derive different priorities for different geographical areas which strengthens the 

generalizability of the evaluation framework proposed in this thesis. 

 Virtual agents 

Virtual agents are defined as “a pictorial representation of a human in a chat 

environment” (Bahorsky, Graber, & Mason, 1998). Due to various utilizations, 

many terms have been used to refer to such representations, including “virtual 

agents” (Abbattista, Lops, Semeraro, Andersen, & Andersen, 2002), “embodied 

conversational agents” (Cassell, 2000), “interactive characters” (Isbister & Nass, 

2000) and “animated interface agents” (Dehn & Van Mulken, 2000). Similar to a 

human agent, virtual agents on a screen can present various behaviours 

including speech, emotions, gestures and eye, head and body movements (Dehn 

& Van Mulken, 2000).  

Virtual agents used on web pages can perform different behaviours and 

functions, such as gathering information from various web sources and 

presenting it to users (André, Rist, & Müller, 1998), serving as recommendation 

agents giving directions to reach a feasible choice set (Chattaraman, Kwon, 
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Gilbert, & In Shim, 2011) and serving as customer service representatives to 

assist online transaction processes (Chattaraman, Kwon, & Gilbert, 2009). In 

our study, the virtual agent we created to provide help functions on OGD portals 

mainly acted as a recommendation agent and customer service representative.  

Scholars believe virtual agents have potential benefits in assisting users’ 

interaction with information systems (Lester et al., 1997). Therefore, studies 

have been carried out analyzing users’ preferences in relation to virtual agents 

(Ossowska, Szewc, Weichbroth, Garnik, & Sikorski, 2016) and testing their 

performance in assisting users’ interaction with websites (Chattaraman et al., 

2011). However, no evidence of a clear persona effect, which is the general 

advantage of an interface with a virtual agent over one without a virtual agent, 

has been provided in the present literature, although positive effects in some 

aspects like entertaining have been found (Dehn & Van Mulken, 2000). 

Additionally, although scholars have tried to use virtual agents on e-commerce 

websites (Chattaraman et al., 2011) and digital platforms (Hoorn et al., 2004), 

studies of using virtual agents for OGD users on OGD portals are not found in 

the present literature, which leaves a gap in the study of virtual agents’ potential 

impacts. 

2.8.1 Advantages of virtual agents 

Due to the nature of a virtual agent, it can enhance the communication of users 

and computers, as well as computers’ ability to engage and motivate users. 

Despite its disadvantages including the cumbersome and expensive hardware 

imposed on its users (Dragone, Holz, & O'Hare, 2007), the high costs of robot 

programming and modeling, as well as the requirements of video and audio 

equipment for users compared with traditional ways of human-computer 

interaction (J. Li, Kizilcec, Bailenson, & Ju, 2016), virtual agents provide 

various benefits as listed below: 
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To start with, a virtual agent stands out for its interaction with users. Bryson 

(1996) emphasized the importance of interaction as one of the three main 

attributes of virtual reality. Burgoon et al. (2000) found that with an increase in 

the anthropomorphic features of an interface, people get greater understanding 

and derive more utility from the website, which consequently shows the 

interactive and social credentials of virtual agents (McGoldrick, Keeling, & 

Beatty, 2008). 

Secondly, due to its interaction with the user of an information system, a virtual 

agent can provide better help. Generally, all websites include some forms of help 

system. However, studies have shown users’ resistance to accepting and using 

the traditional help systems. Some researchers found users felt fear and loathing 

towards the help menu (Grayling, 1998), while others noted that users chose to 

use trial and error instead of the help system (Spool, 1997). Grayling (2002) 

presented three characteristics of a well-designed help system: they should be 

obvious to invoke, easily available and non-intrusive, which can be fulfilled by 

virtual agents due to their ability to simulate social interaction (McGoldrick et 

al., 2008). 

Thirdly, different from traditional help pages, virtual agents are able to give 

nonverbal feedback. A virtual agent is a mixture of several media features 

including image, animation, message, voice and interactivity (Baylor & Kim, 

2009), thus it can use nonverbal communication to influence users like gazes, 

gestures and facial expressions. Studies have shown that manipulating the 

motivational contents of a virtual agent can dramatically impact on users’ beliefs 

and attributions (Baylor, Kim, Son, & Lee, 2005; Baylor, Shen, Warren, & Park, 

2004). 

Finally, rich communication can take place between an information system and 

its users with the help of virtual agents. Compared with traditional collaborative 

systems like chat, bulletin boards and discussion lists, virtual agents can offer 
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guidance and direction during or after dialogue sessions (Soller, 2001). Thus, 

due to the nature of virtual agents, they can provide an adequate platform for 

rich communication and cooperation to take place (Eschenbrenner, Nah, & Siau, 

2009). 

2.8.2 Creating rapport with virtual agents 

Rapport is originally a concept from psychology, referring to deepening 

interdependence over time as a result of instant responsiveness (Cassell, 2000). 

During a reciprocal conversation with a virtual agent, the feeling of mutual 

understanding and warmth in the interaction is called rapport (WEI-ERN, 2012). 

Tickle-Degnen and Rosenthal (1990) specified three essential components of 

rapport: mutual attentiveness, positivity and coordination. Mutual attentiveness 

refers to the focus of users directed to the conversation and the behaviour 

towards the other, which may be negative. Positivity covers various positive 

feelings in rapport with another such as friendliness and caring. Coordination 

conveys the equilibrium, regularity and predictability between interactants 

(Tickle-Degnen & Rosenthal, 1990). Although these three components are 

related, they are not equivalent. Rapport in the context of virtual agents can be 

divided into two categories (Ranjbartabar, 2016): immediate or instant rapport 

(Gratch et al., 2006) and long-term relationships (Bickmore & Cassell, 2005). 

For information systems that only provide short-term relationships with users, 

attraction from the beginning is important for establishing immediate rapport 

(Ranjbartabar, 2016), while long-term relationships including intimacy and 

friendship are built through longer periods of verbal and nonverbal behaviours 

(Cassell, Gill, & Tepper, 2007).  

Users’ sense of rapport with virtual agents is correlated with effective 

communication, greater liking and trust (Gratch et al., 2006), which 

consequently increases users’ engagement in an information system and their 

intentions to use it (Carter & Bélanger, 2005). Considering the positive effects of 
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virtual agents, as discussed in Section 2.6.1 and results from related studies 

showing their advantages in usefulness and comfortability (Dehn & Van Mulken, 

2000), it is thus reasonable to try to include virtual agents in OGD portals for 

users’ smoother interaction with the computer (Lester et al., 1997). 

 Conclusion 

In this chapter, we have reviewed a wide range of literature related to OGD and 

OGD portals, the supply-side and demand-side of OGD, and the acceptance and 

usability of OGD, as well as virtual agents and rapport. Governments have 

released large amounts of OGD for its potential economic, social and political 

benefits. However, there is inadequate evidence for the real impacts of OGD on 

the whole of society, which may be due to the limited utilization on the 

demand-side of the OGD ecosystem. The conflicts lying on the supply-side and 

demand-side of OGD call for a study to find possible solutions to connect these 

two sides to improve citizens’ utilization of OGD, which reflects the core 

research question of this thesis: 

How to improve citizens’ utilization of OGD by connecting the supply-side and 

demand-side through portals? 

The review of related literature in this chapter also provided theoretical 

foundations as well as background information for later design of studies. To 

start with, the basic concepts of OGD together with its characteristics and 

impacts and OGD ecosystem provided the general research context of this thesis. 

The review of OGD development in China shows why it is necessary to conduct 

this research and possibility for carrying out multiple-case research in China. 

The discussion of the supply-side and demand-side of OGD as well as the bridge 

between these two sides supports the study of the evaluation on the supply-side 

in Chapter 3 and the investigation on the demand-side in Chapter 4 as well as 

the comparison of the supply-side and demand-side in Chapter 5. DOI and TAM 

introduced in this chapter provided the theoretical foundation for the research 
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design in Chapter 5 and 7. The overview of the usability of OGD portals shows 

the necessity for the research of usability evaluation in Chapter 6. Relationships 

of the concepts discussed in this chapter with the studies carried out in later 

chapters are shown in the roadmap in Figure 2.3. 

 
Figure 2-3 Roadmap of concepts in Chapter 2 and later studies 

Through synthesizing the existing literature related to our study, several research 

gaps have been recognized. To start with, local-level OGD portals have not 

received enough attention for the issues in their development, which leads to 

RQ1.1, RQ1.3 and RQ1.4 about analyzing and guiding the development of 

local-level OGD portals. Secondly, few evaluations have been carried out of the 

development of OGD in China, and few studies focused on the demands and 

utilization of OGD portals by Chinese citizens. Therefore, knowledge of 

Chinese OGD development may not reflect the true situation. This not only 

shows support for carrying out case studies in China but also indicates the 

necessity for proposing RQ2.1 to RQ2.3 about citizens’ OGD demands and 

utilizations. Thirdly, for the supply-side of OGD, present evaluation frameworks 
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have several limitations like lacking practical application and clarity in the 

prioritization process, which leads to RQ1.2 about how to obtain priorities for 

elements of OGD evaluation framework. Also, evaluation of the supply-side has 

focused more on the data provided on the OGD portal but neglected the usability 

of the portal and its services, which indicates the necessity of RQ4.1 to RQ4.5 

about the usability of OGD portals. Fourthly, for the demand-side, citizens, their 

demands and their interactions with OGD portals have been less considered in 

the literature, which justifies further the need of research for RQ2.1 to RQ2.3. A 

gap in comparing the supply-side and the demand-side of OGD is also 

recognized in the literature, reflecting RQ3.1 and RQ3.2. Finally, virtual agents 

can help users to build strong rapport with the information system through 

smoother interactions, which may consequently encourage users’ engagement 

and intention to use the OGD portal. However, although virtual agents have 

been used in e-commerce websites, no studies have explored their effect on 

OGD users, which indicated the need for a study of RQ4.5.  

To fulfill the research gaps identified above and to answer the research questions 

proposed in Chapter 1, we designed a four-stage study presented accordingly 

from Chapters 3 to 7, as is shown in Figure 2.3. Based on the results from each 

stage and the discussion presented in Chapter 8, we addressed the core research 

question of this thesis drawing from this literature review. 
  



56 

3 CHAPTER 3: AN EVALUATION OF THE 

SUPPLY-SIDE OF OPEN GOVERNMENT 

DATA IN CHINA3 

 

 Introduction 

This chapter presents Stage 1 of the thesis to understand the supply-side (i.e. the 

development and delivery) of OGD in China. As presented in Section 2.2.1, 

several evaluations regarding country-level OGD portals have been proposed by 

different organizations and scholars (Attard et al., 2015; Lourenço, 2013; 

Thorsby et al., 2017) in order to understand the development of OGD. These 

evaluations provided evidence for the effectiveness of evaluating as a key 

method in understanding the supply-side of OGD. At the same time, 

system-oriented evaluations hold the strength in dealing with complex issues, as 

discussed in Section 1.5. Therefore, a system-oriented evaluation of existing 

local OGD portals can thus provide an interim step towards understanding the 

current development of the supply-side of OGD. 

 
3  This chapter closely follows the paper Wang, D., Chen, C., & Richards, D. (2018). A 
prioritization-based analysis of local open government data portals: A case study of Chinese 
province-level governments. Government Information Quarterly, 35(4), 644-656.  
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Assessments of the potential and capabilities of OGD portals at local levels, 

such as states, provinces or cities, are limited (Chatfield & Reddick, 2017; 

Conradie & Choenni, 2014; Kassen, 2013; Petychakis et al., 2014). A gap in the 

literature in relation to a systematic and empirical evaluation in China has also 

been recognized (see Chapter 2). Besides, although frameworks can be found in 

the literature, few seem to have been specifically built for local governments 

(Lourenço, 2015; Susha, Zuiderwijk, Janssen, & Grönlund, 2015; Thorsby et al., 

2017). Although these frameworks all include different aspects as guidance for 

OGD portal development (Ubaldi, 2013), a key limitation with the present 

evaluation frameworks is the absence of a prioritization process (Attard et al., 

2015; Lourenço, 2013) to guide decision-making and implementation. 

Considering the heavy investment in open data implementation (Bollettino, 

2002), limited budgets and limited IT infrastructure and skills at the local level 

(Ebrahim & Irani, 2005), local governments are facing particularly tough 

challenges in providing OGD (Conradie & Choenni, 2014). Thus, an approach 

that provides prioritized guidance to local governments in the development of 

OGD portals is required for effective budget and resource allocation (J. Lee & 

Rao, 2009). 

To address the knowledge gaps identified above, we therefore raise the 

following generic research question for Study 1: 

RQ1. How to analyze and guide the development of local OGD portals? 

This generic question can be further divided into four more specific 

sub-questions: 

RQ1.1 What framework can be used to assess local-level OGD portals? 

RQ1.2 How to obtain priorities for elements of the framework? 

RQ1.3 How to use the framework to analyze the present development of local 

OGD portals? 
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RQ1.4 How to use the framework to guide the future development of local 

OGD portals? 

To answer the first sub-question, we draw on prior OGD evaluation studies to 

derive an assessment framework for local-level OGD portal evaluation. 

Addressing RQ1.2, we then adopt the Analytic Hierarchy Process (AHP) to 

decide on the priorities of all elements in the framework. A case study in 

Chinese province-level OGD portals has been carried out to demonstrate the 

capability of the framework to answer RQ1.3 and RQ1.4. 

The structure of the chapter is as follows: Section 3.2 explains the methods we 

used to address the four research questions. Section 3.3 presents our main results 

and findings, followed by discussion comparing findings with previous research 

in Section 3.4. This chapter ends with our conclusions in Section 3.5. 

 Methodology 

In this section, we first describe the building of an evaluation framework based 

on related studies, then following the general process of AHP to derive priorities 

for each element in the framework. To test the capability of the prioritized 

framework, a case study in China has been carried out. Detailed processes for 

each step are explained as follows. 

3.2.1 Build the evaluation framework 

To form the basis of element selection for our evaluation framework, we first 

searched for related studies, then made selections based on explicit inclusion 

criteria. After that, we noted evaluation aspects in these studies and made 

comparisons to select the final elements to build our evaluation framework. 

The following search terms together with their combinations were used to form 

search queries on Google and Google Scholar: government, open data, portal, 

platform, evaluation, assessment, rank. 261 publications were targeted after the 
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search. A manual selection was performed on these results to guarantee that only 

relevant studies were used in further comparison. The inclusion criteria for this 

selection were: firstly, we included studies applying an evaluation framework in 

practical assessments at least once. Secondly, we included principles that are 

commonly accepted by governments and non-government organizations as 

guides for OGD development (Ubaldi, 2013). This resulted in 12 publications 

that covered 10 evaluation frameworks and 3 principles.  

Table 3.1 shows a comparison of the 10 evaluation frameworks. Although the 

Open Data Census and Open Data Index are both assessments proposed by the 

Open Knowledge Foundation, we included them separately because they were 

designed to be used at different levels (local and national). “Prioritize” and 

“Weight” are descriptions of the framework, indicating whether the framework 

includes a prioritization process and whether it weights the elements in the 

framework, respectively. “Object”, “Level”, “Scope” and “Data Collection” 

refer to the application and focus of the evaluation using that framework. If the 

evaluation had been carried out more than once, we recorded the latest details 

for these four columns relating to the application of the framework. 

We can see from Table 3.1 that more than half of these frameworks consider 

prioritization of the evaluation element. In these prioritized frameworks, only 

the Open Knowledge Foundation, Open Data Portal Index and China Open Data 

Index (DMGLabFudanUniversity, 2018) set unequal weights for their elements, 

while the other two frameworks give equal weight to each element. However, 

although the frameworks including prioritization explain in their methodology 

how to set weights according to the Open Definition (OpenDataBarometer, 2016; 

OpenDataCensus, 2016; OpenDataIndex, 2017), they fail to provide the detailed 

process of how they reached the prioritization results. In relation to the practical 

application of these frameworks, there has been a greater focus on national-level 

portals than local ones. The scope covers cities, states and countries, with most 
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focusing on countries. A range of data collection methods have been used but 

direct visits to the portals by humans (researchers or crowds) or machines 

(OpenDataMonitor, 2017) are the most common means of data collection. 

Evaluation aspects of these frameworks and principles are listed in Table 3.2.  

27 assessment elements were identified from these frameworks and principles. 

The following three exclusion criteria were applied to select final elements for 

our evaluation framework. Firstly, the element was excluded if it had overlap 

with other elements, such as “No. of distribution”, “Quality” and “Granularity”. 

Secondly, the element was excluded if it had little relation to the definition of 

OGD and OGD portals, such as “No. of unique publishers”, “Voting”, 

“Ranking”, “Visualization”, “Suggest new datasets” and “Notification”. Thirdly, 

the element was excluded if it was hard to evaluate through visiting or searching 

the portal, such as “Primary”, which means the data was collected at the source 

with the highest granularity (Craveiro et al., 2013; 

OpenGovernmentWorkingGroup, 2007; SunlightFoundation, 2010). It is hard to 

prove that data on a portal has never been modified from its original form. 

“Permanence” is also hard to judge through limited visits to a portal. It is not 

possible for “Total distribution size” to objectively reflect how much data is 

disclosed on a portal, because data on portals is stored in different formats, and 

pictures and PDFs are much larger than CSVs. Elements meeting any one of 

these three criteria were excluded from the final evaluation framework, which is 

displayed in Table 3.3. The resulting final framework is presented in Section 

3.1. 
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Table 3-1 Comparison of OGD portal evaluation frameworks 
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Table 3-2 Evaluation aspects of frameworks and principles 
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3.2.2 Derive priorities for evaluation elements 

We chose to use AHP to derive priorities for each evaluation element. More 

information about AHP could be found in Section 2.7. According to the general 

AHP procedure produced by Saaty (2008), we first transferred the evaluation 

framework into a hierarchical structure with a goal, several layers of criteria and a 

layer of alternatives. Secondly, an expert questionnaire was created for pairwise 

comparison of the importance of elements belonging to each of the upper-level 

elements in the hierarchy. Since we would apply the framework to a case study in 

China, we used the published literature to identify 10 experts from the field of 

information and library science working on topics of OGD in China and asked 

them via email to fill in the questionnaire separately. They ranked the importance 

of each pair of elements from 1 to 9. 

Table 3-3 Exclusion of elements 
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We examined the consistency of each of the comparison matrices from the expert 

questionnaires and abandoned those matrices with consistency ratios (CR) over 

0.10. Then we calculated the weighted geometric mean of values in each matrix 

given by the different experts to form the final matrices for calculating the 

priorities. After that, we derived the local scale of priorities by solving for the 

principal eigenvector of the matrix and then normalizing the result. We continued 

this process of weighting until the final priorities of the alternatives in the 

bottom-most level were obtained. After weighting by the priority of its parent 

criterion, we finally obtained a global derived scale for each variable in the model. 

Yaahp 10.54 was used to make the calculations. 

3.2.3 Case study: evaluation of local OGD portals in China 

To test the capability of the evaluation framework, we carried out a case study 

evaluating local OGD portals in China. A case study is “a research strategy which 

focuses on understanding the dynamics present within single settings” (Eisenhardt, 

1989, p. 534). Thus, it fits to our aims of both testing the framework and 

describing the present development of local OGD portals in China. We selected 

China for three reasons. Firstly, no up-to-date, systematic and practical 

evaluations of Chinese local OGD portals could be found in the literature. 

Secondly, the development of OGD portals in China commenced at the local level 

without one united national portal. Thus, evaluation objects did exist in China. 

Finally, China is the largest developing country, with provinces of different 

contexts including population, size and wealth. Thus, a case study in China could 

help test the capability of the framework in areas with different contexts and 

whether the framework could be widely applied. 

We followed the general procedure offered by Lourenço (2013) to carry out the 

case study. Excluding the steps for building the evaluation framework, there were 

five further steps.  
 

4 See the introduction to this software at: http://ahpman.metadecsn.com/ 

http://ahpman.metadecsn.com/
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Step 1: Select local OGD portals in China as the type of entity to be evaluated 

We targeted the official web portals launched by local governments as the type of 

entity. Thus, firstly, the portal had a structured domain with “.gov”. Secondly, the 

portal had to contain data from more than one department or institution managed 

by a local government to serve as a “one-stop shop”.  

Step 2: Identify all province-level OGD portals in China as a subset of 

entities 

We chose province-level OGD portals as evaluation objects for two reasons: 

Firstly, 34 province-level areas (including 27 provinces and autonomous region, 4 

municipalities and 3 special autonomous regions) in China were available for an 

exhaustive investigation. Secondly, we chose province level instead of city level 

because larger local governments are more likely to be capable of providing the 

resources and technology required for the planning, launch and operation of 

dedicated OGD portals (Chatfield & Reddick, 2017) and are usually “the most 

innovative in the adoption of new technologies with more need of greater 

disclosure and lower relative costs for implementing new tools” (Bonsón, Torres, 

Royo, & Flores, 2012, p. 126). We used Baidu, the biggest and most popular 

search engine in China, and a literature search to find whether OGD portals had 

been built in the 34 province-level areas. 

Previous studies have shown a relationship between the contextual features of an 

area and the number of datasets disclosed by local governments. Thorsby et al. 

(2017) discovered the population size of an area has a positive impact on the 

number of datasets. Yu (2010) found the size of a local government (equal to the 

natural logarithm of GDP) and the wealth of a local government (equal to the 

natural logarithm of general budget revenue) were determinants of the disclosure 

of local financial data. Thus, we collected population, regional GDP and general 

budget revenue from each province to support further analysis. 
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Step 3: Determine the categories expected to be disclosed by each of the 

entities considered 

We referred to the selected frameworks described in Section 3.1 (see Table 3.1) to 

form an initial list of 36 data categories. We also recorded the categories used by 

the province-level OGD portals in China, which increased the list to 46 categories. 

During this process, we noted several problems. Firstly, there were overlaps 

among these categories, such as statistics with demographics, cultural resources 

with libraries, locations with maps, environment with air and water quality. 

Secondly, some categories were not commonly used by other studies or portals, 

such as contracting, energy, parking, permits and shops. Thirdly, some categories 

were not appropriate for China, such as 311 data, elections and voting. Therefore, 

to reduce the overlaps among categories and to ensure applicability in China, we 

finally selected 15 categories that were commonly used by related studies and 

portals. Descriptions of the scope for each category are given in Table 3.4. 

 
Table 3-4 Categories for data collection 
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Step 4: Visit the portals and collect the data required by the evaluation 

framework 

We visited all the province-level OGD portals in China from 13 November 2017 

to 17 November 2017 to collect the required data. The data was collected at a 

moment in time. Thus, the results are based on a snapshot of the available records.  

Quantitative elements of the evaluation framework were calculated by visiting 

each portal. For “Portal visibility” we used as our search engine Yahoo! Japan, 

which has been used by scholars to get external inlinks (links coming from 

websites outside the site in question, reflecting the online visibility of a website) 

(Gao & Vaughan, 2005; Qiu, 2010; K. Yi & Jin, 2008). Search queries “link: 

URL” and “site: URL” were used to get total inlinks and internal links, whose 

difference equals the external inlinks. 

For qualitative elements of the evaluation framework, we randomly selected 60 

datasets for each category shown in Table 3.4 as samples for evaluation. The 

sample selection for each category was based on keyword searches on a portal. If 

the search results did not have enough datasets (< 60), we included all datasets 

with content fitting the description of that category. Each sample dataset was 

evaluated in the order A4 to A15 by judging whether the statement in the checklist 

column (Table 3.5) was true or not. If the statement was true, we gave the element 

a value of 100, otherwise we gave it a value of 0.  

Step 5: Compute the assessment result and carry out the analysis 

For quantitative elements, to ensure their values were comparable with the 

qualitative elements, they were normalized prior to aggregation. We treated the 

largest value in a quantitative variable as 100 and other values of this variable 

were scaled down accordingly. For the qualitative elements, the calculation was 

first done by category. We calculated the average score of 60 sample datasets of a 

category on one assessment element. After scores for all categories of a portal 
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were calculated, we then derived the average score of this assessment element in 

15 categories as the final score of this element for this portal. Finally, we added 

up all quantitative and qualitative elements by their priorities and obtained the 

assessment result for each portal. 

Data analyses were carried out from three different perspectives. Firstly, we made 

comparison of the result by portal, and secondly by the different categories. 

Averages and standard deviations were used for these comparisons. Finally, we 

used correlation analysis to test the relationship between the number of datasets 

on a portal and the context of an area. The results of the whole process are given 

in Section 3.3.  

 Results and findings 

The results and findings of our study are presented in the same order as in Section 

3.2. We first present the assessment framework we derived in Section 3.1, then 

show the results of each AHP step in Section 3.2. Finally, all the detailed results 

of the case study are given in Section 3.3. 

3.3.1 Local OGD portal evaluation framework 

Table 3.5 shows the final framework with each element, its description and 

assessment checklists. To use AHP to derive priorities, a framework must include 

at least two layers. Thus, we classified the qualitative elements into two groups: 

one group relates to data accessibility, which is the basic or primary characteristic 

of open data and thus is the premise of data utilization, since citizens cannot use 

data without getting access to it first. The other group, data quality, includes other 

quality attributes including features that make data easier to use and improve data 

fitness for utilization by data consumers (Attard et al., 2015; Dawes, 2010; R. Y. 

Wang & Strong, 1996).  
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3.3.2 Priorities of the evaluation framework 

As explained in Section 3.2, we first transferred the framework into a hierarchical 

structure in AHP with a goal, several layers of criteria and a layer of alternatives. 

We treated local OGD portal evaluation as the goal, the groups in the framework 

as the layers of criteria and the elements as the layer of alternatives. The AHP 

hierarchical structure together with the priorities derived from the AHP process 

are shown in Figure 3.1. 

 
Table 3-5 Local OGD portal evaluation framework 
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Figure 3-1 AHP hierarchy structure with priorities (see Table 3.5 for A1–A15 

descriptions) 

3.3.3 Case study in China 

Out of 34 province-level jurisdictions in China, we found 9 OGD portals. 2636 

datasets from these portals have been selected and evaluated to obtain the results. 

These portals, together with the context data (until the end of 2016) of these 

provinces, are listed in Table 3.6. 

 
Table 3-6 Province-level OGD portals in China 

 

3.3.3.1 Comparison by portal 
The evaluation results are shown in Table 3.7. Taiwan received the top score, 

followed by Hong Kong. The rankings of portals for data access and data quality 

were almost the same (Figure 3.2) except for Guizhou, where data quality got a 

higher score than data access. Differences between data accessibility and quality 

were large in Zhejiang, Guangdong and Taiwan, but small in Beijing, Guizhou 

and Hong Kong. By calculating the standard deviation, we noted that differences 

in “Open licence”, “Easy access” and “In bulk” were significant. The largest 
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difference lay in “Open licence”. “Data existence”, “Open access”, “Online 

access”, “Digital format”, “Complete metadata” and “Free of charge” were 

elements showing both high average score and low standard deviation, which 

indicates that all portals performed well in these aspects. 

In relation to data quantity, we saw a great gap between Taiwan, Hong Kong and 

the others, especially in portal visibility and number of datasets. But we also 

observed that some portals, like the ones in Guizhou, Sichuan and Zhejiang, might 

have blocked search engines from collecting their data. Since we relied on the 

search engine to get portal visibility, this blocking might have led to a relatively 

low score. 

In relation to data accessibility, Taiwan got a much higher score than the others. 

“Open licence” got the lowest score in all elements. More than half of these 

portals did not list the licence information for each dataset. Beijing, Shanghai and 

Guizhou forced users to register before downloading. Sichuan and Xinjiang 

offered data in PDF or online tables, so users could not download data or datasets 

in bulk. Sichuan’s portal also offered links to other government websites instead 

of datasets for downloading in many records, so users needed to search again for 

the data they wanted on other websites. 

In relation to data quality, the OGD portals did well in offering data in digital 

format with no charge. But there was a wide disparity among portals in offering 

machine-readable formats. We counted the formats used by each of the portals to 

obtain the results shown in Figure 3.3. XLS and CSV were the two most 

commonly used formats. Taiwan and Hong Kong also used XML and JSON. 

Xinjiang was the only one that did not offer any data in machine-readable format. 

Datasets in Hong Kong were quite new and up to date. Guizhou updated most of 

its datasets regularly. However, we noted a gap between “Update regularly” and 

“Up to date” in Zhejiang, Guangdong and Guizhou, which indicates that although 

they had a schedule for updating, they did not follow the schedule to provide the 
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latest data. Sichuan and Xinjiang received low scores for offering digital and 

machine-readable format data, due to offering scanned copies or online tables that 

could not be downloaded. 

 
Figure 3-2 Comparison of evaluation scores by portal 

 
Figure 3-3 Number of different format datasets provided by portals 
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Table 3-7 Evaluation results 
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3.3.3.2 Comparison by category 

Evaluation results for data accessibility, data quality and number of datasets by 

category are shown in Tables 3.8 and 3.9 in order of the score by weight. 

Generally, scores for data accessibility were higher than for data quality, except 

for the category “Weather”. The rankings of categories in their performance 

concerning data accessibility and data quality were almost the same. The greatest 

gap between data accessibility and data quality lay in “Map”, while the smallest 

lay in “Weather”. 

In relation to the number of datasets, we noted a large difference among categories 

(Std=79.27), with “Local statistics”, “Education” and “Health” in the top three, 

while “Weather”, “Map” and “International trade” were in the bottom three.  

In relation to data accessibility, “Credit records” performed the best, while 

“Health” performed the worst. Referring to evaluation elements, “Data existence” 

got the highest score, while “Open licence” received the lowest score. By 

calculating the standard deviation, we found large variations in the scores for 

“Data existence”, “Online access” and “Open access”, while these variations were 

small for “Open licence”. This indicates that all categories did not perform well in 

open licencing.  

In relation to data quality, “Local statistics” and “Credit records” performed quite 

well, while “Environment quality” performed the worst. Referring to evaluation 

elements, “Digital format”, “Complete metadata” and “Free of charge” received 

quite high scores, while “Up to date” and “Update regularly” got the lowest scores. 

By calculating the standard deviation, we found a large spread of scores between 

categories from 8.16 to 14.2. Less variation in scores was found between 

categories for “Up to date” and “Update regularly”, while larger standard 

deviations were found for “Complete metadata” and “Free of charge”. This 

indicates all categories failed to offer the latest data or update datasets regularly. 
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Table 3-8 Data accessibility by category 

 

 

Table 3-9 Data quality by category 

  

3.3.3.3 Correlation analysis of contexts and number of datasets 

We carried out Spearman’s correlation analysis of whether the contexts of an area 

had a significant relationship with the number of datasets on this area’s OGD 

portal. These results are shown in Table 3.10. Since the p values (sig. (2-tailed)) 

for the size and wealth of an area with the number of datasets are over 0.05, we 
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found no statistically significant correlations between pairs. However, the p value 

for the local population and the number of datasets is 0.016 with Spearman’s rho 

= −0.767, showing a significant strong negative correlation between these two. 

This result indicates that we could not predict the number of datasets on a portal 

of a local area by its size and wealth, but the local population might indicate the 

number of datasets on an OGD portal. Further discussion of this correlation is 

provided in Section 3.4. 

Table 3-10 Correlation results for contexts and number of datasets 

  

 Discussion 

In this section, we present comparisons of the above results with related studies 

from four perspectives, and then discuss how to plan the future development of 

OGD portals. To start with, we compare the priorities of our evaluation 

framework with the two frameworks having unequal priorities. Results derived 

from AHP show the greater importance of data accessibility and data quality 

compared with data quantity, which indicates that in the context of big data users 

should focus on high-quality data instead of a (very) large quantity of data to draw 

relatively more precise and high-value conclusions (Kaisler et al., 2013). We also 

note open access gets the highest priority (9.32%) in all elements, followed by 

online access (9.3%) and easy access (9.01%). These three are also a reflection of 

the “Open Data Definition” (Leong, Pan, Newell, & Cui, 2016) for data to be 

freely accessible. However, the Open Data Index sets the highest priorities for 

open licencing and machine-readability (OpenDataIndex, 2017), followed by 

other elements with equal priorities. Thorsby et al. (2017) also set a different 

priority for machine-readability which is higher than for the other elements. 

Although the priorities we derived for open licencing and machine-readability 

were also quite high, these two were not emphasized as in the frameworks set up 
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by the Open Data Index and Thorsby et al. We think this is because we asked 

experts in China during the AHP process. The priority results may, thus, reflect 

their opinions of Chinese OGD portal development.  

Secondly, regarding the evaluation results for province-level OGD portals in 

China, Taiwan and Hong Kong got much higher scores than the other portals in 

relation to various aspects. This result is consistent with the Open Data Index. In 

their evaluation, Taiwan ranked the top in all 94 jurisdictions around the world in 

2016 (OpenDataIndex, 2016), getting full scores in 12 out of 15 OGD categories, 

while Hong Kong ranked 24th. The fact that only 9 out of 34 province-level areas 

in China have built local OGD portals also indicates that the implementation of 

OGD portals in China is still new.  

Thirdly, regarding the evaluation results by category, there were several areas 

where present study’s results were consistent or inconsistent with the Open Data 

Barometer’s fourth evaluation (OpenDataBarometer, 2017a). In their evaluation, 

“National statistics” performed the best in data quality in all categories, while 

“Government spend”, “Company registration” and “Map” were the worst. Our 

results show that although “Local statistics” ranked top, which is the same as the 

Open Data Barometer, “Environment quality” and “Health” performed the worst. 

Also, according to the Open Data Barometer “National statistics” was the only 

category offering machine-readability and free data. It was also the only category 

that did well in updating data regularly and keeping data up to date. In our 

evaluation, we found all categories offered data free of charge and offered 

machine-readable datasets to some extent. For data updating, it is true that all 

categories did not perform well and “Local statistics” was the best one, but 

“Cultural activity” received a similar score in updating datasets regularly. 

Fourthly, regarding the relationship between local contexts and the number of 

datasets, we found a conflict in our study with previous ones. Thorsby et al. (2017) 

indicated that city population size was a critical factor in the number of datasets 
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listed on the portal, which had a positive relationship with the number of datasets. 

However, the correlation analysis of our case study shows a significant negative 

relationship between the two, which is opposite to the conclusion of Thorsby et al. 

(2017). This indicates that, on one hand, further investigation is needed to 

determine whether population is truly a critical factor in the number of datasets in 

different parts of the world, since we based our analysis on data from China while 

Thorsby et al. based their analysis on data from the USA. On the other hand, areas 

in China with larger populations may have much more potential data or datasets 

that could be opened to the public. Our different results on the relationship 

between the size and wealth of local governments and the number of datasets with 

previous research (He Yu, 2010) could be related to the type of data (Yu’s research 

only included government financial data, while ours included 15 different 

categories of data).  

Finally, for the future development of province-level OGD portals in China, with 

the prioritized framework and evaluation results it will be quite easy for local 

governments to discover their present strengths and weaknesses and recognize 

points of attention for future development. Beijing, for example, has shown a 

conflict between the priorities viewed by experts and its present development in 

“Easy access” and “Open licence”. Thus, in its future development Beijing should 

not compel users to register before downloading or viewing data. Also, the portal 

should add an explicit statement for each dataset about the licence it is provided 

under. Updating data on the portal regularly and keeping data up to date are other 

aspects recommended for improving portal quality. For Hong Kong, it is quite 

easy to see its weakness in open licencing. Thus, it could add an explicit open 

licence statement for each dataset in its future development. For Xinjiang, since 

the portal did not perform well in many aspects at present, the local government 

could first, according to the priority, focus on data accessibility to make its OGD 

available to the public, and then improve the data quality, especially by putting 

effort into providing machine-readable data and regularly updating datasets. 
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 Conclusion 

In this chapter, we discussed the building of a prioritized evaluation framework 

for local OGD portals and presented a case study in China to demonstrate its 

capability. The aim of our research mainly concerned the analysis and guidance of 

local OGD portal development. Four sub-questions were proposed to explore this 

aim, which were:  

RQ1.1 What framework can be used to assess local-level OGD portals?  

RQ1.2 How to obtain priorities for elements of the framework?  

RQ1.3 How to use the framework to analyze the present development of local 

OGD portals? 

RQ1.4 How to use the framework to guide the future development of local OGD 

portals?  

To achieve these aims, we first drew on related evaluations and studies. An 

evaluation framework was built based on the comparison and synthesis of related 

studies, which gave the answer to RQ1.1. Analytic Hierarchy Process together 

with an expert survey was used to obtain priorities for each element in the 

proposed evaluation framework, which answered RQ1.2. The proposed prioritized 

evaluation framework was applied to a case study in China for answering RQ1.3. 

Based on the evaluation results in the case study, we discussed the arrangement of 

governmental resources by combining the weights of elements in the framework 

and the evaluation results, which answered RQ1.4. Differences in local and 

national OGD portal development were found. We identified several research gaps 

in local OGD portal evaluation frameworks and prioritization of evaluation 

elements. A dearth of studies of Chinese local OGD portals was also noted. Based 

on the results of our study, we drew the following conclusions: 
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• Data accessibility and the data quality of OGD portals draw more attention 

than data quantity.  

• “Open access”, “Online access”, “Easy access”, “Complete metadata” and 

“Open licence” are the top five aspects emphasized by Chinese experts for the 

development of local OGD portals, and these reflect the open definition. 

• There are currently imbalances in the development of province-level OGD 

portals in China, especially in the aspect of open licencing. Great gaps lie 

between Taiwan, Hong Kong and the other portals.  

• “Local statistics”, “Credit records” and “Budget and spend” are data 

categories well released on province-level OGD portals in China.  

• Population is negatively related to the number of datasets on Chinese 

province-level OGD portals, while the size and wealth of local governments 

are not currently significantly related to the number of datasets on Chinese 

province-level OGD portals. 

Since the development of OGD portals is rapidly progressing and the case study 

in this chapter is a snapshot in time, new portals are constantly emerging and 

existing portals are changing. Thus, findings based on the data used in our case 

study are likely to change. Our main goal was not to evaluate current portals, but 

to demonstrate how our framework can be used for measurement so that it can be 

used to measure change and progress in the field by using the framework at 

regular timepoints. Similarly, new elements could be added as they emerge, new 

groupings could be defined or some elements of the framework could be grouped 

differently (such as moving “Free of charge” from the general quality grouping to 

the data accessibility group) if a different definition were adopted by evaluators.  

  



81 

 

4 CHAPTER 4: UNDERSTANDING CITIZENS’ 

DEMANDS FOR OGD AND OGD 

UTILIZATION1 

 

 Introduction 

In the previous chapter, we focused on the supply-side of OGD portals. As drawn 

from the related literature, releasing large amounts of OGD to the public through 

portals is not a guarantee of the achievement of OGD initiatives in the targeted 

aims (Attard et al., 2015; Heise & Naumann, 2012) to promote citizen 

engagement (Kassen, 2013) and provide government transparency and 

accountability (Attard et al., 2015).  

Lack of use has been identified by scholars as a key problem in OGD 

development, (Ruijer, Grimmelikhuijsen, Hogan, et al., 2017; Safarov et al., 2017; 

H.-J. Wang & Lo, 2016; Zuiderwijk & Janssen, 2013). Thus, to stimulate the 

 
1 This chapter closely follows the papers Wang, D., Richards, D., & Chen, C. (2019). Connecting 
users, data and utilization: A demand-side analysis of open government data. Paper presented at 
the International Conference on Information and Wang, D., Richards, D., & Chen, C. (2019). 
Connecting users, data and utilization: A demand-side analysis of open government data. Paper 
presented at the International Conference on Information. 
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utilization of OGD, many studies have been carried out to understand the decisive 

factors in OGD usage (Ruijer, Grimmelikhuijsen, Hogan, et al., 2017; H.-J. Wang 

& Lo, 2016). However, reviews have shown that these studies examined this issue 

from the perspectives of either portals or users, but failed to consider the specific 

context of OGD utilization or the interaction between portals and users (A. Meijer 

et al., 2014). Moreover, “users of OGD are relatively less researched as subjects” 

in the present literature (Safarov et al., 2017, p. 16). Therefore, we recognized a 

gap in present studies in analyzing OGD users’ data demands and acquisition 

process from the perspective of the demand-side, which puts the users of OGD 

portals in a central position. 

Investigating and understanding users’ demands and motivations could be a 

promising approach to enhance OGD utilization, since they are consumers of 

utilization effects (Safarov et al., 2017), including transparency (Florini, 2008; 

Willinsky, 2005), participation in policy (Wijnhoven, Ehrenhard, & Kuhn, 2015) 

and economic benefits (Willinsky, 2005). In addition, because one of the aims of 

disclosing government data on the web is for its use, reuse and distribution (Attard 

et al., 2015), further understanding of OGD users could promote meaningful 

citizen engagement (Wijnhoven et al., 2015) and improve the efficiency of 

utilization as well. 

As described and justified below (see Section 4.2.1), we focus on demands from 

the perspective of users who are citizens. To better understand citizens’ OGD 

usage habits and fill the identified knowledge gaps, we proposed the following 

core research question for study 2:  

RQ2. How can citizens’ demand for and utilization of OGD be characterized?  

We further divided this research question into three more specific sub-questions, 

which are:  

RQ2.1 What are citizens’ demands for OGD? 
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RQ2.2 What are citizens’ demands for and utilization of OGD portal services? 

RQ2.3 What are the relationships between citizens, their OGD demands and OGD 

utilization?  

To answer these questions, we carried out a survey study in China from the 

demand-side of OGD, focusing on the OGD demands and utilization of citizens 

with different characteristics. The objectives, which are also the main 

contributions of the study in this chapter, are twofold: firstly, to get a clear view of 

citizens’ demands of OGD and OGD portal services; and secondly, to analyze the 

possible relationship between citizens, their OGD demands and their OGD 

utilization.  

 Research model and hypothesis 

To form the theoretical foundation for our study, as well as to support the design 

of a survey instrument, we have drawn on related research carried out by both 

scholars and organizations related to OGD portals, OGD users and their demands 

and utilization. 

4.2.1 OGD users 

In the study of OGD, users are treated as the main actors in the open data process 

who can directly affect the coordination of OGD utilization from the demand-side 

(Zuiderwijk & Janssen, 2013). Thus many studies targeted their participation in 

the OGD value-extraction process (Safarov et al., 2017). In the scope of human–

computer interaction (HCI), user-centred design is one of the key disciplines, 

focusing on making a system as easy and pleasant to use as possible (Dix, 2009). 

Therefore, in the second stage of study, we chose to focus on OGD users for 

understanding their demands and utilization of OGD. 

It is commonly accepted by researchers to divide OGD users into different types 

(King & He, 2006), including citizens (Parycek et al., 2014; Power, Robinson, 
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Rudd, & Reeson, 2015), business (Magalhaes et al., 2014; Susha, Grönlund, et al., 

2015), researchers (Gonzalez-Zapata & Heeks, 2015; Whitmore, 2014), 

developers (Veeckman & van der Graaf, 2015) and journalists (Heise & Naumann, 

2012). Among these, citizens are identified as the primary stakeholders who 

receive major benefits from the utilization of OGD (Parycek et al., 2014). Because 

the key motivation for releasing government data to the public is reducing the 

asymmetry of information between citizens and governments bodies (Murillo, 

2015; Ubaldi, 2013), therefore, in this study, we chose citizens to represent OGD 

users, as well as to be our investigation objects for analyzing the hypotheses. 

Besides their vital importance as participants in OGD utilization as recognized by 

scholars (Zuiderwijk & Janssen, 2013), choosing citizens as the study objects 

offered the advantages of wider representation of the population and a range of 

diverse characteristics.  

The demographic characteristics of users are usually treated as an important factor 

in understanding and predicting ICT adoption in the field of e-government 

(Dwivedi & Williams, 2008; Venkatesh, Sykes, & Venkatraman, 2014). 

Demographic characteristics of users, such as gender, age, experience and 

voluntariness of use were identified to influence user’s acceptance of information 

technology (Venkatesh et al., 2003). Thus, in our research model, we included the 

demographic characteristics of citizens including their gender, age, education, 

occupation, and knowledge of OGD (which could indicate their experience with 

OGD and their voluntariness to use OGD) to analyze their impact on other aspects 

of OGD demand and utilization. 

4.2.2 OGD demand 

The source of OGD is the government, thus OGD portals usually provide OGD on 

certain subjects (Bogdanović-Dinić et al., 2014), including budget, health, public 

safety, legislation, etc. (Bogdanović-Dinić et al., 2014; OpenDataBarometer, 

2017a). According to the Open Data Barometer’s fourth global report, providing 
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OGD according to the demands of citizens could help restore or build citizens’ 

trust of the government (OpenDataBarometer, 2017a). But citizens’ need for 

different OGD categories is not addressed by the report. In order to explore 

whether citizens’ demands for OGD have significant differences in different 

categories, we choose to include different OGD subjects as sub-elements of 

citizen’s OGD demands in the research model. 

In addition, OGD principles including the Eight Open Government Data 

Principles (OpenGovernmentWorkingGroup, 2007), Ten Principles for Opening 

Up Government Information (SunlightFoundation, 2010) and UK Public Data 

Principles (Ubaldi, 2013) have emphasized several attributes such as 

machine-readability, being up to date, updating regularly, etc. for the development 

of OGD. But citizens’ attitudes towards these OGD quality principles are not clear. 

Therefore, in order to investigate citizens’ attitudes towards the attributes 

emphasized by scholars and governments, we include OGD attributes as a 

sub-elements of citizen’s OGD demands. 

Researchers have noted that different OGD users show different levels of interest 

in OGD (Gonzalez-Zapata & Heeks, 2015), but the relationship between users and 

their preferences for data is unclear (Safarov et al., 2017). Considering various 

types of users in OGD utilization, we proposed the first hypothesis of our study: 

H1: Citizens’ characteristics have an effect on their OGD demands. 

4.2.3 OGD utilization 

The utilization of OGD refers to the exploitation of users for a particular purpose 

(Safarov et al., 2017). Therefore, it is reasonable to include utilization purpose as 

a sub-element of OGD utilization in the research model. According to users’ 

separate aims, the usage of OGD has been divided into different types, including 

innovation (Magalhaes et al., 2014; Veeckman & van der Graaf, 2015), data 

analytics (Kalampokis et al., 2013; Kuhn, 2011), decision-making (Chakraborty et 
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al., 2015; Desouza & Bhagwatwar, 2012), anti-corruption (Leontieva et al., 2015; 

Rajshree & Srivastava, 2012) and research (Kalampokis et al., 2013; Whitmore, 

2014).  

Different users may have different reasons and purposes for utilizing OGD, but 

they all need some access to OGD before they can make use of the data. Officially 

launched by governments, OGD portals are the main method for making 

governmental datasets publicly available to end-users (Kassen, 2013; Kostovski et 

al., 2012; Lourenço, 2013, 2015). Usually, OGD portals have different 

data-acquisition functions including searching, browsing, ranking, etc. for the 

end-users to find the data they want. In order to investigate citizens’ attitudes and 

using habits towards these data-acquisition functions, we included them as a 

sub-element of OGD utilization in the research model. 

Besides the data-acquisition functions, all websites including OGD portals are 

supposed to include some form of help system (Grayling, 2002) to support users’ 

task completion (Z. Huang & Benyoucef, 2014). For OGD portals, user guides, 

FAQ, online virtual or smart agents and customer telephone lines are usually 

provided to help their end-users.  

In the field of information retrieval, a user-stereotype including a set of 

demographic and social attributes is commonly used in information filtering to 

exclude the irrelevant information about a user (Kuflik & Shoval, 2000; Shapira, 

Shoval, & Hanani, 1997). Because users of different demographic backgrounds 

may judge the relevance of a certain data element differently, filtering rules based 

on the information needs of users will increase the accuracy of search results 

(Kuflik & Shoval, 2000). Due to the effect of users’ demographic background, 

many websites provide adaptive search functions (Sugiyama, Hatano, & 

Yoshikawa, 2004). Since OGD portals are one-stop shops offering different 

data-acquisition functions for citizens to access the data they need, regarding 

comparing the effect of users’ demographic background on their utilization of 
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search engines and websites, we thus proposed the second hypothesis of this 

study:  

H2: Citizens’ characteristics have an effect on their OGD utilization. 

In marketing, consumption refers to a broad set of practices including people’s 

utilization of services and products (Harvey et al., 2001; Warde, 2005), which in 

OGD is the usage of the data. Economists assume that people’s consumption 

reveals their demand (Harvey et al., 2001). Applying this relation of consumption 

and demand to the case of OGD, we proposed our third hypothesis: 

H3: Citizens’ OGD utilization influences their OGD demands. 

Combining the concepts of OGD users, OGD demands and OGD utilization 

together with the hypotheses, we built the research model shown in Figure 4.1. 

 
Figure 4-1 Research model 
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 Methodology 

To achieve the primary aim of this chapter, finding out the demands of citizens on 

the demand-side of OGD, an investigation was carried out on Chinese citizens. A 

survey was chosen as the appropriate instrument because surveys allow us to 

capture the preferences, attitudes and situations of the selected participants and 

generalize the relationships among users, their demands and utilization based on 

the data analysis (Recker, 2012). Details of the investigation are explained in the 

following sub-sections.  

4.3.1 Survey design 

A survey was designed and developed by operationalizing questions based on the 

research model shown in Section 4.2 that reflect the aims and hypotheses of this 

study. 

The first part included the demographic questions. The first four questions were 

about the socio-demographic characteristics (gender, age, education and 

occupation) of the citizens. We also included four questions about citizens’ 

knowledge of OGD, asking whether they had ever heard of OGD and OGD 

portals and whether they had ever used OGD and OGD portals.  

The second part was about the OGD demands of citizens including their demands 

for different OGD subjects and their demands for OGD attributes. We asked 

citizens about their demands of OGD in general and their demands in relation to 

specific OGD subjects. For OGD subjects, we used the same 15 subjects that we 

selected for Study 1 in Chapter 3. Detailed explanations of each OGD subject can 

be found in Table 3.4. Before showing the participants the questions about OGD 

attributes, we first gave them an example of OGD portals with a screenshot of the 

Shanghai OGD portal, whose total score of performances as discussed in Chapter 

3 ranked 5th of the 9 evaluated portals, indicating it to represent the average 

performance of OGD portals in China. For OGD attributes, we selected 6 out of 
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the 12 elements from the framework in Chapter 3 Study 1. Detailed explanations 

of each data quality element are shown in Table 4.1. We excluded elements based 

on the following criteria: data exists, open access, online access and digital format. 

For “Data exists”, according to its description it could be replaced by the 

questions that we asked about citizens’ demands for OGD subjects. For open 

access, online access and digital format, these three attributes are essential 

conditions for building an OGD portal, no matter what the perspectives of the 

citizens. We moved easy access and open license to the next part of the survey. 

Thus, finally, “Download in bulk”, “Machine-readable”, “Complete metadata”, 

“Free of charge”, “Up to date” and “Update regularly” were selected for OGD 

attributes. A 7-point Likert scale from “Strongly don’t need” to “Strongly need” 

was used for scoring the demands for OGD subjects and attributes.  

 

Table 4-1 Descriptions of OGD attributes 

 

The third part of the survey was about OGD utilization. Firstly, for utilization 

purposes, it included one set of multiple-choice questions asking the possible 

purposes for them to use OGD. We listed six types of OGD utilization purposes 

derived from the literature for the citizens to choose from, including daily life, 
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news report, business decision, anti-corruption, software development and 

scientific research. Overlaps are recognized in the scope of different types of 

OGD utilization, since some, like innovation and decision-making, are very broad, 

while others, like anti-corruption, are very specific. Thus, in the research model, 

we only included six specific types and excluded innovation and data analysis, 

which had too much intersection with other more specific types of utilization. The 

participants could also add additional utilization purposes beyond these six in 

their reply.  

Secondly, for acquisition methods, we included four different methods of finding 

data on a portal, namely, keyword search, browse, ranking and recommendation. 

We selected these methods based on prior visits to more than ten different OGD 

portals during the data collection process in Chapter 3 when we found that these 

were the possible methods users could use to discover the data they needed from a 

portal. “Keyword search” means entering queries to get a matching list of data. 

“Browse” means looking through records of data gathered according to certain 

rules like subject, government department, updated time, etc. “Ranking” means 

the top ranks of data of a certain category, like the most clicked datasets, the most 

downloaded datasets, etc. “Recommendation” includes two kinds: one is 

recommending similar or related data/datasets to the dataset that the user is 

looking at, which we refer to as related, while the other is recommending datasets 

that users may have interest in according to their visiting history, which we refer 

to as regular. We asked the participants whether they would use these methods. 

For keyword search and browsing, we also asked for the use frequency and 

preference for the methods. A 7-point Likert scale was used for the frequency and 

preference, from “Strongly not frequent” to “Strongly frequent” and from 

“Strongly don’t like” to “Strongly like”. For the browsing method, we also asked 

the participants what kind of browsing they use, including browsing by subject, 

browsing by update time and browsing by government department. Besides these 

four methods, we also included “Easy access” and “Open licence” from the OGD 
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attributes which are related to the data-acquisition process. We asked the 

participants about their acceptance of these two attributes. A 7-point Likert scale 

was used from “Strongly don’t accept” to “Strongly accept”.  

Thirdly, for help functions, we selected four help functions offered by OGD 

portals based on our prior visits to those portals in Study 1, which were: user 

guide webpage, FAQ webpage, online smart/virtual agent to offer instant 

conversation, and customer phone line. We asked participants for their feelings 

about the difficulty when using the portal, whether they need the portal to offer 

help, their need of help functions and their choices of help functions. A 7-point 

Likert scale was used from “Strongly not difficult” to “Strongly difficult” and 

from “Strongly don’t need” to “Strongly need”. Because an online smart agent is a 

relatively new method for offering immediate help on a website, we included five 

additional questions to further analyze citizens’ attitudes towards this kind of help. 

We asked the participants about their acceptance of a virtual agent offering help. 

We also asked the participants for their preferences of the gender, age, look and 

role of the virtual agent. The whole survey can be found in Appendix B. 

4.3.2 Data collection 

Due to the recent efforts of the Chinese government in developing open data, 

including establishing open data policies (StateCouncil, 2016) and building local 

OGD portals throughout the country (R. Huang & Wang, 2016), we chose to 

administer the survey to a sample of the Chinese population. Because scholars 

noticed indistinguishable test results across recruitments of participants via social 

media and in person (Casler, Bickel, & Hackett, 2013) and online survey has the 

advantage for a better response rate (Lonsdale, Hodge, & Rose, 2006) as well as 

saving time and cost (Wright, 2005), we choose to collect data for analysis 

through social media. Also, since 61.2% of the population in China use the 

Internet and OGD portals mainly offer online services, it is therefore reasonable to 

carry out the survey online. By using an online tool called Sojump which is a free 
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website for creating and collecting online survey data, we produced our 

questionnaire and distributed it from 1 to 10 August 2017 through WeChat and 

Weibo. We recruited citizens by putting advertisements on the above two social 

media.  

 Data analysis and results 

In this section, we first give the results of the recruited sample about their 

demographic distribution to show a general overview of the participants of this 

study. Then results for the reliability and validity of all the scales of the survey are 

shown to support further analysis. Finally, we give the results of the survey about 

citizens’ OGD demands including different demands for OGD subjects and 

attributes as the answer for RQ2.1, and citizens’ OGD utilization preferences 

including utilization purposes, their preferences for data acquisition methods and 

help functions as the answer for RQ2.2. Possible correlations of citizens’ 

demographic background and their OGD demands and utilizations are also tested 

in this section. 

4.4.1 Participants and demographics 

In total, we received 208 valid responses. In this section, we list the social 

demographics of the participants including their gender, age, education and 

occupation, as well as their knowledge of OGD and OGD portals.  

4.4.1.1 Socio-demographic background 

Table 4.2 shows the socio-demographic characteristics of the respondents. 

Females represented 63% of all respondents and males represented 36.5%. Our 

sample covered a wide range of ages and was almost evenly distributed in the age 

groups 26–30, 31–40 and 41–50 years, which were also the main groups, with a 

total percentage of 81.8%. Referring to education background, most respondents 

were in the undergraduate group (52.9%). Our sample covered all kinds of 

occupations listed in the survey, with student, manager and teacher being the three 
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most popular ones. Due to the possible bias like self-selection that may occur with  

online surveys (Wright, 2005), we compared the socio-demographic of the 

recruited sample with the structure of netizens in China. It shows that the 

distribution of the recruited sample in age is similar to netizens in China, ranging 

in age from 18 to 50 (CNNIC, 2019). The occupation of the recruited sample also 

has similar distribution with netizens in China, which include students and 

manager (CNNIC, 2019). However, the educational qualification of the recruited 

sample is higher compared to netizens in China (CNNIC, 2019). But since most of 

the distributions of socio-demographic of the recruited sample are similar to 

netizens in China, we continued the analysis of the collected survey data. 
Table 4-2 Socio-demographic characteristics 

 

4.4.1.2 Knowledge of OGD and OGD portals 

Regarding whether citizens had ever heard of or used OGD, results show that 59.6% 

of the respondents had never heard of OGD before, nor did they know about the 

portals (72.6%). We also found that only 19.71% of the respondents had used the 

data or the portals before, which is less than the rates of knowing about the data 

(40.38%) or the portals (27.4%). Thus, we can deduce that some of them chose 

not to use the data or the portals even if they had heard about them. 

We carried out chi-square tests of the choices for the four questions about 

respondents’ socio-demographic characteristics including gender, age, education 

and occupation, as shown in Table 4.3. Because some cohorts (combinations of 

characteristics) contain fewer than 5, we chose likelihood ratio instead of Pearson 
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chi-square to test their relationships. Results show that gender was related to 

whether people knew about OGD. The rate for “Ever heard of OGD” in females 

(53.6%) was much higher than in males (46.4%). It is also apparent that 

educational qualification was related to people’s awareness of and usage of OGD. 

People with higher educational qualifications were more likely to know about and 

use OGD. Occupation is also related to whether people knew of and used OGD 

and portals. We noted that students, specialists and human resource workers were 

the three occupations that were more likely to know about and use OGD and 

portals. Age did not significantly affect people’s knowledge of OGD and portals. 

 
Table 4-3 Likelihood ratio tests of citizens’ knowledge of OGD 

 

4.4.2 Reliability and adequacy 

We examined the reliability of all the scales in the survey with Cronbach’s alpha 

(Cronbach, 1951). The commonly accepted range for alpha is 0.70 to 0.95 

(Tavakol & Dennick, 2011). Our results, seen in Table 4.4, show high reliability 

for OGD demand and OGD utilization. We also examined the scales with the 

Kaiser–Meyer–Olkin (Bickmore & Cassell) measure of sampling adequacy 

(Kaiser, 1970). The results for OGD demand and OGD utilization, seen in Table 

4.4, are all above 0.6, which indicates the variables are suitable for factor analysis 

(Dziuban & Shirkey, 1974). The significance of Bartlett’s test of sphericity is less 

than 0.05, which also indicates the high validity of the variables. Thus, the 

measurement of citizens’ OGD demand and utilization in this survey can be seen 

as reliable and adequate. 
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Table 4-4 Reliability and adequacy tests of all scales 

 

4.4.3 OGD demand 

We asked citizens for their demands of different OGD subjects as well as their 

demands for the OGD attributes emphasized by OGD principles. 

4.4.3.1 OGD subjects 

For OGD subjects, the survey included questions about citizens’ demands of 

general OGD as well as the 15 specific OGD subjects. Results are shown in Table 

4.5. Generally, the average scores for specific categories of data are higher than 

for general need, which may be due to citizens not knowing what OGD really is. 

The largest variation in respondents’ scores lies in general need. Health and 

education got the highest average scores for demand. Education also got the 

smallest standard deviation, which indicates that citizens agreed most that this 

category is of high demand. International trade got the lowest average score, 

which is the same as with general need. Although we asked the respondents 

whether they had any other categories of data need, their replies show that their 

needs all belonged to our listed categories. Thus, we did not carry out further 

analysis of these replies. 
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Table 4-5 Descriptive analysis of citizens’ demands for OGD subjects 

 

We carried out two independent sample T-tests for the association between gender 

and citizens’ demands for different OGD subjects. Results show no significant 

differences in the average and standard deviation of male and female scores for 

different OGD subjects.  

We carried out one-way ANOVA to analyze the effects of age, education and 

occupation on people’s OGD demand, as shown in Table 4.7. We found that age 

had a significant effect on respondents’ demands for registration and international 

trade data. Compared with citizens older than 25, citizens of age 18–25 had a 

significantly lower demand for registration data. Citizens of age 31–40 had a 

significantly higher demand for international trade data than citizens of age 41–50. 

People of different educational background had significantly different demands 

for registration, budget and spending, and government bid data. Citizens of 

master’s degree level showed a significantly higher demand for registration data 

than citizens of bachelor’s degree level. Citizens of doctoral degree level showed 

a significantly higher demand for budget and spending data than citizens of 

bachelor’s degree level. Citizens of doctoral degree level also showed a 

significantly higher demand for government bid data than citizens of bachelor’s 
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and master’s degree levels. Occupation affected the demand for cultural activity 

and transportation data significantly. Citizens with civilian posts had a 

significantly lower demand for cultural activity and transportation data than 

citizens of other occupations.  

We carried out two independent sample T-tests for the association between 

citizens’ OGD knowledge and their demands for different OGD subjects, as 

shown in Table 4.6. There were significant differences in citizens’ demands of 

OGD in general between those who knew of and used OGD and OGD portals 

before and those who did not. Citizens who knew of OGD also showed higher 

demands for policies and legislation data compared with those who did not know 

of OGD. Citizens who had used OGD before showed higher demands for map 

data than those who had not. 
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Table 4-6 T-tests of citizens’ knowledge of OGD and their demands of OGD subjects 
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Table 4-7 One-way ANOVA of age, education, occupation and OGD subjects 

 

4.4.3.2 OGD attributes 

We first calculated respondents’ demands for different OGD attributes on OGD 

portals. Results in Table 4.8 show that “Up to date” got the highest mean value 

and the lowest standard deviation, showing citizens’ agreements on its great need, 

while “Download in bulk” got the lowest score but the highest standard deviation. 

 
Table 4-8 Descriptive analysis of OGD attributes 
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We carried out two independent sample T-tests for the association between gender 

and citizens’ demands for different OGD attributes. Results show no significant 

differences in the average and standard deviation of male and female scores for 

different OGD attributes.  

We carried out one-way ANOVA to analyze the effects of age, education and 

occupation on respondents’ demands for different data qualities. Results are 

shown in Table 4.9. We found that age had a significant effect on “Download in 

bulk”, “Free of charge”, “Up to date” and “Complete metadata”. Citizens of age 

41–60 showed significantly lower demand for “Download in bulk” than citizens 

of age 18–40. Citizens of age 41–50 showed significantly lower demand for “Free 

of charge” and “Up to date” than citizens of age 26–40. Citizens of age 41–50 also 

showed significantly lower demand for “Complete metadata” compared with 

citizens of age 26–40 and 51–60. People of different educational background had 

significantly different demands for all OGD attributes except “Machine-readable”. 

Citizens of master’s and doctoral degree levels showed higher demands for 

“Download in bulk” than others. Citizens of master’s degree level showed higher 

demands for “Free of charge”, “Up to date”, “Update regularly” and “Complete 

metadata” than citizens of bachelor’s degree level. Occupation affected the 

demands for “Download in bulk”, “Up to date”, “Complete metadata” and 

“Machine-readable”. Students showed significant higher demands for “Download 

in bulk”, “Complete metadata” and “Machine-readable” compared with citizens of 

other occupations. Citizens of civilian posts showed significantly lower demand 

for “Up to date” compared with citizens of other occupations. 
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Table 4-9 One-way ANOVA of age, education, occupation and OGD attributes 

 

We carried out two independent sample T-tests for the association between 

citizens’ OGD knowledge and their demands for different OGD attributes, as 

shown in Table 4.10. Citizens who knew of OGD showed significantly higher 

demands for OGD attributes than those who did not know of OGD. Citizens who 

had used OGD before showed higher demand for “Free of charge” compared with 

those who had not used OGD before. Citizens who knew of OGD portals showed 

significantly higher demands for “Download in bulk”, “Free of charge” and 

“Machine-readable” compared with those who did not know of OGD portals. 

Citizens who had used OGD portals before showed higher demand for “Download 

in bulk” than those who had not used OGD portals. 
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Table 4-10 T-tests of citizens’ knowledge of OGD and OGD attributes 

 

4.4.4 OGD utilization 

In this section, we give the results for citizens’ purposes of using OGD, their 

data-acquisition methods and their preferences of help functions offered by OGD 

portals. 

4.4.4.1 Utilization purpose 

We gave respondents seven specific choices of utilization purposes for OGD, 

which were daily life, software development, scientific research, news report, 

business decision, anti-corruption and other. These are the commonly accepted 

utilizations of OGD found in the literature (Safarov et al., 2017) and have little 



103 

 

intersection with one another. Respondents could choose as many types as they 

wanted. Results show that citizens mainly used OGD for daily life (25.7%), 

followed by anti-corruption (20%). However, these two types of data involve 

direct utilization of OGD that does not require deeper exploration of the data or 

innovative uses. The least utilized data concerned software development (3.6%).  

We examined the correlation between users’ socio-demographic characteristics 

and their knowing of OGD with their choices of utilization, with chi-square tests. 

We chose likelihood ratio instead of Pearson chi-square to test the results. From 

Table 4.11, there is a high possibility that citizens’ education affected their OGD 

utilization. Users’ ever knowing of and using OGD also affected their choices of 

utilization. For users’ education background, results show that highly educated 

users were less likely to use OGD for daily life, but more likely to use it for 

scientific research. The percentage of use of business decision and anti-corruption 

data were almost the same in senior high, undergraduate and postgraduate users. 

Results also show that citizens who had known of and used OGD were more 

likely to choose scientific research and business decision as their purpose of 

utilization, while citizens who had not known of and used OGD preferred to use 

OGD for daily life and news reports. The differences based on users’ 

demographics in usage of software development and anti-corruption data were not 

significant. 

 
Table 4-11 Chi-square tests of OGD utilization purpose 
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4.4.4.2 Acquisition methods 

Figure 4.2 shows results regarding acceptance of the four methods of data 

acquisition, namely, keyword search, browse, ranking and recommendation. We 

found over 90% of the respondents used keyword search for the data they wanted 

on a portal, followed by the related datasets automatically recommended by the 

portal. About 25.5% of the respondents chose not to refer to rankings when 

looking for datasets on a portal, making it the method with the lowest acceptance 

rate. 

 
Figure 4-2 Citizens’ acceptance of data-acquisition methods 

We compared respondents’ reported usage frequency and preferences for keyword 

search and browsing, as shown in Figure 4.3. According to the results, we found 

that more respondents chose to use keyword search to find the data they needed, 

since 190 out of 208 respondents had ever used keyword search, while only 170 

had used browsing. However, the mean score for the usage frequency of browsing 

was much higher than for keyword search, with a relatedly small standard 

deviation. This indicates that using frequency for browsing resulted in a higher 

value than with keyword search. On the other hand, keyword search got a higher 

preference score than browsing. 
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Figure 4-3 Reported usage frequency and preferences of keyword search and browse 

We carried out chi-square tests of whether gender influenced people’s acceptance 

of regular recommendation of datasets based on their visit history. The likelihood 

ratio (=10.501) shows a strong relationship between the two (sig. (2-sided) 

p=0.005). Compared with males, females were more likely to accept regular 

recommendations, as shown in Figure 4.4. 

 
Figure 4-4 Differences in acceptance of regular recommendations between genders 
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4.4.4.3 Help functions 

Generally, users of OGD portals felt it was quite difficult to get the data they 

needed from the portal, with an average score of 4.94 and standard deviation of 

1.654. Since the sample size for users’ socio-demographic characteristics was the 

same as for their feeling of difficulty, it was statistically robust to carry out two 

independent sample T-tests to determine the relationship between their feeling of 

difficulty and their gender, as well as a one-way ANOVA test of users’ feeling of 

difficulty with their age, education background and occupation. Results show that 

only educational level had a significant effect on people’s feelings about data 

access difficulty (F=2.95, P=0.021). Compared with citizens with senior high 

school degrees and bachelor’s degrees, citizens with doctoral degrees showed a 

higher score of difficulty in finding the data they needed from the portal. 

Regarding the help functions, we first calculated the percentage of respondents’ 

acceptance of help functions of OGD portals. 90.9% of the respondents needed 

help from the portal. The chi-square tests of citizens’ acceptance of help functions 

of a portal show no relationship with their gender, age, occupation or educational 

background. But the chi-square tests show a significant relationship between 

citizens’ acceptance of help functions of a portal with whether they had ever used 

OGD portals before, with likelihood ratio=8.851, p=0.003. Compared with 

participants who had used OGD portals before, more who had never used them 

selected that they needed help from the OGD portal. We examined the correlations 

between users’ need of help with their feeling of difficulty of data acquisition 

from OGD portals. Results show that there was a strong possibility (sig. (2-tailed) 

p = 0.001) that these two have a positive relationship, the Pearson correlation 

being 0.236. 

Referring to citizens’ extent of need of help functions, results show users’ strong 

demand for OGD portals to offer help, with a mean of 5.34 and standard deviation 

of 1.331. Their choices gathered on 5 (26.4%) and 7 (25%) of the 7-point scale. 
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The two independent sample T-tests and one-way ANOVA tests of citizens’ need 

of help functions of a portal show no relationship to their gender, age, occupation 

or educational background. The two independent sample T-tests also show no 

significant differences in the need of help functions between citizens who knew of 

or used OGD and OGD portals before and those who did not. 

We also calculated the frequencies and percentages of users’ choices of different 

help functions, as shown in Figure 4.5. The differences were not significant 

among different kinds of help functions. FAQ was preferred by most respondents, 

while customer service phone line received fewest selections. The chi-square tests 

of people’s choices of help functions show no relation to their gender, age, 

occupation or education background. 

 
Figure 4-5 Frequency and percentage of help functions 

 
 

4.4.4.4 Virtual agents 

We further analyzed questions regarding the use of a virtual agent, which is a 

relatively new approach used by websites to offer help to end-users. The 

investigation of virtual agents focused on two aspects: citizens’ acceptance of the 

virtual agent, and their preferences of the appearance of the virtual agent.  
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For the first aspect, among the 7-point scales of their acceptance of a virtual agent, 

respondents gathered on 5 (25.5%), followed by 6 (23.1%). The average score of 

their acceptance (5.07) also shows their high acceptance of this kind of help. The 

two independent sample T-tests and one-way ANOVA show that people’s 

acceptance of virtual agents had no relation with their gender, age, occupation or 

education background. But the two independent sample T-tests show there was a 

significant difference in participants’ acceptance of a virtual agent between those 

who knew of OGD portals and those who did not, with F=0.576, P=0.449, t=2.344, 

p=0.02. The average acceptance score for participants who knew of OGD portals 

is 5.44, while the average acceptance score for participants who did not know of 

OGD portals is 4.93. 

For the second aspect of people’s preferences of virtual agents’ appearance, we 

can see from Figure 4.6 that most people did not care about the gender of the 

virtual agent, but female virtual agents were preferred by more respondents than 

male virtual agents. Most people preferred the virtual agent to be younger than 

themselves or of the same age. They did not mind whether the virtual agent 

looked like themselves or not, but there were more people who preferred the 

virtual agent to not look like themselves. Friend was the most preferred role of a 

virtual agent, much more than the other options.  

 
Figure 4-6 Frequency of people’s preference of virtual agents’ appearance 
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We carried out chi-square tests of people’s preferences of virtual agents’ 

appearance with their demographic characteristics including gender, age, 

education and occupation. We chose likelihood ratio instead of Pearson chi-square 

to test these relationships because some groups had fewer than 5. The results in 

Table 4.12 show that gender was related to people’s preferences of virtual agents’ 

role. Males preferred the virtual agent to be parent and teacher, while females 

preferred peer, friend and doctor much more than males, as shown in Figure 4.7. 

Age had a strong relationship with people’s choice of age and whether the virtual 

agent looked like the user themselves, as shown in Figure 4.8. Generally, with an 

increase in age, people preferred virtual agents to be younger than themselves, 

instead of being the same age. People aged between 18 to 25 showed a strong 

preference for the virtual agent being not like themselves. People’s education 

background affected their preference of the gender of the virtual agent, as shown 

in Figure 4.9. People with higher education background showed less preference 

for male virtual agents. People’s knowing of OGD affected their choice of gender 

for the virtual agent. Compared with those who knew of OGD, there were more 

participants who did not know of OGD who chose male virtual agents. Whether 

the participants had ever used OGD affected their choice of role for the virtual 

agent. Compared with those who had used OGD before, those who had never used 

OGD were more likely to accept a virtual agent acting like a doctor. 

 
Table 4-12 Chi-square tests of citizens’ preferences of virtual agents’ appearance 
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Figure 4-7 Distribution of different gender participants' preferences of virtual agent's 

role 

 
Figure 4-8 Distribution of different aged participants' preferences of virtual agent's 

appearance 
 

 
Figure 4-9 Distribution of different education background participants' preferences of 

virtual agent's gender 
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 Discussion 

In this section, we first give a further discussion about Chinese citizens’ present 

knowledge of OGD and OGD portals due to the interesting results shown in the 

last section. Then analysis and discussion of the collected data according to our 

hypotheses proposed in Section 4.2 are displayed, as the answer to RQ2.3.  

4.5.1 Knowledge of OGD 

Our analysis of citizens’ knowledge of OGD shows that currently, relatively few 

of them knew about or had ever used OGD and the OGD portals established by 

the government. This finding is in line with previous studies showing that a 

serious problem with OGD development is its usage, compared with its disclosure 

(Heise & Naumann, 2012; Kuhn, 2011; Whitmore, 2014; Zuiderwijk & Janssen, 

2013). Since OGD is intended to reduce the asymmetry of information between 

citizens and government bodies (Fuentes-Enriquez & Rojas-Romero, 2013; 

Murillo, 2015), it becomes a precondition for OGD utilization that citizens are 

aware of the data being released by the government. Although governments have 

built portals to make their open data accessible to the public, it seems that their 

goals of promoting transparency and facilitating accountability (Attard et al., 2015) 

have not been achieved due to citizens’ lack of awareness of their efforts. 

Therefore, it is important for governments to make efforts to improve citizens’ 

awareness of the data that they have disclosed. Referring to Chinese OGD portals, 

they could stop blocking search engines (D. Wang, Chen, & Richards, 2018) for 

collecting portal information and also put links for OGD portals on other 

e-government websites to increase online visibility (K. Yi & Jin, 2008). 

Our results also show some citizens chose not to use OGD or portals even after 

they were informed about them, which goes against the conclusion of Wijnhoven 

et al. (2015) that citizens who already knew about an OGD project were more 

willing to participate than those who had never heard of OGD before. Thus, 
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researchers could study citizens’ motivations for OGD utilization in future studies. 

If we understood why citizens chose not to use OGD, it would help governments 

to improve OGD quality and services accordingly to promote utilization. 

4.5.2 Citizens and their OGD demands 

Our analysis in Section 4.4.3 has shown citizens of different demographic 

backgrounds have different preferences in both the OGD subjects and the OGD 

attributes. The results support our first hypothesis (H1) that citizens’ 

characteristics have an effect on their OGD demands. The statistics also support 

their greater demands for health and education data, which has the potential to 

make key public services more effective and inclusive (OpenDataBarometer, 

2017b). However, according to the Open Data Barometer’s fourth report in 2017, 

although the rate of open datasets published by governments in health (7%) and 

education (8%) is not the lowest (1%) among all OGD subjects, their availability 

shows a significant decline. In addition, health data also shows low quality in 

updating and sustainability. This would affect public services for citizens as a 

whole. Therefore, governments should improve their data quality and open data 

that citizens show great need of in order to reach their aim of OGD programs. For 

Chinese OGD portals, it would be helpful in encouraging citizens to use the data 

if they could release more data about health and education, and update the data 

regularly to ensure availability of the latest version. Our results about citizens’ 

preference for map data for scientific research support the OpenDataBarometer 

(2017b) view of using map data for innovation and to produce significant 

economic value. 

4.5.3 Citizens and OGD utilization 

The analysis in Section 4.4.4 has shown citizens’ socio-demographic 

characteristics and their knowledge of OGD and OGD portals affect their OGD 

utilization purposes. This finding supports the view that different end-users have 
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different issues to solve (Susha, Grönlund, et al., 2015) when visiting an OGD 

portal. Females’ preference for the recommendation function shows the effect of 

gender on citizens’ selection of OGD data-acquisition methods. Citizens’ 

socio-demographic characteristics do not affect their selection of different help 

functions. But the characteristics of citizens have an effect on their choices of the 

appearance of the virtual agent offering help on OGD portals. These results show 

support for our second hypothesis (H2) that citizens’ characteristics have an effect 

on their OGD utilization. 

4.5.4 OGD demands and utilization 

To examine our third hypothesis about citizens’ utilization affecting their OGD 

demand, we first used two independent sample T-tests to test the 15 subjects of 

OGD with the six different purposes of utilization. The results, shown in Table 

4.13, indicate that citizens who chose to use OGD in daily life scored a much 

higher demand for health data than those who did not choose daily life. Citizens 

were also in greater need of map data if they used OGD for scientific research. 

For business decisions, users showed higher demands for maps, credit records, 

international trade, and budget and spending data from government. For users 

interested in anti-corruption data, citizens reported higher needs for health, 

cultural activity, policies and legislation, weather and registration data. For other 

subjects that are not listed in Table 4.13, results did not show a significant 

difference in the scores for demand within each purpose of OGD utilization. The 

relationships between citizens’ OGD utilization purpose and their demand of 

certain data subjects show support for the view that different societal issues 

involve different needs of different users (Susha, Grönlund, et al., 2015). Thus, it 

is possible to improve the usage of open data in the future development of OGD 

portals by recognizing users’ requirements for specific purposes or contexts 

during their visits to OGD portals or platforms (Power et al., 2015; Ruijer, 

Grimmelikhuijsen, Hogan, et al., 2017). 
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Table 4-13 T-tests of OGD utilization purposes and demands for OGD subjects 

 

Secondly, we analyzed the relationship between users’ data-acquisition method 

and their need for different OGD attributes. We carried out two independent 

sample T-tests to see whether users’ need for different OGD attributes had any 

relationship with their data-acquisition method. The results, in Table 4.14, show 

that users who used keyword search ranked “Download in bulk” and 

“Machine-readable” higher than those who did not use keyword search. Users 

who browsed sought data that was “Free of charge”, “Up to date”, “Complete 

metadata” and “Machine-readable” more than users who did not browse. Users 

who referred to the ranks provided were in greater need of all six attributes than 

users who did not. Users who accepted recommendations showed greater need for 

all attributes except “Complete metadata”. 

Table 4-14 T-tests of data-acquisition methods and OGD attributes 
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On the other hand, we examined the correlation between users’ usage frequency 

and preference of keyword search and browsing with their demands for different 

OGD attributes. According to the Pearson correlation scores, in Table 4.15, we 

found that generally, there were significant positive correlations between citizens’ 

need of OGD attributes and their preferences and usage frequency of keyword 

search and browsing. Moreover, the correlations were stronger with their 

preferences of data-acquisition methods than with their usage frequencies.  
 

Table 4-15 Pearson correlation analysis of data acquisition and OGD attributes 

 

Finally, we analyzed the relationship between help functions and users’ demand of 

data quality. The Pearson correlation scores, in Table 4.16, show that users’ needs 

for help had a significant positive relation with their needs for all the data 

attributes considered. 

 
Table 4-16 Pearson correlation analysis of need of help and OGD attributes 

 

All the above results support our third hypothesis (H3) that citizens’ OGD 

utilization is influenced by their OGD demands. 
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In summary, based on the above data analysis of the survey, our three hypotheses 

are supported. We further refined the research model to show the specific 

relationships among different variables, as shown in Figure 4.10. 

 
Figure 4-10 The refined research model 

 Conclusion 

OGD portals are the most commonly implemented approach for the publishing 

and consuming of OGD by citizens (Attard et al., 2015), and users of OGD portals 

are consumers of OGD (Safarov et al., 2017) who have a direct effect on OGD 

utilization (Zuiderwijk & Janssen, 2013). Thus, looking into the interaction 

between users and OGD portals could help improve OGD utilization as well as 

the benefits derived from its usage. 

In order to analyze the interaction between OGD users, their OGD demands and 

OGD utilization, we carried out this study from the perspective of citizens 

representing OGD users, covering three aspects including the characteristics of 
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citizens, their OGD demands and their OGD utilization, as well as the 

relationships among these three. We designed and carried out an online survey 

among Chinese citizens to collect the data for analyzing and drew the following 

key conclusions: 

• Few users have ever known of or used OGD or portals set up by governments. 

Users’ occupation and education have an effect on their knowledge of OGD. 

• Users show different degrees of demand for different OGD subjects. Their 

age, occupation and education affect their preferences for certain data 

subjects, while gender shows no effect on their preferences. 

• Citizens choose to use OGD mainly to access data concerning daily life and 

anti-corruption, which are in line with the main aims of OGD programs. Their 

purposes of utilization have associations with their education and knowledge 

of OGD. Gender, age and occupation show no significant effects on the 

purposes of OGD utilization. 

• Different purposes of utilization could lead to differences in the demand for 

OGD subjects. 

• Users of OGD portals prefer keyword search most of four data-acquisition 

methods but browsing has the highest and most stable usage frequency. 

• Females are more likely to accept regular recommendations of data/datasets 

than males. 

• Users’ age, education background and occupation affect their demands for 

different OGD attributes. 

• Users’ demands for OGD attributes are positively related to their preferences 

and usage frequency of data-acquisition methods. 

• Users’ needs for help are positively related with their feelings of difficulty in 

getting data from OGD portals. 

• Users’ needs for help are positively related to their demands for different 

OGD attributes. 
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Based on the above conclusions drawn from the data analysis and comparison 

with related studies, we recommend governments make efforts to improve public 

awareness of OGD programs and portals. Only if citizens know about OGD can 

they think about using it. Governments should also improve the quality of datasets 

and disclose more data in subject areas that citizens have shown greatest need of 

and interest in, such as health and education. Additionally, providing OGD 

according to users’ specific scenarios in visiting OGD portals to meet their 

specific data demands is a possible way to improve OGD utilization. Since our 

study shows some citizens choose not to use OGD even if they are aware of its 

existence, researchers could carry out further study of citizens’ motivations and 

needs concerning OGD and OGD portals. Future development of OGD portals 

could offer better help functions to reduce data-acquisition difficulties. Improving 

data quality, especially keeping data on portals up to date, could also help reduce 

the difficulty of data access from the portal. 
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5 CHAPTER 5: A COMPARISON OF THE 

SUPPLY-SIDE AND DEMAND-SIDE OF 

OGD PORTALS 

 

 Introduction 

One of the main aims of disclosing government data is for its use, reuse and 

distribution (Attard et al., 2015). In Chapter 3, we found a fast development of 

OGD and OGD portals in China. However, in contrast to the continual 

development on OGD’s supply-side, several studies have pointed out lack of use 

as a key problem for OGD (Ruijer, Grimmelikhuijsen, & Meijer, 2017; Safarov et 

al., 2017; Zuiderwijk & Janssen, 2013). But the reasons for OGD not being used 

are still unknown (Safarov et al., 2017).  

Researchers believe that understanding the decisive factors in OGD utilization is 

important for stimulating OGD usage (Ruijer, Grimmelikhuijsen, Hogan, et al., 

2017; H.-J. Wang & Lo, 2016). A review of the literature revealed that although 

related studies have been carried out, they analyze OGD utilization either from the 

supply-side (data and portals) or the demand-side (users) (A. Meijer et al., 2014). 

Furthermore, too few studies have considered the demand-side of OGD, placing 
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an emphasis on data and its access (Evans & Campos, 2013; Ohemeng & 

Ofosu-Adarkwa, 2015) and failing to connect the two sides of OGD. No studies 

have been carried out to compare the two sides of OGD or to analyze the 

relationship between these two sides. Therefore, what is the present relationship 

between supply-side and demand-side of OGD becomes the key concern of this 

chapter. Moreover, considering the problem of low utilization of the opened data 

(Safarov et al., 2017), a possible mismatch may exist between these two sides 

which affected the acceptance and utilization of OGD.  

Against this backdrop and recognized gaps, our objective of this chapter is thus to 

figure out the possible relationships between the supply-side and demand-side of 

OGD, and to apply our findings to the development of OGD portals by eliminate 

the possible mismatch from the supply-side. Thus, we raised the following 

research question for this chapter:  

RQ3. What is the relationship between the supply-side and demand-side of OGD? 

We further divided RQ3 into two sequential sub-questions: 

RQ3.1 What research model could be used for the comparison of the supply-side 

and demand-side of OGD? 

RQ3.2 How to analyze the present relationship between the supply-side and 

demand-side of OGD by using the research model? 

To answer the first sub-question RQ3.1, an extended research model based on the 

Diffusion of Innovation theory (DOI) was derived by drawing on prior studies of 

OGD’s supply-side and demand-side. To test the capability of this research model 

in identifying the possible relationship between the two sides as well as to address 

the second sub-question RQ3.2, a comparative case study of the OGD 

development in China was carried out by applying the extended research model. 

Data collected in the case study were analyzed to determine the concord and 

conflict of the two sides of OGD. 
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The main contributions of this chapter are as follows: Firstly, by synthesizing the 

present studies and DOI, a multidimensional model is constructed to guide the 

comparison of the supply-side and demand-side of OGD. Secondly, by applying 

the developed model to a comparative case study in China, we not only 

demonstrate the capability of the model but also derive a series of developmental 

prescriptions for OGD portals. Thirdly, the case study helps to show the present 

relationship between two sides of OGD in China, which may shed light on the 

relationship of OGD’s two sides in other geographical areas. Lastly, based on DOI, 

this study deepens the understanding of citizens’ acceptance of OGD. 

 Research model 

In this section, we develop our research model, shown in Figure 5.1, with further 

descriptions and support references shown in Table 5.1. The research model is 

derived from the DOI theory (column 1 of Table 5.1) and related literature 

(column 4 of Table 5.1) and serves to connect the supply and demand sides of 

OGD by drawing the factors from Chapters 3 and 4 together (columns 2 and 3 of 

Table 5.1, respectively). DOI includes five characteristics of innovation: 

observability; relative advantage; compatibility, complexity and trialability. We 

include the first four characteristics in our research model. In DOI, trialability is 

defined as “the degree to which an innovation may be experimented with on a 

limited basis” (Rogers, 2010, p. 16), and is suited to analysis of a product or 

service that is available for users to try over a limited time period. Since our study 

did not include an experimental or trial period of OGD usage by users, and OGD 

is not offered to the public temporarily according to its definition, trialability has 

been omitted from this study. The other four aspects of DOI in our research model 

are explained below in detail. 
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Figure 5-1 Modified DOI research model for connecting OGD demand and supply 



123 

 

Table 5-1 Comparison model of OGD's supply-side and demand-side 
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5.2.1 Observability 

Rogers (2010) (p16) defined observability as “the degree to which the results of 

an innovation are visible to others”. Applying this characteristic to OGD, we use it 

to identify citizens’ awareness of OGD portals, because OGD portals are the main 

channel for citizens to access OGD (Lourenço, 2015). For the supply-side of OGD, 

scholars commonly apply a webometric approach to measure the impact, visibility 

and connectivity of websites (Smith & Thelwall, 2002; Thelwall, 2002; K. Yi & 

Jin, 2008) by counting the hyperlinks, since they are essential for accessing digital 

resources on the web (Bar-Ilan, 2001). The online visibility of a website means its 

possibility of discovery by other websites (Qiu, 2010). Because in webometrics 

the hyperlinks pointing to and being pointed to are treated as analogous to 

referring to and being referred to in bibliometrics and citation analysis (Ingwersen, 

1998), thus the number of inlinks (a link pointing into a site (Björneborn & 

Ingwersen, 2004)) is used as an indicator of the visibility of the web contents 

(Chu, He, & Thelwall, 2002; Gao & Vaughan, 2005; Vreeland, 2000; Wormell, 

2001). In our comparison model, we accept the concept of online visibility of a 

website as the indicator for the observability of the supply-side of OGD. For the 

demand-side of OGD, citizens’ awareness of the existence of OGD portals is 

examined to indicate the observability of OGD on the demand-side. 

5.2.2 Relative advantage 

Rogers (2010) (p15) defined relative advantage as “the degree to which an 

innovation is perceived as better than the idea it supersedes”. According to its 

definition, the relative advantage of OGD could be the delivery of greater benefits 

for citizens when comparing the benefits delivered via other physical offices and 

portals that citizens have access to (Weerakkody et al., 2017). Some 

characteristics of open data are emphasized by researchers when carrying out 

evaluations of OGD portals (Bogdanović-Dinić et al., 2014; Craveiro et al., 2013; 
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Lourenço, 2015; OpenDataBarometer, 2016; OpenDataIndex, 2017; 

OpenDataMonitor, 2017; OpenGovernmentWorkingGroup, 2007; 

PublicSectorTransparencyBoard, 2012; SunlightFoundation, 2010), characteristics 

which are treated as a guarantee of OGD’s benefits (Dawes, 2010). Thus, to make 

a comparison of the demand-side and supply-side, we selected the six most 

commonly accepted characteristics of OGD for both sides: “Download in bulk”, 

“Free of charge”, “Up to date”, “Update regularly”, “Complete metadata” and 

“Machine-readable”. The selection of OGD characteristics was based on an 

analysis of existing guidelines and principles as listed in the reference column of 

Table 5.1. Previous evaluations of OGD portals in Chapter 3 Study 1 listed in 

Table 5.1 set clear assessment criteria for each of the selected characteristics. 

Definitions and assessment criteria for each characteristic that we adopted from 

previous assessments in Chapter 3 Study 1 are listed in Table 5.2. For the 

demand-side, these six characteristics are easy to observe by users during the 

utilization of OGD, thus it is possible to evaluate the extent to which citizens need 

each characteristic.  
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Table 5-2 Open government data characteristics 
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5.2.3 Compatibility 

Rogers (2010) (p15) defined compatibility as “the degree to which an innovation 

is perceived as being consistent with the existing values, past experiences, and 

needs of potential adopters”. It can be used to predict users’ intention to use OGD 

(Putzer & Park, 2010). OGD is believed to bring citizens various kinds of 

information that they have interest in but previously had no access to 

(Weerakkody et al., 2017), therefore it is supposed to meet the expectations of 

citizens including potential adopters and the existing values of transparency and 

citizens’ right to know. But scholars have questioned whether such data can really 

cater to the needs of individuals (Behkamal, Kahani, Bagheri, & Jeremic, 2014). 

Thus, we want to know if OGD portals are offering citizens the types of 

information they are interested in. That is, does the OGD portal contain the 

content that citizens desire? To make this comparison between the supply-side and 

demand-side, we selected the same content categories of OGD for both sides. The 

selection was based on an initial list of 46 categories of data obtained from related 

studies and OGD portals. After reducing the overlaps among categories, 15 

categories were left, listed in Table 5.3. On the supply-side, the number of datasets 

of each category offered on OGD portals was calculated. On the demand-side, 

citizens’ demands for each category was evaluated. 
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Table 5-3 OGD categories for the comparison of compatibility 

 

5.2.4 Complexity 

Complexity was defined by Rogers (2010) (p16) as “the degree to which an 

innovation is perceived as difficult to understand and use”. The less complex an 

innovation is to use/operate, the more easily it is accepted (Weerakkody et al., 

2017). Researchers have noted existing difficulties in accessing open data (Kassen, 

2013) and the unfriendly design of the interfaces (C. Martin, 2014), which lead to 

fewer users. Since user-centred design has become one of the key methods in 

human–computer interaction, it is commonly accepted that user interfaces should 

be made as easy and pleasant to use as possible (Dix, 2009). For OGD, scholars 

have emphasized the importance of data being obtainable with no requirement for 

registration or any other procedures to download or read the data, to ensure easy 

access (OpenDataIndex, 2017; SunlightFoundation, 2010). Thus, we include OGD 

easy access as a comparative factor for both sides of OGD.  

Generally, all websites include certain forms of help system to reduce users’ 

difficulties (Grayling, 2002). But users’ attitudes towards different help functions 

vary (Grayling, 1998), which also leads to different effects of the help functions 

on users. Typical help functions used by OGD portals include a user guide 
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webpage, FAQ webpage, online smart/virtual agent to offer instant conversation 

and customer phone support. Help functions provided by the supply-side and 

users’ demands towards these help functions have been compared. 

 Methodology 

To address the core research question of this study and to justify the capability of 

the research model, an in-depth case study was carried out to make a comparison 

between the demand-side and supply-side of OGD. The case study method 

enables researchers to closely explore and investigate contemporary real-life 

phenomena through detailed analysis (Zainal, 2007). Given our objective to make 

comparison between both sides of OGD, we chose a multiple-case study as our 

research design, because multiple-case studies can provide stronger evidence of 

the robustness and generalizability of the results compared with single-case 

studies, due to their retaining of elements that are replicated across most of the 

cases (Eisenhardt & Graebner, 2007; Ellonen, Wikström, & Jantunen, 2009).  

5.3.1 Case study in China 

We selected the region of China to carry out the case study for four reasons. 

Firstly, encouraged by the central government (StateCouncil, 2016), OGD has 

developed at a fast rate in China in recent years and many local OGD portals have 

been built (R. Huang & Wang, 2016). Thus, it is possible to carry out OGD case 

studies in China. Secondly, China is the largest developing country, with sub-areas 

of different economic and political contexts for the development and utilization of 

OGD. Its diversity in OGD development benefited the selection of cases for both 

the supply-side and demand-side, and at the same time strengthened the 

robustness and generalization of the results. Thirdly, the OGD development in 

many regions in China is less investigated in the literature, such as in Shanghai, 

Guangzhou and Shandong. Thus, our study focused on these regions that are 

novel in the literature. Finally, as we identified from the present literature, until 
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now no case studies of comparing the supply-side and demand-side of OGD have 

been carried out in China. Thus, our study filled this research gap. 

5.3.2 Construct operationalization 

For the supply-side of the case study, we adhered to the general procedure offered 

by Lourenço (2013) to carry out the study on OGD portals in China. Firstly, we 

adopted the term “portal” to refer to the official web portal launched by local 

governments (Attard et al., 2015). A portal had to have a structured domain with 

“.gov” and contain data from different departments of the local government or 

institutions managed by the local government. Secondly, province-level OGD 

portals in China were selected as multiple cases because right now there is no one 

united country-level portal in China for all open data from different levels of 

government, while the number of existing province-level portals in China permits 

a reasonably sized and exhaustive study. Also, portals at the same political level 

have similar contexts and characteristics. Province-level areas are better to study 

than lower-level ones like OGD portals for cities because they are more capable 

of providing the resources and technology needed for the development of OGD 

portals (Chatfield & Reddick, 2017), thus they are information-rich cases (Ellonen 

et al., 2009). Twelve province-level OGD portals were identified from the related 

literature (DMGLabFudanUniversity, 2018; D. Wang, Chen, et al., 2018) and 

online searching, as shown in Table 5.4. Thirdly, the data categories to be used in 

the data collection procedure were selected from related research (see Table 5.3). 

Finally, personal visits to each of the OGD portals were carried out for collecting 

sample datasets. Evaluations of each dataset were then implemented according to 

the assessment criteria in Table 5.2. 
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Table 5-4 Description of cases for supply-side 

 

For the demand-side of the case study, a five-part survey was designed based on 

our research model for data collection. The first part contained questions 

reflecting citizens’ socio-demographic characteristics that may affect their usage 

of OGD portals (Venkatesh et al., 2014), including their gender, age, educational 

background and occupation. The second part was citizens’ awareness of OGD 

portals with questions asking whether the participant had ever known or heard of 

OGD portals before. The third part included questions asking citizens’ attitudes 

towards OGD characteristics. The fourth part asked about participants’ demands 

for 15 kinds of OGD content categories. A 7-point Likert scale (from “Strongly 

don’t need” to “Strongly need”) was used for both these parts. The last part 

included two sets of questions. One set asked the participants’ attitudes towards 

ease of access of OGD by selecting from a 7-point Likert scale (from “Strongly 

don’t need” to “Strongly need”). The other asked the participants to select as 

many help functions as they preferred.  

An instrument validation was carried out following the procedures described by 

(DeVellis, 2016). After drawing the instrument elements from related literature 

(see Table 5.1), the survey was then examined by two experts for minor 

modifications. Then a pilot test of the questions was administered to 10 graduate 

and PhD students studying in the field of information systems to test the validity 

and reliability of the instrument. Slight modifications were made accordingly. 
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5.3.3 Data collection 

For the supply-side, the data was collected by using the same process described in 

Chapter 3. This was conducted in October 2018 to include the most current 

dataset by using three different methods. Data was collected objectively, aiming at 

reducing possible bias of the researchers that might influence the final results. 

Firstly, for observability, we used the search engine Baidu with the search query 

“domain: URL” and Google with the search query “link: URL” to get the number 

of inlinks collected by each search engine. Secondly, for relative advantage, 

compatibility and OGD easy access in complexity, data was collected through 

random selection of dataset samples from the 12 OGD portal cases. On each OGD 

portal, keyword searches for each category listed in Table 5.3 were carried out. 

Then 60 datasets were randomly selected from the results. If the search results for 

a category did not have enough datasets (< 60), we then included all the searched 

datasets with contents that fit the description of that category. Each selected 

dataset was evaluated according to the listed criteria in Table 5.2 and marked as to 

whether it could be downloaded without any procedure like registration or 

application (OGD easy access). If the dataset met each criterion, we marked a 

value of 1 for each element, otherwise we marked a value of 0. Thirdly, for help 

functions offered by OGD portals, we manually visited each of the portal cases to 

mark whether the four kinds of help functions (user guide webpage, FAQ 

webpage, online smart/virtual agent and customer phone support) were provided 

or not. We marked a value of 1 for each help function that was offered and a value 

of 0 if it was not offered. 

For the demand-side, the data was collected during the data collection process 

described in Chapter 4. An online tool called Sojump was used to create an online 

questionnaire and to distribute it among Chinese citizens from 1 to 10 August 

2017. Participants were randomly recruited through the top two social media sites 

in China, called WeChat and Weibo. We chose citizens to represent OGD users 
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and to be the objects for the supply-side of case studies for two reasons. On one 

hand, the key motivation for releasing government data to the public is to reduce 

the asymmetry of information between citizens and government bodies (Murillo, 

2015; Ubaldi, 2013), thus citizens are major beneficiaries of OGD utilization and 

are identified as primary stakeholders (Parycek et al., 2014). On the other hand, 

due to the diversity of citizen stakeholders, choosing them as objects offered the 

advantages of wider representation of the population and a range of diverse 

characteristics.  

 Data analysis and results 

In this section, we explain in detail the process of data analysis including data 

pre-processing, reliability and adequacy tests, general description analysis and 

parametric tests, and show the results for each step.  

5.4.1 Data pre-processing 

Because data in the demand-side for relative advantage, compatibility and OGD 

easy access used a 7-point Likert scale, to ensure the values on the supply-side for 

these three aspects are comparable, the data collected on the supply-side was 

normalized prior to further analysis. We first calculated the number of collected 

sample datasets from each OGD portal case (Di, i = [1,12]). For each element in 

relative advantage, we added the value for each of the OGD portal cases (Rij, j = 

[1, 6]). Then by using the formula Rij’ = 7 * Rij / Di (i= [1,12], j= [1,6]) we 

calculated the value for each element in relative advantage for each OGD portal 

case after the normalization step. We repeated a similar step to calculate the value 

for OGD easy access in complexity. For each data category in compatibility, we 

added the number of datasets for each of the OGD portal cases (Cik, k= [1,15]). 

Then by using the formula Cik’ = 7 * Cik / 60 (i= [1,12], k= [1,15]) we derived the 

value for each data category in compatibility for each of the OGD portal cases 

after the normalization. 
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5.4.2 Reliability and adequacy tests 

We examined the reliability of all the scales in our study with Cronbach’s alpha 

(Cronbach, 1951). Results are shown in Table 5.5. Because observability and 

OGD easy access in complexity have only one variable, it is not appropriate to 

calculate Cronbach’s alpha for these two factors. The commonly accepted range 

for Cronbach’s alpha is 0.70 to 0.95 (Tavakol & Dennick, 2011). The results for 

relative advantage and compatibility thus show high reliability with scores of 0.88 

and 0.95, respectively. The alpha for complexity is below 0.7, which may be due 

to the low number of variables (Tavakol & Dennick, 2011). But the overall alpha 

for the whole model including all variables is 0.93, thus we continued our analysis. 

We also examined all the scales with the Kaiser–Meyer–Olkin (Bickmore & 

Cassell) measure of sampling adequacy (Dziuban & Shirkey, 1974). All the results 

are above 0.6, indicating the variables were suitable for factor analysis (Kaiser, 

1970). The significance of Bartlett’s test of sphericity is less than 0.05, which also 

indicates the high validity of the model. 

 
Table 5-5 Reliability and adequacy tests of the model 

 

5.4.3 Observability 

Results for online visibility of the supply-side are shown in Table 5.6. The number 

of inlinks of different OGD portals varies. A gap was also noted between the two 

search engines. Some portals like those of Guangdong and Sichuan might have 

blocked search engines from collecting their data. Since measuring portal 
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visibility relies on a search engine for accessing the data, blocking of search 

engines may lead to a relatively low rate of visibility for that portal and cause 

differences between different search engines. For the demand-side, results show 

that 27.4% of the participants knew about OGD portals. 

 
Table 5-6 Online visibility of OGD portals 

 

5.4.4 Relative advantage 

Results for relative advantage are shown in Table 5.7. On the supply-side, “Free 

of charge” received the highest score and had the smallest standard deviation, 

indicating that it offered the best performance aspect of OGD portals, while “Up 

to date” received the lowest score. On the demand-side, all variables had an 

average score above 5 out of the 7-point scale, which shows citizens’ positive 

needs for these data characteristics. “Up to date” received the highest score and 

the smallest standard deviation, indicating it to be the top focus of citizens, while 

“Download in bulk” received the lowest score concerning needs but had the 

highest standard deviation, which means citizens had different opinions about this 

kind of data quality. Two independent sample T-tests were carried out to analyze 

the relationship between the supply-side and demand-side of OGD in relative 

advantage. Results, in Table 5.7, show that significant differences between the two 

sides lie in “Free of charge”, “Up to date”, “Update regularly” and “Complete 

metadata”, with p < 0.05. For “Free of charge” and “Complete metadata”, the 

scores for the supply-side are higher than the demand scores of the citizens. For 

“Up to date” and “Update regularly”, the scores of the supply-side are much lower 

than for the demand-side. 
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Table 5-7 Comparative results for supply-side and demand-side in relative advantage 

 

5.4.5 Compatibility 

Results for compatibility are shown in Table 5.8. On the supply-side, in total 4196 

dataset samples were selected from the 12 OGD portals. Referring to the number 

of datasets for different categories, we noted obvious differences among 

categories, with “Education” and “Local statistics” being the most popular 

categories that OGD portals generally released to the public, and “Policies & 

legislation” the least popular one. On the demand-side, generally, average scores 

for citizens’ needs of OGD were all above 5 on the 7-point scale, indicating their 

high demands for OGD. The largest variation in respondents’ scores of needs lay 

in general need. “Health” and “Education” received the highest average scores. 

“Education” also got the lowest standard deviation, indicating citizens agreed 

most on their high demand of this category. “International trade” got the lowest 

average score. Two independent sample T-tests were carried out to analyze the 

relationship between the supply-side and demand-side of OGD in compatibility. 

Results show that differences in the average scores for “Education”, “Cultural 

activity” and “Local statistics” were not statistically significant between the 

supply-side and demand-side of OGD, while for all other data categories there 

were statistically significant differences between the two sides. The scores for the 
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supply-side were much lower than for the demand-side. The greatest difference 

lay in “Policies & legislation”. 
 

Table 5-8 Comparative results for supply-side and demand-side in compatibility 

 

5.4.6 Complexity 

Results for complexity are shown in Table 5.9. For OGD easy access, there were 

no statistically significant differences in the average scores for the supply-side and 

demand-side. The average score for the supply-side was higher than for the 

demand-side. For help functions, on the supply-side “Customer phone support” 

received the highest average score, while “Online smart agent” received the 

lowest average score and standard deviation. Three out of the 9 portals offered 

three different kinds of help. Those of Ningxia, Sichuan and Xinjiang did not offer 
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help for customers at all. On the demand-side, differences among the average 

scores and standard deviations for the four help functions were very small. “FAQ” 

received the highest score, while “Customer phone support” received the lowest 

score. Two independent sample T-tests were carried out to analyze the relationship 

between the supply-side and demand-side of OGD in complexity. There were 

statistically significant differences in the average scores for “User guide”, “FAQ” 

and “Online smart agent”, where the scores for the demand-side were much 

higher than for the supply-side. The greatest difference lay in “Online smart 

agent”. 

 
Table 5-9 Comparative results for supply-side and demand-side in complexity 

 

 Discussion 

Theoretical and pragmatic implications can be drawn from the comparative case 

study of the supply-side and demand-side of OGD in China. In this section, we 

relate our empirical findings to extant literature in OGD research, and then 

summarize the theoretical contributions and pragmatic implications of this study. 

5.5.1 Discussion of analytical findings 

In relation to observability, the findings from our survey of the demand-side are in 

line with the present literature identifying lack of use of OGD by citizens as a 

serious problem compared with the disclosure of OGD (Heise & Naumann, 2012; 

Kuhn, 2011; Ruijer, Grimmelikhuijsen, & Meijer, 2017; Zuiderwijk & Janssen, 
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2013). Citizens showed little awareness of OGD. Based on this result, we further 

analyzed whether citizens’ awareness of OGD portals had an effect on their 

demands for OGD characteristics and categories. According to the two 

independent sample T-test results in Table 5.10, citizens who had known about 

OGD portals had higher requirements for the data characteristics of “Download in 

bulk”, “Free of charge” and “Machine-readable”. Their demands for OGD in 

general were also higher than for those who had never heard of OGD before. On 

the supply-side, a correlation analysis of the number of datasets on each of the 

OGD portal cases and the portal’s online visibility was carried out. Results have 

shown there to be a strong possibility (sig. (2-tailed) p <0.001) of a positive strong 

correlation between the two, with the Pearson correlation being 0.939. Thus, 

increasing the number of datasets on the portal could help increase the online 

visibility of an OGD portal. For help functions, few differences were found in the 

scores for different help functions. Hui and Png (2015) concluded that online and 

telephone services both had their own supporters. 

 
Table 5-10 Correlations between observability, relative advantage and compatibility on 

demand-side 

 

We also analyzed the correlation of relative advantage and compatibility on both 

sides with Pearson’s correlation analysis. Results are shown in Table 5.11. 

Significant correlations between relative advantage and compatibility were found 

on both the supply-side and demand-side of OGD. For the supply-side, significant 

strong correlations lay in the scores for “Download in bulk” and “Health”, 

“Machine-readable” and “Education”, and “Download in bulk” and “Environment 
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quality”. For the demand-side, all pairs showed weak or moderately significant 

correlations. Although more pairs of relative advantage and compatibility on the 

demand-side showed statistically significant correlations, the correlations on the 

supply-side were statistically stronger than on the demand-side. 

Due to the above discoveries, we derived the modified research model shown in 

Figure 5.2 to explain the relationships between the supply-side and demand-side 

of OGD based on DOI. Dots beside each box for both sides (i.e. demand and 

supply) show the results of comparison between the supply and demand sides for 

each aspect, with orange dots for significant differences and green ones for 

non-significant differences. “M” stands for a mixed result, “H” for higher than the 

other side and “L” for lower than the other side. For example, the orange “H” dot 

for compatibility on the demand-side indicates that the scores for citizens’ 

demands of the 15 data categories were significantly higher than the scores for the 

amount of data for the 15 categories on the supply-side. Ideally, a perfect model 

for the relationship between the supply-side and demand-side should have 

balanced scores or insignificant differences for all five boxes on each side. 

However, at present, significant conflicts between the two sides are evident for 

compatibility and complexity, revealing that the supply-side could not meet the 

expectations of citizens on the demand-side. For relative advantage, “Up to date” 

and “Update regularly” are the two characteristics where the supply-side could not 

meet the requirements of the demand-side, while “Free of charge” and “Complete 

metadata” are the two characteristics where the supply-side surpassed the 

expectations of the demand-side, which led to a mix result in this aspect. Arrows 

on the outside of boxes between the supply and demand sides show the 

correlations between different aspects of DOI. For the demand-side, significant 

relationships lie in observability and relative advantage, as well as observability 

and compatibility. For both supply and demand sides, significant relationships lie 

between relative advantage and compatibility. 
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Table 5-11 Correlation analysis of relative advantage and compatibility 
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Figure 5-2 Modified research model with conclusions 

5.5.2 Theoretical contributions 

The theoretical contributions of this study mainly concern the research question of 

this chapter, which asks what is the relationship between the supply-side and 

demand-side of OGD? Firstly, since the main aim of our study is to find the 

possible relationship between the two sides of OGD, a model has been developed 

from the theory of DOI by including elements from related literature to guide the 

comparison of the supply-side and demand-side of OGD. Using that literature, we 

first described each aspect in the area of OGD, then evaluating factors for both 

sides were selected from previous studies. Online visibility on the supply-side and 

citizens’ knowledge of OGD portals on the demand-side were used to compare the 

observability. The six most commonly accepted OGD characteristics were used to 

compare the relative advantage on both sides. The number of 15 OGD categories 

on the supply-side and citizens’ demand towards the same kinds of OGD were 

used to compare the compatibility. OGD easy access and help functions were used 

to compare the complexity of both sides. By applying this research model, it is 

possible to link the two sides of OGD which have previously been studied 

separately and make comparisons of these two sides using the same constructs. 
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Secondly, a systematic and practical case study in China has been carried out to 

test the capability of our model. This case study not only collected data about the 

development of OGD portals in China, but also focused on Chinese citizens’ 

perspectives on OGD, including their needs for certain data content, requirements 

for data quality and demands for help functions. Based on this case study, strong 

conflicts between the supply-side and demand-side of OGD have been recognized 

in the four aspects of the research model. For observability, most citizens were not 

aware of OGD portals, exacerbated by the situation where some OGD portals 

were blocking search engines from collecting their data, which resulted in the data 

having low online visibility. For relative advantage, the supply-side could not 

meet the demands of citizens for data to be up to date and updated regularly, with 

“Up to date” receiving the lowest average score on the supply-side while it was 

the highest average score on the demand-side. “Free of charge” and “Complete 

metadata” are the only two OGD characteristics that have higher average scores 

on the supply-side than on the demand-side. For compatibility, the number of 

datasets on OGD portals for all OGD categories except “Education”, “Cultural 

activity” and “Local statistics” could not meet the demands of citizens, especially 

for “Policies and legislation”. For complexity, the supply-side of OGD could not 

meet citizens’ demands for help functions via “User guide”, “FAQ” and “Online 

smart agent”. The greatest gap lies in use of an online smart agent. “Customer 

phone support” is the only help function that received a higher score on the supply 

side. These conflicts between the supply and demand side of OGD help to explain 

why citizens are not adopting OGD, which leads to the low data utilization. 

Thirdly, as presented in Section 5.5.1, the relationship between the four aspects in 

our research model has been discussed, although it is seldom analyzed in studies 

applying DOI theory. Understanding these relationships strengthens and has 

improved our research model. Significant links were found between observability 

and compatibility in both the supply-side and demand-side of OGD. Our analyses 

also revealed strong relationships between observability and relative advantage. 
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5.5.3 Pragmatic implications 

The pragmatic implications of this study are mainly related to the future directions 

for the design of OGD portals based on the relationship between supply and 

demand sides. The developing directions could be derived from comparative 

analysis based on our research model. Firstly, OGD portals need to improve their 

online visibility in order to raise citizens’ awareness of the data and the portal. 

Since observability has a positive relationship with compatibility on the 

supply-side, OGD portals could improve online visibility by uploading more 

datasets. Increasing more inlinks and allowing search engines to collect 

information from the portal could also help to improve online visibility. Secondly, 

OGD portals need to make sure the data on the portal is up to date and updated 

regularly, which are among the key concerns of citizens. Thirdly, although 

scholars have noted the fast development of OGD, it seems that the number of 

datasets on OGD portals still cannot meet citizens’ needs. Thus, governments 

should continue to open up new OGD for the public as a possible way to 

encourage OGD utilization. Finally, the help functions on OGD portals cannot 

meet the needs of citizens. In future development, we recommend that OGD 

portals could improve their online help services in general, and in particular try 

adding an online smart agent to their services. Since we carried out the case study 

in China, which is the largest developing country, with areas of different OGD 

development contexts and OGD development is still in its infancy in China (R. 

Huang & Wang, 2016), our results could provide suggestions for other developing 

countries in forming strategies for developing OGD. 

 Conclusion 

Our review of the literature confirmed that lack of utilization has become the key 

problem in the development of OGD (Ruijer, Grimmelikhuijsen, Hogan, et al., 

2017), rather than the lack of disclosure of large amounts of data to the public. 

Although studies evaluating the supply-side of OGD and understanding the 
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perspectives of OGD users have been carried out, no previous studies have 

systematically compared the two sides and sought to reconcile them. The aim of 

this chapter was to find the relationships between the supply-side and 

demand-side of OGD and determine directions for the future development of 

OGD portals. To reach this aim, this study: (1) built a modified DOI research 

model as the foundation for comparing the supply-side and demand-side of OGD; 

and (2) carried out a multiple case study in China to test the capability of the 

model. Data for the supply-side and demand-side of OGD in China were collected 

separately. After normalizing the collected data, a direct comparison of these two 

sides from four aspects were possible, which include observability, relative 

advantage, compatibility and complexity. The proposed research model can be 

used not only for analyzing the relationship between supply-side and demand-side 

of OGD, but also provided a mechanism of communication between these two 

sides in the OGD ecosystem. Based on the results of the comparison from four 

aspects, important conclusions have been drawn as follows:  

(1) At present, citizens are not fully aware of OGD portals.  

(2) Significant conflicts lie in the relative advantage, compatibility and 

complexity of the two sides of OGD, among which the supply-side cannot meet 

the needs from the demand-side.  

(3) Observability has a strong relationship with relative advantage and 

compatibility on the demand-side, and has a positive relationship with 

compatibility on the supply-side.  

Based on these comparison results of OGD’s two sides, we recommend that future 

OGD portals should: (1) improve their online visibility; (2) keep their data up to 

date and perform regular updates; (3) continually release more datasets to the 

public; and (4) improve help functions and provide online smart agents to assist 

usage. 
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6 CHAPTER 6: THE USABILITY OF OGD 

PORTALS 

 

 Introduction 

In the previous chapter, our comparison of the supply-side and demand-side of 

OGD portals showed several conflicts in the present development of OGD portals. 

According to supply and demand theory in business, if the supply-side of OGD 

portals corresponds with the demands of users on the demand-side, users are more 

likely to use the data on the portals. Thus, how to match the supply-side with the 

demand-side of OGD portals has become the key issue explored in this thesis for 

improving OGD utilization. 

Usability is prerequisite for technology acceptance and utilization (Nielsen, 

1994a). This deals with the question of how well users can use the functionality of 

an information system (Grudin, 1992). Together with utility, it belongs to 

usefulness, which is a sub-aspect of system acceptability, basically dealing with 

the question of whether a system is good enough to satisfy the needs and 

requirements of its users and other potential stakeholders (Nielsen, 1994b). 

Usability is a relatively narrow concept compared with the larger issue of the 

acceptability of the whole information system. But it “applies to all aspects of a 
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system with which a human might interact” (Nielsen, 1994b, p. 25).  

Due to the critical effects of usability on the success of a website, in this chapter 

we focus on the usability aspect of OGD portals and have proposed the following 

research question for the chapter: 

RQ4.1 How to evaluate the usability of current OGD portals? 

To answer the above research question, we carried out an exploratory study. 

Firstly, extended usability principles for OGD portals were selected from the 

literature. Evaluation criteria for each principle were further developed. Then, we 

carried out a heuristic evaluation on a set of OGD portals in China to gain 

understanding of the usability of these portals. 

Being the first part of Stage 4 of this thesis, the objectives, which are also the 

main contributions of this chapter, are twofold: firstly, to find a systematic and 

objective method to evaluate the usability of a current OGD portal; and secondly, 

to evaluate the existing province-level OGD portals in China and identify the one 

with the greatest usability in preparation for the study reported in the next chapter. 

We also anticipate that the developed evaluation framework and our evaluation 

findings can be leveraged by designers of OGD portals to improve the usability of 

these portals in future development. 

 Usability and heuristic evaluation 

In this section, we discuss the importance of including usability in the study of 

OGD portals and the approach we chose for the usability inspection, which is 

heuristic evaluation. 

6.2.1 Usability of OGD portals 

In the field of human–computer interaction (HCI), usability is a well-known and 

well-defined concept referring to how well and how pleasantly the user and the 
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computer can interact through the interface (Chou & Hsiao, 2007). For software 

products, scholars have defined usability as the ability to attract and be understood, 

learned and operated by its users (Fernandez, Insfran, & Abrahão, 2011). For 

websites, usability is often treated as a qualitative appraisal of the 

user-friendliness and ease of use (Y. Lee & Kozar, 2012). Since OGD portals 

launched by governments are a type of website on the internet, we accepted this 

concept of qualitative appraisal for usability in our study, focusing on an 

interaction design to guarantee pleasant and effective interaction between users 

and OGD portals (Nielsen, 1994b). 

Previous studies have shown great benefits from a high level of usability for OGD 

portals. On one hand, because OGD portals work as a bridge between users and 

government (Lourenço, 2015), they can thus provide an impression of the 

accountability of a government and its online services (Z. Huang & Benyoucef, 

2014). Therefore, democratic values (Baker, 2009) and the purposes of OGD 

programs (Attard et al., 2015) require an OGD portal to be user-friendly. Failure 

of an OGD portal in relation to usability could not only hinder users’ access to the 

portal and its services, but also stymie citizens’ positive evaluation of the 

government (Youngblood & Mackiewicz, 2012). On the other hand, positive 

effects on users’ performances and satisfaction with the portal can be acquired 

from good usability (Z. Huang & Benyoucef, 2014). Related studies have shown a 

positive relationship between users’ adoption and use of e-government services 

and the level of usability of the website (Verdegem & Verleye, 2009). Conversely, 

failure of access to and execution of a website’s services because of low levels of 

usability will lead to user dissatisfaction and prevent them from returning to the 

website or recommending it to others (Anthopoulos, Siozos, & Tsoukalas, 2007). 

In order to improve the participation of citizens in making use of the data 

provided by OGD portals, it is thus essential to consider usability for a portal to 

make a good impression on its users. However, in the present literature, not 

enough studies have been carried out focusing on the usability of OGD portals. 
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Heuristic Evaluations of data processing capabilities have been carried out on U.S. 

OGD portals, but they only considered the basic heuristic principles which fit all 

kinds of websites (Tang et al., 2019). The special characteristics of OGD were not 

included in the previous usability study of OGD portals. On the other hand, 

similar studies were not found in areas other than the U.S. 

6.2.2 Heuristic evaluation 

According to the concept of usability that we have accepted, evaluation of the 

website is regarded as the major approach to study portals’ usability, and is often 

known as usability inspection or expert review (Fernandez et al., 2011). Different 

methods including heuristic evaluation  (Nielsen, 1994c), cognitive walkthrough 

(Khajouei, Hasman, & Jaspers, 2011) and user testing (Sonderegger & Sauer, 

2010) can be used for usability inspection. Among these different approaches, 

heuristic evaluation is a broadly used method for usability inspection (Nielsen, 

1994c) in different studies because of its efficiency, ease of operation and 

effectiveness (Youngblood & Mackiewicz, 2012). Compared with other methods 

such as user testing, studies have shown heuristic evaluation’s better capacity in 

trapping a high proportion of problems. In the study of W.-s. Tan, Liu, and Bishu 

(2009), which used heuristic evaluation and user testing for a web usability 

evaluation, heuristic evaluation detected 150 out of 183 problems, while user 

testing only identified 69 problems. Moreover, because of its effectiveness for 

in-depth inspections, heuristic evaluation can thus recognize serious and specific 

problems, which can also benefit the future design of an information system 

(Garcia et al., 2005). Due to the above advantages of heuristic evaluation, we 

chose this method in our study of OGD portals. 

Heuristic evaluation is defined as “a systematic inspection of a user interface 

design for usability” (Nielsen, 1994b, p. 155). Its main aim is to find usability 

problems in a user interface design for future improvements (Nielsen & Molich, 

1990). Usually, a heuristic evaluation involves using a set of evaluators to 
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examine the interface and judge its compliance compared with recognized 

usability principles, which are treated as the “heuristics” (Nielsen, 1994b; Nielsen 

& Molich, 1990). Applying this concept to OGD portals, a heuristic evaluation 

can identify where the problems lie in the present portal interface and offer 

suggestions for generating a better design. 

 Methodology 

In this section, we explain in detail the approach of this exploratory study of the 

usability of OGD portals in China, including the selection of portals, the building 

of the usability principles and evaluation criteria for the OGD portals, and the 

heuristic evaluation procedure. 

6.3.1 Selection of OGD portals 

The design of this chapter is based on the results of previous chapters, and all case 

studies and surveys in previous chapters are carried out in China, thus it made 

sense to also select China for this empirical study of the usability of OGD portals 

in order to make comparison of the research results with those of other chapters.  

To select the target OGD portals for the empirical study, we used two search 

engines (Google and Baidu) and related studies in the literature to locate 

province-level OGD portals in China during June 2018. Portals include should be 

official web portals launched by provincial governments. Thus, the targeted 

portals were those ones that included a structured domain with “.gov” and 

contained data from different government departments or institutions of that area. 

Nine such portals were found. But at the time of usability evaluation, the portal 

for Xinjiang Province could not be visited. Thus, we deleted this one from the 

sample and confirmed the other eight portals as the final samples for the usability 

evaluation, as shown in Table 6.1. 
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Table 6-1 List of selected OGD portals 

 

6.3.2 Extension of usability principles 

Thousands of usability principles have been proposed to guide the developers of 

information systems (Nielsen, 1994b). Molich and Nielsen published 10 usability 

principles explaining most of the problems that can be observed in interface 

designs, which should be followed by all user interface designers (Molich & 

Nielsen, 1990). Based on this original version of the principles and a comparison 

with several other published usability heuristics, Nielsen then developed an 

enhanced version of the usability heuristics (Nielsen, 1994a) which is the most 

popular, accepted set of principles for evaluating website usability (Budd, 2007; Z. 

Huang & Benyoucef, 2014). It has been applied to various kinds of websites 

including e-commerce websites (Hasan, Morris, & Probets, 2013), e-government 

websites (Delopoulos, 2015; Saeed, Malik, & Wahab, 2013), and OGD portals in 

the US (Tang et al., 2019), which not only proved its capability in recognizing the 

usability problems of websites but also supports its applicability in the field of 

OGD. Therefore, it was reasonable to include Nielsen’s 10 usability principles in 

our study. 

However, these principles were developed more than 20 years ago and were 

originally designed for usability evaluation of software in general, with later 

extension to evaluate websites. In addition, although OGD portals are a subtype of 

websites, they have their own characteristics compared to other kinds of websites. 

Firstly, due to their nature, they aim to offer data or datasets to the end-users 
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(Kassen, 2013; Kostovski et al., 2012; Lourenço, 2013, 2015). Thus, they need to 

include data services on the interface. Also, the data provided on the portal needs 

to follow the definition of OGD. All of these issues together called for further 

development of Nielsen’s existing 10 usability principles to address the specific 

needs of OGD portals. 

Considering the characteristics of OGD portals, Fajar Marta proposed a set of 

design principles for OGD portals to reflect the three core values of open data: 

transparency, privacy and information quality (Fajar Marta, 2016). The proposed 

OGD portal design principles were validated based on observation of five OGD 

portals. Since the objects of the heuristic evaluation of this study are portals 

specially designed for OGD, we chose to also include these principles in our 

study. 

However, repetition could be recognized in some of the included principles. For 

example, the fourth OGD portal design principle by Fajar Marta requires the 

portal to provide help functions, which is the same as the tenth principle of 

Nielsen about providing help and documentation. Some of the principles are not 

suitable for heuristic evaluation carried out by non-operators, such as the 

thirteenth OGD portal design principle by Fajar Marta requiring the dataset on the 

portal to remove privacy information before being uploaded. 

Therefore, a further selection of usability principles was then carried out to 

exclude duplicated ones and those that are unable to implement objective 

evaluations. After the selection, we finally confirmed 21 usability principles for 

OGD portals. The results of the selection of usability principles are shown in 

Table 6.2. 

6.3.3 Development of evaluation criteria 

Usability principles are called “heuristics” because they are quite broad and can 

be applied to any type of user interface, but are not specific usability principles 
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(Nielsen, 1994b). Therefore, the extended usability principles for OGD portals in 

Table 6.2 are too general for carrying out heuristic evaluation and in-depth 

assessment. In traditional heuristic evaluations, the discovery of usability 

problems depends on the observation and experiences of the evaluator to find 

violations of the usability principles (Tang et al., 2019). However, lack of detail in 

usability principles will result in failure of heuristic evaluation in identifying the 

usability problems (Z. Huang & Benyoucef, 2014), especially those problems 

related to links on the websites (Hasan et al., 2013), because these problems need 

evaluators to test them in order to be found. Thus, to both avoid the disadvantage 

of heuristic evaluation in recognizing problems that need user testing and to 

ensure the heuristic evaluation in this study was objective and practical, it was 

essential to devise specific criteria for judgement of each selected principle. In our 

approach, the focus of evaluators was on identification of compliance with criteria 

rather than on violation of principles. By adding these criteria to the general 

usability principles, it would reduce the difficulty of evaluators to judge the 

compliance of usability principles of the target portals. These criteria were 

developed based on a combination of: (1) the description and explanation of each 

principle (Fajar Marta, 2016; Nielsen, 1994b); (2) detailed examples of each 

principle (Budd, 2007; Neil, 2009; Tognazzini, 2014) in the field of web 

applications; and (3) interpretation of relevant studies of the usability of OGD 

portals (Bogdanović-Dinić et al., 2014; OpenDataBarometer, 2016; 

OpenDataIndex, 2017; OpenDataMonitor, 2017; SunlightFoundation, 2010; 

Thorsby et al., 2017). In total, 54 criteria were devised for the selected usability 

principles, as shown in Table 6.3. 
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Table 6-2 Selection of usability principles 
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Table 6-3 Criteria for usability principles 
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6.3.4 Evaluators 

Heuristic evaluation is performed by having each individual evaluator inspect the 

targeted OGD portals alone. Therefore, before carrying out the evaluation, one 

important step is to choose the evaluators. Considering cost–benefit analysis and 

the possibilities of finding most of the usability problems, the recommended 

number of evaluators according to Nielsen is 3 to 5 (Nielsen, 1994b). His study 

also demonstrated a significant differences in evaluators’ performances between 

experts and non-experts (Nielsen, 1992). Thus, we choose to recruit experts in the 

field of computing as our evaluators. By invitation through email, we finally 

recruited 4 PhD students studying computer science who had experience with web 

development and had never used the targeted 8 portals before as the evaluators for 

the heuristic evaluation. Because this was an exploratory investigation, the limited 

number of evaluators would not greatly affect recognition of the usability 

problems (Z. Huang & Benyoucef, 2014). Also, because of the development of 

specific criteria for each principle, the heuristic evaluation of the compliance of 

each criterion is thus less dependent on the experience and interpretation of 

evaluators but more dependent on their observation and testing of the target OGD 

portals according to each criterion. Therefore, the recruited PhD students with 

experiences in web development could be qualified to be the evaluators of this 

study. 

6.3.5 Evaluation procedure 

Before the start of the evaluation process, each evaluator was provided with a 

clear explanation of the background and purpose of this study together with the 

table for all 8 targeted OGD portals listing all the criteria and principles. The 

evaluators were not given any training of the criteria and principles in case the 

training will limit their observation and testing of the portal when carrying out the 

evaluation. Each evaluator needed to complete heuristic evaluation of all 8 portals 
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in the same order following the same process. Firstly, they roughly reviewed the 

portal for 5 minutes to become familiar with the target. Secondly, the evaluators 

went through the portal several times and inspected various elements and 

functions and compared them with the 54 criteria listed in Table 6.3. If the 

statement of a criterion fit the portal, the evaluators marked that criterion with a 

value of 1, otherwise with 0. After they had completed evaluating the usability of 

one OGD portal, they moved onto the next selected one. Evaluators were not 

allowed to communicate and did not have their findings aggregated until all had 

completed the evaluation of all selected OGD portals (Nielsen, 1994b). The 

results of the evaluation of each evaluator were recorded in a separate electronic 

table and aggregated to form the final report. 

6.3.6 Data collection and analysis 

The evaluation was carried out from 12 June to 20 July 2018. The results were 

separately recorded in electronic tables by each evaluator and collected through 

email. 

After collecting all 4 evaluators’ results for the 8 selected portals, a Fleiss’s 

fixed-marginal multi-rater kappa (Fleiss, 1971) was calculated for the results to 

test the agreement of evaluators on each evaluation criterion. We choose to use 

Fleiss’s kappa because it fit our circumstances that evaluators were asked to judge 

all 8 cases (Brennan & Prediger, 1981). Then the average score of each criterion 

and principle was calculated and compared to draw conclusions. We choose to use 

the average score because it is the most commonly used and important value in a 

heuristic evaluation (Nielsen, 1994b). 

 Results and discussion 

In this section, we first present the results of Fleiss’s kappa for each criterion and 

principle. Then comparisons of the results by principle and by portal are given 

separately. 
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6.4.1 Fleiss’s kappa 

Results of the calculation of Fleiss’s kappa are shown in Table 6.4. According to 

Fleiss, kappa values less than 0.4 are “poor” in agreement, values from 0.4 to 0.75 

are “intermediate to good” and values above 0.75 are “excellent” (Fleiss, Levin, & 

Paik, 2013). We can see from the results that 57.14% of the principles have the 

agreement level of “intermediate to good” and the other 42.86% have “excellent”. 

For the Fleiss’s kappa of the criteria, the percentage of “poor” is 7.41%, 

“intermediate to good” is 53.7% and “excellent” is 38.89%. The total average 

Fleiss’s kappa also shows the agreement of the framework to be “intermediate to 

good”. Among all 432 judges of the compliance of criteria for 8 target OGD 

portals, all four evaluators agreed on 194 of them (44.91%), one evaluators 

disagreed with the other three in 142 of them (32.87%), two evaluators disagreed 

with the other two in 96 of them (22.22%). Disagreements focus on principles 1, 

visibility of system status, 7, flexibility and efficiency of use, and 9, help users 

recognize, diagnose and recover from errors. We think this disagreement is due to 

the different observations of the related functions on the portal. Because the 

evaluation of each criterion is based on the experiences, interpretations, and 

testing of the targeted portals of evaluators, some of the evaluators may have 

noticed a function while others did not. Also, for principle 7, evaluators may have 

different understanding of what are common shortcuts, options and features. Since 

most of the criteria have medium to high rates of agreement which indicated the 

acceptability of the results of this evaluation, we continued our analysis of the 

evaluation results. 
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Table 6-4 Fleiss’s kappa for principles and criteria 

 

6.4.2 Comparisons by principle and criterion 

Results of the calculation of the average value for each principle and criterion are 

shown in Table 6.5. 
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Table 6-5 Average values for principles and criteria 

 

For the principles, we can see that the OGD portals’ performances varied greatly 

in relation to different principles. They performed the best with principle 2, 

matching between system and the real world, and the worst in principle 21, asking 

or identifying the type of users and offering recommendations and priorities 

accordingly. Principles 3, 4, 6, 8 and 15 also got very high values, while principles 

5, 13, 14, 16, 18 and 20 got relatively low values. The average value (2.594) for 

the principles of general interface usability design (1 to 10) was much higher than 

the average value (1.739) for the principles of OGD portal design (11 to 21). For 

the criteria, we noted the highest value for criterion 17 (menu and button labels on 
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the portal should have the key words describing their function, forming unique 

labels) and 28 (font size is large enough to read), with a value of 4, which means 

that all portals did well in relation to these two criteria. Criteria 4, 5, 6, 18 and 27 

also received relative high scores. The lowest values were for criteria 14 (the auto 

recommending feature cuts down on misspellings) and 15 (auto focus on input) 

with a value of 0, which indicates that none of the portals provided these two 

functions. Criteria 37, 42, 51 and 54 also received relatively low scores. 

6.4.3 Comparison of portals 

The Kruskal–Wallis H test (Kruskal & Wallis, 1952) was carried out to compare 

the values for each portal by different evaluators. The results of the Kruskal–

Wallis H test are shown in Table 6.6. The p-value = 0.051, indicating that the 

differences in the values of usability evaluation among different portals were not 

significant. Shanghai got the highest mean rank, indicating it to be the best in the 

usability evaluation, followed by Hong Kong and Taiwan, while Sichuan got the 

lowest mean rank. 

Comparing the rankings of usability with the results of the OGD portal evaluation 

in Chapter 3, we noted a significant difference. In Chapter 3, the best performing 

OGD portal was Taiwan, followed by Hong Kong. Shanghai ranked the fifth 

among all 9 OGD portals. Guangdong performed the best of all mainland Chinese 

OGD portals. But in the results of the usability evaluation, Shanghai was the 

best-performing one among all 8 portals. This result indicates that at present, the 

usability of Chinese OGD portals does not match with the performance and 

quality of the data on the portal. This further validates the importance of 

monitoring and enhancing the usability of OGD portals (Scott, 2005) in order to 

realize the targeted aims of OGD programs. 

 

 



164 

Table 6-6 Kruskal–Wallis H test of OGD portals 

 

We compared the scores for each principle by portal with one-way ANOVA. 

Results are shown in Table 6.7. The score for each principle is the average score 

of the criteria belonging to this principle. We can see that there were significant 

differences in scores among the different portals for 10 out of 21 principles. Four 

of them are principles for the general design of websites, while 6 are principles 

specifically for OGD portals. This indicates that at present, the usability 

development of these OGD portals is not equal, especially in relation to those 

principles specific for OGD portals. 

Post-hoc pairwise comparison showed that for principles 3 (user control and 

freedom), 6 (recognition rather than recall) and 7 (flexibility and efficiency of use) 

the score for Sichuan was significantly lower than for other portals. For principle 

4 (consistency and standards) Guizhou received a significantly lower score 

compared with Beijing, Guangdong, Hong Kong, Shanghai and Zhejiang. For 

principle 12 about providing feedback to datasets, the scores for Sichuan and 

Zhejiang were significantly lower than for other portals. For principle 13 about 

having interaction with other users, Guangdong and Taiwan received significantly 

higher scores than the other portals. For principle 14 about tagging datasets, 

Shanghai and Taiwan received significantly higher scores compared with the other 

portals. For principle 15 about cancelling registration, Beijing received a 
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significantly lower score than the other portals. For principles 17 about 

application programming interface (API) and 19 about metadata, the scores for 

Sichuan were significantly lower than for other portals. 
Table 6-7 Portals’ average scores by principle and one-way ANOVA results 

 

We further compared each portal’s scores for each criterion by one-way ANOVA. 

Results are shown in Table 6.8. The scores for each portal for each criterion are 

the sum of the scores from the 4 different evaluators. The one-way ANOVA shows 

that 11 out of 54 criteria had significantly different values among different portals, 

6 of which are specific criteria for OGD portals, 5 general criteria for all websites. 



166 

Table 6-8 Portals’ average scores by criterion and one-way ANOVA results 
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For criteria 8 about the navigation bar, 9 about following the general online 

platform conventions, 16 about easily getting instructions and 19 about providing 

a breadcrumb trail, Sichuan received significantly lower scores than the other 

portals. This was because the Sichuan portal did not provide functions to show 

where the user is and where they can go, nor could the portal record the trail of 

user’s visits. Also, the interface of Sichuan portal looked more like lists of 

data/datasets, instead of a common interface for a database with a search bar. For 

criterion 11 about standard locations, Sichuan and Guizhou received significantly 

lower scores compared with the other portals. However, evaluators show different 

opinions on the performance of these two portals concerning criterion 11, since 

two of them disagreed with the other two. For criterion 43 about providing 

feedback functions, Beijing and Taiwan received significantly higher scores 

compared with the other portals by providing feedback functions in a prominent 

position, and Sichuan received a significantly lower score. For criterion 44 about 

providing the function of interaction with other users, Guangdong and Taiwan 

received significantly higher scores than the other portals by providing functions 

for users to rank and leave comments for each dataset. For criterion 45 about 

tagging datasets, the scores for Shanghai and Taiwan were significantly higher 

compared with the other portals by marking each dataset with several different 

tags and keywords. For criterion 46 about downloading without registration, 

Beijing received a significantly lower score than the other portals since users have 

to register first before downloading any datasets. For criteria 49 about API and 52 

about metadata, the scores for Sichuan were significantly lower than for the other 

portals since it did not provide metadata for each dataset nor did it provide API 

functions. 

Based on the above analysis, we can deduce that there are strong signs of 

disadvantages with the usability of the Sichuan portal, while the advantages for 

those of Guangdong, Taiwan and Shanghai in usability are obvious. 
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 Conclusion 

A good interface design can generate more added value for a system than 

hardware manufacturing (Rappaport & Halevi, 1991). A usability heuristic 

evaluation can find the advantages and disadvantages of an interface and help 

direct future design processes (Nielsen, 1994b). Since OGD portals offer users a 

direct interface for accessing OGD, a usability evaluation of these portals can help 

discover current problems in portal design besides the quality and quantity of data 

on the portal. Thus, in this chapter we have focused on the usability design for an 

OGD portal with an empirical study of province-level OGD portals in China. We 

first extended usability principles to building OGD portals, then carried out a 

heuristic evaluation of the usability of the 8 selected province-level OGD portals 

in China. The extended usability principles together with the devised criteria have 

given the answer to our research question RQ4.1 How to evaluate the usability of 

current OGD portals?  

We draw the following conclusions based on the results of applying the usability 

framework to a case study of Chinese province-level OGD portals. For the present 

usability performances of Chinese province-level OGD portals: 

(1) The portals performed better in adhering to general usability design principles 

compared with principles specifically for OGD portals. 

(2) The portals performed best in matching between the system and the real world, 

and the worst in identifying user types for offering recommendations accordingly. 

(3) The portals also did not perform well in error prevention, user interaction, 

tagging datasets, providing filtering and suggestion features, offering different 

kinds of open format data or dataset visualization. 

(4) The Shanghai portal had the best usability design among all the Chinese 

province-level portals. 
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(5) The Sichuan portal demonstrated significant disadvantages in usability 

compared with the other portals, while the advantages for the Guangdong, Taiwan 

and Shanghai portals in usability were apparent. 

Results of this heuristic evaluation of the usability of OGD portals are only 

limited to the targeted portals in China. The evaluation also depended on the 

interpretations, experiences and testing of evaluators on the targeted portals, 

which may lead to disagreements of evaluation results among different evaluators. 

However, the development and application of specific criteria besides higher level 

usability principles in the evaluation not only reduced the dependence of heuristic 

evaluation on evaluators’ experiences to find usability problems, but also helped 

to fill the defect of heuristic evaluation in recognizing problems that need testing 

of the targeted websites (Hasan et al., 2013). On the other hand, problems 

recognized of the usability of OGD portals in China are limited to the scope of 

selected principles and criteria.  

Regarding the help functions provided by the OGD portals, the average scores for 

principles relating to help functions (9 and 10) in the usability evaluation were 

relatively low compared with the other principles. This indicates the OGD portals’ 

disadvantages in offering users help, which is supported by other research noting 

OGD portals’ failure to provide help functions such as FAQ, help topics or 

tutorials (Thorsby et al., 2017). However, studies have shown OGD users’ great 

need to receive help from the portal (D. Wang, Richards, & Chen, 2018). OGD 

portals’ limitation in sufficient help functions may be a cause of end-users’ low 

utilization of these portals.  

Comparing the usability evaluation results of OGD portals in China with the 

similar evaluations in the US by applying the 10 Nielsen’s principles (Tang et al., 

2019), similarities and differences are found in the performance of OGD portals 

on different usability principles. OGD portals in both China and the US have 

problems in complying principles No. 7 (Flexibility and efficiency of use), 9 
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(Help users recognize, diagnose and recover from errors), and 10 (Help and 

documentation). Customization and help function therefore could be seen as 

common problems in the present development of OGD portals in both China and 

the US. On the other hand, OGD portals in both countries performed well in 

principles No. 4 (Consistency and standards), 6 (Recognition rather than recall) 

and 8 (Aesthetic and minimalist design), which are more related to the design of 

the website’s appearance. However, great differences have been recognized in the 

compliance of principle No. 5 (Error prevention) and No. 2 (Match between 

system and the real world). Principle No.5 received the lowest score in the 

heuristic evaluation in Chinese OGD portals, indicating the deficiency of 

functions to help users preventing making mistakes. However, only 4 problems 

have been recognized in the heuristic evaluation of the US portals. Principle No. 2 

received the highest score among all principles in the heuristic evaluation of 

Chinese OGD portals. But for the US, 5 problems have been recognized with this 

principle. The differences of these two principles in the evaluation results of 

China and the US may be due to the different methods in the evaluation process. 

Further studies could be carried out to compare the usability performance of OGD 

portals in these two countries by applying the evaluation framework proposed in 

this study which included characteristics of OGD. 

Thus, we choose to focus on help functions for the design of the experiment, as 

presented in the next chapter. In addition, because Shanghai obtained the highest 

mean rank among all the OGD portals in China, we decided to build the imitated 

portal for the experiment according to the design of the present Shanghai OGD 

portal, which screenshot is provided in Figure 6.1. 
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Figure 6-1 Screenshot of the Shanghai OGD portal 
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7 CHAPTER 7: CITIZENS’ ACCEPTANCE 

AND UTILIZATION OF OGD PORTALS: AN 

EXPERIMENT USING A VIRTUAL 

ASSISTANT 

 

 Introduction 

In this chapter we drill down deeply into possible causes and solutions to address 

the underutilization of OGD portals based on the results from the previous 

chapters. Following on from the past chapter, we want to ensure that the OGD 

portal with the best usability is actually usable by citizens. We thus posed the 

research question:  

RQ4.2 Can citizens use the OGD portal with the best usability from the usability 

evaluation? 

After ensuring that the government launches a usable OGD portal to the public, 

the next consideration is whether it will be accepted and utilized by the citizens. 

We tackle this from the perspective of technology acceptance, which has not been 

considered in previous chapters or stages of the thesis project.  
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This led to two further research questions for this chapter: 

RQ4.3 What are the factors affecting citizens’ acceptance of the OGD portal with 

the best usability from the usability evaluation? 

RQ4.4 What are the factors affecting citizens’ actual utilization of the OGD portal 

with the best usability from the usability evaluation? 

According to the results of Chapter 5, in order to solve the present conflicts 

between the supply-side and demand-side of OGD, we need to: (1) improve 

online visibility; (2) keep the data up to date and perform regular updates; and/or 

(3) continually release more datasets to the public. But since we are not a 

government organization, these three aspects could not be tested in our 

experiments. However, it was deemed feasible for us to evaluate recommendation 

(4): improve help functions and provide online smart agents to assist usage. This 

we sought to achieve by adding help functions and creating a virtual assistant to 

provide support. Investigating the value of adding these functions, in particular 

the virtual assistant, led to our final research question for this chapter:  

RQ4.5 What is the effect of using traditional help functions compared to using a 

virtual assistant? 

To answer RQ4.2-4.5, we conducted an experiment involving two versions of a 

simulated portal based on the portal with the highest usability from our heuristic 

evaluation. One version (the control) included all the current features identified in 

the top-performing OGD portal from the heuristic evaluation. The second version 

(the experimental condition) additionally included a virtual assistant to provide 

support for the user. We wanted to see if the virtual assistant would increase 

acceptance. More information about virtual agents could be found in Section 2.8. 

The experiment details are reported in Section 7.2, followed by results and 

analysis in Section 7.3 and discussions in Section 7.4. Chapter conclusions appear 

in Section 7.5. 
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 Methodology 

To answer the research questions that are specified in the start of this chapter, an 

experiment has been designed and carried out. This section presents in detail the 

methodology used in this experiment, starting with the theoretical model in 

Section 7.2.1 and the experimental design in Section 7.2.2, followed by the 

experimental materials, instruments and procedures in Sections 7.2.3, 7.2.4 and 

7.2.5. We then describe the pilot study and its results in Section 7.2.6, together 

with refining of the experiment based on the results of the pilot study. The 

recruitment for the formal experiment is explained in Section 7.2.7.  

7.2.1 Theoretical model 

An integrated research model has been built, as shown in Figure 7.1. The research 

model is based on four theories relating to the adoption of a technology: the 

Technology Acceptance Model (TAM) (Venkatesh & Davis, 2000); Diffusion of 

Innovation (DOI) (Rogers, 2010); trust (Carter & Bélanger, 2005; McKnight et al., 

2002); and rapport (Tickle-Degnen & Rosenthal, 1990). Each of these theories 

and concepts were individually presented in the literature review (Chapter 2).  

 
Figure 7-1 An integrated research model 

In the previous chapter we presented a research model based on DOI that 

connected supply and demand. As shown in Figure 7.1, we have here included all 
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five factors from DOI: relative advantage, compatibility, complexity, trialability 

and observability, Using that model, it was found that supply and demand did not 

match and that, despite the existence of OGD portals and even when citizens were 

aware of them, they chose not to use them. Thus, we want to understand what 

factors influence the (lack of) acceptance of this technology. For this purpose, we 

draw on a well-accepted theory known as the TAM. As shown in Figure 7.1, we 

included PEOU (perceived ease of use) and PU (perceived usefulness) as 

supplements to DOI. These two aspects of TAM are included for analyzing 

specific functions rather than the whole OGD portal. PEOU refers to the degree of 

effort required in using a certain function and PU refers to the degree to which the 

function can enhance the user’s task performance.  

In our model, we also consider the role of (lack of) trust because citizens’ 

perception of trustworthiness can impact on their intention to use e-government 

services (Carter & Bélanger, 2005). Our model considers both trust in the portal 

and trust in the government, based on the trust model of McKnight et al. (2002). 

According to their trust model, because institution-based trust and disposition to 

trust are premises for users’ trust intentions, including citizens’ trust in the 

government as the institution-based trust and trust in the portal as the disposition 

to trust could thus help us understand citizens’ trust intentions towards the OGD 

portal, which could further affect their intention to use the portal. 

Finally, because RQ4.5 concerns the impact of adding a virtual assistant, we 

include rapport. Rapport is one of the important factors in a good conversational 

partnership (WEI-ERN, 2012). It is proposed by scholars that virtual agents can 

help establish a good sense of rapport through face-to-face interaction with the 

user, which helps to develop trust, liking and respect between the participants 

(Gratch et al., 2006). Thus, rapport is a key factor for a conversational virtual 

agent. According to Tickle-Degnen and Rosenthal (1990), rapport is complex and 

can be broken down further into three factors: attention, positivity and 
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coordination. See Section 2.4 in the literature review for further explanation of 

each of the model elements. 

7.2.2 Experimental design 

The aims of the experiment were threefold: firstly, to analyze end-users’ 

acceptance, trust and rapport with the present OGD portal; secondly, to analyze 

end-users’ acceptance, trust and rapport with the OGD portal with a virtual agent; 

and thirdly, to compare the effect of the present portal and the virtual agent on 

end-users. A between-subjects design was used in our experiment with one factor 

(virtual agent/no virtual agent). This experimental study has been approved by the 

Macquarie University Human Research Ethics Committee (see Appendix A for the 

ethics approval letter; approval number 5201800056).  

Within-subjects design and between-subjects design are commonly employed by 

empirical studies (Keren & Raaijmakers, 1988). The decision about the choice of 

design types usually considering three aspects: psychological, statistical 

(Greenwald, 1976), and the particular scientific problems that are supposed to be 

answered by the experiment (Grice, 1966). In between-subjects design, the same 

subject is exposed to different conditions and “there is a substantial difference 

between stimuli employed in different experimental conditions” (Keren & 

Raaijmakers, 1988, p. 234). While the same subject in within-subjects design may 

experience the same (or very similar) stimulus more than once. Despite the 

statistical efficiency afforded by removing subject variance from error terms used 

to test treatment effects, within-subjects designs are often faulted for being subject 

to context effects which may limit interpretation of results (Greenwald, 1976). 

While between-subjects designs are not devoid of context effects (Greenwald, 

1976), but the economy in number of subjects is higher than within-subjects 

designs. In addition, within-subjects designs are more suitable for investigating 

learning effects due to repeated trials (Keren & Raaijmakers, 1988), which is not 

the situation of our study. Considering one of the key purposes of this experiment 
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is to find citizens’ preferences of traditional help functions versus virtual assistants, 

the nature of this experiment is more related to the choice of behavior of users, 

which, indicated by previous studies, is suitable for using the between-subjects 

designs to test the reflection effect of the treatment. 

The structure of the experimental design is shown in Figure 7.2. In the experiment, 

the participants were randomly assigned by the Qualtrics survey software into one 

of two different groups: Group 1, which was the control group, used the simulated 

portal derived from Chapter 6 comprising conventional help functions and ways 

of obtaining help (i.e. reading start instructions and FAQs and filling in request 

forms online). Group 2, which was the experimental group, used the simulated 

portal derived from Chapter 6 but with the help functions replaced with a virtual 

agent to provide support through conversations. Participants in each group were 

given the same tasks in the same order to complete by using the portal provided to 

them. For experimental control purposes, a minimum time limit was set for the 

participants to use the portal to solve the tasks based on the results from the pilot 

study. Data was collected before and after the participants completed the problem 

tasks through instruments, which are further explained in Section 7.2.5.  

 
Figure 7-2 Experimental design 
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7.2.3 Experimental materials 

The experiment required the use of three main materials: a simulated OGD portal, 

a virtual agent offering help functions and an online survey tool to direct 

participants to complete the experiment. In this section, we introduce how we 

built our experimental environment through these three main materials. 

7.2.3.1 Imitated OGD portal 

Before building the imitated portal, we first needed to choose a target to imitate. 

Since our previous studies were carried out in China, we decided to select one 

OGD portal in China as our imitation target. It would not be a fair comparison to 

imitate a less developed portal if there were already better ones in existence. 

Choosing the best-performing OGD portal ensured that our experiment reflected 

the present capabilities of OGD portals. According to the usability evaluation 

results presented in Chapter 6, among all province-level OGD portals in China the 

Shanghai portal had the topmost ranking, covering 46 out of 54 usability criteria. 

Thus, we chose the Shanghai portal as our target OGD portal to imitate for the 

experiment. 

After deciding on the imitation target, we then developed the OGD portal (see 

Figure 7.3) for the experiment in Eclipse using Java, HTML and CSS. All 

functions in the Shanghai portal relating to the usability criteria were built into the 

experiment portal. We then added 100 datasets of 10 different data categories 

(local statistics, health, education, cultural activity, transportation, public safety, 

environment quality, registration, budget and spend, and credit records) and 10 

data interfaces to the experiment portal. All the datasets and interfaces were 

selected from the Shanghai portal. We randomly selected 10 datasets from each of 

the data categories on the Shanghai portal that would not show the area 

information to the experiment participants. This was to ensure that if a participant 

was from Shanghai, they would not already know the answer. In other words, we 

sought to ensure that participants did not know that the questions were about 
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Shanghai, therefore they could not answer any question, even if they knew the 

answer, without searching the portal. 

 

 
Figure 7-3 Home page of the imitated portal 

7.2.3.2 Conversational virtual agent 

A conversational virtual agent called Xiao Zheng was built for the experimental 

group to offer help functions on the imitated OGD portal. Firstly, we used Fuse to 

build a 3D character. According to the results in Chapter 4, citizens show 

preference for female virtual agents rather than males. Thus, we decided to build 

an Asian-looking female figure as our virtual agent (see Figure 7.4). Then we used 

Mixamo to rig and add body and facial animation to the figure. The rigged figure 

is imported into Unity 3D to complete further development. 

The second part for the virtual agent was the dialogue files. We transferred four 

different kinds of help functions on the imitated OGD portal into dialogues for the 

virtual agent: introduction for new users, FAQs, leaving feedback and applying 

new datasets (details of these dialogues can be found in Appendix C). In the 

control group, these four functions were offered by pictures (introduction for new 

users), written paragraphs (FAQ) or online tabular forms (leaving feedback and 
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applying new datasets). We changed the information provided by these functions 

into conversational dialogues for the virtual agent. After the virtual agent speaks 

with the user, several responses were designed from which the user cand choose to 

continue the dialogue. A separate dialogue file was created for each function. We 

made sure that no additional information was given through the dialogues besides 

the content provided by the original help functions of the imitated portal. The 

dialogues were reviewed by three university reference librarians to make sure they 

were friendly and logical. After confirming the dialogues for the virtual agent, we 

then recorded automated Text to Speech (TTS) voices for each continuous speech 

of the virtual agent. The Chinese language voice pack of Office 365 was used as 

the voice source for all the dialogues. 

Finally, the character together with her animation were combined with the 

dialogue files, voices and background image in Unity 3D. Four separate WebGL 

programs were created in Unity 3D for the four different help functions. The 

interface of these programs is shown in Figure 7.4. The workflow of these 

programs is as follows: the user clicks the start button to start a conversation with 

the virtual agent. After the virtual agent gives her first response, several selections 

are given to the user according to the dialogue file. Then the virtual agent gives 

her next responses according to the different choices of the user, until she reaches 

the end of the conversation. The user’s selection for each choice during the 

conversation is sent to the MySQL database via a PHP command. Capture of 

interaction data with the virtual agent allowed us to potentially re-create the 

interactions and analyze conversation patterns. After creating the conversational 

virtual agent, we then created the portal for the experimental group by deleting the 

four kinds of help functions from the portal and adding the four WebGL programs 

to the portal accordingly. When the users clicked the link on the page for help 

functions, a new window would pop out with the WebGL program running on it 

showing the virtual agent. After they clicked the “Start” button on the window, 

they could start their conversation with the virtual agent.  
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Figure 7-4 Interface for the conversational virtual agent 

7.2.3.3 Experimental environment 

Qualtrics, which is research data collection software, was used to build and 

control the whole experimental environment as well as to collect data for both the 

control group and the experimental group. We first created all the survey 

instruments for the experiment in Qualtrics, as further explained in Section 7.2.4. 

Then the block for guiding the participants to the imitated portals for each group 

was designed in Qualtrics. We further designed the block for the tasks the 

participants needed to complete on the imitated portal. The experiment was first 

designed with four different tasks for participants to complete. All of these tasks 

were about finding related datasets on the portal and using the information in the 

datasets to answer certain questions. These questions were selected because 

participants could not answer them according to their knowledge and thus they 

had to search and use the datasets on the portal. These questions were: 

• What’s the top first cause of death in 2016? 

• How many kindergartens are there in this area? 
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• How many fishing locations are there in this area? 

• What’s the number of embassy certifications in the first half year of 2016? 

Three out of these four questions had answers that participants could find on the 

portal. But the last one was designed to be a question for which participants could 

not find any related datasets on the portal. As part of the instructions for the task, 

if the participants could not find the answer to a question, they were required to 

submit a data request on the portal asking for related datasets. A timer for 10 

minutes was set in this block to enforce a minimum time the participants needed 

to spend on the portal. The participants could not move onto the next step of the 

experiment until the timer counted down to zero. The randomizer in Qualtrics was 

used for randomly allocating the participants to the control group or the 

experimental group evenly. 

7.2.4 Instruments 

We used four different survey instruments in this experiment according to our 

research model, namely TAM, DOI, trustworthiness and rapport. The experiment 

also included a demographic questionnaire for collecting background information 

on each participant. All the instruments were created in Qualtrics (the complete 

instruments can be found in Appendix D). Detailed information about each 

instrument is explained below. 

7.2.4.1 Demographic questionnaire 

The demographic questionnaire included five parts. In the first part, we asked the 

participants for their gender, age, educational qualification, occupation and 

monthly personal income (in China individuals usually report income before tax). 

The second part was about participants’ knowledge of OGD and OGD portals. We 

asked the participants whether they had ever used OGD and OGD portals before. 

If they had, we further asked them about how they knew about OGD and OGD 

portal, what types of data they had used, the utilization frequency and their aim of 
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utilization. In the third part of the questionnaire, we asked the participants whether 

they played computer games or not and their average time of playing computer 

games per week. We wanted to be able to measure whether their familiarity with 

games technology influenced their responses to virtual agents.  

In the fourth part of the questionnaire, we included the ten-item personality 

inventory (TIPI) of the Big Five personality dimensions (Gosling, Rentfrow, & 

Swann Jr, 2003), which is a commonly accepted instrument for collecting data on 

participants’ personalities. Personality is a common marker of individual 

differences and we wanted to be able to capture personality data in case there was 

a relationship between personality and the responses given. The final part of the 

demographic questionnaire contained three questions to test participants’ trust 

intentions (McKnight et al., 2002). For the fourth and final part of the 

questionnaire, the randomizer function of Qualtrics was used for presenting the 

questions. 

7.2.4.2 TAM questionnaire 

TAM states that a user’s attitude towards the utilization of a system is influenced 

by PU and PEOU (Davis, 1989). To test participants’ attitudes towards the 

imitated portal, we included questions asking about their PU and PEOU for 12 

different functions of the portal after the participants had used the portal to 

complete tasks including browsing, choosing different formats, downloading 

without registration, filtering search results, help functions, keyword search, 

metadata, open and machine-readable format, ranking, requesting new datasets, 

giving feedback and visualizing for quick viewing. In order to maintain 

consistency for this thesis, we choose to use the functions that were included in 

the usability principles discussed in Chapter 6. For participants of the 

experimental group, “help functions” were replaced by “avatar”. In order to make 

comparison of participants’ attitudes towards these functions before and after their 

use of the portal, we also added a group of questions asking their feeling about the 
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importance of these functions before their use of the imitated portal as a 

supplement to the two original TAM questions.  

All of these questions used 5-point Likert scales from “Not at all useful” (1) to 

“Extremely useful” (5), from “Extremely difficult” (1) to “Extremely easy” (5) 

and from “Not at all important” (1) to “Extremely important” (5). All of these 

three groups of questions were presented to the participants in an in-group random 

order by using the Qualtrics randomizer function. 

7.2.4.3 DOI questionnaire 

The DOI theory explains users’ adoption of new technologies from five 

perspectives: relative advantage, compatibility, complexity, trialability and 

observability. The objects treated as new technologies in our experiment were 

twofold: the imitated OGD portal, and the conversational virtual agent. For both 

the control group and the experimental group, we included a DOI questionnaire 

for the OGD portal. For the experimental group, an additional DOI questionnaire 

for the conversational virtual agent was included. Both of these DOI 

questionnaires had questions covering the five aspects of DOI developed from the 

study of Atkinson (2007) by changing the objects to OGD portals and the virtual 

agent. The questionnaire for the OGD portal had 27 questions, excluding one 

question for trialability and three questions for observability because they did not 

fit this experiment, and adding one question on complexity regarding participants’ 

difficulty in understanding what OGD is. Similarly, the questionnaire for the 

virtual agent had 26 questions, excluding one question for trialability and three 

questions for observability because of unsuitability for this experiment. All the 

questions in these two questionnaires used a 6-point Likert scale from “Strongly 

disagree” (1) to “Strongly agree” (6). Questions were presented to the participants 

in an in-group random order by using the Qualtrics randomizer function. 
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7.2.4.4 Trustworthiness questionnaire 

To test participants’ perceptions of the trustworthiness of OGD and OGD portals, 

we included a trust questionnaire in the experiment based on the Theory of 

Reasoned Action (TRA) (Fishbein & Ajzen, 1977). The questions in the 

questionnaire were developed from the study of Carter and Bélanger (2005) to fit 

the circumstance of OGD and OGD portals. All the questions used a 6-point 

Likert scale from “Strongly disagree” (1) to “Strongly agree” (6). Questions were 

presented to the participants in an in-group random order by using the Qualtrics 

randomizer function. 

7.2.4.5 Rapport questionnaire 

To evaluate participants’ rapport with the virtual agent in the experimental group 

and with the help functions in the control group, we included two versions of the 

rapport questionnaire in the experiment for each group. Both questionnaires had 

22 questions developed from the study of Ranjbartabar (2016) which reflected the 

three components of rapport including attention, positivity and coordination. For 

the version for the experimental group, questions were asked about participants’ 

rapport with the virtual agent. For the version for the control group, questions 

were asked about participants’ rapport with the help pages. All the questions used 

a 6-point Likert scale from “Strongly disagree” (1) to “Strongly agree” (6). 

Questions were presented to the participants in an in-group random order by using 

the Qualtrics randomizer function. 

7.2.5 Experimental procedure 

The experimental procedure is shown in Figure 7.5. After participants read the 

participant information and consent form and decided to participate, they first 

answered the demographic questionnaire. Then by using the randomizer in 

Qualtrics, the participants were allocated randomly and evenly to either the 

control group or the experimental group. For the control group, the participants 

answered the first part of survey 2 about the importance of functions on the portal, 
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then they were informed of the instructions for completing tasks on the portal and 

guided to the imitated OGD portal with traditional help functions after the 

participants clicked that they were ready to complete the tasks. Each participant 

was given the same four tasks in the same order for them to solve on the portal. A 

timer of 10 minutes started to count down once the tasks were shown to the 

participants. They could not go onto the next session until the timer counted to 

zero. After 10 minutes and completion of the tasks, participants went on 

answering the second part of survey 2 about the PU and PEOU of TAM, survey 3 

about the DOI of the OGD portal, survey 4 about the trustworthiness and survey 5 

about the rapport with the help functions.  
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Figure 7-5 Experimental procedure 
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For the experimental group, the participants also first answered the first part of 

survey 2 about the importance of functions on the portal. Then they also got the 

instructions for how to complete the tasks on the portal. After they selected that 

they were ready to complete the tasks, they were guided to the OGD portal with a 

virtual agent offering help. All participants were given the same four tasks in the 

same order as the control group. After the participants spent 10 minutes and 

completed the tasks given to them, they went on answering the second part of 

survey 2, survey 3-1 about the DOI of the OGD portal, survey 3-2 about the DOI 

of the virtual agent, survey 4 about the trustworthiness and survey 5 about the 

rapport with the virtual agent. 

7.2.6 Pilot study 

To test the experimental design and effect, we carried out two pilot studies before 

the formal experiment. After the pilot studies, some problems were recognized 

with the original experimental design. Changes were made to the experimental 

design and process for the formal experiment. Details of the pilot studies and 

changes made to the experiment are explained in this section.  

7.2.6.1 Pilot study Ⅰ 

Pilot study Ⅰ was carried out according to the original experimental design 

explained in the previous sections. In total, 8 participants volunteered for this pilot 

study. The participants were all Chinese-speaking PhD students recruited from the 

Department of Computing at Macquarie University. We required them to complete 

the procedures for both the control group and the experimental group. We wanted 

to ensure that there were observable differences between the delivery of help via 

the OGD portals with and without the virtual agent. This was an opportunity to 

gain within-subject data useful for initial comparison of the two treatments 

without requiring participants in the main study to experience both conditions, 

which could also have learning and order effects that biased the findings. 5 of 
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them completed the parts for the control group first and then the experimental 

group, while the other three completed them in the other sequence. For the 5 

participants who completed the control group first, 2 of them withdrew after 

completing the parts for the control group before moving onto the experimental 

group’s part. Thus, finally, 6 of them completed the whole study including 4 

females and 2 males.  

For the 6 participants who completed the whole pilot study, we added 10 

questions for them to compare the two imitated OGD portals: one with the 

ordinary help functions, and the other with the conversational virtual agent. Three 

of them preferred the ordinary help functions to the conversational virtual agent, 

two showed no preference and only one preferred the conversational virtual agent 

to the ordinary help functions. Their reasons for not preferring the virtual agent 

were that she spoke too slowly and wasted their time. They preferred to quickly 

read the textual dialogue on the screen. They also felt embarrassed when having 

conversations with the virtual agent. The reasons for the one participant preferring 

the virtual agent was that she was more helpful. 4 out of 6 of these participants 

felt the OGD portal with ordinary help functions was much easier to use, because 

it was much faster than having conversations with a virtual agent. One of them 

felt the portal with the virtual agent was easier to use because it was easier to get 

help from the virtual agent. We also asked the participants which one they would 

prefer to use in future; 3 of them preferred the one with ordinary help functions 

because it saved time and did not have sound. 2 showed no preference. One 

preferred the portal with the virtual agent because the virtual agent was more 

helpful. Finally, we asked the participants about the advantages and disadvantages 

of these two portals. The portal with ordinary help functions had advantages in 

saving time and being quiet but had little interaction with the users, while the 

portal with the virtual agent had an advantage of interaction with the users but 

took a longer time. 
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The major issues with the experimental design according to the participants were 

threefold. Firstly, the experiment needed a very long period of time to complete, 

due to the inclusion of many questionnaires. This problem was greatly amplified 

because the pilot participants needed to complete most of the questionnaires twice 

in order to test both the control group and the experimental group. Secondly, the 

participants thought 10 minutes was too long for them to complete the tasks. 

According to the records of their clicking behavior, most of them spent around 5 

minutes to complete the four tasks given to them. Thus, they had to wait another 5 

minutes before moving on to the next section. But when they came to the second 

portal for the other experimental group, they did not search the datasets again on 

the portal. Instead, they simply clicked the answers according to their memory. 

Thirdly, the experiment needed the participants to use specific browsers (Chrome, 

Firefox or Safari) because the virtual agent runs in WebGL which is supported by 

only a few browsers. We also examined the reliability of all the scales in the 

experiment. The results for Cronbach’s alpha were all above 0.55. The 

trustworthiness questionnaire and rapport questionnaire had lower values which 

may be due to the limited number of participants. The records of participants’ 

behaviour also showed that they did not use the help functions like the 

introduction for new users and the FAQ. Some of them also did not submit data 

applications even though they could not find related data.  

Therefore, we made changes to the experimental design accordingly before 

carrying out Pilot study Ⅱ. Firstly, we changed the timer from 10 minutes to 5 

minutes. Secondly, when the participants were guided to the portal, the first page 

shown to them was the introduction for new users, instead of the homepage of the 

portal. Thirdly, we changed the tasks by adding questions related to the FAQ. 

Because the issue of the length of the experiment was amplified by having to 

complete questionnaires twice, we believe all questions were relevant to the study 

according to our research model and the timer set for the experiment previously 

also extended the length of the experiment, we chose not to delete any questions. 
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WebGL is the best way we could find to combine a virtual agent with a website 

and Chrome, Firefox and Safari are very popular and commonly accepted 

browsers, thus we chose to keep the virtual agent running in WebGL. But we 

added special instructions in the experiment to remind the participants to use the 

proper browser for this experiment. 

7.2.6.2 Pilot study Ⅱ 

To test the changes we made to the experiment after Pilot study Ⅰ, we carried out 

Pilot study Ⅱ. In this study, we focused on the section about using the portal to 

complete the tasks. Thus, participants only needed to follow the instructions to the 

portal (either the one for the control group or the one for the experimental group) 

and use the portal to complete three tasks given to them (one they could find the 

answer to by referring to the datasets on the portal, one they could not find the 

answer to and needed to submit a data application and the third one about 

information given in the FAQ). After they completed the first three tasks, they 

were guided to the second portal (either the one for the experimental group or the 

one for the control group) and completed three different tasks (one they could find 

the answer to by referring to the datasets on the portal, one they could not find the 

answer to and needed to submit a data application and the third one about 

information given in the FAQ). After they completed these two parts of the 

experiment, they were asked 10 questions about comparing these two portals. In 

total, 7 participants volunteered in this study, who were Chinese-speaking PhD 

students recruited from the Department of Computing, Macquarie University. 2 of 

them were volunteers from the previous study. 4 of them completed the whole 

study, 2 of them using the portal with the virtual agent first and then the portal 

with ordinary help functions, and the other 2 using the portals in the reverse order. 

For this pilot study, participants spent at least 6 minutes to complete the tasks 

given to them. The longest time they spent on the tasks was 11 minutes. They 

were asked their preference between the two portals. 2 of them preferred the 
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portal with the virtual agent because it was more attractive, helpful and friendly, 

while the other 2 preferred the portal with ordinary help functions because it was 

faster and more convenient. When asked about which one was easier to use, 3 of 

them chose the portal with ordinary help functions because it was faster. One of 

them preferred to use the portal with the virtual agent because it was easier to find 

answers to the tasks with the help of the virtual agent. We also asked the 

participants which portal they would like to use in the future; 2 of them chose the 

portal with ordinary help functions because it was faster. The other 2 chose the 

portal with the virtual agent because it was more modern and they believed virtual 

agents could become more intelligent in the future. The advantages of the portal 

with ordinary help functions were that it was faster, more direct and had all 

information on one page. The disadvantages were the information could be hard to 

read and thus it would take more time to find the answers. The advantages of the 

portal with the virtual agent were that it was more fun and friendly and had a 

speaking voice. The disadvantages were that the virtual agent would take more 

time for the participants to have conversations with it and required headphones to 

hear the voice. 

7.2.6.3 Changes to the experimental design 

After the two pilot studies, we made five changes to the experimental procedure 

according to the results of the pilot studies. Firstly, we changed the timer for the 

tasks from 10 minutes to 5 minutes. Secondly, the participants in both groups 

were guided to the introduction for new users page, instead of the homepage of 

the portal. Thirdly, we added icons to the portal with the virtual agent to mark the 

functions that were provided by the virtual agent (see Figure 7.6). Fourthly, we 

made some changes to the dialogues of the virtual agent to make the 

conversations smoother. Lastly, we redesigned the tasks for the experiment. We 

changed the previous 4 tasks to 5 tasks, 2 of which related to the FAQ, 2 of which 

the participants could find related datasets for on the portal and the last one that 

they could not find any relevant datasets for and needed to submit a data request. 
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All tasks were presented to the participants of the two groups in the same order. 

The order and content of these five tasks were as follows: 

• Please find through “FAQ”/“Ask the agent” in “Help” if the following 

statement is true or not: Fees will be claimed for business use of the data on 

the portal. 

• How many kindergartens are there in this area? 

• Please find through “FAQ”/“Ask the agent” in “Help” if the following 

statement is true or not: It is legal to resell the data downloaded from this 

portal. 

• What’s the top first cause for death in 2016? 

• How many swimming pools are there in this area? 

 
Figure 7-6 Homepage of the imitated portal with the virtual agent 

7.2.7 Recruitment 

We planned to recruit at least 50 participants for this study, with 25 for each group. 

Due to the focus of this thesis on the development and utilization of OGD portals 

in China, and that our previous studies involved data collection in China and the 
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imitated portal was made in Chinese, we decided to recruit both male and female 

Chinese citizens of age 18 years and above. We sought to recruit participants from 

different backgrounds, such as students, company employees and government 

staff, to strengthen the generalizability of our study.  

Since the experiment was carried out online through Qualtrics, we recruited 

participants indirectly by putting advertisements and announcements on the main 

social media sites in China including Wechat and Weibo to invite participants to 

join the study. A weblink to the experiment on Qualtrics was included in the 

advertisement. The participants could start the experiment by simply clicking the 

link in the advertisement. The first recruitment lasted from 18 March to 28 April 

2019. Due to the fact that some participants of the experimental group did not use 

the virtual agent although they finished the experiment, we carried out a second 

recruitment to find more participants for the experimental group. The second 

recruitment lasted from 1 to 2 July 2019. The advertisement for the recruitment 

can be found in Appendix E. No payment or reward was offered for participation. 

 Results and analysis 

In the following sections, we describe the participants of the experiment including 

their demographics and give the analytical results for the control group and the 

experimental group in relation to the TAM, DOI, trust and rapport. 

7.3.1 Participants and demographics 

In total, 160 participants volunteered to join the experiment. Two of them refused 

to continue the experiment after reading the participant information and consent 

form. 20 (12.5%) of them withdrew from the study before completing Survey 1, 

the demographic questionnaire, while 45 (28.12%) of them proceeded until they 

reached the point of visiting the portal and completing the tasks. Two of them 

(1.2%) withdrew after the completing tasks on the portal. So 91 (56.9%) of them 

completed the whole experiment. In the following analysis of the control group 
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and the experimental group, we excluded the participants who did not complete 

the whole experiment and the participants in the experimental group who did not 

use the virtual agent at all. 

7.3.1.1 Socio-demographic background 

We analyzed the socio-demographics of all the 160 participants, as shown in Table 

7.1. Participants included 71 males and 81 females with various backgrounds in 

relation to age, educational qualification, occupation and income. Most of the 

participants were 26 to 40 years old. Most of them had bachelor’s degrees or 

master’s degrees. Student, technician and teacher were the three main occupations 

of the respondents. Their monthly income was mainly in the range above 7000 

RMB. We also analyzed the demographic distribution of the control group, the 

experimental group and those being excluded. Chi-square tests showed no 

significant differences in the distribution of gender, age, educational qualification, 

occupation and income among the control group, the experimental group and 

those being excluded. The proportions of gender and educational qualification 

distributions in each group were very similar. There were more participants of age 

18–25 years in the experimental group and more of age 31–40 years in the control 

group. For the income, there were more participants with monthly income less 

than 2000 RMB and above 7000 RMB in the experimental group, and more 

participants with monthly income of 3001 to 7000 RMB in the control group. 
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Table 7-1 Socio-demographics of the participants 

 

7.3.1.2 Knowledge of OGD and OGD portals 

In the demographic questionnaire, we asked the participants about their 

knowledge of OGD and OGD portals. Results in Table 7.2 show that more than 

half of the participants had never used OGD or OGD portals before. More 

participants had used OGD before than had used OGD portals before. There were 

more participants in the control group who had used OGD and OGD portals 

before than in the experimental group, but the difference was not statistically 

significant with chi-square tests. 
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Table 7-2 Participants’ knowledge of OGD and OGD portals 

 

For the channels of the participants knowing of OGD and OGD portals, we can 

see from the results in Figure 7.7 that most of them had obtained the information 

through searching online, followed by hearing from the news and friends. 

 
Figure 7-7 Methods of knowing about OGD and OGD portals 

For those participants who had used OGD or OGD portals before, we asked them 

the types of data they had used. According to the results in Figure 7.8, education 

data had been used by most participants, followed by weather and credit records. 

International trade, public safety and environment quality were the three types that 

received least attention.  
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Figure 7-8 Types of data used 

We also asked the participants how often they had used OGD and OGD portals. 

As we can see from Figure 7.9, the usage frequency for OGD was higher than for 

OGD portals. Most participants had used OGD and OGD portals more than once 

but their usage frequency was very low, mainly “More than once but rarely use”. 

 
Figure 7-9 Usage frequency of OGD and OGD portals 

Finally, we asked participants for their purpose of using OGD. As we can see from 

the results in Figure 7.10, most participants used OGD for daily life, followed by 

scientific research and business decision(s). Software development was the least 

used purpose for OGD. Other purposes of use included teaching and study. 
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Figure 7-10 Purposes of use of OGD 

7.3.1.3 Playing of computer games 

Participants’ experience of playing computer games might have affected their 

adoption of OGD portals and virtual agents. Thus, we asked participants whether 

they played computer games or not and their average hours spent on playing 

computer games per week. Figure 7.11 shows the frequency distribution of the 

time participants spent on computer games per week; 74 (48.75%) of the 

participants chose not to play computer games. For those who played computer 

games, more than half of them (59.8%) played for less than 7 hours per week. The 

average time spent on computer games was 12.95 hours per week. For the control 

group, there were 18 participants who played computer games and 20 who did not. 

For the experimental group, there were 26 participants who played computer 

games and 15 who did not. We noted that there were more participants who 

played computer games than those who did not in the experimental group. But the 

difference between the control group and the experimental group was not 

statistically significant with a chi-square test. 
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Figure 7-11 Frequency distribution histogram of playing computer games 

7.3.1.4 Big Five personality dimensions and trust tendency 

We calculated the score for each Big Five personality dimension by calculating 

the average of two items belonging to the dimension. We then calculated the 

descriptive values for these personality dimensions, as shown in Table 7.3. The 

means of these dimensions showed neutral for extraversion, emotional stability 

and openness to experience, and positive for agreeableness and conscientiousness. 

We compared the values of the Big Five personality dimensions of the control 

group, the experimental group and those who were excluded with one-way 

ANOVA. Results show there were significant differences in the values for 

emotional stability and openness to experience among these three groups. The 

experimental group had a higher average value for emotional stability than the 

control group. The experimental group also had a higher average value for 

openness to experience than the control group and those who were excluded. We 



201 

 

calculated the average score for the three trust tendency questions as the final 

value for participants’ willingness to trust. The results show participants’ neutral 

tendency to trust, with a mean of 4 and standard deviation of 1.04. The maximum 

and minimum values for participants’ trust tendency were 6 and 1. The control 

group had a higher minimum value for trust tendency, but the average value was 

the highest for the experimental group. 

 
Table 7-3 Description of Big Five personality dimensions and trust tendency 

 

7.3.2 Reliability and validity 

We examined the reliability of all the scales in the experiment with Cronbach’s 

alpha (Cronbach, 1951), as shown in Table 7.4. The commonly accepted range for 

alpha is greater than 0.7 (Tavakol & Dennick, 2011). Thus, all the scales in the 

experiment showed high reliability. We also examined all the scales with the 

Kaiser–Meyer–Olkin (Bickmore & Cassell) measure of sampling adequacy. All 

values were above 0.6, indicating the scales to be suitable for factor analysis. The 

significance of Bartlett’s test of sphericity was less than 0.05, which also indicates 

the high validity of all the scales. These two tests showed the scales in the 

experiment to be fit for the following analysis because of their high reliability and 

validity. 
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Table 7-4 Reliability and adequacy tests of scales 

 

7.3.3 Normal distribution detection 

Because the number of participants of the experiment was 160, we chose to use 

the Shapiro–Wilk normality test for detection of the distribution for all variables. 

Results of the Shapiro–Wilk normality test are shown in Table 7.5. We can see 

that all the variables of TAM and rapport have normal distributions. But some 

variables of DOI and trustworthiness do not seem to be normally distributed. 

None of the variables of the timing records and task accuracy seem to have 

normal distributions. 
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Table 7-5 Results of Shapiro–Wilk normality test 

  

7.3.4 Completion of tasks 

In this section, results for the participants’ completion of the 5 tasks given to them 

in the experiment are discussed. We compared the results of the control group and 

the experimental group for their first click, last click, time to submit, click count 

and accuracy of completing each task. The relationships of the demographic 

variables and the completion accuracy are also discussed. 

As we can see in Table 7.6, for participants of both groups there were great 

differences in the time of their last click and page submission. Generally, the 

experimental group spent longer time on completing the tasks than the control 
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group. This was because having conversation with the virtual agent needed more 

time than reading texts on a webpage. For the control group, their average time of 

first click was 36.94 seconds and for last click was about 7 minutes. On average, 

they spent 8.56 minutes on completing the 5 tasks. The quickest completion time 

was about 5 minutes and the longest time spent on the tasks was 21 minutes. For 

the experimental group, their average time of first click was 58.54 seconds and for 

last click was about 11 minutes. On average, they spent 12.98 minutes on 

completing all 5 tasks. The quickest completion time was about 5 minutes and the 

longest time spent on the tasks was 44.3 minutes. Because the time variables did 

not follow a normal distribution, we chose to carry out Mann–Whitney U tests to 

compare the results for the control group and the experimental group. Results are 

shown in Table 7.7. We can see that there are statistically significant differences 

between these two groups in last click, submit and click count. 

 
Table 7-6 Descriptive analysis of completion of tasks 

 

We also compared the accuracy of completing the tasks given to the participants 

during the experiment. We can see from Table 7.6 that on average the participants 

of these two groups completed 4 out of 5 tasks correctly. The highest accuracy 

rate lay in Task 5, while the lowest lay in Task 4. Both tasks were about finding 

data on the portal. For the control group, 14 (36.8%) of the participants completed 

all 5 tasks correctly, while one (2.6%) participant answered all questions 

incorrectly. For the experimental group, 16 (39%) of the participants completed all 

5 tasks correctly, while no participants answered all 5 tasks incorrectly. Although 
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the Mann–Whitney U test results, in Table 7.7, show no statistically significant 

differences in the accuracy rates of these two groups, we can see that the 

experimental group performed better on completing the tasks. 

 
Table 7-7 Mann–Whitney U test of completion of tasks between the two groups 

  

7.3.5 Analysis of TAM 

In this section, results for the TAM variables of the control group and the 

experimental group are discussed. We compared the values of importance, PEOU 

and PU for these two groups. Relationships between the demographic variables 

and TAM variables are also discussed. Pearson’s correlation analysis has been 

carried out for discussing the relationships between importance, PU and PEOU. 

7.3.5.1 Importance scale 

For the importance of each function, the results in Table 7.8 for the descriptive 

analysis show that on average, participants of both groups showed positive 

attitudes to all the functions. Keyword search received the highest score for 

importance, followed by filtering of search results. Each of these two functions 

was related to the search function on the portal. For the control group, metadata 

received the lowest score for importance, followed by ranking. The largest 

deviation lay in downloading without registration, showing participants’ different 

opinions of the importance of this function. The smallest deviation lay in filtering 

of search results, followed by keyword search, showing participants’ agreement 

on the high importance of these two functions. For the experimental group, the 
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virtual agent received the lowest score for importance, followed by ranking. The 

largest deviation lay in the virtual agent, showing participants’ different opinions 

on the importance of the virtual agent. The smallest deviation lay in keyword 

search, followed by browsing. In comparison of the average scores of the 

importance of all 12 functions, we can see that the experimental group ranked the 

help functions as more important than the control group. The control group also 

scored the help functions as more important than the experimental group scoring 

the virtual agent. But the two independent sample T-tests showed there was no 

statistically significant difference between these two groups’ average scores of the 

importance of each. 

 
Table 7-8 Descriptive analysis of TAM importance scale 

 

7.3.5.2 Perceived ease of use scale 

For the PEOU of each function, results, in Table 7.9, for the descriptive analysis 

show that on average, participants of both groups showed positive attitudes to all 

the functions, since the average scores were all above 3. For the control group, 

keyword search received the highest score for PEOU, followed by downloading 

without registration. Metadata received the lowest score for PEOU, followed by 

ranking. The smallest standard deviation lay in keyword search, showing 
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participants’ agreement on its PEOU. The largest standard deviation lay in 

metadata. For the experimental group, downloading without registration received 

the highest average score, followed by browsing. Metadata received the lowest 

average score, followed by filtering. The largest standard deviation lay in keyword 

search and the smallest in ranking. We noted that the scores for the PEOU of the 

control and experimental groups were quite different. On average, the control 

group scored PEOU higher than the experimental group, with a smaller standard 

deviation. But the two independent sample T-tests showed there was no 

statistically significant difference between these two groups’ average scores of the 

PEOU of each function. 

 
Table 7-9 Descriptive analysis of TAM perceived ease of use scale 

 

We tested the relationships between participants’ socio-demographic background 

and their scores for PEOU. The two independent sample T-tests of the average 

PEOU by gender (Table 7.10) showed that there was a statistically significant 

difference in average PEOU between genders. On average, females ranked the 

functions as easier to use than males. For providing datasets of different formats 

and keyword search, on average females gave a statistically significantly higher 

PEOU score than males. One-way ANOVA showed statistically significant 
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differences in average PEOU scores among participants of different occupations 

and monthly income. For participants of different occupations, they ranked the 

PEOU of providing datasets in various format and visualization differently. For 

participants with monthly income below 2000 RMB, on average they had lower 

PEOU scores on filtering and visualization compared to the participants of other 

monthly income. On average, they also had lower PEOU scores for metadata and 

open, machine-readable format compared to the participants of monthly income of 

2001 to 3000 RMB and 5001 to 7000 RMB. 

 
Table 7-10 Analysis of PEOU and socio-demographic variables 

 

We tested the relationships between participants’ past experiences of OGD and 

OGD portals and their scores for PEOU of each function, including whether they 

had ever used OGD or OGD portals before and their usage frequency of OGD and 

OGD portals. Results are shown in Table 7.11. The two independent sample 

T-tests showed that on average, compared with those who had not used OGD 

before, participants who had used OGD ranked the PEOU dimension of 

downloading without registration significantly higher. One-way ANOVA showed 

that there were statistically significant differences in average scores of these 
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PEOU dimensions: browsing, downloading without registration and data request, 

among participants of different use frequency of OGD. Compared with the 

participants who had never used OGD and those who had used OGD more than 

once but very rarely, those who had used it daily gave browsing, on average, a 

higher PEOU score. Compared with those who had never used OGD, participants 

who had used OGD daily, weekly or monthly gave downloading without 

registration, on average, a higher PEOU score. Compared with participants who 

had used OGD more than once but very rarely, those who had used it daily, 

weekly or monthly gave requesting new datasets, on average, a higher PEOU 

score. 
Table 7-11 Analysis of PEOU and OGD & OGD portal experience variables 

 

7.3.5.3 Perceived usefulness scale 

For the PU of each function, results, in Table 7.12, for the descriptive analysis 

show that on average, participants of both groups showed positive attitudes to all 

the functions, since all average scores were above 3. For the control group, 

keyword search received the highest score for PU, followed by downloading 

without registration. Metadata received the lowest score for PU, followed by 
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different formats to choose and ranking. The smallest standard deviation lay in 

keyword search, showing participants’ agreement on its PU. The largest standard 

deviation lay in metadata. For the experimental group, downloading without 

registration received the highest score for PU, followed by keyword search. 

Virtual agent received the lowest score for PU, followed by feedback and 

visualization. The smallest standard deviation lay in ranking, while the largest 

standard deviation lay in virtual agent. Generally, the control group gave a higher 

PU score than the experimental group, with a smaller standard deviation. Virtual 

agent received the highest standard deviation and the lowest average PU, 

indicating participants’ different opinion of this function. The two independent 

sample T-tests showed that there were no statistically significant differences 

between these two groups in the average scores of the PU of each function. We 

tested the relationships between participants’ socio-demographic background and 

their scores for PU. No statistically significant relationships have been found 

between participants’ demographic background and their scores for PU.  

We also analyzed the relationships between participants’ past experience of OGD 

and OGD portals and their scores for PU of each function, including whether they 

had ever used OGD or OGD portals before and their usage frequency of OGD and 

OGD portals. The two independent sample T-tests showed there was no 

statistically significant difference in the average PU scores between participants 

who had used OGD or OGD portals before and those who had not. But the 

one-way ANOVA showed there were statistically significant differences in the 

average PU scores for browsing (F=2.834, P=0.03), help (F=2.57, P=0.045) and 

metadata (F=3.204, P=0.018) among participants of different usage frequency of 

OGD. Participants who had used OGD daily and weekly gave on average a higher 

score for the PU of browsing than those who had not used OGD before and who 

had used OGD more than once but very rarely. For the help functions, participants 

who had used OGD daily gave on average a higher PU score than those who had 

used OGD more than once but very rarely and those who had used OGD monthly. 
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For metadata, participants who had used OGD more than once but very rarely 

gave on average a lower PU score than those who had never used OGD and those 

who had used OGD daily and weekly.  

Table 7-12 Descriptive analysis of TAM perceived usefulness scale 

 

7.3.5.4 Correlation analysis of importance, PEOU and PU 

We carried out Pearson’s correlation analysis of the importance, PEOU and PU of 

different functions. The correlations between importance and PEOU are shown in 

Table 7.13 following. We can see that there were statistically significant weak 

positive correlations between the importance scores and the PEOU scores for 

functions including providing different data formats, filtering, help/virtual agent, 

metadata and machine-readable data, as well as for the average scores.  

The correlations between importance and PU are shown in Table 7.14 following. 

We can see that except for visualization, there were statistically significant 

positive correlations between the scores for importance and PU for each function. 

The correlations were weak for browsing, downloading without registration, 

filtering, keyword search and data request, and were moderate for various formats, 

help/virtual agent, metadata, machine-readable data, ranking, feedback and the 

average scores.  
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The correlations between PEOU and PU are shown in Table 7.15 following. We 

can see that there were statistically significant positive correlations between the 

scores for PEOU and PU for each function and the average scores. The 

correlations were weak for browsing, filtering, machine-readable data and ranking, 

and moderate for various formats, downloading without registration, help/virtual 

agent, keyword search, metadata, data request, feedback and visualization, and 

strong for the average scores. 

7.3.6 DOI for the OGD portal 

In this section, results of the DOI variables for participants’ acceptance of the 

OGD portals of the control group and the experimental group are presented. We 

first calculated the average scores for each participant for these five aspects. We 

compared the values for relative advantage, compatibility, complexity, trialability 

and observability of these two groups. Relationships between the demographic 

variables and DOI variables are also discussed. 

The descriptive analysis of the five variables of DOI is displayed in Table 7.16 

following. On average, participants of both groups show positive attitudes to all 

five aspects of DOI, since all average scores were above 4 (of the 6-point Likert 

scale). For the control group, trialability received the highest average score among 

all five aspects of DOI, while complexity received the lowest score. Trialability 

also showed the smallest standard deviation, indicating participants’ agreement on 

this aspect. The largest standard deviation lay in observability, which had the 

lowest minimum value. For the experimental group, the largest average score lay 

in compatibility, with the smallest standard deviation, and the smallest average 

score lay in complexity, the same as for the control group. The largest standard 

deviation lay in observability, which also had the smallest minimum value. Mann–

Whitney U tests showed there were no statistically significant differences in the 

scores of these five aspects between the control group and the experimental group. 
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Table 7-13 Pearson’s correlation analysis of importance and PEOU 
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Table 7-14 Pearson’s correlation analysis of importance and PU 
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Table 7-15 Pearson’s correlation analysis of PEOU and PU 
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Table 7-16 Descriptive analysis of DOI for OGD portal 

 

We tested the relationships between the socio-demographic backgrounds and 

participants’ experience with OGD and OGD portals and the scores for DOI for 

the portal. Results are shown in Table 7.17. We can see from the results of 

Kruskal–Wallis one-way analysis that participants’ occupation had a statistically 

significant relationship with the score for relative advantage. Logistics, financial 

staffs, civilian posts, teachers and consultants gave higher scores for relative 

advantage than students, production workers, human resource workers, 

technicians and specialists. Kruskal–Wallis one-way analysis also showed that 

there were statistically significant differences in the score for complexity among 

participants of different monthly income. Participants with monthly income of 

2001 to 7000 RMB gave higher scores for complexity than participants with 

monthly income below 2000 RMB or above 7000 RMB. Mann–Whitney U tests 

showed a statistically significant difference in the scores for compatibility 

between participants who had used OGD and those who had not. Participants who 

had used OGD before gave higher scores for compatibility compared with those 

who had never used OGD. 
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Table 7-17 Analysis of demographic background and DOI 

 

7.3.7 DOI for the virtual agent 

In this section, we discuss the results for the scales of DOI for the virtual agent, 

including relative advantage, compatibility, complexity, trialability and 

observability. We first calculated the average scores for each participant for these 

five aspects. The descriptive analysis results for these five aspects are shown in 

Table 7.18. We can see from the results that on average, participants showed 

positive attitudes towards the five aspects of DOI for the virtual agent, with all 

average scores above 4. The largest average score lay in trialability and the 

smallest in compatibility. Compatibility also had the largest standard deviation. 

The smallest standard deviation lay in complexity, which also had the highest 

minimum score among these five aspects.  
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Table 7-18 Descriptive analysis of DOI for the virtual agent 

 

We tested the relationships of participants’ socio-demographic background and 

their knowledge of OGD and OGD portals with the five aspects of DOI for the 

virtual agent. Results are shown in Table 7.19. Kruskal–Wallis one-way analysis 

showed that there were statistically significant relationships between participants’ 

education background with the scores for compatibility and complexity, and 

between their occupation with the scores for relative advantage and compatibility. 

Participants with bachelor’s degrees gave higher compatibility and complexity 

scores than participants with senior high school degrees and master’s degrees. 

Participants with doctoral degrees gave the lowest compatibility and complexity 

scores. Consultants, civilian posts, logistic workers and managers gave higher 

relative advantage and compatibility scores than students, salespeople, human 

resources workers, technicians and teachers. Mann–Whitney U tests showed a 

statistically significant difference in the score for trialability between participants 

who had used OGD and those who had not. Compared with those who had never 

used OGD before, participants who had used OGD gave a higher score for the 

virtual agent’s trialability. 
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Table 7-19 Analysis of demographic background and DOI 

 

7.3.8 Trustworthiness 

In this section, we discuss the results for the scale of trustworthiness for the 

control and experimental groups. We first calculated the average scores for all 

items in the scale for each participant, then carried out descriptive analysis of the 

average scores of trustworthiness for both groups. For the control group, the 

average score for trustworthiness was 4.81 and the median value was 5, both 

showing participants’ positive attitudes towards trust in the OGD portal. The 

standard deviation was 0.79, with the minimum value 3 and the maximum value 6. 

For the experimental group, the average score for trustworthiness was 4.77 and 

the median value was 5, both showing their positive attitudes. The standard 

deviation was 0.79, with the minimum value 2.75 and the maximum value 6. 

Mann–Whitney U tests showed there was no statistically significant difference in 
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the values for trustworthiness between groups (U=765.5, Z=−0.134, P=−0.893). 

We tested the relationship between participants’ socio-demographic background 

and their perceptions of the trustworthiness of the OGD portal. Mann–Whitney U 

tests and Kruskal–Wallis one-way analysis showed that there were no statistically 

significant relationships between participants’ gender, age, education background, 

occupation or income with their scores of trustworthiness for the portal. We also 

tested the relationship between participants’ past experience with OGD and their 

perceptions of the trustworthiness of the OGD portal. Results are shown in Table 

7.20. Mann–Whitney U tests showed that there was a statistically significant 

difference in the score for trustworthiness of the OGD portal between participants 

who had used OGD before and those who had not. Compared with those who had 

never used OGD before, participants who had used OGD gave a much higher 

trustworthiness score for the OGD portal. 

 
Table 7-20 Analysis of participants’ past experience with OGD and trustworthiness 

  

7.3.9 Rapport with help pages and virtual agent 

In this section, we discuss the results for the scale of rapport for the help pages for 

the control group and the virtual agent for the experimental group. We first 
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calculated the average scores for attention, positivity and coordination. The 

average scores of all the rapport questions were also calculated. The descriptive 

results are shown in Table 7.21. For the control group, generally participants 

showed positive rapport with the help pages. The highest average score lay in 

coordination and the lowest in positivity, which also received the lowest minimum 

score. The largest standard deviation lay in attention and the smallest in positivity, 

showing participants’ agreement on their attitudes towards the positivity of the 

help pages. For the experimental group, generally participants also showed 

positive rapport with the virtual agent. The highest average score lay in 

coordination and the lowest in positivity. The largest standard deviation lay in 

attention, which also received the lowest minimum score and the highest 

maximum score. The smallest standard deviation lay in positivity, which received 

the highest minimum score and the lowest maximum score. Although the scores 

for attention, positivity and coordination for rapport of the control group with the 

help pages was higher than the scores for the experimental group with the virtual 

agent, the two independent sample T-tests showed that the differences between 

these two groups were not statistically significant. 

 
Table 7-21 Descriptive analysis of rapport 

 

We tested the relationship between participants’ socio-demographic background 

and rapport with the help functions of the OGD portal. Results are shown in Table 

7.22. The two independent sample T-tests showed that there was a statistically 

significant difference in the average scores for attention between participants of 
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different gender. Compared to males, females gave higher attention scores for the 

help functions, indicating that the help functions did not distract the attention of 

the participants when they were trying to complete the tasks in the experiment. 

One-way ANOVA showed that education had a statistically significant effect on 

participants’ scores for positivity and coordination and the total average score for 

rapport. Compared with the others, on average participants with PhD degrees gave 

lower scores for positivity, coordination and the average rapport. We also tested 

the relationship between participants’ knowledge of OGD and OGD portals and 

the scores for rapport including attention, positivity and coordination. Results of 

the two independent sample T-tests and one-way ANOVA showed there was no 

statistically significant relationship between participants’ past experience with 

OGD and OGD portals and their rapport with the help functions on OGD portals. 

 
Table 7-22 Analysis of socio-demographic background and rapport 

 

We tested the correlation of participants’ trustworthiness and rapport scores with 

the help pages/virtual agents. Analysis showed these two had significant medium 

positive correlations, with sig.<0.001, Pearson’s r=0.448. 

7.3.10  Further analysis by task accuracy 

Among the five tasks in the experiment, two of them were about finding answers 

to the questions by referring to certain datasets on the portal. Participants needed 

to know how to search, download and use the datasets on the portal to correctly 

complete both tasks. By calculating the number of participants who correctly 

answered both questions, we found that only 41 out of the 79 participants got the 

right answers for both questions, indicating that 51.9% of the participants knew 
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how to use the portal to solve certain problems. To find out whether there were 

any differences between participants who could correctly complete these two 

tasks and those who could not, we carried out analysis based on their two-task 

accuracy rates. We separated the participants into two subgroups: the first 

included those who did not get the correct answers to both questions, while the 

second included those who got the right answers to both questions. 

We tested the relationship between participants belonging to the control group or 

the experimental group with their accuracy rate for these two tasks. The 

chi-square test results in Table 7.23 for the two subgroups, together with whether 

they belonged to the control group or the experimental group, show no 

statistically significant differences. Both the control group and the experimental 

group had 19 participants who could not correctly complete the two tasks. The 

control group had 19 participants who completed the tasks correctly and the 

experimental group had 22 such participants. We also tested the relationship 

between participants’ socio-demographic background and their accuracy rate for 

these two tasks. The chi-square test results in Table 7.23 show a statistically 

significant difference among participants of different occupations. Compared with 

participants of other occupations, there were more participants working as 

salesmen, logistic workers and civilian posts who correctly completed both tasks. 

We also tested the relationship between participants’ past experience with OGD 

and OGD portals, including whether they had used OGD or OGD portals before 

and their usage frequency, and their accuracy rate for these two tasks. Chi-square 

tests showed no statistically significant difference. Thus, whether the participants 

had used OGD or OGD portals before did not benefit their ability to correctly find 

the datasets they needed on an OGD portal. 
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Table 7-23 Chi-square tests of demographic background and two-task accuracy rate 

  

We tested the relationship between participants’ accuracy rate for these two tasks 

and their scores for the TAM scales. Results of the two independent sample 

T-tests are shown in Table 7.24. For the importance of each function, there were 

statistically significant differences in the average importance scores for 

help/virtual agent, metadata and feedback between participants who completed the 

tasks correctly and those who did not. Compared with those who did not complete 

the tasks correctly, participants who correctly completed the tasks, on average, 

gave higher importance scores for help/virtual agent, metadata and feedback. For 

the PEOU of each function, participants who completed the tasks correctly, on 

average, gave statistically significantly higher PEOU scores for providing data in 

various formats and open, machine-readable data than those who did not. For the 

PU, participants who completed the tasks correctly, on average, gave statistically 

significantly higher PU scores for providing data in various formats, filtering of 

search results, help/virtual agent, keyword search, metadata, visualization and the 

average PU score for all functions.  
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Table 7-24 T-tests of TAM scales and two-task accuracy rate 
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We tested the relationship between participants’ accuracy rate for these two tasks 

and their scores for the DOI scales for the portal. Results of the Mann–Whitney U 

tests in Table 7.25 show statistically significant differences between participants 

who completed the two tasks correctly and those who did not in scores for 

compatibility, complexity, trialability and observability. Compared with those who 

did not get the right answers to the two tasks, participants who completed the 

tasks correctly gave higher scores for compatibility, complexity, trialability and 

observability. We also tested the relationship between participants’ accuracy rate 

for these two tasks and their perceptions of trustworthiness towards the portal. 

Results of the Mann–Whitney U tests in Table 7.25 show statistically significant 

differences between participants who completed the two tasks correctly and those 

who did not. Compared with those who did not get the correct answers to the two 

tasks, participants who completed the tasks correctly gave higher scores for the 

trustworthiness of the OGD portal. 

 
Table 7-25 Mann–Whitney U tests of DOI and trustworthiness scales and two-task 

accuracy rate 

 

We tested the relationship between participants’ accuracy rate for these two tasks 

and their rapport with the help pages/virtual agent. Results of the two independent 

sample T-tests in Table 7.26 show statistically significant differences in the 

average rapport scores between participants who correctly completed these two 
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tasks and those who did not. Compared with those who did not give the correct 

answers to the two tasks, participants who correctly completed these two tasks, on 

average, gave significantly higher scores for attention, positivity and coordination, 

as well as the average rapport score. 

 
Table 7-26 T-tests of rapport scales and two-task accuracy rate 

  

We finally analyzed the relationship between experimental group participants’ 

accuracy rate for these two tasks with the DOI scales for the virtual agent. Results 

of the Mann–Whitney U test in Table 7.27 show statistically significant 

differences in the scores for relative advantage, compatibility and trialability. 

Compared with the participants who did not give the correct answers to the two 

tasks, those who correctly completed the tasks gave higher scores for relative 

advantage, compatibility and trialability for the virtual agent. 

 
Table 7-27 Mann–Whitney U tests of DOI for virtual agent and two-task accuracy rate 
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 Discussion 

In this section, we further analyze the collected data for the connections among 

variables and predicting the possibility of utilizing the OGD portal effectively. To 

analyze the relationships between variables and to predict OGD users’ attitudes 

towards usage of the portal, we chose to build decision tree models for the five 

variables of DOI through machine learning. To predict OGD users’ possibility of 

using the OGD portal, we also built decision tree models through machine 

learning. Details of these models are explained below. 

7.4.1 OGD users’ attitudes towards OGD portal usage 

Through the literature review, we noted that in the field of open data and 

e-government services, compared with the variables in TAM, there is limited 

research about the five variables in DOI or the relationships among these variables 

(Rana et al., 2015). Weerakkody et al. (2017) and Carter and Bélanger (2005) 

have shown support for using relative advantage, compatibility, complexity and 

observability to explain citizens’ intentions to use open data. However, the 

variables that affect these aspects are not clear. Thus, we chose to use machine 

learning to build models for explaining the five variables of DOI in the field of 

OGD. 

Five new variables were created as the dependent variables (targets) for building 

the models, which are intention–relative advantage (IRA), intention–compatibility 

(ICP), intention–complexity (ICL), intention–trialability (ITR) and intention–

observability (IOB). To create the five dependent variables, we first separated the 

variables of relative advantage, compatibility, complexity and trialability into two 

kinds: negative and positive. Because the scales for these five aspects are 6-point 

Likert scales, if a score was less than or equal to 3, we treated it as negative; if a 

score was larger than 3, we treated it as positive. Then we calculated the 

3-quantile of the positive scores to find the cutoff points. According to the results, 
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we chose 4.5 as the 1/3 cutoff point for relative advantage, compatibility, 

trialability and observability, and 4 as the 1/3 cutoff point for complexity. We 

chose 5 as the 2/3 cutoff point. By using these two cutoff points, we separated the 

positive scores for these five variables into three categories: low, moderate and 

high. We marked these five variables to form the new variables as the targets for 

building the models. We can see from Table 7.28 that the negative ones were too 

few for building models, thus we excluded those records. We used systematic 

sampling to select 2/3 of each category (low, moderate and high) as the training 

data and 1/3 of each category as the testing data. 

 
Table 7-28 Cutoff points and categorization of DOI variables 

 

We used an SPSS modeler for building the models for the five target variables. 

The process stream of building the models is shown in Figure 7.12. We first used 

the training datasets as the sources for the models. A filter node was added to 

exclude the unnecessary independent variables. In our process of building models 

for the DOI variables, we selected 61 input variables as the independent variables, 

including scenario marks for the control group and experimental group, gender, 

age, education background, occupation, monthly income, 5 TIPI variables, trust 

tendency, 4 variables about past OGD experience, habits of playing computer 

games, importance, PEOU and PU of TAM for 12 OGD portal functions, DOI 

variables except the target variable, trustworthiness of the OGD portal and the 3 

rapport variables. Then we added the type node to select the target variable for 

building the model. Different model nodes were added representing different 
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methods for building the decision tree models, including Chaid, Cart and Quest. 

An analysis node was added to calculate the accuracy rate of the model for the 

training data. We then tested the built model on the testing data for the accuracy 

rate. We repeated the process to build models for all five DOI variables. 

 

 
Figure 7-12 Process for building DOI models 

A comparison of the accuracy of the built models is shown in Table 7.29. We 

listed the accuracy rates of the models built for each target variable through 

different methods. The best-performing models were selected based on the 

accuracy rate of the model for both the training dataset and the testing dataset. 

 
Table 7-29 Accuracy rates of models for DOI variables 
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Table 7-30 Models for DOI variables6 

Aspect Variable Weigh

t 
Model 

Relative 

Advanta

ge (IRA) 

Compatibility 0.71 

 

PEOU-Filter 0.1 

PEOU-Visualize 0.01 

PEOU-Keyword Search 0.01 

PEOU-Help 0.01 

Importance-Request 0.01 

PU-Request 0.01 

Importance-No 

registration 
0.01 

Observability 0.01 

PU-Help 0.01 

Compati

bility 

(ICP) 

Trialability 0.42  

PU-Feedback 0.27 

PU-Filter 0.23 

Occupation 0.04 

Age 0.03 

PEOU-Browse 0.01 

Complexi

ty 

(ICL) 

Compatibility 0.33 

 

Relative Advantage 0.13 

Use OGD frequency 0.13 

Trust 0.13 

Trialability 0.13 

Use OGD portal frequency 0.13 

Trialabili Compatibility 0.45  
 

6 For some decision trees not all of the important variables were included for splitting due to 
stopping criteria for model building.  
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ty 

(ITR) 
PU-Browse 0.06 

 

PEOU-Browse 0.06 

PU-Filter 0.06 

PU-No registration 0.06 

Trust 0.06 

Complexity 0.06 

Relative Advantage 0.06 

Use OGD frequency 0.06 

Use OGD portal frequency 0.06 

Observa

bility 

(IOB) 

Trialability 0.49  

Importance-Filter 0.16 
TIPI-Openness to 

experiences 
0.15 

PEOU-Ranking 0.09 

Age 0.08 

Play computer game 0.02 

PU-Visualize 0.02 

Details of the best-performing models for each target are displayed in Table 7.30. 

For relative advantage, the model showed the strong relationship between 

compatibility and relative advantage. OGD users with a strong positive attitude to 

the compatibility of the OGD portal were more likely to also feel the strong 

relative advantage of the OGD portal. For compatibility, the model showed the 

strong positive effect of trialability and PU of the feedback function. If the OGD 

users had a chance to try using the OGD portal and feel the usefulness of the 

feedback function, they were more likely to have a strong positive view of the 

compatibility of the OGD portal. If the OGD users were older than 25 years and 

had not had the chance to try OGD portals, they were more likely to have a 

negative attitude towards the compatibility of the OGD portal. For the complexity 

of the OGD portal, the model also showed a strong effect of compatibility. OGD 

users’ stronger feeling for the compatibility of the OGD portal led to a stronger 
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feeling for the ease of use of the portal. For the trialability of the OGD portal, the 

model showed a strong effect of compatibility. OGD users’ stronger feeling for the 

compatibility of the OGD portal led to a stronger feeling for the trialability of the 

portal. For the observability of the OGD portal, the model showed the strong 

effect of trialability. If the OGD users had a stronger feeling for the trialability of 

the OGD portal, they were more likely to also have a stronger positive attitude to 

the observability of the OGD portal.  

A relationship map of all variables in the models of DOI is shown in Figure 7.13. 

We used software called Gephi7 to create the relationship map. Force Atlas 2 was 

used as the layout algorithm for all the nodes and the lines between them. The size 

of the nodes indicates the effects of the variable on other variables. A larger node 

means that this variable affected a higher number of other variables. The distance 

between nodes indicates the strength of the relationship between two variables. 

The thickness of lines indicates the weight of the effect of one variable on another 

variable. We can see from the figure that compatibility and trialability are of great 

importance due to their strong effects on other variables. These two variables also 

have strong relationships between each other. Functions’ importance, PEOU and 

PU, which have an effect on observability, compatibility and relative advantage, 

are quite different. Filtering of search results is the only function of the OGD 

portals whose importance, PEOU and PU are all included in models for DOI. The 

thickness of the lines also indicates filtering’s great effect on compatibility, 

relative advantage and observability. OGD users’ usage frequency of OGD and 

OGD portals has effects on both the trialability and the complexity of OGD 

portals. OGD users’ perception of trustworthiness of the OGD portal also affects 

their feelings of trialability and complexity for the portal. OGD users’ age has an 

effect on their feelings for the observability and complexity of the OGD portal. 

 
7 See the introduction to this software at https://gephi.org/ 

https://gephi.org/
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Figure 7-13 Relationship map of the variables in DOI models 

In the previous meta-analysis of existing research on citizens’ adoption of 

e-government services, Rana et al. (2015) confirmed the effect of compatibility on 

PU. Our analysis above shows that conversely, PU also affects the compatibility 

of an OGD portal. The study of Carter and Bélanger (2005) drew from previous 

studies to conclude that the complexity of DOI and PEOU of TAM, relative 

advantage of DOI and PU of TAM are all the same construct. The models we built 

based on the experiments have shown the effects of both PU and PEOU from 

TAM on the relative advantage of DOI, while no significant effect of PU or PEOU 

on complexity has been recognized. Instead, complexity is more related to 

compatibility and trustworthiness. This may be because the variables of TAM that 

we used in our study are about the PEOU and PU of specific functions on OGD 

portals rather than the PU and PEOU of the portal itself. But this also indicates the 

need for further analysis of the relationship between complexity and PEOU, as 

well as between relative advantage and PU. 
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7.4.2 OGD users’ possibility of using OGD portals 

Previous studies of open data and e-government mainly focused on understanding 

users’ attitudes towards the adoption of e-government and their intention to use 

the services (Rana et al., 2015), but seldom focused on the actual usage of open 

data. Although studies have supported that citizens’ behavioral intention to use 

e-government services determines their actual system usage (Carter & Belanger, 

2004), no studies have built models to explain citizens’ actual utilization of open 

data and open data portals. Thus, by combining the research data collected during 

our experiment, we wanted to build a research model to predict citizens’ 

possibility of using OGD portals accurately.  

To build such a model, a new variable was created as the dependent variable 

(target) for building the model, which is the ability to use. This is a Boolean 

logical variable indicating whether a user can use the OGD portal effectively. It 

was created by analyzing whether the participants in the experiment had correctly 

completed the two tasks asking them to find certain datasets on the portal. If they 

gave the correct answers to both tasks, the variable has a value of 1, otherwise it 

has a value of 0.  

We also used an SPSS modeler for building this model to predict citizens’ 

possibility of using OGD portals effectively. The process stream for building this 

model is shown in Figure 7.14. We first added a source node to link the dataset to 

the model. A filter node was added to exclude unnecessary independent variables. 

In this process of building the model, we only included 13 variables in the 

research model for the design of this study, which were the scenario marks for the 

control group and the experimental group, the average importance score for the 12 

functions, the average PEOU and PU scores for the 12 functions, the average 

scores for the 5 DOI variables, trustworthiness of the portal and the 3 rapport 

variables. Then we added the type node to select AU as the target variable for 

building the model. Because AU is a Boolean logical variable, we chose C5.0 as 
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the method for building the model. Ten-fold cross-validation was used to increase 

the performance of the model. Finally, an analysis node was added to calculate the 

accuracy rate of the model for the dataset.  

 
Figure 7-14 Process for building model to predict citizens’ possibility of using the OGD 

portal 

The results show the accuracy rate of the built model after cross-validation was 

93.67%. Details of the research model are shown in Figure 7.15. Eight out of 14 

variables were included in this research model for predicting citizens’ possibility 

of using the OGD portal. The attention variable belonging to the rapport scale is 

the most important variable in this model, followed by the relative advantage and 

trialability of the DOI. We also noted that all DOI variables except compatibility 

are included in the model. But the TAM variables and trustworthiness are not 

included in the model. We can see from the model that high complexity and 

observability scores will lead to citizens failing to use the OGD portal. A moderate 

relative advantage score indicates citizens’ possibility of using the portal. Using a 

virtual agent instead of the traditional help pages will increase citizens’ possibility 

of using the portal. 
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Figure 7-15 Model for predicting citizens’ possibility of using the OGD portal 

Comparing the model for predicting citizens’ possibility of using the OGD portal 

with related studies, we found both agreements and disagreements. In the study of 

Weerakkody et al. (2017), which used the DOI to explain citizens’ behavioural 

intention to use open data, the most important variable in their validated model 

was relative advantage, which is also supported in our model where the relative 

advantage of DOI received the highest weight among all DOI variables. 

Weerakkody et al. (2017) also validated observability as the third most important 

variable to predict citizens’ behavioural intention to use open data, which is 

supported by our model. However, the models of Weerakkody et al. (2017) and 

Carter and Bélanger (2005) based on DOI theory showed a significant influence 

of compatibility on users’ behavioural intention. This variable is not included 

(identified as not as important by an impurity measure of the decision tree) in our 

model to predict citizens’ possibility of using the OGD portal. This may be due to 

our use of participants’ actual utilization of the OGD portal as the dependent 

variable instead of asking participants about their intention to use OGD portals.  

Weight of variables: Rapport-Attention=0.35, DOI_RA=0.22, DOI_TR=0.15, Rapport-Positivity=0.13, 

TAM_Importance=0.08, DOI_OB=0.06, DOI_CL=0.02, Scenario=0.01 
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In addition, we noted that trialability and observability, which are often excluded 

by other scholars (Carter & Bélanger, 2005; Rana et al., 2015) actually had great 

effects on participants’ utilization of the OGD portal. This may be due to others’ 

analyses being mainly based on surveys instead of experiments. Our experiment 

actually offered the participants a chance to try out using an OGD portal, which 

went further than asking participants about their intention to use the portal and 

allowed analysis based on actual usage.  

Also, although the studies of Carter and Bélanger (2005) and Venkatesh et al. 

(2016) supported the significant postive effect of citizens’ perception of 

trustworthiness on their intention to use e-government services, our model for 

predicting citizens’ utilization of OGD portals did not select trustworthiness as an 

essential factor. We suggest that this may be because previous studies dealt with 

e-government services, while our model focused on a specific kind of portal built 

by governments. OGD portals have different characteristics from other 

e-government websites since they provide citizens with data resources and 

services relating to the utilization of data. Another possible reason is that our 

study and previous studies are based on different sizes and areas of samples. 

 Conclusion 

Since OGD portals act as a bridge between the supply-side and demand-side of 

OGD, the acceptance and usage of OGD portals thus became the premise for 

improving OGD utilization. In this chapter, we have focused on the research 

questions regarding citizens’ acceptance and usage of OGD portals. A 

between-subject experiment has been designed and carried out based on a 

combination of technology acceptance theories including TAM, DOI, 

trustworthiness and rapport.  

Through analysis of the two pilot studies, we noted that some individuals 

preferred traditional help functions while others preferred the virtual agent. They 



239 

 

preferred traditional help functions due to their efficiency, while virtual agents 

were preferred for their fun and friendly conversation functions. Different users 

may have different needs and use habits; thus, it would benefit users to have both 

traditional help functions and a virtual agent for them to choose from. A future 

study could be carried out to test users’ choices when given both help options at 

the same time, rather than only one option at a time as in our pilot studies and 

formal experiments. 

Through analysis of the experimental data, we discovered that citizens showed 

good performance in completing the experimental tasks by using the imitated 

OGD portal with the best usability, which answered in the affirmative RQ4.2 

about whether citizens can use the OGD portal with the best usability from the 

usability evaluation. Regarding RQ4.3 about citizens’ acceptance of the OGD 

portal, we found that the five variables of DOI have close relationships with each 

other. Compatibility and trialability are of great importance due to their strong 

effects on the other variables of our research model. For RQ4.4 about citizens’ 

actual utilization of the OGD portal, the attention variable belonging to the 

rapport scale weighted the highest among all the decisive factors for predicting 

citizens’ OGD utilization, followed by the relative advantage and trialability of the 

DOI. On the other hand, the TAM in relation to different functions of OGD portals 

and trustworthiness were shown to have little effect on citizens’ actual usage of 

OGD portal. Finally, for RQ4.5 about the effects of traditional help functions 

compared to offering help through a virtual assistant, our experiment has shown 

no significant differences between these two different ways of help, but the 

accuracy rate for completing the two tasks was higher in the group with the virtual 

assistant. Our model predicting citizens’ usage of the OGD portal also shows that 

providing a virtual assistant will increase the possibility of using the portal. 
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Other important conclusions include:  

(1) Citizens’ higher acceptance intention of the OGD portal (a higher DOI score) 

and higher rapport with the help functions will lead to their higher accuracy rate 

for completing tasks on OGD portals.  

(2) Significant positive relationships are identified among the importance, the 

perceived ease of use and the perceived usefulness of OGD portals’ functions.  

(3) Citizens’ demographic background has an effect on their acceptance and 

utilization of OGD portals. Their occupation and past experience with OGD affect 

their acceptance of OGD portals and their rapport with the help functions. Their 

socio-demographic background including gender and occupation also affects their 

feelings for the importance, PU and PEOU of different functions. 
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8 CHAPTER 8: DISCUSSION 

 

In previous chapters, we have investigated the supply-side and demand-side of 

OGD separately and analyzed the present relationships between these two sides. 

Because OGD portals are a bridge linking these two sides where activities that 

utilize OGD mainly happen, we thus focused on the usability of OGD portals and 

the acceptance and utilization of OGD portals from the perspective of citizens as 

the key users. Based on different research methods, various data has been 

collected and different conclusions have been drawn from different aspects of the 

analysis. The four stages of these previous studies are not separate but related to 

each other. In this chapter, we address the final two research questions of this 

thesis: 

RQ5. How to connect the supply-side and demand-side of OGD through portals? 

RQ6. What are the future directions for developing OGD portals？ 

In order to do this, we synthesized the results from previous chapters for their 

agreement and relevance and combined our discussion with related literature. 
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 Connecting the supply-side and demand-side 

We base our discussion of RQ5 about how to connect the supply-side and 

demand-side of OGD through portals on the key conclusions of Chapter 5, the 

comparison of the supply-side and the demand-side. In order to solve the conflicts 

between the two sides and to improve the utilization of OGD portals, we propose 

four methods for connecting the supply-side and demand-side of OGD by 

applying the results from the other chapters as well as from the literature. Details 

of each method are explained below. 

8.1.1 Improving observability and trialability 

Our evaluation of the OGD portals has shown their relatively low visibility on the 

internet. Relating to the number of datasets on a portal, this low online visibility 

reflects the requirement to provide more open data resources online 

(OpenDataBarometer, 2018a). Our analysis of citizens’ knowledge and past 

experience of OGD and its utilization has also shown the limited impact of OGD 

on the public and wider society, in line with other studies (Zuiderwijk et al., 2013). 

Citizens’ not knowing about the existence of OGD has resulted in low utilization 

of the existing OGD resources and the weak impact of OGD development 

(OpenDataBarometer, 2018a; Ribeiro, 2017). Our research model for predicting 

citizens’ utilization of OGD portals shows the effect of the low observability of 

OGD portals on citizens’ usage of the portals. Therefore, improving the 

observability of OGD portals would help citizens to become conscious of the data 

being opened up by the government, which is the first step in possible utilization.  

The model for predicting the observability of OGD portals by citizens in Chapter 

7 has shown the great effect of trialability on citizens’ awareness of OGD and the 

operation of OGD portals. Trialability is an aspect belonging to DOI which is 

usually ignored by other scholars due to doubt about its effect on the intention to 

use (Carter & Bélanger, 2005). The experiment in Chapter 7 offered us a chance 
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to collect data on trialability because most of the participants had never heard of 

or used OGD and OGD portals before. The strong effect of trialability on 

observability and citizens’ utilization of the OGD portal emphasizes the 

importance of improving the trialability of OGD portals in order to encourage 

citizens’ utilization. 

8.1.2 Strengthening relative advantage 

Different OGD principles and frameworks have emphasized the specific 

characteristics of OGD, including timeliness (OpenGovernmentWorkingGroup, 

2007; SunlightFoundation, 2010; Ubaldi, 2013), no registration required for 

downloading data (Bogdanović-Dinić et al., 2014; SunlightFoundation, 2010; 

Ubaldi, 2013), machine-readability (Lourenço, 2015; OpenDataIndex, 2017; 

Thorsby et al., 2017) and ability to download in bulk (OpenDataBarometer, 2016; 

SunlightFoundation, 2010; Ubaldi, 2013). These features are essential for 

providing data of good quality (OpenDataBarometer, 2018a). Our survey on the 

demand-side of OGD also shows citizens’ high demand for these OGD quality 

elements.  

However, when comparing the demands from citizens with the performance of the 

data on portals, several mismatches have been recognized. Up-to-date and 

regularly updated data received the highest demands among all offered data 

qualities in our study of the demand-side, but the data on the OGD portals actually 

performed worst in these two aspects. The usability evaluation of present OGD 

portals and the evaluation of the supply-side both reflected poor performance in 

offering machine-readable data, which is an important usability criterion for OGD 

portals. Therefore, in order to meet the needs of the demand-side of OGD, it is 

important to strengthen the relative advantage of OGD from the supply-side, 

especially in relation to timeliness and machine-readability, in line with the study 

of (Bogdanović-Dinić et al., 2014). 
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8.1.3 Improving compatibility 

Our comparative analysis of the supply-side and demand-side of OGD has shown 

the mismatch between the data provided and the data demands of citizens. At 

present, data opened on the portal that citizens are highly interested in is of low 

quantity or quality, which confirmed the findings of scholars that governments are 

not publishing the data needed by citizens (OpenDataBarometer, 2017a; Thorsby 

et al., 2017). This will not only result in the low utilization of the open datasets 

(Ruijer, Grimmelikhuijsen, Hogan, et al., 2017) but also limit the effects and 

benefits of OGD on the whole of society (Attard et al., 2015). The success of open 

data is measured by its impact on society, especially in improving citizens’ lives 

(OpenDataBarometer, 2018a). Therefore, it is important to improve the 

compatibility of OGD by publishing data according to the needs of citizens. Our 

studies have shed light on citizens’ OGD demands for different purposes, for 

different data needs. For OGD development in China, data relating to weather, 

maps and international trade are in low quantity on OGD portals at present, which 

does not meet the needs of citizens. Opening up more data in these subjects in the 

future could help improve the compatibility of OGD for Chinese citizens. 

8.1.4 Reducing complexity 

Our investigation of the demand-side showed citizens feel difficulty in getting 

access to OGD, in line with the research of other scholars (Ruijer, 

Grimmelikhuijsen, Hogan, et al., 2017) about the barriers to open data usage. Our 

usability evaluation showed the OGD portal’s poor efforts to reduce complexity 

for users when using the portal, including error prevention, user interaction and 

offering help tips. However, the model for predicting citizens’ utilization of OGD 

portals has shown the importance of reducing complexity, which would result in 

higher utilization rates. Considering the effect of complexity on citizens’ 

utilization of OGD and OGD portals, it is thus important to reduce the complexity 

of using OGD portals by breaking through the barriers to citizens’ OGD usage 
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(Ruijer, Grimmelikhuijsen, Hogan, et al., 2017) through actions such as improving 

filtering functions and offering more help features on the portal to enhance user 

experience (Thorsby et al., 2017). 

 Future directions for OGD portal development 

In order to find answers to RQ6 about future directions for developing OGD 

portals, we base our discussion on the results from the four different stages of the 

study. The model for predicting users’ utilization of OGD portals in Chapter 7 

provides the main support for proposing these development directions. Results 

from the usability evaluation and the comparison of the supply-side and 

demand-side of OGD are also taken into consideration, combined with 

information from related literature. Details of the proposed directions for OGD 

portal development are explained below. 

8.2.1 Identifying user types 

From the usability evaluation results in Chapter 6, we noted current OGD portals 

did not identify different types of users when offering services like 

recommendations and help. However, our analysis of the demand-side of OGD 

showed significant differences in the demands for OGD categories and qualities, 

as well as the purposes of utilization, among different people. For example, those 

with a higher education background use OGD for scientific research and business 

decisions, while occupation affects perceptions of the importance, perceived ease 

of use and perceived usefulness of the functions provided by OGD portals.  

The study of Venkatesh et al. (2014) also confirmed the role of citizens’ 

socio-demographic background in understanding their portal usage. Our results 

from the survey and the experiment confirm that citizens’ experience and 

knowledge of OGD and OGD portals also affect their data demands and 

utilization. The study of Graves-Fuenzalida (2013) further characterized citizens 

into different groups, including advocates/journalists, civil developers and data 
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consumers. They argued that the different groups have specific purposes relating 

to their occupation, which agree with the results from our survey in Chapter 5. 

Because of the significant effects of citizens’ background on their utilization 

behaviour, identifying different types of users and offering OGD services 

accordingly could thus help to reduce the data utilization barriers and 

consequently improve the usage of the published data. 

8.2.2 Increasing online visibility 

The model for predicting citizens’ utilization of OGD portals in Chapter 7 has 

shown the observability of DOI to be one of the decisive variables. However, 

according to the evaluation of OGD portals in Chapter 1, due to blocking of 

search engines and limited numbers of datasets on the portals, at present OGD 

portals’ online visibility in China is relatively low. Our survey and other studies 

(Ruijer, Grimmelikhuijsen, Hogan, et al., 2017) show the majority of citizens do 

not know about the existence of OGD, which has become a great barrier to 

encouraging utilization of OGD. Therefore, government could call the attention of 

the citizens to OGD through the press and television. The model for analyzing 

citizens’ feeling for observability in Chapter 7 showed that if they had a chance to 

try out using a portal, they were more likely to observe the advantages of OGD. 

Due to the nature of OGD portals, increasing their online visibility thus becomes a 

good method for improving citizens’ utilization of the data on the portal. 

According to the annual report of Hootsuite (Hootsuite, 2019), internet users are 

growing by an average of more than one million every day, which indicates the 

great number of potential users for the OGD portals. Therefore, stopping the 

blocking of search engines (Amerland, 2013), increasing the numbers of datasets 

on the portals (OpenDataBarometer, 2018a) and linking OGD portals to other 

well-known government websites are reasonable ways to increase their online 

visibility. 
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8.2.3 Improving help functions 

Our survey in Chapter 5 identified the great demand of citizens for OGD portals 

to offer help functions when they use the portals to get access to the data they 

need. The experiment in Chapter 7 relating to different help functions also showed 

that reasonable help information was useful to the participants when completing 

tasks on the OGD portal. In addition, the usability evaluation in Chapter 6 showed 

OGD portals’ failure to prevent errors, provide timely feedback to users’ questions 

or help beginners to start using the portal. The failure in the usability design of 

help functions of OGD portals resulted in technical and access barriers for citizens 

when using the portals (Ruijer, Grimmelikhuijsen, Hogan, et al., 2017). These 

barriers increased citizens’ feeling for complexity in using the OGD portals. 

According to the model for predicting citizens’ OGD usage in Chapter 7, the 

easier that citizens find an OGD portal to use, the more likely they are to make 

proper use of the portal and the data provided. Therefore, improving the help 

functions provided on the portals is a reasonable approach to enhancing the 

usability of the portals and consequently encouraging more citizens to accept and 

use the open data on the portals. 

8.2.4 Strengthening user interaction 

Rapport was found to be a decisive factor in citizens’ actual utilization of the 

OGD portal according to the model built in Chapter 7. A closer rapport with the 

help functions would have increased the possibility of completing the tasks about 

finding the data needed on OGD portals. However, the usability evaluation in 

Chapter 6 revealed the insufficiency of present OGD portals in providing user 

interaction functions such as suggestions in searches and user feedback to 

communicate with the portal as well as with other users. Therefore, in our 

experiment in Chapter 7, we added a virtual agent to provide help information and 

to communicate with users when needed. The model for predicting citizens’ 

utilization of OGD portals confirmed the positive effects of the virtual agent on 
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completion of tasks. Other studies also confirmed that the visual presence of 

virtual agents can enhance the accessibility of websites (Chattaraman et al., 2011) 

by smoothing the human–computer interaction (Lester et al., 1997). In order to 

strengthen user interaction on OGD portals as well as improving the usability, 

providing virtual agents and functions like user feedback are possible methods. 

8.2.5 Reinforcing OGD characteristics 

OGD has its own characteristics compared with other open data or government 

data. These characteristics include timeliness, open licencing, accessibility, 

comparability and being free of charge. OpenDataBarometer (2018a) assured 

OGD’s positive impacts on the whole of society. Governments’ ownership of the 

unique data that can only be obtained from governments such as registration, 

legislation, transportation and public safety further enhances the value of OGD 

(Ubaldi, 2013). However, the evaluation of the data on OGD portals in Chapter 3 

showed poor delivery of OGD characteristics such as open licencing, 

downloading in bulk, machine-readable formats and timeliness. These attributes 

of OGD are actually in great need by citizens, as shown in Chapter 4. The limited 

numbers of datasets in categories that citizens have great interest in such as maps 

and environmental quality also indicate that governments may not be opening 

enough of the data that the public needs (OpenDataBarometer, 2017a). The true 

value of open data derives from how the public makes use of it 

(OpenDataBarometer, 2018a; Safarov et al., 2017), thus sufficient resources are a 

premise of utilization in providing the data needed by the users of OGD. In order 

to encourage citizens’ utilization of OGD on OGD portals, it is important to 

reinforce OGD characteristics in two aspects. On one hand, the operators of OGD 

portals, which are usually government departments, should engage more with 

citizens to understand their data needs. On the other hand, the needed data should 

be published in ways that citizens can use it and prefer to use it, such as updating 

the data regularly, providing it in different machine-readable formats and allowing 

downloading in bulk. 
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 Conclusion 

The discussion of this chapter has focused on the last two research questions of 

this thesis about how to connect the supply-side and demand-side of OGD through 

portals and future development directions for OGD portals by drawing together 

the findings from the previous chapters. These two questions have been answered 

by considering the findings from Chapters 3 to 7 and the literature review in 

Chapter 2. By combining the results from previous chapters, four methods are 

recommended for connecting the supply-side and demand-side of OGD, including 

improving observability and trialability, strengthening relative advantage, 

improving compatibility and reducing complexity. Five directions are proposed 

for the future development of OGD portals, which are identifying different user 

types, increasing OGD portals’ online visibility, improving help functions, 

strengthening user interaction with the portals and reinforcing OGD 

characteristics. 
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9 CHAPTER 9: CONCLUSION 

Considering the under-utilization problem of OGD in comparison to the fast 

development and launch of government data on the supply-side, this thesis tried to 

focus on improving citizens’ utilization of OGD by connecting the supply-side 

and demand-side of OGD. Several research questions have been proposed to 

achieve the objectives of this study, as are shown in Table 9.1. In this final chapter, 

we present a summary of the key conclusions from the previous chapters drawing 

from the different aspects studied. Following the research design and roadmap 

described in Chapter 1, the core results from each stage are presented in Section 

9.1. The theoretical contributions and pragmatic implications of this thesis are 

detailed in Section 9.2 for other researchers to consider. The strengths and 

limitations are described and discussed in Section 9.3. Based on the limitations of 

this thesis, we propose several possible options for future research in Section 9.4. 

 

Table 9-1 Research objectives and research questions of this thesis 
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 Key conclusions 

As a result of OGD initiatives, OGD portals have been launched by different 

governments for public access to open data. Although the desired effect of OGD is 

for its benefits to the whole of society (Attard et al., 2015), scholars have noted 

lack of utilization has become a great problem in the development of OGD. 

Therefore, we raised the core research question of this study: How to improve 

citizens’ utilization of OGD by connecting the supply-side and demand-side 

through portals? To find answers to this core research question, we designed a 

four-stage study covering different aspects of OGD development. 

The first stage of the study focused on the supply-side of OGD and developed a 

prioritized evaluation framework for analyzing the development of the 

supply-side, which answered the first sub-question (RQ1). A systematic 

evaluation of province-level OGD portals in China has been carried out. Based on 

the results of the evaluation, we found that experts emphasized data accessibility 

and quality more than data quantity. Imbalances in the development of local OGD 

portals have been recognized, not only in the data categories, but also in aspects 

such as open license, keeping data up to date and updating data regularly. The 

evaluation also showed the low online visibility of several local portals, which 

may be due to blocking search engines from collecting their information. We did 

not find significant relationships between the context of an area, such as the 

population or the size and wealth of the local government, and the number of 

datasets provided on the portal. 

The second stage of the study characterized citizens’ demand for and utilization of 

OGD, which answered the second sub-question (RQ2). A survey among Chinese 

citizens has been designed and distributed to collect data for understanding the 

demand-side of OGD. Based on the data analysis from the survey, we found that 

at present, most citizens did not know of or use OGD or OGD portals. Some of 

those who knew about OGD sand OGD portals chose not to use the data and the 
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portals. Citizens’ socio-demographic background including age, occupation and 

education affected their preferences concerning data subjects (e.g. weather, 

education) and attributes (e.g. machine-readability, being up to date, being 

updated regularly). Daily life and anti-corruption were the two most selected 

purposes of OGD utilization. Results revealed that the purpose and reason for 

using OGD had an influence on which subject citizens expressed demand for. 

Citizens’ education and knowledge of OGD affect their OGD utilization purposes. 

The survey also reflected citizens’ feeling of difficulty in accessing the data on the 

portal and their need of help in using the portal. 

The third stage of the study examined the relationships between the supply-side 

and demand-side of OGD, which answered the third sub-question (RQ3). A 

comparative analysis of the supply-side and demand-side based on the DOI theory 

identified several interesting results. The analysis firstly confirmed citizens’ poor 

use of OGD and OGD portals. Conflicts in the relative advantage, compatibility 

and complexity of the two sides were identified, uncovering that the supply-side 

did not meet the needs of the demand-side. For relative advantage, providing 

timely datasets by updating data regularly and keeping data up to date was 

identified as the key issue to address on the supply-side, since this is the quality 

most required of OGD by the demand-side. For compatibility, the results showed 

that governments’ greatest failure is in providing enough data in the categories 

that citizens are demanding most. For complexity, the greatest difference between 

the two sides lies in providing an online smart or virtual agent to help with using 

the portal. 

The fourth stage of the study focused on the bridge between the supply-side and 

the demand-side of OGD, which is the OGD portal. We tried to find the decisive 

factors in citizens’ utilization of OGD portals, which answered the fourth 

sub-question (RQ4). A heuristic evaluation of the usability of Chinese 

province-level OGD portals has been carried out. Results of the heuristic 

evaluation showed OGD portals’ ineffective performance in usability guidelines 
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specifically for OGD portals. Error prevention, user interaction, tagging datasets, 

providing filtering and suggestion features, offering different kinds of open format 

data and dataset visualization are aspects that need improvement in future 

usability design. In addition, OGD portals’ inadequacy in providing sufficient help 

functions may be a cause of their low utilization.  

Based on the results of the usability evaluation as well as the results of the 

comparison analysis of the supply-side and demand-side of OGD, an experiment 

on citizens’ utilization of OGD portals was carried out. The analysis of the 

experiment data showed good performance in completing tasks when using an 

OGD portal with good usability. Among the five variables of DOI which could 

explain citizens’ acceptance of OGD portals, compatibility and trialability are of 

great importance because of their effects on the other variables. Regarding 

citizens’ effective use of OGD portals, their rapport with the help functions 

together with the relative advantage and trialability of DOI play decisive roles in 

predicting citizens’ utilization. Rather than traditional methods of using pictures 

and texts on web pages, offering help through virtual assistants could improve 

citizens’ ability to use OGD portals effectively to find the data they need. 

In conclusion, the supply-side and demand-side of OGD have significant conflicts 

in relation to observability, relative advantage, compatibility and complexity, 

which are revealed by the acceptance and utilization of the bridge between these 

two sides: the OGD portal. In order to properly connect and balance the two sides 

of OGD, which is the focus of the fifth sub-question (RQ5), we suggest improving 

the observability and trialability of OGD portals, strengthening the relative 

advantage of OGD, improving the compatibility of OGD portals and reducing the 

complexity of using the portals. To answer the sixth sub-question (RQ6), five 

directions are proposed for the future development of OGD portals, which are 

identifying different user types and offering data and services accordingly, 

increasing the online visibility of OGD portals, improving help functions, 

strengthening user interaction and reinforcing OGD characteristics. 
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 Contributions 

The main aim of this thesis has been to find possible directions for balancing the 

supply-side and demand-side of OGD through OGD portals to encourage OGD 

utilization. This aim was sought because the ultimate goal of disclosing 

government data is for its utilization (Attard et al., 2015) and at present, the usage 

of the opened government data on the portals is limited (Safarov et al., 2017) and 

thus shows its insignificant impact on society and the economy 

(OpenDataBarometer, 2018a). Balancing the supply-side and demand-side of 

OGD through OGD portals could therefore encourage citizens to accept and use 

the data on the portals and consequently benefit the whole of society with 

transparency and accountability of governments and public engagement in 

administration as well as economic effects (Florini, 2008; Willinsky, 2005). 

In this section, we review the main contributions from two aspects: the 

contributions to knowledge theory and the practical insights regarding the 

development of OGD portals. 

9.2.1 Theoretical contributions 

There are several different theoretical contributions of this thesis: 

Firstly, for understanding the supply-side of OGD, a local-level OGD portal 

assessment framework was proposed, based on a comparison of related studies 

and principles. This assessment framework fills the present research gap by 

deriving priorities from AHP, showing experts’ perspectives on the importance of 

different OGD characteristics. Also, the process of deriving priorities by AHP 

indicated the capability of this process in the area of OGD. The building of the 

prioritized framework together with the verification of AHP in OGD studies 

contributed to the present literature through the publication of (D. Wang, Chen, et 

al., 2018). 
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Secondly, for understanding the demand-side of OGD, the relationships among 

citizens as OGD users, their OGD demands and OGD utilization are revealed in 

this thesis. This analysis further confirms other researchers’ conclusions about the 

effect of users’ demographic background on their OGD demands and utilization 

aims (Graves-Fuenzalida, 2013). Moreover, it reveals the relationship between 

citizens’ OGD utilization purposes and behaviour with their OGD demands for 

different subjects and attributes. The testing of the hypothesis about correlations 

between citizens, their OGD demands and utilizations not only filled the present 

research gap about connecting users’ demands and utilization habits but also help 

forming the model for future studies about OGD users’ behaviour. Related results 

contributed to the present literature through the publication of (D. Wang et al., 

2019) and (D. Wang, Richards, et al., 2018). 

Thirdly, for analyzing the relationship between the supply-side and demand-side 

of OGD, a model has been developed based on the theory of DOI by including 

elements from related literature to guide the comparison of the supply-side and 

demand-side of OGD. Our comparative case study demonstrates the capacity of 

the model for analyzing the matches and conflicts of the two sides, which could 

help in adjusting the development strategy for the supply-side. The contribution to 

the present literature not only lies in the model itself for recognizing the 

relationships between supply-side and demand-side of OGD, but also the process 

in the case study for applying the proposed model. The separate data collection 

process on the supply-side and demand-side as well as the data pre-processing 

through normalization guaranteed a direct quantitative comparison of the 

supply-side and demand-side of OGD.  

Fourthly, a usability evaluation framework specifically for OGD portals has been 

built by extending usability guidelines and developing criteria for each guideline. 

This framework not only extends Nielsen’s 10 usability guidelines (Nielsen, 

1994b) by adding principles fitting the specific needs of OGD but also develops 

operational criteria for judging the performance of OGD portals in usability. The 
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adding of lower level criteria for the usability evaluation helps to reduce reliance 

of the heuristic evaluation on the level of experience of evaluators and fills a 

current weakness of heuristic evaluations by making explicit what problems or 

features of a website need testing (Hasan et al., 2013). 

Fifthly, the relationships between variables including TAM, DOI, trustworthiness 

and rapport are discussed in this study. Although related studies focusing on users’ 

intention to use e-government services have analyzed possible relationships 

among TAM, DOI and trustworthiness (Rana et al., 2015), specific discussions in 

the field of OGD are limited. Our separate models for each of the five DOI 

variables not only reveal new relationships between TAM and DOI, but also 

emphasize the importance of help functions on a portal and the role of rapport 

building between the portal and users. It is shown how these factors affect users’ 

acceptance and utilization of the OGD portals. 

Lastly, a model for predicting citizens’ effective utilization of OGD portals was 

built based on machine-learning with the experimental data. Previous research 

paid more attention to the factors affecting users’ intention to use (Weerakkody et 

al., 2017), but our model focuses on the actual utilization of citizens instead of 

their intention to accept and use OGD portals. The model for predicting citizens’ 

possibility of using the OGD portal also indicated the importance for combining 

the theory of DOI, rapport and TAM in predicting users’ acceptance behavior, 

which to some extent, contributed to the present literature for synthesizing 

technology acceptance models. 

9.2.2 Pragmatic implications 

There are three main pragmatic implications of this thesis: the supply-side of 

OGD, the demand-side of OGD and the OGD portals. 

For the supply-side of OGD, our evaluation of province-level OGD portals in 

China has shown the capability of the proposed framework for analyzing the 
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present development of local OGD portals and provided an objective view of the 

latest development of OGD portals in China. By taking different snapshots of 

OGD portals, it is also possible to keep track of an evaluation over time with the 

help of our evaluation framework. It is also possible to adjust the priority of 

elements in the evaluation framework to fit the local needs of different areas by 

repeating the AHP process with local experts. 

For the demand-side of OGD, our analysis reveals Chinese citizens’ perspectives 

on OGD, including their needs for certain data content, requirements for data 

quality and demands for help functions. The relationships between citizens’ 

characteristics, their OGD demands and their OGD utilization could help future 

studies to characterize different user types for OGD portals so as to provide 

services accordingly. 

The contributions of the thesis to the development of OGD portals are mainly 

related to the last two sub-questions (RQ5 & RQ6) regarding balancing the 

supply-side and demand-side of OGD, as well as future development directions 

for OGD portals. Based on the data analysis from the whole thesis, we proposed 

four possible ways to balance the supply-side and demand-side of OGD, which 

are improving observability and trialability, strengthening the relative advantage 

of OGD, improving compatibility and reducing complexity. Discussion based on 

these four aspects led to five more specific suggestions for the future development 

of OGD portals, including identifying user types, increasing online visibility, 

improving help functions, strengthening user interaction and reinforcing OGD 

characteristics. Although these directions may not solve all the existing problems 

with OGD portals in usability and meeting the needs of the demand-side, they 

shed light on solving the most obvious ones. 
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 Importance of findings 

The importance of the findings of this thesis for the future development and the 

utilization of OGD is fourfold: 

Firstly, the OGD ecosystem requires the supply-side to keep a balance with the 

demand-side (Tim Davies, 2011). Also, certain mechanisms are needed in the 

OGD ecosystem for the supply-side and demand-side to communicate with each 

other to keep the balance. Our findings in Chapter 5 provided an overview of the 

present relationship between the supply-side and demand-side of OGD. Moreover, 

the model built in Chapter 5 makes it possible for the two sides to communicate 

with each other based on the same “language”. This mechanism would help future 

development of OGD by keeping the balance of the two sides. 

Secondly, the governments on the supply-side call for improved utilization of the 

opened data online (Ohemeng & Ofosu-Adarkwa, 2015) as well as the promotion 

of citizen engagement (Kassen, 2013). Facing the insufficiency of the present 

OGD utilization, our findings provide various approaches for OGD development 

and for reducing the conflicts between two sides of OGD in order to improve 

OGD utilization and citizens’ acceptance of OGD, as discussed separately in 

Chapter 8.  

Thirdly, the development of OGD and OGD portals is still in its infancy (Attard et 

al., 2015; Zuiderwijk & Janssen, 2014). On one hand, lots of local OGD portals 

emerged during this fast development period. While on the other hand, local 

governments are facing serious tasks regarding the building of data resources in 

the context of limited budgets, IT infrastructure and skills (Ebrahim & Irani, 

2005). The findings of this thesis in Chapter 3 offered possible priority choices for 

local governments when arranging the limited resources. While findings in 

Chapter 4, 6 and 7 will help the developers to recognize the needs of OGD users 

as well as tips for the design of OGD portals and its functions. 
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Finally, studies have shown an insignificant impact of OGD development on the 

whole society (OpenDataBarometer, 2018b). In order to increase the positive 

social and economic impact of OGD (Ribeiro, 2017) for citizens, the acceptance 

of OGD and OGD portals is the premise for further utilization. Our findings in 

Chapter 7 provided a systematic review of the constructs for citizens’ decision of 

the acceptance of OGD as well as a model for predicting citizens’ acceptance of 

OGD portals. Thus, the findings will enlighten the future development of OGD by 

increasing citizens’ acceptance of OGD and OGD portals. 

 Limitations and future work 

Besides the above contributions, our study also has several limitations. 

Firstly, our study focuses on a specific area in the world, which is the largest 

developing country, China. For the general context of politics and economy, 

distinctions exist between China and other “Western” countries as well as between 

other well-developed countries. The supply-side analysis is based on 

province-level OGD portals, while the demand-side analysis includes only a 

sample of the Chinese population. Due to the previous stages of the study being 

all about China, the usability evaluation and the experiment have also been carried 

out with similar samples to maintain the consistency of the study. Thus, the results 

of this study may not be generalizable to other populations in other countries of 

totally different political and economic background. However, as we explain in 

Section 1.4, one of the reasons for carrying out this study in China is due to its 

various population sizes among provinces, economic contexts and political 

systems among its sub-areas, which may improve the applicability of the results in 

other areas around the world. Besides, it is difficult to include a great number of 

countries in one study and comparing the data from disparate geographical 

regions and contexts is problematic. In order to confirm the conclusions of this 

study as well as to perform comparative analysis, we plan to carry out similar 

studies in one or two countries of different social contexts, such as Australia. 
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Secondly, our study only focuses on one type of users of OGD portals, that is, the 

citizen, because they are recognized as the primary stakeholders and major 

beneficiaries of OGD utilization (Parycek et al., 2014). It is true that choosing 

citizens as the representative of the demand-side covers the largest range of users, 

but this has led to neglect of the differences among specific types of OGD users 

(Safarov et al., 2017), including researchers, journalists and developers. Therefore, 

the conclusions of this study, especially about the demand-side of OGD, are not 

particularized for different types of OGD users. Our study also did not take OGD 

users in the public sector (Graves-Fuenzalida, 2013) into account when analyzing 

the demand-side. In future studies, we will carry out analysis of the characteristics, 

OGD needs and usage habits of different types of OGD users, since identifying 

the user types is concluded by the study to be an important direction for future 

development of OGD portals. 

Thirdly, the analysis of this study is based on a limited number of samples and 

limited amount of collected data. For the supply-side, the randomly selected 2636 

datasets could not cover all the data on the province-level OGD portals in China. 

For the demand-side, the sample size of the survey could not reflect the attitudes 

of all Chinese citizens. Self-selection bias may also exist in the recruited sample 

due to online recruitment, because distributing on social medias may attract 

participants who are more likely to complete the online survey than others (Wright, 

2005). The experiment was also carried out on limited numbers of participants. 

The limited number of samples may affect the validity of the research conclusions. 

Nevertheless, we have tried to include as many samples as possible in the given 

research conditions. The reliability and adequacy tests also show the validity of 

the collected samples. For future studies, we will carry out other evaluations on 

the supply-side with larger numbers of datasets to compare with the results of this 

study. For the demand-side, future research will be aimed at more focused 

samples of different types of OGD users including journalists, developers and 

scientists. 
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Fourthly, the usability evaluation was only carried out by 4 recruited experts who 

may not have the range of expertise required. But it is impossible to discover all 

usability design problems purely based of the experiences of 4 experts. However, 

this number is within the range recommended by Nielson and deemed to be 

adequate and supported by satisfactory iterator reliability scores. The evaluation 

also depended on the interpretations, experiences and testing of evaluators on the 

targeted portals, which may lead to disagreements of evaluation results among 

different evaluators. The heuristic evaluation also couldn’t provide a systematic 

way to fix the usability problems. However, in our study, we tried to cover this 

limitation by adding specific criteria to the principles so that the criteria could 

provide suggestions for fixing the existing problems. 

Finally, this study focuses on the OGD portal, which is a bridge between the 

supply-side and demand-side, for its data, usability and functions. But because 

OGD portals are usually products of governments’ OGD initiatives (Kassen, 

2013), their development is usually affected by many different factors, such as the 

extent to which there is political support and open data infrastructure 

(OpenDataBarometer, 2018a). In our study, although we considered the local 

context when analyzing the supply-side of OGD, it was not our key focus for 

understanding the supporting conditions for the development of OGD portals. 

Therefore, in future studies we would further analyze the political support and 

open data infrastructure that are needed by OGD portal development to cover the 

present imperfections in data quantity, data quality and usability. 
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 Final remarks 

With the help of information and communication technologies, OGD faces a great 

opportunity for development. Its utilization is believed to contribute to public 

administration and bring economic benefits. This thesis focuses on the problems 

in the present stage of OGD development by comparing and matching the 

supply-side and demand-side of OGD through portals. The comparison of the two 

sides reveals the mismatch of governments’ supply of OGD and portal services 

with the demands of citizens, which results in not only their limited knowledge of 

such information resources but also their rejection of using the data. As a result of 

the issue in OGD utilization, little historical evidence of real benefits from OGD 

initiatives has been recognized so far (OpenDataBarometer, 2018a). 

We anticipate that the theoretical and pragmatic outputs of this research will 

contribute not only to a more usable and dynamic design of OGD portals, but also 

to a more inclusive and interactive OGD ecosystem. In particular, we have 

provided direction for the development of OGD portals to better connect the 

supply of OGD with the demands of citizens. Encouraging citizens’ involvement 

in the development and utilization of OGD would be a good way to realize the 

supposed benefits of OGD including transparency, anti-corruption, enhancing 

accountability and commercial achievements. Therefore, considering the nature of 

OGD and OGD portals, we believe that the findings of this thesis are in the 

direction of the common good and will help lead to a brighter future for OGD and 

OGD portals. 
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APPENDIX C: DIALOGUES OF THE 

VIRTUAL AGENT FOR STAGE 4 

The dialogues for the virtual agent were first designed in English and then translated into the 
Chinese version and put into the format needed to generate the dialogue. In this appendix, we 
first show dialogues in the English version and then show the dialogue csv files in the Chinese 
version. 

Dialogue 1 – Introduction 
Start 
Avatar: Hi, my name is XXX. I’m the assistant for this open government data portal. I’ll help 
you at any time. Are you new to this portal? 
User: Yes, this is my first time to visit this portal. (1) 

 No, I have visited this portal before. (2) 
 
(1) 
Avatar: This is a public sector information portal that lets you find various data of this area. 
You can download the data and use it for commercial app development, personal analysis or 
academic study freely. Would you like me to introduce some of the great functions offered by 
our portal? 
User: Please tell me more about enhanced search. (4) 

 Please tell me more about download queue. (5) 
 Please tell me more about featured datasets. (6) 
 Please tell me more about applications. (7) 
 No thanks. I would like to explore the portal by myself. (8) 

 
(2) 
Avatar: Good to see you again! Our portal offers lots of functions like enhanced search, 
download queue, featured datasets, and applications. If you have any questions, I’ll always be 
there to help. 
User: Thank you, see you later. (3) 

 Please tell me more about enhanced search. (4) 
 Please tell me more about download queue. (5) 
 Please tell me more about featured datasets. (6) 
 Please tell me more about applications. (7) 

 
(3) 
Avatar: See you! 
User: Finish. (End) 

 I need your help. (Start next part) 
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(4) 
Avatar: You can search our portal for data through any keyword. We will search the 
keywords both in the title and in the contents of datasets. We also provide filter functions for 
search results, so that you could filter by data category, data format and data provider. 
User: Thank you. I would like to know about other functions. (9) 

 Thank you. I would like to start exploring the portal by myself. (8) 
 
(5) 
Avatar: You can add a dataset and data resource that you are interested to the queue when 
you browse through and download them together later. 
User: Thank you. I would like to know about other functions. (9) 

 Thank you. I would like to start exploring the portal by myself. (8) 
 
(6) 
Avatar: On the homepage, you can find some datasets that are showcased. These are some of 
the instances on what is available in the dataset. 
User: Thank you. I would like to know about other functions. (9) 

 Thank you. I would like to start exploring the portal by myself. (8) 
 
(7) 
Avatar: On the homepage, you can find applications using data from our portal. You could 
learn and understand how data from our portal can be used from these applications. 
User: Thank you. I would like to know about other functions. (9) 

 Thank you. I would like to start exploring the portal by myself. (8) 
 
(8) 
Avatar: What functions would you like me to introduce? 
User: Please tell me more about enhanced search. (4) 

 Please tell me more about download queue. (5) 
 Please tell me more about featured datasets. (6) 
 Please tell me more about applications. (7) 
 No thanks. I would like to explore the portal by myself. (8) 

 
(9) 
Avatar: No problem. Please enjoy your time with our portal. If you have any questions, I’ll 
always be there to help. See you later! 
User: See you. (End) 

 I need your help. (Start next part) 
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Dialogue 2 – FAQ 
Start 
Avatar: Good to see you again! Are there anything I could help? 
User: I couldn’t find the data I need. (1) 

 Would you please tell me more about this portal? (2) 
 
(1) 
Avatar: I’m sorry to hear that. Have you tried keyword search to find the data? 
User: What is keyword search? (3) 

 No, I’ll try that. (4) 
 Yes, I have tried but failed. (5) 

 
(2) 
Avatar: Sure, of course. This portal is built by the Government Information Office and other 
departments to disseminate different types of government data for free re-use. Do you know 
that the government and other public organizations hold a wealth of information, like the 
economic data, the geographical and meteorological data? 
User: Oh, I don’t know that before. (61) 

 Yes, please tell me more about it. (61) 
 
(3) 
Avatar: You could find the search bar on the top of all pages of this portal. By keyword 
search, you could simply type in the words of your problem in the search bar and click 
“Search”, then you will get a list of related results. Sounds simple, right? 
User: Yes, I’ll try that. (4) 

 I have already tried but failed. (5) 
 
(4) 
Avatar: Yes, please go on. Hope you could find the data you need. Are there anything else I 
could help? 
User: No, thanks. I’ll try the keyword search first. (6) 

 Can you tell me more about other functions? (7) 
 
(5) 
Avatar: In that case, I would recommend you change another keyword and try again. How do 
you like this idea? 
User: I will try some other keywords. (42) 

 I have tried several different keywords but still couldn’t find what I need. (8) 
 No. My problem is there are too many results. (22) 

 
(6) 
Avatar: OK, no problem. Take your time. If you still have any problem when using our portal, 
I’ll always be there to help. 
User: Thank you, see you later. (End) 
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(7) 
Avatar: Well, there are lots of different functions of our portal. Do you want to know about 
how to find the data quickly or do you want to know about how to get to know of our portal? 
User: How to find what I need quickly. (48) 

 How to get to know about this portal? (49) 
 
(8) 
Avatar: Do you have an idea of the category that the data you need belongs to? 
User: What do you mean by the category? (9) 

 Yes, kind of. (10) 
 No, I don’t think so. (11) 

 
(9) 
Avatar: Actually, we provide 10 different categories of data on this portal. It was shown on 
the front page and on the left-hand side of the search result list. Please take a look. 
User: Yes, I can see them. (12) 

 I still don’t know your meaning. Could you give me an example? (13) 
 
(10) 
Avatar: Then I think you could try browsing the category that the data you need belongs to. 
Maybe you could find what you need. 
User: Sounds good. I’ll try that. (42) 

But there are too many of them. Are there any other ways? (14) 
I have tried but still couldn’t find what I need. (19) 

 
(11) 
Avatar: In that case, I think maybe you could try browsing the first page of datasets of each 
category by clicking the name on the front page. It will give you a brief idea of the contents in 
each category. 
User: OK. And what shall I do next? (15) 

 Where can I find these categories? (17) 
 
(12) 
Avatar: You could try browsing the first page of datasets of each category by clicking their 
name. It will give you a brief idea of the contents in each category. 
User: OK. What shall I do after that? (15) 

 Where can I find these categories? (17) 
 
(13) 
Avatar: Could you see words like “Education”, “Public Safety”, and “Health” on the front 
page? These are the categories. 
User: Yes, I can see them now. (16) 

 Where can I find these categories? (17) 
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(14) 
Avatar: Yes. We provide filter functions and order functions. It will help you find what you 
need more quickly. Do you know about these functions? 
User: Yes, I know them quite well. (20) 

 No, please explain more. (21) 
 
(15) 
Avatar: Could you get an idea of what category the data you want to find belongs to? 
User: Yes, I got an idea. (10) 

 No, I am still not sure what category it belongs to. (18) 
 
(16) 
Avatar: Great! Now you can try browsing the first page of datasets of each category by 
clicking their name. It will give you a brief idea of the contents in each category. 
User: OK. What shall I do after that? (15) 

 Where can I find these categories? (17) 
 
(17) 
Avatar: You could find these categories on the front page and on the left-hand side of the 
search result list. Can you see them? 
User: Yes, I can see them now. (16) 

 No, can you give me some examples? (13) 
 
(18) 
Avatar: Then maybe you could try browsing by the data provider. Do you know how to do 
that? 
User: Yes. (43) 

 No, please explain more. (44) 
 I have no idea of the possible provider of the datasets I’m looking for. (45) 

 
(19) 
Avatar: I think maybe we haven’t released yet the datasets you need. Would you like me to 
help you submit an application for this dataset? 
User: Yes, please. (26) 

 No, thanks. I will try to find the dataset again. (6) 
 
(20) 
Avatar: Please try them on the lists of datasets you get. It will reduce the length of the list so 
that you can much more easily find what you need. 
User: OK, I will try that. (42) 

 Please explain how to use these functions. (21) 
 I have tried but still couldn’t find what I need. (19) 
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(21) 
Avatar: For filter functions, please look the left-hand side of the datasets list. You can filter 
the list by data type, data category or data provider. Just click on the name of the data type, 
data category or provider that you need, the system will filter the datasets list automatically. 
User: OK, I will try that. (42) 

 What about the order function? (23) 
 
(22) 
Avatar: In that case, I think our filter functions and order functions will help you out. Do you 
know about these functions? 
User: Yes, I know them quite well. (20) 

 No, please explain more. (21) 
 
(23) 
Avatar: Can you see a bar saying “Default Order” on the top right corner of the data list 
page? 
User: Yes, I can see it. (24) 

 No, do you have any example? (25) 
 
(24) 
Avatar: You could change the order of the datasets in the list by clicking the down arrow and 
choosing the order method you prefer from the list. 
User: I will try it now. (42) 
 
(25) 
Avatar: Please take a look at this screenshot. The left square shows the bar. 
User: I can see it now. (24) 
 
(26) 
Avatar: Please describe a little bit about the content you need. 
User: (Input box) (27) 
 
(27) 
Avatar: Do you have an idea of the category it belongs to? 
User: Yes. (28) 

 No. (29) 
 
(28) 
Avatar: What category does the data you want belongs to? 
User: (Multiple choice) (29) 
 
(29) 
Avatar: Would you please tell me what format do you want? 
User: (Multiple choice) (30) 
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(30) 
Avatar: OK. We are almost done. May I know the purpose you would use the data for? 
User: (Multiple choice) (31) 
 
(31) 
Avatar: Great! We have recorded your requests. May I have your email address so that we 
could contact you once we got the data you need. 
User: (input box) (32) 
 
(32) 
Avatar: Thank you for your patience! We will keep you up to date about your requests. 
User: Thank you. (33) 
 
(33) 
Avatar: Would it be convenient for you to give us a shot feedback? It only takes less than a 
minute. 
User: Yes, I can. (34) 

 No, maybe later. (35) 
 
(34) 
Avatar: Do you have any suggestions for our portal? 
User: Yes. (36) 

 No. (37) 
 
(35) 
Avatar: OK, no problem. Are there anything else I could help? 
User: Would you please tell me more about this portal? (2) 

 No, thanks. I’m fine at the moment. (39) 
 
(36) 
Avatar: Please type in your suggestions freely. 
User: (Input Box) (37) 
 
(37) 
Avatar: How do you like our portal? 
User: (Multiple choice) (38) 
 
(38) 
Avatar: How do you like the look of this portal? 
User: (Multiple choice) (40) 
 
(39) 
Avatar: Good. If you need any help later, I’ll always be there. 
User: Thanks. (End) 
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(40) 
Avatar: How do you like the functions of our portal? 
User: (Multiple choice) (41) 
 
(41) 
Avatar: Thank you very much for your feedback. Are there anything else I could help? 
User: Would you please tell me more about this portal? (2) 

 No, thanks. I’m fine at the moment. (39) 
 
(42) 
Avatar: Yes, please go on and take your time. Hope you could find the data you need. Are 
there anything else I could help? 
User: No, thanks. I’ll try out by myself first. (6) 

 Can you tell me more about other functions? (7) 
 
(43) 
Avatar: Great! You could see if the provider has uploaded the data you need or not. 
User: OK, I will try that. (42) 

 The data list of the provider is too long. (22) 
 I have tried but still couldn’t find the data I need. (19) 

 
(44) 
Avatar: On the left-hand side of the dataset list, you could see several different data providers. 
Just click on the possible one, and our system will give you a list of datasets uploaded by this 
provider automatically. It’s easy, right? 
User: Yes, I will try that. (42) 

I couldn’t find the data providers you said. (46) 
 
(45) 
Avatar: Well, I think I could help you submit a data application. If we have not yet uploaded 
the datasets you need, they will inform you the outcome. If we have already provided the data 
you need, you will get a link to the dataset. 
User: Yes, please help me submit an application. (26) 

 No, thanks. I will try to find the dataset again. (6) 
 
(46) 
Avatar: Please look at this screenshot. The third list on the left-hand side is the provider list. 
User: I see. (47) 
 
(47) 
Avatar: Now you can try browsing the data list of the possible provider of the dataset you 
want. 
User: Yes, I will try that. (42) 

 The data list of the provider is too long. (22) 
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(48) 
Avatar: I would recommend keyword search as a first step and then combine it with filter 
function and order function. Do you know about keyword search? 
User: Yes. (50) 

 No, please explain more. (51) 
 
(49) 
Avatar: There are several ways to get to know about the portal. You could start by visiting 
our homepage. We have listed the data categories we provided on our portal and also showed 
the latest datasets, the most popular and highest ranked datasets.  
User: What do you mean by data category? (55) 

 What will happen if I click at one of those showcased datasets? (56) 
 
(50) 
Avatar: Then would you like me to explain filter function and order function? 
User: What is filter function? (52) 

 What is order function? (53) 
 No, thanks. (54) 

 
(51) 
Avatar: You could find a search bar on the top of all pages of this portal. Type in the words of 
your problem in the search bar and click “Search”, then you will get a list of related results. 
Sounds easy, right? Would you like to know filter function and order function as well? 
User: What is filter function? (52) 

 What is order function? (53) 
 No, thanks. (54) 

 
(52) 
Avatar: For filter functions, please look the left-hand side of the datasets list. You can filter 
the list by data type, data category or data provider. Just click on the name of the data type, 
data category or provider that you need, the system will filter the datasets list automatically. 
(Picture) 
User: What about order function? (53) 
 
(53) 
Avatar: On the top right corner of the data list page, there is a bar saying “Default Order”. 
You could change the order of the datasets in the list by clicking the down arrow and selecting 
the order method you prefer from the list. (Picture) 
User: Got it. Thank you. (54) 
 
(54) 
Avatar: No worries. Would you like to know about how to get to know of our portal? 
User: Yes, please explain. (49) 

 No, maybe later. (6) 
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(55) 
Avatar: You could see words like “Education”, “Health”, and “Environment” on the 
homepage. These 10 words are categories of the data we provide on this portal. 
User: I see. (57) 
 
(56) 
Avatar: It will lead you to the data page. You could find detailed information about this 
dataset without the need of downloading and opening the dataset. Sounds cool, right? 
User: Yes, I like it. (60) 

 Maybe. (60) 
 
(57) 
Avatar: Do you know about the data page? 
User: Yes, I think I know it well. (58) 

 No, please explain more. (59) 
 
(58) 
Avatar: Great! Are there anything else I could help? 
User: Please tell me more about this portal itself. (2) 

 No, I’m fine by myself. (6) 
 
(59) 
Avatar: You could be led to a data page if you click on the title of a datasets. On this page, 
you can find detailed information about this dataset without the need of downloading and 
opening the dataset. How does it sound to you? 
User: I like it. (60) 

 I don’t know. (60) 
 
(60) 
Avatar: Are there anything else I could help? 
User: Please tell me more about this portal itself. (2) 

 No, I’m fine by myself. (6) 
 
(61) 
Avatar: We believe if the data owned by the government are opened to the public and re-used, 
it could increase the value and bring the benefits to our whole society. Since we encourage the 
re-use of our data, would you like to know how you could use the data on the portal?  
User: Yes, please tell me more about it. (62) 

 No, maybe later. (63) 
 
(62) 
Avatar: You can use the data for both commercial and non-commercial purposes. But you 
need to follow our Terms and Conditions of Use, which you could find here (link). Do you 
know what is forbidden in the use of our data? 
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User: No, please tell me more about it. (64) 
 No, but I will find out by myself. (63) 
 I think I know. (69) 

 
(63) 
Avatar: OK, sure. Are there anything else I could help? 
User: No, thanks. (6) 

 Yes, I would like to know about the functions of this portal. (7) 
 
(64) 
Avatar: You are encouraged to make all kinds of innovative uses of the data on the portal, 
like building and deploying applications. But you shouldn’t re-sale the data. More details can 
be found on the page for our Terms and Conditions of Use, which you could find here (link).  
User: Thank you for the information. (65) 
 
(65) 
Avatar: It’s my pleasure. Do you plan to use our data for commercial purposes? 
User: Maybe. (66) 

 I don’t think so. (67) 
 
(66) 
Avatar: I’m happy to tell you that you don’t need to pay any fees for both commercial and 
non-commercial re-use of data on this portal. So feel free to create cool things with our data! 
User: Sounds great! (68) 
 
(67) 
Avatar: OK. But just let you know that you don’t need to pay any fees for both commercial 
and non-commercial re-use of data on this portal. So feel free to create cool things with our 
data! 
User: Good to know that! (68) 
 
(68) 
Avatar: I’m glad you like it. Are there anything else I could help? 
User: No, thanks. (6) 

 Yes, I would like to know about the functions of this portal. (7) 
 
(69) 
Avatar: Excellent! But just remind you that you shouldn’t re-sale the data from this portal. 
More details can be found on the page for our Terms and Conditions of Use, which you could 
find here (link).  
User: Thank you for the information. (65) 
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Dialogue 3 – Data Application 
Start 
Avatar: Good to see you again! Do you want to submit an online data application? 
User: Yes, I couldn’t find the data I need. (1) 

 No, I would like to see if I could find the data I need by myself. (2) 
 
(6) 
Avatar: OK, no problem. Take your time. If you still have any problem when using our portal, 
I’ll always be there to help. 
User: Thank you, see you later. (End) 
 
(26) 
Avatar: Please describe a little bit about the content you need. 
User: (Input box) (27) 
 
(27) 
Avatar: Do you have an idea of the category it belongs to? 
User: Yes. (28) 

 No. (29) 
 
(28) 
Avatar: What category does the data you want belongs to? 
User: (Multiple choice) (29) 
 
(29) 
Avatar: Would you please tell me what format do you want? 
User: (Multiple choice) (30) 
 
(30) 
Avatar: OK. We are almost done. May I know the purpose you would use the data for? 
User: (Multiple choice) (31) 
 
(31) 
Avatar: Great! We have recorded your requests. May I have your email address so that we 
could contact you once we got the data you need. 
User: (input box) (32) 
 
(32) 
Avatar: Thank you for your patience! We will keep you up to date about your requests. 
User: Thank you. (33) 
 
(70) 
Avatar: It’s my pleasure. If you meet with any other problems when using the portal, I’m 
always be there for help. 
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User: Thank you, see you later. (End) 
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Dialogue 4 – Feedback 
Start 
Avatar: Good to see you again! Would you like to submit a user feedback? 
User: Yes, it’s my pleasure. (34) 

 No, I don’t want to submit at present. (71) 
 
(34) 
Avatar: Do you have any suggestions for our portal? 
User: Yes. (36) 

 No. (37)  
 
(36) 
Avatar: Please type in your suggestions freely. 
User: (Input Box) (37) 
 
(37) 
Avatar: How do you like our portal? 
User: (Multiple choice) (38) 
 
(38) 
Avatar: How do you like the look of this portal? 
User: (Multiple choice) (40) 
 
(40) 
Avatar: How do you like the functions of our portal? 
User: (Multiple choice) (41) 
 
(71) 
Avatar: OK, no problem. If you meet with any other problems when using the portal, I’m 
always be there for help. 
User: Thank you, see you later. (End) 
 
(72) 
Avatar: Thank you very much for filling the feedback. If you meet with any other problems 
when using the portal, I’m always be there for help. 
User: Thank you, see you later. (End) 
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APPENDIX E: ADVERTISEMENT FOR 

RECRUITMENT OF STAGE 4 

Using open government data portal to find data directly from the government 

You are invited to participate in a study on ‘Using OGD portals’. The purpose of this 
study is to investigate the adoption of open government data (OGD) portals. The 
study is being conducted by, Ms. Di Wang, Department of Computing, 
di.wang18@students.mq.edu.au to meet the requirements of PhD under the 

supervision of Professor Deborah Richards, 61 (0)2 9850 9567, 
deborah.richards@mq.edu.au, Department of Computing, Faculty of Science.  

Participation in this study is entirely voluntary. If you decide to participate, first you will 
complete a demographic questionnaire and a questionnaire about your adoption of 
OGD and OGD portals. Then you will use a simulated OGD portal to complete 5 tasks 
about finding certain data on the portal. You will be asked your opinion of OGD and 
OGD portals after you complete all the tasks. Finally, you will answer some questions 
about your experience using the portal. The duration of the study is expected to be 
around 40 minutes.  

No personal details are collected. Your data will be anonymous. No individual will be 
identified in any publication of the results. Access to unidentified data may be made 
available to other researchers if they are interested. 

If you would like to participate, please copy the following URL into your browser 
– (https://mqedu.qualtrics.com/jfe/form/SV_86A3D41H6MZcfWd). 

We could not offer any financial reward for participation. However, it is a good chance 
to know about such kind of websites as an additional way to find information. 

mailto:di.wang18@students.mq.edu.au
mailto:deborah.richards@mq.edu.au
https://mqedu.qualtrics.com/jfe/form/SV_86A3D41H6MZcfWd



