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ABSTRACT

Wireless communications have been developing rapidly in both the research and

industry. However, such developments have raised many challenges across various

layers in wireless communications. In particular, many optimization processes

have been proved to be NP-hard problems, which hinder further technological

advances.

Evolutionary Algorithm (EA), as part of the Artificial Intelligence, provides

a generic heuristic optimization technique motivated by natural evolution. EAs

usually work well in a category of combinatorial NP-hard problems by building

better solutions through the recombination of the best part of past solutions,

rather than attempting all possible combinations. As such EA is able to find

near optimal solutions through solution generation, selection and rearrangement,

reducing the complexity of solving NP-hard problems.

Our research is motivated by the need to optimize difficult discrete optimiza-

tion problems in wireless communication systems. In particular, we developed

novel EA algorithms to address some of the NP-hard problems across various

layers, ranging from Physical layer, Data Link layer, to Network layer, in wireless

communication systems. We demonstrate that our EA designs achieve signifi-

cant performance improvements for the systems under investigation with lower

computational complexity and fast convergence.

The main innovations and contributions of this thesis are as follows:

In the Physical layer, we take on the challenge of the reduction of the peak-





to-average power ratio (PAPR) in orthogonal frequency division multiplexing

(OFDM) systems. We propose a modified chaos clonal shuffled frog leaping al-

gorithm (MCCSFLA) for PAPR reduction. We also analyze MCCSFLA using

Markov chain theory and prove that the proposed algorithm converges to the

global optimum. Simulation results show that the proposed algorithm achieves

better PAPR reduction than using others heuristics. Additionally, MCCSFLA

has lower computational complexity and faster convergence than other heuristic-

s.

In the Data link layer, we investigate the target coverage problem in large-scale

self-organizing wireless sensor networks (WSNs), we propose a method based on

a quantum ant colony evolutionary algorithm. We build the WSNs target cov-

erage system model, design and apply the proposed method to WSNs. Simula-

tion results show that the proposed method can significantly increase the target

coverage rate in WSNs. Furthermore, we expand our investigation to the com-

munication coverage problem in WSNs. We propose a new quantum immune

clonal evolutionary algorithm for the duty cycle sequence design with a full cov-

erage constraint. Simulation results show that the proposed algorithm not only

maintains full coverage of all the targets in the monitoring area but also extends

the network lifetime of the WSN. Additionally, in order to reduce the commu-

nication energy consumption in large-scale WSNs, we propose a fuzzy simulated

evolutionary computation clustering method. We design a fuzzy controller for

the algorithm parameter adjustment. Simulation results show that the proposed

method can significantly reduce the energy consumption of large-scale WSNs.

In the Network layer, we take on the challenge of providing Quality of Ser-

vice (QoS) routing for multimedia wireless sensor networks. A novel parallel elite

clonal quantum evolutionary algorithm is proposed to solve the multi-constraints





xi

QoS routing problem. Simulation results demonstrate that the proposed algo-

rithm achieves lower energy consumption at a faster convergence rate than the

other heuristic algorithms.

Wireless communication is a key technology in the modern society and we

believe new evolutionary algorithms can contribute a growing number of solutions

in this area.
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Chapter 1

Introduction

In this chapter, we first describe the definitions of relevant terms and background of

our research, then present motivation and problems statements of the thesis. We then

summarize the contributions of this thesis. The outline of the thesis is presented at the

end of this chapter.

1.1 Background and Definitions

Recent innovations in signal processing, mobile networks and microprocessor technology

have assisted rapid development and application of wireless communications, in particular,

cellular networks and wireless sensor networks [1]. Such systems attract specific attention

due to their benefits, such as low deployment costs, no need for fixed cables, wide coverage,

flexible deployment and robustness. These characteristics are specifically valuable in

applications including earthquake relief, wartime signal transmission and communications

in harsh environment, in which the deployment of wired communication facilities isn’t

feasible or is impractical [2].

Orthogonal frequency-division multiplexing (OFDM) is a technique of coding digital

data on a number of carrier frequencies [3]. OFDM separates the accessible spectrum into

1
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numerous tightly spaced orthogonal sub-carriers and each sub-carrier is modulated with a

traditional modulation method. It has been widely employed in applications such as DSL

Internet access, broadband wire-line and wireless communications, power-line networks,

audio broadcasting and digital television. OFDM offers a high capabilities physical layer

and provides excellent benefits of high spectrum efficiency, flexibility to channel conditions

and sturdiness towards inter-carrier as well as inter-symbol interference.

However, it is widely recognized that OFDM systems are afflicted by high peak-to-

average power ratio (PAPR). In OFDM systems, the potential for the sub-carrier signals

adding up coherently to generate high peaks in the time domain remains to be one among

its main issues [4]. High PAPR leads to the receiver’s performance becoming sensitive to

nonlinear equipment, such as power amplifier and digital-to-analog converter. Such high

PAPR requires the linear amplifier to have a larger active range which can be hard to

accommodate.The key issue is that if a high PAPR signal goes through a power amplifier,

the power amplifier with nonlinear features might be in a saturation region, causing

undesirable out-of-band and in-band distortion. The existence of extremely high peaks

suggest that the power amplifier needs to work beyond its linear region to fit the full

amplitude signal swings.

Wireless sensor networks (WSNs) are self-organizing sensor nodes that keep tracking

the entity or surrounding situations, including heat level, audio, humidity, and collabora-

tively transfer the information to the user towards a sink node [5]. The growth of WSNs

was initially inspired by army programs like battleground monitoring. Nowadays such

systems are employed in many commercial and individual programs, including manufac-

turing procedure supervision and management, equipment fitness tracking, etc. WSNs

consist of sensors, ranging from a few to many thousands connected sensor nodes. Each

WSN node consists of a number of components: a micro-computer, an inner or outer aeri-

al, a digital circuit for integrating with a battery and sensor(s). WSN nodes may differ in
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sizes from several cubic decimeters to the length of a rice. The cost of a sensing unit also

ranges between less than one dollar to thousands of dollars, depending upon the intricacy

of the sensing unit. Price and size restrictions on sensing units lead to limitations on

equipment including power, storage, computer performance and spectrum bands. The

scale of WSNs may differ from a common single hop structure to sophisticated multihop

systems. The distribution strategy among the hops in the system can be point-to-point,

multipoint-to-point, or point-to-multipoint.

The target coverage is one of the fundamental issues in WSN for environment moni-

toring, military affairs and homelands security. It determines how well a target is tracked

or monitored by sensors [6]. The target coverage in a WSN needs to guarantee that some

specific physical quantity of the targets over the entire area is monitored with a certain

level of reliability. Target coverage is often classified as k-coverage, Q-coverage and simple

coverage [7]. In simple coverage, each target must be examined by no less than one sensor

node. In practical engineering practice, this is the most common situation. So in this

thesis, we only study the simple coverage problem.

In many applications, the nodes in WSNs must work for long-term uses and the

network lifespan can vary from a couple of months to many years. On the other hand, the

nodes must operate with a battery with limited power sources and the battery may not be

replaced easily. To deal with the contradiction between restricted power and application

lifespan demands, it is crucial to reduce energy consumption via sleep-wake scheduling,

i.e. duty cycle operation [8]. Clustering is another common strategy that could lower

power consumption of sensors and extend the WSN lifespan [9].

Duty cycles turn off sensors periodically to save power and a period is the time period it

requires for one node to accomplish an on-and-off cycle. In a common WSN system, sensor

nodes are spread within an area from where they gather information to accomplish specific

objectives. Direct communications between sensors and the sink node are not efficient, so
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long-range transmissions ought to be prevented to minimize energy consumption so as to

extend the system lifespan. Sensors usually send their data to the distant sink node in a

coordinated manner. Each cluster includes a manager, known as the cluster head, as well

as several member nodes. Clustering produces a two-level structure where cluster heads

make up the higher level and member nodes make up the lower level. Through clustering,

a head node gathers information from member nodes in their cluster and then the cluster

head delivers the gathered data towards the sink node. The clustering techniques are

able to enhance network lifetime and increase power efficiency by reducing total power

consumption.

Recent developments in multimedia components and wireless communications have

enabled the application of multimedia sensors in different monitoring programs. Systems

of connected multimedia sensor nodes are generally known as multimedia wireless sen-

sor networks, where a number of multimedia sensors work together to produce enriched

monitoring of surroundings [10]. Recent studies have demonstrated the significance of

power saving in the networks. As the networks have higher data rate and higher QoS re-

quirement than ordinary WSNs, the layout of the networks routing procedure with good

power efficiency remains crucial and encounters more difficulties, with considerations to

bandwidth, delay, delay jitter and packet loss rate. An essential issue in the networks is

the way to enhance quality of service (QoS) and minimize power consumption since the

multimedia like videos and voices have high QoS requirements. Within the networks, each

node may behave as either a source node or a relay node or both. The routing problem

noticeably impacts the end-to-end service quality of the networks, raising many questions

[11]. As such, finding the best route that could satisfy the required QoS and reduce the

power consumption is important to the networks.
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1.2 Problem Statements and Motivations

With the rapid development of wireless communications and technology, more and more

researchers pay great attention to some bottleneck problems in the optimization process

of wireless communication, especially NP-hard problems[12][13].

Evolutionary algorithm (EA) is a generic heuristic optimizing technique, which is a

part of artificial intelligence (AI)[14]. EA employs methods motivated by natural evolu-

tion. Prospective answers to the problem act as individuals, while the fitness function

figures out the grade of the individuals. Evolution of the individuals then happens af-

ter the repeated use of generic operators, including selection, crossover, mutation and

recombination, etc.

Our research is motivated by the need to optimize difficult discrete optimization prob-

lems in wireless communication systems[15][16][17][18][19]. We investigate the discrete

optimization issues in five different scenarios, establish system models and objective func-

tions for the problems and design novel evolutionary algorithms for the relevant problems.

1.2.1 Efficient and Low Complexity PAPR Reduction Method

in OFDM Systems

Reduction of PAPR is an implementation challenge in OFDM systems [20] [21] [22]. One

way to reduce PAPR is to apply a set of selected partial transmission sequences (PTS)

to the transmit signals [23] [24] [25]. However, PTS selection is a highly complex NP-

hard problem and the computational complexity is very high when a large number of

subcarriers are used in the OFDM system [26] [27] [28].

In Chapter 3, we propose a new heuristic PTS selection method, the modified chaos

clonal shuffled frog leaping algorithm (MCCSFLA). MCCSFLA is inspired by natural

clonal selection of a frog colony and it is based on the chaos theory. We also analyse



6 Chapter 1. Introduction

MCCSFLA using the Markov chain theory and prove that the algorithm converges to the

global optimum. Simulation comparisons are conducted by using the proposed method,

genetic, quantum evolutionary and selective mapping algorithms.

1.2.2 Efficient Target Coverage Method for Self-organizingWire-

less Sensor Networks

Target coverage is a critical issue in self-organizing wireless sensor networks since the

sensing range of each sensor node is limited and usually cannot be adjusted[29][30]. A

coverage design with a target selection mechanism is useful for improving the target cover-

age rate by selecting a set of targets for each sensor node within its sensing range[31][32].

However, target selection for a large amount of sensor nodes is a highly complex NP-hard

problem and the computational complexity for searching all the combinations is too high

for practical implementation[33].

In Chapter 4, we propose a target coverage scheme based on the quantum ant colony

evolutionary algorithm (QACEA) taking into consideration of both the sensor node dis-

tribution and the target distribution. We also establish a system model for the target

coverage problem. Simulations are conducted for the proposed method and comparisons

are made with the schemes based on the genetic algorithm and the simulated annealing

algorithm.

1.2.3 Energy Efficient Duty Cycle Design in Wireless Sensor

Networks

Duty cycle design is an important topic in WSNs[34][35][36]. As small sensors are equipped

with a limited power source, the extension of network lifetime is generally achieved by

reducing network energy consumption, for instance, through duty cycle schemes. However,
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duty cycle design is a highly complex NP-hard problem and its computational complexity

is too high with an exhaustive search algorithm for practical implementation.

We propose in Chapter 5 a novel quantum immune clonal evolutionary algorithm

(QICEA) for duty cycle design to extend WSNs lifetime and maintain full coverage in

the monitoring area. QICEA is tested by simulations, and performance comparisons are

made with simulated annealing and genetic algorithm.

1.2.4 Low Energy Clustering in High-density Wireless Sensor

Networks

Energy efficient clustering is an NP-hard problem in wireless sensor networks [37] [38] [39]

[40] [41] [42]. In Chapter 6, a low energy clustering method of high-density wireless sen-

sor networks based on fuzzy simulated evolutionary computation (FSEC) is proposed. To

reduce communications energy consumption, we also design a fuzzy controller to dynam-

ically adjust the crossover and mutation probability. Simulations are conducted by using

the proposed method, and results are compared with that of the clustering methods based

on the particle swarm optimization and the method based on the quantum evolutionary

algorithm.

1.2.5 Energy Efficient QoS Routing for Multimedia Wireless

Sensor Networks

Quality of Service (QoS) routing is one of the key enabling techniques for multimedia

wireless sensor networks [43] [44] [45] [46]. However, the multi-constrained QoS routing

problem is an NP-hard problem and the computational complexity of an exhaustive search

over all the paths is too high for large scale multimedia wireless sensor networks.

In Chapter 7, a novel parallel elite clonal quantum evolutionary algorithm (PECQEA)



8 Chapter 1. Introduction

is proposed to solve the multi-constrained QoS routing problem. The proposed algorithm

minimizes network energy consumption, while guaranteeing QoS performance, including

delay, bandwidth, delay jitter and packet loss rate, in multimedia wireless sensor networks.

We analyze the convergence property of PECQEA by Markov chain theory and then prove

the algorithm converges to the global optimum. The algorithm is tested by extensive

simulations and its performance is compared with the genetic algorithm and ant colony

optimization.

1.3 Summary of Contributions

In this thesis, we propose five new solutions in wireless communications based on evolu-

tionary algorithms. The main innovations and contributions of this thesis are as follows:

(1) We propose a novel modified chaos clonal shuffled frog leaping algorithm for PAPR

reduction in OFDM systems. The algorithm is motivated by the biological character of

frogs, and inspired by chaos theory and clonal selection. MCCSFLA combines the na-

ture inspired local search together with the global information exchange between groups

and employs clonal selection. With these novel combinations of strategies, MCCSFLA

can prevent local suboptimal points and lead the search to the global optimum solution.

We present detailed algorithm design of MCCSFLA in chapter 3. We analyze MCCS-

FLA using Markov chain theory and prove that the algorithm can converge to the global

optimum. Simulation results show that the MCCSFLA is more efficient in terms of PA-

PR reduction. In a typical OFDM system with QPSK modulation, the average PAPR

obtained by MCCSFLA is 0.58dB to 0.71dB less than GA, 1.37dB to 1.59dB less than

QEA, and 1.62dB to 1.93dB less than SLM with different number of subcarriers. In a

typical OFDM system with 16QAM modulation, the average PAPR obtained by MCCS-

FLA is 0.74dB to 0.91dB less than GA, 1.77dB to 2.17dB less than QEA, and 2.68dB to
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2.75dB less than SLM with different number of subcarriers. Similar conclusions can be

also obtained with 64QAM modulation. Moreover, MCCSFLA has lower computational

complexity and faster convergence speed than other heuristics.

(2) We propose a new method based on quantum ant colony evolutionary algorithm

for the target coverage problem in large-scale self-organizing WSNs. We use the concepts

of quantum computation as well as the quantum theory. We develop a novel set of binary

ants and a set of quantum ants within the ant colony, that is a mixture of deterministic and

probabilistic illustration and uses both ant investigation and a quantum gate to push the

ant colony to the optimum solution. In addition to the colony, we maintain an elite binary

ant in each iteration. Since the quantum bit illustration can signify a linear superposition

of all possible answers, QACEA features a superior characteristic of diversity than GA

and SA. Simulation results show that the proposed method can significantly increase

WSN target coverage rate in contrast to the traditional GA and SA. As the results show,

the target coverage rate of the proposed QACEA method is approximately 10% and 20%

higher than that of GA and SA respectively with different sensing radius. When the

number of nodes are 100 to 200, it can be seen that the number of detected targets by

QACEA is 6.90% to 19.09% higher than that of GA and 32.67% to 54.27% higher than

that of SA which indicates a higher target coverage rate.

(3) In WSNs, we propose a new quantum immune clonal evolutionary algorithm for

the duty cycle sequence design with a full coverage constraint. With the new design,

QICEA mixes quantum computation and an artificial immune clonal algorithm in which

the components of the antibody population are Q-bits. Compared with the conventional

repetitive optimization techniques, QICEA with quantum bit illustration can discover the

search area using a linear superposition of states. Unlike the traditional QEA, a novel

clonal selection operation is used in QICEA to look for the antibody with the maximum

affinity. We also design a novel QICEA based duty cycle design in WSNs that can obtain
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a longer network lifetime while keeping full coverage in the monitoring area. Simulation

results show that the proposed algorithm not only maintains full coverage of all the

targets in the monitoring area, but also extends the WSN lifetime. Results show that the

network lifetime of the proposed QICEA method is 4.74% and 5.67% longer than that

of GA and 6.04% and 6.74% longer than that of SA which means QICEA has a higher

energy efficiency. It also can be seen from results that QICEA finds a high-quality duty

cycle scheme much faster than SA and GA.

(4) In order to reduce communications energy consumption, we present a novel fuzzy

simulated evolutionary computation clustering method for clustering design in large-scale

WSNs. We also design a novel fuzzy controller and the relevant membership function

based on the fuzzy control concept. The method can adaptively adjust the crossover

probability and mutation probability. With the new design, when the average fitness

of the population is too high, the fuzzy controller changes the crossover probability and

mutation probability to a low value to prevent population diversity decrease. In the

same way, if the average fitness of the population is low, the fuzzy controller changes

crossover probability and mutation probability to a high value to improve the population

diversity. Simulation results show that the proposed method can significantly reduce the

energy consumption of large-scale WSNs communications. More specifically, with 100,

200, 300 and 400 nodes and cluster head proportion of 10%, the communications energy

consumption of the fuzzy simulated evolutionary computation is 4.6% to 9.8% less than

that of PSO and 20.6% to 29.7% less than that of QEA for different numbers of nodes.

When the number of the nodes increased from 200 to 1200, the communications energy

consumption of the fuzzy simulated evolutionary computation is 2.34% to 36.02% lower

than that of PSO and 18.41% to 61.31% lower than that of QEA for different clusterhead

proportions and node numbers.

(5) For multimedia wireless sensor networks, we develop a novel parallel elite clon-
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al quantum evolutionary algorithm for QoS routing in multimedia WSNs. We design

PECQEA with multiple populations, which combines the advantages of both the clonal

selection algorithm and quantum evolutionary algorithm. It has fast search speed and

global search ability in complicated search spaces which is ideal for combinatorial opti-

mization problems. In order to improve the search effectiveness, a novel clonal operator

is designed in every sub-population of PECQEA. A novel chaotic mutation operator is

also designed in PECQEA, which could efficiently add diversity to the population. With

the clonal and the mutation operators, the algorithm can efficiently prevent a local op-

timum. Furthermore, it can quickly converge towards the optimal area throughout the

search process. In addition, PECQEA is flexible and powerful when searching in a large

space, as it can keep individual diversity in different populations. The Markov chain

theory is then employed to assess the convergence of PECQEA. First, we demonstrate

that the evolution process of PECQEA is a Markov chain. Then we model and study the

transition matrix of the improvement procedure for PECQEA. The proof demonstrates

PECQEA can converge to the global optimum within limited generations.

Furthermore we develop an objective function to reduce route energy consumption

under several restrictions. Simulation results demonstrate that the proposed algorithm

achieves lower energy consumption at a faster convergence rate than the other heuristic

algorithms. After 50 iterations, the average energy cost found by PECQEA is 0.6629J. In

contrast, GA cost is 0.6863J, and ACO cost is 0.7201J. These results show that PECQEA

achieved more than 3.4% and 7.9% energy cost reductions over GA and ACO, respectively.

Moreover, PECQEA also enjoys a faster convergence rate than GA and ACO. The energy

cost of PECQEA is reduced to below 0.7 after only 9 generations, while GA takes 34

generations to reach that cost level and ACO takes more than 50 generations.
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1.5 Outline of the Thesis

The rest of the thesis is organized as follows. Chapter 2 briefly presents the necessary

theoretical backgrounds of evolutionary algorithms. In the same chapter, we also give

a brief literature survey on the applications of these evolutionary algorithms in wireless

communications. In Chapter 3, MCCSFLA for PAPR reduction in OFDM systems as well

as its detailed convergence proof are presented. In Chapter 4, QACEA is proposed and the

method to solve the target coverage problem in large-scale self-organizing wireless sensor

networks is presented. Chapter 5 discusses details of QICEA for duty cycle sequence

design with full coverage constraint. Chapter 6 briefly introduces FSEC and discusses

the implementation details of FSEC for energy efficient clustering design in large-scale

wireless sensor networks. In Chapter 7, PECQEA is proposed and the method to solve

the multi-constraints QoS routing problem in large-scale self-organizing wireless sensor

networks is described.
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Chapter 2

Methodology and Literature Review

In this chapter we provide a summary of methodologies and a relevant literature review

for the themes covered in this thesis.

2.1 Introduction to Evolutionary Algorithms

EA is a branch of AI which can be based on the Darwinian concepts [14]. EAs em-

ploy methods motivated by natural evolution, such as fitness-based selection, crossover,

mutation, and reproduction. Prospective answers to the optimization problem act as

individuals within a group, while the utility function ascertains the fitness within the en-

vironment. During the iterative procedure, two kinds of operations form the foundation of

EAs: crossover and mutation produce a new gene and the required variety, while recom-

bination and selection enhance the group fitness. In the fitness-based selection, solutions

that have a greater fitness values obtain better opportunities to be chosen compared to

solutions with smaller fitness values. Replaced parts of individuals caused by mutation

and crossover can be randomly selected. Selections can be either randomly chosen or be

selected proportional to fitness. Renewing of the population then occurs after the contin-

ued implementation of these operations. Numerous components of this kind of iteration

17
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procedure are stochastic.

Evolutionary algorithms work well for a variety of issues since they do not build any

sort of presumption regarding the actual solution scenery. They can be typically employed

for multi-objective optimization problems with multiple constraints.

EAs mainly include heuristic iteration algorithms. Generally speaking, the strategies

include: artificial immune systems (AIS), swarm intelligence (SI), quantum evolutionary

algorithms (QEA) and simulated evolutionary computation (SEC), etc.

2.2 Simulated Evolutionary Computation in Wire-

less Communications

2.2.1 Introduction to Simulated Evolutionary Computation

Simulated evolutionary algorithms is a group of evolutionary algorithms that are analo-

gous to the natural evolvement, including evolution strategy (ES), genetic programming

(GP), evolutionary programming (EP) and genetic algorithms.

2.2.2 Evolution Programming

Evolutionary programming is among the four main EA subsets. EP was first proposed by

Lawrence J. Fogel in 1960s and its major evolution measure is mutation [47]. EP is just

like genetic programming, however the framework in the method has limitations, with

regards to the mathematical factors that are permitted to improve during the evolution.

In EP, individuals of the population are thought to be elements of a particular group

instead of elements of the identical types.

For EP, like GA, it comes with a fundamental presumption that the fitness landscape

is usually indicated with regards to variables, and therefore the best solution (or several
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optimum solutions) exists. For instance, if someone were searching for the maximum value

in a knapsack problem, each solution is a collection. The collection could be suggested

as a number, which may perform the duties of the fitness. The fitness landscape can

be described as a hypersurface relative to the value in a solution space. The aim of the

knapsack problem is to obtain the globally highest value within this space.

The fundamental EP technique consists of 3 procedures (Repeated until the number

of generations is reached or a satisfactory solution is gathered):

(1) Select a preliminary population randomly. The population size is tightly related to

convergence speed, but no certain information is offered about what amount of solutions

is suitable.

(2) Every single solution is copied towards an additional group. All offspring are

changed by different mutation operators. The degree of change is evaluated judging by

the transformation on the parents.

(3) Every single offspring is evaluated by calculating its fitness. Generally, an assess-

ment is placed to ascertain the number of solutions to be preserved in the population.

There is no criteria that the number must be constant or only one offspring is produced

by each parent.

It ought to be noticed that EP normally will not employ the crossover operation as

GA does.

2.2.3 Evolution Strategies

In information technology, an evolution strategy refers to an optimization approach using

concepts associated with variation and evolvement. It is one of the common types of ES

strategies. The ES optimizing approach was designed around the 1960s and improved in

depth during the 1970s and then by Ingo R. as well as his co-workers [48].

ES employs biological scenario-based expressions and general selection and mutation,
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and explore operations. In ES, the operators are used in a cycle. A repeat of the cycle

is termed a generation. The succession of iterations is ongoing until an ending criteria is

satisfied.

The general selection in evolution procedures is fixed and simply depends on the fit-

ness (utility function value) rankings and not on the exact fitness figures. The subsequent

method thus remains irrelevant with the forms of the fitness function. The easiest im-

provement approach runs using a group with two individuals: the existing individual

as well as the outcome of its mutation. Provided that the outcome’s fitness is higher

than its parent, it can be the new parent in the next iteration. In terms of real-coded

exploration areas, mutation is generally done by increasing a random number to every

single element. The movement length and mutation depth are commonly controlled by

self-adaptation[49]. Normally, mutants are usually developed and contest with the present

solution, known as (1+λ)−ES. In (1+λ)−ES the top mutant turns into the new solution

in the following iteration and the present solution is usually ignored. For many of such

versions, proofs of convergence are already made on unimodal fitness functions.

Contemporary derivative versions of ES usually employ a group of solutions as well as

recombinations for supplemental techniques, known as (µ/ρ+λ)−ES. This makes it less

likely to fall into local optima[50].

2.2.4 Genetic Programming

In evolutionary algorithms, genetic programming is referred to an iteration strategy mo-

tivated by natural evolution to design applications for a certain task. It is a machine

learning approach employed to improve a group of software applications based on the

utility value distribution driven by an application’s capability to conduct a certain com-

puting project.

Typically GP can be a group of commands as well as a utility function to determine
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how well an application has performed in a mission. In GP, every individual can be a

software application. It shapes software applications, typically stored in RAM as tree

structures. These trees could be judged in a recursive way. Each tree node provides a

manager attribute and each leaf node possesses an operand, helping to make numerical

forms simple to develop and determine.

Randomness in GP leads it to get away from a local optimum where deterministic

strategies are likely to be trapped. Similar to GA, GP is very effective at developing new

ways of dealing with NP-hard problems. GP employs random operations to create new

applications to move out of local optimum where deterministic strategies are likely to be

trapped. Specifically, GP evaluate the application performance of the random operations,

and select a set of high quality applications for the next iteration where new applications

are generated[51]. The key procedures which are employed to generate novel applications

from present ones are:

Crossover : The production of an offspring application by mixing arbitrarily selected

components from two specific parent applications.

Mutation: The production of a novel offspring application by arbitrarily changing a

randomly selected section of a particular parent application.

Principle procedures in the GP method are provided as follows:

1: Arbitrarily generate a starting group of applications through the offered primitives.

2: Start the loop.

3: Run every single application and assess its fitness.

4: Choose 1 or 2 application(s) in the group using a possibility depending on the

fitness to take part in genetic procedures.

5: Generate novel child application(s) by making use of genetic procedures with se-

lected chances.

6: Unless a satisfactory result is obtained or other ending condition is satisfied (e.g.,
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the highest number of iterations is achieved), go to step 2.

7: Return the best solution.

2.2.5 Genetic Algorithm

In the area of AI, a genetic algorithm refers to an optimization method that imitates the

procedure of biological evolution. GA is a member of a group of EAs, which produce

answers to optimization issues employing strategies motivated by biological evolution, in-

cluding fitness selection, mutation, selection and population update. This meta-heuristic

is typically employed to produce good answers to searching and optimization problems.

GA is the most widely used EA. It has applications in biology, computer science, video

processing, statistics, actuarial science, communications and economics, finance, chem-

istry, numerical analysis and other fields.

In GA, each prospective individual contains a group of components (called chromo-

somes) that could be mutated and modified. Typically, individuals are symbolized in

binary, decimal or float numbers, although alternative encodings may also be feasible[52].

The evolution generally begins with a group of arbitrarily created solutions, and is

a repetitive procedure. The group in every loop called a generation. In every iteration,

the fitness of each solution in the group is assessed; the fitness is generally the amount

of the target function in the issue. The better fit solutions have a greater chance to be

chosen from the present group, and every solutions gene is changed (arbitrarily mutated

and perhaps recombined) to create a new solution group. The generated group will be

employed in the following generation. Generally, GA ends if the maximum amount of

iterations reached, or an acceptable degree of fitness was achieved for the group.
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2.2.6 Fuzzy Simulated Evolutionary Computation

In Chapter 6, we develop a novel fuzzy simulated evolutionary computation (FSEC) to

adaptively adjust the crossover probability and mutation probability. We also design a

novel fuzzy controller and the relevant membership function based on the fuzzy control

concept.

In FSEC, the crossover probability and mutation probability are key variables which

have a substantial influence on the algorithm behavior and performance. Once the

crossover probability is bigger, the algorithm would produce new individuals more quickly.

However, if the crossover probability is too high, the structure of outstanding individuals

in the population will be ruined which results in a slow algorithm convergence rate. If

the crossover probability is too low, the search speed of the algorithm becomes very slow.

By doing this, the individuals framework will be difficult to destroy that will result in

evolutionary stagnation. Similarly, if the mutation probability is larger, the algorithm is

likely to ruin the original structure in the population and generate new individuals. How-

ever, once the mutation probability is too high, the structure of remarkable individuals

in the population will be ruined which results in convergence stagnation. If the mutation

probability is too low, the search speed of the algorithm can become very slow. By doing

this, the individuals structure can be difficult to destroy, which can result in evolutionary

stagnation. In FSEC, when the average fitness of the population is too high, the fuzzy

controller changes the crossover probability and mutation probability to a low value to

prevent population diversity decrease. In the same way, if the average fitness of the popu-

lation is low, the fuzzy controller changes crossover probability and mutation probability

to a high value to improve the population diversity.
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2.2.7 Simulated Evolutionary Computation for Wireless Com-

munications

In wireless sensor networks, a research effort on routing protocols based on GA can be

found in [53]. They reduce power usage and improve the system life span under power

harvesting restrictions for power harvesting WSNs. A genetic algorithm strategy is sug-

gested in [54] for enhancing the life span of WSNs by arranging procedures. They create

a power reliable WSN with the strategy following the arbitrary implementation of nodes

in the objective region. An elitism approach dependent GA for streaming pattern recog-

nition is suggested for WSNs in [55]. The technique adjusts operations of GA with an

elitism approach into the generations in keeping track of weights. A heterogeneous node

placement using multiple-objective adjustable-size GA is presented in [56]. They design

wireless transmitters with the algorithm to satisfy specific goals, such as coverage and

expense. An easy method to optimum coverage arrangement in WSNs employing effec-

tive GA was suggested in [57]. A Monte Carlo technique is additionally used to create a

powerful fitness function. In [58], a GA assisted proportionate reasonable resource distri-

bution for multicast OFDM devices is suggested. The technique satisfies various service

quality needs in multi-media signals over wireless systems. In [59], a genetic technique for

wireless mesh network operation is suggested. Both of these channel allocation and rout-

ing issues are resolved through the suggested approach. In [60], an optimum routing and

packet arrangement for multihop cellular systems using GA is suggested. They give con-

sideration to a multi-cell circumstance with a nonuniform packet distribution in multihop

wireless systems and look for the best topology in a large system. A GA with immigra-

tion and recollection strategies for adaptive shortest way routing issue is suggested in [61]

for wireless ad hoc systems. They apply the method to MANETs. A GA method for

Power-Effective Multicast Routing is suggested in [62]. In that paper, energy-sensitive
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multicasting is suggested to reduce the energy consumption. A stability-depending spec-

trum distribution is suggested in [63] for mobile computing by utilizing GA. The strategy

produces an efficient information transmissions performance with regard to the effective

connection, terminal range of motion and trusted routing efficiency.

2.3 Swarm Intelligence in Wireless Communications

2.3.1 Introduction to Swarm Intelligence

Swarm intelligence is an uncentered optimization algorithm that was created by Gerardo

B. in late 1980s [64]. The motivation derives from biology, particularly natural systems.

The elements observe quite easy principles, even though there is no centralized manage-

ment system controlling how elements ought to perform. Communications among these

types of elements result in the appearance of intelligent behavior as a whole. Instances

for biological models of SI involve bee colonies, wolves, sheep herding, bat swarms, frog

leaping and ant intelligence. Examples of SI are the grey wolf optimizer, the artificial bee

colony algorithm (ABCA), particle swarm optimization (PSO), the artificial fish swarm

algorithm (AFSA), the bat algorithm, ant colony optimization (ACO), the shuffled frog

leaping algorithm (SFLA), etc.

SI has been applied to optimization problems. The techniques are generally made

up of a number of basic elements related with each other and with their surroundings.

The effective use of SI principles to optimization problems is known as swarm based

optimization, while EAs represents a broader group of algorithms.

2.3.2 Ant Colony Optimization

In information technology and processes study, ACO is a strategy for dealing with issues

for obtaining better routes in graphs. ACO is part of SI and it was firstly suggested by
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Marco Dorigo in 1991[65]. The initial algorithm was looking for a best route in a graph,

using the character of ants searching for a route around their nest. The initial concept

has since varied to settle broader types of mathematical issues.

Within the biological environment, ants firstly move arbitrarily, and after obtaining

food go back to their own nest while setting up pheromone routes. When some other

ants discover this kind of route, they will be probably not continue exploring arbitrarily,

but alternatively to adhere to the route, moving back and strengthening it when they

ultimately obtain food. As time passes, the pheromone route begins to evaporate, thus

decreasing its interesting power. The longer time it requires for an ant to search around

the path and returning, the more pheromone evaporate. A fast route, in contrast, receives

visits more often, and therefore the pheromone density gets increased. Pheromone evapo-

ration has the benefit of staying away from the sub-optimal result. Without evaporation,

the routes selected by the initial ants might be extremely encouraging the following. If

so, the search area will be restricted. As a result, if a single ant discovers an excellent

route through the nest to an eating place, additional ants will probably adhere to that

route, and resulting in many of the ants adopting the path. The concept of ACO would

be to imitate this specific character.

2.3.3 Modified Chaos Clonal Shuffled Frog Leaping Algorithm

Lately, swarm motivated methods have been confirmed to be successful in exploring best

solutions, like SFLA. SFLA has been used to solve a lot of optimization problems. In

[106], Eusuff et al. suggested a SFLA for discrete optimization by using a group-based

cooperative search. SFLA is motivated through the biological character of the frog [108].

SFLA has been employed for a number of non-linear optimization issues. However, SFLA

is easy to fall into premature convergence during the evolutionary process.

In Chapter 3, we develop a new PTS method using a modified chaos clonal shuffled
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frog leaping algorithm called MCCSFLA. It is motivated by the biological character of

frogs, and inspired by the chaos theory and clonal selection. MCCSFLA combines the na-

ture inspired local search together with the global information exchange between groups

and employs clonal selection. With these novel mixed strategies, MCCSFLA can prevent

local suboptimal points and lead the search for the global optimum solution. We present

detailed algorithm design of MCCSFLA in Chapter 3. The convergence of MCCSFLA

is also proved through the Markov chain theory. Extensive simulations are conducted

comparing the proposed algorithm with the genetic algorithm, the quantum evolutionary

algorithm, the selective mapping algorithm and the original method without PTS. Simu-

lation results demonstrate the superior performance of the proposed MCCSFLA in both

PAPR reduction as well as fast convergence.

2.3.4 Quantum Ant Colony Evolutionary Algorithm

In Chapter 4, we develop a novel quantum ant colony evolutionary algorithm (QACEA)

to improve the target coverage rate of self-organizing wireless sensor networks. We use

the concepts of quantum computation as well as the quantum theory. QACEA is basically

based on a number of procedures, including ant and colony encoding, ant initialization,

quantum state observation, fitness evaluation, path selection and pheromone update,

quantum rotation operation, quantum mutation operation, etc. QACEA uses a set of

binary ants and a set of quantum ants within the ant colony, that is a mixture of deter-

ministic and probabilistic illustration and uses both ant investigation and a quantum gate

to push the ant colony to the optimum solution. In addition to the colony, we maintain

an elite binary ant in each iteration. Since the quantum bit illustration can signify a

linear superposition of all possible answers, QACEA features a superior characteristic of

diversity than GA and SA.

We designed QACEA for target coverage in self-organizing wireless sensor networks
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that can gain a higher target coverage rate and greater quantity of detected targets in

contrast to the traditional GA and SA. In the simulation, the result of QACEA is com-

pared to GA and SA for the self-organizing wireless sensor networks with various amounts

of sensor nodes and sensing radius. Results demonstrate that the target coverage rate of

the suggested QACEA strategy is about 10 percentage and 20 percentage greater than

that of GA and SA respectively with different sensing radii. In addition, the amount of

targets that are successfully detected by the proposed QACEA is much higher than that

of GA and SA. So the proposed method significantly enhanced the monitoring results.

2.3.5 Swarm Intelligence for Wireless Communications

An investigation of the spectrum time distribution according to particle swarm optimiza-

tion for gigabit multi-media mobile systems is made in [66]. The approach optimizes

the period assigned to every single equipment within the system so as to increase the

service quality experienced by every single user. In [67], an optimum energy distribu-

tion for relevant data fusion in WSNs is suggested based upon restrained particle swarm

optimization. They decrease the entire system energy consumption to obtain a required

fusion error probability. In [68], a particle swarm optimization approach for contingency

transmition taking into account of spectrum conditions is suggested for ad hoc networks.

In the work, a decentralized contingency transmition approach for communal spectrum

based on an imperfect data game is introduced. A novel timeframe with particle swarm

optimization is suggested in [69] for WiMAX systems. The article presented a unique

distributor for links with particle swarm optimization which assures a supply of excellent

services. A PTS generating strategy based on an ABCA for PAPR reduction is suggested

in [70] for multicarrier CDMA devices. In their work, the ABCA strategy can decrease

the computational complexity when compared with alternative means in the multicarrier

CDMA platforms. Another PAPR reduction method can be found in [71]. In their paper,
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a novel approach based on modified ABC is suggested to find a more suitable mixture

of phase components which could considerably decrease the computational difficulty for

larger sized subblocks while offering lower PAPR simultaneously.

2.4 Artificial Immune Systems in Wireless Commu-

nications

2.4.1 Introduction to Artificial Immune Systems

In EAs, artificial immune systems (AIS) are motivated by the concepts and procedures of

the biological immune technique. The strategies are motivated by certain immunological

concepts that specify the capability and patterns of the vertebrate immune system.

AIS is a sub-area of naturally-motivated artificial intelligence and EAs. The concept

of AIS is involved with the framework and characteristic of the immune technique to ar-

tificial intelligence. AIS explores these techniques for optimization issues from industrial,

commercial and research areas.

AIS was introduced in the mid 1980s by Farmer and Packard [73]. Initially AIS

attempted to identify effective simplifications of procedures located in the immune mech-

anism. However, lately, it has been used for simulating natural systems as well as in

implementing immune methods to biological information issues. Recent development on

AIS systems, including a threat principle and methods motivated by the natural immune

technique, are being investigated. Other improvements include the investigation of de-

generation in AIS systems which is inspired by its virtualized function. More specifically,

the common techniques of AIS includes the Negative Selection Algorithms (NSA), the Im-

mune Network Algorithms (INA), the Dendritic Cell Algorithms (DCA) and the Clonal

Selection Algorithm (CSA), etc.
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2.4.2 Negative Selection Algorithms

NSA are motivated by the negative and positive selection procedures, which appear within

the growth of the T cellular material. NSA involves the recognition and removal of over

reacting cellular material, which can be T cells that assault own cells. These types of

methods can be employed for several kinds of optimization problems in which the solution

space is made from readily accessible information.

The initial NSA was proposed by Forrest in 1994 to identify information adjustment

because of a computer virus in a PC [74]. The beginning point of NSA is to generate a

group of self strings S, which outline the regular condition of the program. The work then

is to produce a group of sensors D, that just identify the complement of S. These kinds of

sensors will then apply to fresh data to categorize them to be self or non-self, mentioning

the possibility that data has become altered. Forrest creates the group of sensors through

the procedure given below.

input: S = group of self components

output: D = group of produced sensors

begin

start the loop

Randomly produce prospective sensors and put them in a collection P

Identify the affinity of every individual in P with every individual in the set S

If a minimum of one factor in S acknowledges a sensor in P as outlined by a ac-

knowledgement limit,then the sensor is declined, if not it is put into the group of sensor

D.

loop end till ending conditions is fulfilled

end
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2.4.3 Immune Network Algorithms

INA are motivated by the genetic system principle suggested by Niels K. J [75], which

explains the control of the body’s defense mechanism through antibodies selection. INA

methods include description of networking topology properties in which antibody cells

stand for the nodes and the coaching criteria stand for links connecting neighboring nodes.

2.4.4 Dendritic Cell Algorithms

DCA is an instance of a medically motivated technique employing a multi-level strategy.

DCA is enforced and applied by way of a procedure for studying and abstracting several

characteristics of dendritic cells, through the interactions found inside the cell and the

features shown by way of a group of cells in its entirety.

2.4.5 Clonal Selection Algorithm

CSA is a category of methods motivated by the principle of the immune system that shows

the way T and B cells enhance their reaction to antigens eventually known as affinity

growth. The clonal selection idea is known as a medical concept within immunology

which describes the features of lymphocytes reacting to particular antigens infiltrating

the physique. Such techniques concentrate on the Darwinian features of the idea in which

the clone operation is motivated by cellular division, mutation is motivated by cell variants

and selection is motivated by the affinity of antibody-antigen relationships.

The theory was created by Frank M. B. in 1957 to describe the occurrence of the variety

of antibodies for the start of the immune system reaction [76]. The earliest experimental

proof was available in 1958, during the time Gustav N. and Joshua L. demonstrated that a

single B cell generally generates just one antibody [77]. The thought has developed into a

broadly approved structure for the way the body’s defense mechanism reacts to infection
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and the way particular sorts of T and B cells are chosen do defend against damage of

particular antigens. The idea claims that within a selection of B cells, a certain antigen

just invokes its particular cell to make sure that the specific cell is stimulated to copy

for antibody generation. In other words the thought can be description of the working

principle for the creation of variety of antibody appearances.

CSA are most frequently used in optimization areas, several of which are similar to

random search and GA with no crossover operation.

2.4.6 AIS Algorithms for Wireless Communications

The method in [78] make use of AIS to identify node bad behavior within a movable ad

hoc system employing dynamic source routing. They present their solution for the catego-

rization using the artificial immune system. In [79], a method that employs an arbitrary

key service based on AIS for discovering spoofing attacks is suggested. The strategy is

for clustered WSNs and the technique is performed on the Low-Energy Adaptive Cluster-

ing Hierarchy (LEACH) scheme. [80] suggests an AIS design to use in secure routing in

wireless mesh networks (WMN). The paper discusses possible threat degrees and presents

accountable variables and model threats in WMNs. In WSNs, a research effort for topol-

ogy management using AIS is presented in [81]. In that work, the approach is employed

to resolve the multi-target minimal power system connection issue. [82] studies the chan-

nel distribution issue in wireless communications by AIS. The suggested strategy is used

for data sets that have been produced according to user needs. [83] suggests a strategy

based on GA and AIS for active intrusion recognition in Mobile Ad-Hoc Networks. In the

work, a collection of spherical sensors is deployed employing a Niche genetic algorithm to

monitor an area. [84] provides a naturally-motivated fuzzy set identification system for

discovering bad behaving nodes in an ad-hoc system. The paper also studies the potential

of learning bad behaviors.
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2.5 Quantum Evolutionary Algorithms in Wireless

Communications

2.5.1 Introduction to Quantum Computation

Quantum techniques are probably the biggest accomplishments within the twentieth cen-

tury. Quantum computing researches quantum devices that employ quantum mechanisms

to complete data processing. It includes principles such as quantum machines and quan-

tum strategies.

Quantum computing machines are not the same as traditional machines. While tradi-

tional computing machines need information being secured within discrete systems which

is actually in one of several particular forms, quantum computing makes use of Q-bits,

and this can be in superpositions of several different forms.

Quantum mechanised computing devices had been suggested during the early 80s in

the last century, then the outline of quantum technical computing units was proposed.

Quantum computing was first proposed by Yuri M., Richard F and David D. in early

1980s [86]. Quantum computing devices have been developed from 1990s. They are

demonstrated to be more efficient than traditional computers. They reduce the computing

load and make it possible to solve large-scale issues. Recently several research efforts

demonstrated that quantum computing procedures can be taken with a small number of

Q-bits.

Both theoretical and practiced research continue in order to build quantum computing

devices for military, commerce and other purposes. Quantum computation can be used

in a variety of ways, for instance, in quantum annealing for optimization.
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2.5.2 Quantum Evolutionary Algorithms

Quantum Evolutionary Algorithm (QEA) is a new division of evolutionary algorithms.

QEA for a traditional computing device is a branch of research on evolutionary computing

which is described as major rules of quantum techniques including uncertainness, super-

position, collapse, rotation etc. Based on the idea of quantum computing as well as a

mixture of the quantum principle employing the evolutionary concept, Han and Kim sug-

gested the quantum-inspired evolutionary algorithm to further improve traditional EAs

[85]. It provides greater stability for searching as well as obtaining superior answers, using

a smaller group of individuals, in contrast to the traditional evolutionary algorithms. It

needs to be mentioned that even though quantum evolutionary algorithms are founded on

the idea of QC, they are not quantum algorithms, but innovative optimization heuristics

for a traditional computing device.

QEA with quantum bits provides a superior group variety compared to other forms, as

it uses superposition of discrete states. This cuts down on the computational complexity

and makes it possible to solve large scaled problems. Similar to numerous evolutionary

algorithms, quantum evolutionary algorithms are made up of the description of the pop-

ulations and the utility operating together with group mechanics. It can avoid a local

optimum and premature convergence. In contrast to conventional heuristic strategies, like

GA and PSO, QEA is robust, has global convergence and can be used for many combi-

natorial optimization problems, even though their efficiency may be impacted by these

specific issues.

In the past decade, quantum evolutionary algorithms gained plenty of interests and

have currently proven their efficiency in contrast to traditional evolutionary algorithms for

dealing with complicated issues. QEA was initially presented for dealing with large-scale

function optimization issues. Then the algorithm was employed to solve the traveling

salesman and the knapsack problem.
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2.5.3 Quantum Immune Clonal Evolutionary Algorithm

Based on the quantum theory and the clonal selection theory, we proposed a novel Quan-

tum Immune Clonal Evolutionary Algorithm (QICEA) to improve efficiency of the con-

ventional EA in Chapter 5. QICEA mixes quantum computation and an artificial immune

clonal algorithm in which the components of the antibody population are Q-bits. Com-

pared with the conventional repetitive optimization techniques, QICEA with quantum

bit illustration can discover the search area using a linear superposition of states. The

main steps of QICEA include antibody encoding, initial antibody generation, affinity

calculation, antibody selection and clonal mutation operation.

Unlike the traditional QEA, a clonal selection is used in QICEA to look for the anti-

body with the maximum affinity. We suppose there are S antibodies in the population.

Initially all the antibodies are ranked in a decreasing order of affinity. Then the first r

antibodies with a greater affinity are chosen for cloning. Then the clonal mutation is

conducted on the cloned antibody population with a quantum gate.

We also design a novel QICEA based duty cycle operation in WSNs that can obtain

a longer network lifetime while keeping full coverage in the monitoring area. Simulation

results show that this QICEA for the duty cycle design issue in WSNs enjoys an extended

network lifetime compared to the conventional GA and SA.

2.5.4 Parallel Elite Clonal Quantum Evolutionary Algorithm

In Chapter 7, we develop a novel parallel elite clonal quantum evolutionary algorithm

(PECQEA) for QoS routing in multimedia WSNs. We design PECQEA with multi-

ple populations, which mixes the advantages of both the clonal selection algorithm and

quantum evolutionary algorithm. It has fast search speed and global search ability in com-

plicated search spaces which is ideal for combinatorial optimization problems. In order to
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improve the search effectiveness, a clonal operator is designed in every sub-population of

PECQEA. The binary individual with the best fitness while fulfilling all the constraints in

each sub-population is selected for cloning. First a fixed quantity of copies of the binary

individual are produced, then the chaotic mutation operator is used to every copy, which

could efficiently add diversity to the population. Then, we record the binary solution

present in sub-population, and employ it in the individual update procedure. With the

clonal and the mutation operators, the algorithm can efficiently prevent a local optimum.

Furthermore, it can quickly converge towards the optimal area throughout the search

process. In addition, PECQEA is flexible and powerful when searching in a large space,

as it can keep individual diversity in different populations.

The Markov chain theory is then employed to assess the convergence of PECQEA.

First, we demonstrate that the evolution process of PECQEA is a Markov chain. Then

we model and study the transition matrix of the improvement procedure for PECQEA.

The proof demonstrates PECQEA can converge to the global optimum within limited

generations.

Furthermore we develop an objective function to reduce route energy consumption

under several restrictions. In order to show the effectiveness of PECQEA, simulations

are carried out for the multi-constrained QoS unicast routing problem and performance

evaluations are made with GA and ACO. Results demonstrate that PECQEA provides

faster convergence and lower energy consumption than existing algorithms.

2.5.5 Quantum Evolution Algorithms for Wireless Communica-

tions

[87] suggests an ideal quantum-motivated approach for routing optimization in self-organizing

networks. It examines reliable paths using the idea of the Pareto optima at decreased

complexity. Efficiency of the proposed algorithm was compared to other EAs, showing
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that the proposed method gets near-optimum results. [89] provides a synchronised organi-

zation of relay stations and base stations with connection streams for a broadband mobile

system. The paper proposed a collection of relay stations and base stations that could

assist all clients and meet their needs at the cheapest price. In [90], a topology design

algorithm is proposed to maximize the number of active clients served with a minimum

number of facilities. The paper suggests a quantum motivated evolutionary algorithm

to obtain the best answer for the issue. In [91], quantum inspired evolutionary decoder

algorithms are proposed. In the paper, an efficient decoding scheme in Multiple-Input

Multiple-Output (MIMO) communicating networks is proposed employing the proposed

algorithm.

2.6 Conclusion

In this chapter, we summarize the EAs, and give literature review for EAs in wireless com-

munications. In the next five chapters, we will present five new evolutionary algorithms

and apply them for optimization in different scenarios in wireless communications.
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Chapter 3

A Modified Shuffled Frog Leaping

Algorithm for PAPR Reduction in

OFDM Systems

3.1 Introduction

Orthogonal Frequency Division Multiplexing is a multicarrier technique with high band-

width efficiency. By dividing the bandwidth into many orthogonal subcarriers, it can

minimize the impact of multi-path delay and multipath fading [4]. However, one major

problem is the high peak-to-average power ratio, which not only reduces system pow-

er efficiency but also results in significant nonlinear distortion when signal passes the

amplifier.

In order to reduce PAPR, techniques such as signal scrambling and signal pre-distortion

have been proposed. Signal scrambling techniques include coding methods [92], phase op-

timization [93][94], partial transmission sequence method and selective mapping (SLM).

Signal pre-distortion techniques include clipping methods [95]-[97].

39
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Chapter 3. A Modified Shuffled Frog Leaping Algorithm for PAPR Reduction in OFDM

Systems

The PTS method is a popular technique for PAPR reduction in OFDM systems. How-

ever, the partial transmit sequence selection is a highly complex NP-hard problem and

the computational complexity is very high for a large number of OFDM subcarriers. Pre-

vious studies aimed at finding a set of selected partial transmit sequences with heuristic

and evolutionary algorithms. Among the studies, simulated annealing (SA) and particle

swarm optimization [98] can achieve lower PAPR than SLM. However, in practice heuris-

tic algorithms suffer from a low convergence rate. The SLM method is proposed in [85]

for QAM modulated OFDM signals. It has a lower computational complexity but the

PAPR reduction is not as good as those of the heuristic algorithms. Chen et al. tried

to solve the PAPR reduction problem with a quantum evolutionary algorithm [100][101],

which provides a wider search space. However, quantum evolutionary algorithms also

suffer from a low convergence speed. As one of the iteration based approaches, Y. Wang

et al. proposed a PAPR reduction method based on Parametric Minimum Cross Entropy

for OFDM system [103]. Their method not only reduces PAPR significantly but also de-

creases the computational complexity. Another useful method using a real-valued genetic

approach has been proposed by J.-K. Lain et al. [104] Their design is a similar concept

to the genetic algorithm.

Recently, nature inspired approaches have been proved to be very effective in searching

for optimal solutions, such as the genetic algorithm [14], the ant colony optimization [102],

and the artificial bee colony algorithm [105]. They have been used to solve discrete and

continuous non-linear optimization problems. In [106], Eusuff et al. proposed a shuffled

frog-leaping algorithm for discrete optimization by using a population-based cooperative

search metaphor inspired by natural memetics. Their design is conceptually similar to

the genetic algorithm and is effective for solving combinatorial optimization problems. In

their method, the worst frog in each group first jumps to the best frog in the same group

to create a new frog. If the new frog is better, the new frog will replace the worst frog.
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Otherwise, the worst frog will jump to the global best frog. However, their algorithm

is easy to fall into premature convergence during the evolutionary process. As a result,

it is hard to find a good solution in the billions of possible combinations for the PAPR

reduction problem in a limited number of iterations.

In this chapter, we propose a novel PTS method based on a modified chaos clonal

shuffled frog leaping algorithm called MCCSFLA. It is inspired by the natural biological

behavior of frogs, and motivated by the chaos theory and clonal selection. MCCSFLA

combines the nature inspired local search with the global information exchange between

groups and takes advantage of clonal selection. With such combined strategies, MCCS-

FLA is able to avoid local suboptimal points and direct the search toward the global

optimum PTS that minimizes PAPR. We present a detailed algorithm design of MCCS-

FLA for PAPR reduction. The convergence of MCCSFLA is proved through the Markov

chain theory, where the MCCSFLA iteration process is modeled with Markov chains.

Extensive simulations are conducted comparing the proposed algorithm with the genetic

algorithm, the quantum evolutionary algorithm, the selective mapping algorithm and the

original method without PTS. Simulation results demonstrate the superior performance

of the proposed MCCSFLA in both PAPR reduction as well as fast convergence.

This chapter is organized as follows. The system model is given in Section 3.2. In

Section 3.3, the modified chaos clonal shuffled frog leaping algorithm for PAPR reduction

is presented. Section 3.4 analyzes the convergence of the proposed algorithm with Markov

chain theory. In Section 3.5 the simulation results are presented and discussed. Finally,

Section 3.6 draws the conclusions.
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3.2 System Model

This section describes the system model for PAPR reduction in OFDM systems. In [100],

the authors proposed an OFDM PAPR reduction model with binary Signal Sign-Selection

from the set {−1, 1}. Later in [101], the same authors showed a more flexible model

with signal sign-selection from the set {1,−1, i,−i}. In order to facilitate performance

comparisons between different PAPR reduction algorithms, in this chapter we consider

a similar system model as in [101]. Assume an OFDM system with L subcarriers. The

discrete time transmitted signal can be represented as:

xn =
1√
L

L−1∑
l=0

Zle
i2πnl( 1

L
) (3.1)

where n is the discrete time index, i equal to
√
−1, and Z = [ Z0 Z1 · · · ZL−1 ] is the

input symbol sequence.

As defined in [100], the PAPR of the transmitted signal can be represented as:

PAPR = 10log10
max

{
|xn|2

}
E
{
|xn|2

} (3.2)

where E is the expected value operation.

Then the input data Z = [ Z0 Z1 · · · ZL−1 ] can be divided in to V non-overlapping

sub-blocks {Yv, v = 0, 1, · · · , V − 1}, which can be shown as

Y=

[
Y0 Y1 · · · YV−1

]
. (3.3)

The objective of the PTS method is to generate an appropriate phase weighting sequence

that reduces the PAPR. For dividing the input data into V non-overlapping sub-blocks,

we follow the criteria presented in [107].

The phase weighting sequence is a vector with length V , which can be represented as:

D = [ d0 d1 · · · dV−1 ] (3.4)
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where dv = exp(jφv) is the phase weighting factor and {φv, v = 0, 1, · · · , V − 1} are phase

factors selected from the range φv ∈ [0, 2π). However in practice the phase factors are

selected from a limited set, which can be represented as:

φv ∈ {2πω/W |ω = 0, 1, · · ·W − 1} (3.5)

where W is the set of permitted phase factors. In this chapter we only consider ω =

0, 1, 2, 3, which means dv ∈ {1, i,−1,−i}.

After selecting a proper phase weighting factor, it is multiplied by the input data to

reduce PAPR, which can be represented as:

Y ′ = [ d0Y0 d1Y1 · · · dV−1YV−1 ]. (3.6)

After the phase weighting factor optimization, the discrete time transmitted signal can

be represented as xn
′(D).

So the objective function of the PAPR reduction problem is equivalent to the phase

factors search problem, which can be expressed as:

Minimize

f(D) =
max

{
|xn′(D)|2

}
E
{
|xn′(D)|2

} (3.7)

subject to

φv ∈ {2πω/W |ω = 0, 1, · · ·W − 1} . (3.8)

The goal of our algorithm is to minimize the fitness function f(D). As each OFDM

symbol has V sub-blocks, and each phase factor is selected from the set φv, the solution

space is W V . As changing a common angle on the sub-blocks cannot change PAPR, we

can set φ0 to a fixed value, so the solution space can be reduced to W V−1.

Sometimes we have to make a balance between computing power and bandwidth. For

example, with sub-blocks of V = 8 and W = 2, the possible combination of the phase

weighting sequence is 27=128. In this case exhaustive search can be used to obtain the
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optimal PTS. However, with the length of the phase weighting sequence V = 16 and QP-

SK, which are the parameter settings considered in this chapter, the possible combination

of the phase weighting sequence is 415=1, 073, 741, 824. In this case, exhaustive search

is not possible in real time. As such, some lower complexity schemes must be used to

reduce the computational complexity. The common approach is to design low complexity

algorithms to obtain sub-optimal PTS.

In order to obtain the original signal, the receiver must obtain the PTS phase informa-

tion from the transmitter. In practical systems, the side information can be transmitted

via control channels. In some other systems, there can be reserved sub-carriers for side

information. In this chapter, we assume the side information is transmitted to the receiver

via one of the above two methods.

3.3 PAPR Reduction Based On MCCSFLA

To select a proper PTS, we propose a phase optimization scheme MCCSFLA for PAPR

reduction. Inspired by the natural population of frogs, MCCSFLA combines a local

search with global information exchange among groups and makes use of the advantages

of clonal selection. This balanced strategy enables MCCSFLA to avoid local suboptimal

points and direct the search towards a low PAPR solution. In our proposed MCCSFLA,

the key improvement is that a clone selection operator is added to the traditional SFLA

algorithm. By cloning the best individual and carrying out mutation to each copy, the

clone selection operator can significantly improve convergence speed of the MCCSFLA

algorithm.

In this section, we present the design of MCCSFLA. We first review the basic principle

of the original shuffled frog leaping algorithm and explain encoding and population repre-

sentation. We then proceed to the main parts of the algorithm in terms of initialization,
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sorting and grouping, searching, clonal selection and shuffling, as well as the termination

condition. We present MCCSFLA in Algorithm 1, followed by its complexity analysis.

3.3.1 Brief Description of Basic SFLA

The shuffled frog leaping algorithm (SFLA) is inspired from the natural behavior of the

frog [108]. SFLA has been used for a group of discrete and continuous non-linear opti-

mization problems. In SFLA, the population is partitioned into different groups of frogs

and each group consists of a fixed number of frogs. Each frog is considered as a solution in

the process of evolution and frogs in one group can be influenced by frogs in another group

by the means of a shuffling process. In SFLA, the information is carried by a meme, which

is similar to the gene in genetic algorithms. Groups of memes are called meme complexes,

or “memeplexes” and the evolution process of SFLA is also called a memetic evolution.

During a memetic evolution, a frog can improve its memes by leaping towards another

frog with a better fitness. After the initialization, each group of frogs conducts a local

search. Within each group or memeplex, frogs can exchange information with each other

but only the worst frog can jump to another position. After each memeplex finishes the

local search, a shuffling strategy is applied to all memeplexes by ordering and then all the

frogs are reorganized into new memeplexes according to their fitness. Both local search

and shuffling process are repeated until the termination condition is met.

3.3.2 Solution Encoding and Population Representations

Assume that there are M memeplexes in the entire population, and each memeplex con-

tains N frogs. The whole frog population is represented as P =

{
F1 F2 · · · FM

}
,

where Fm is the mth memeplex, and m ∈ [1,M ] is the order number of the memeplex in

the population. Each memeplex is represented as Fm =

{
D1 D2 · · · DN

}
, where

Dn is the nth frog in the mth memeplex, and n ∈ [1, N ] is the frog index. Assume an
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OFDM system with V non-overlapping sub-blocks, the nth frog is represented by matrix

Dn =

[
d1 d2 · · · dV−1

]
, where dv ∈ {1, i,−1,−i} and v ∈ [1, V − 1]. In this chapter,

we set the maximum number of iterations of the local search to 10.

3.3.3 Generation of Initial Population with a Logistic Map

Before the first iteration, initial memeplexes should be generated. MCCSFLA uses a

Logistic map to generate each frog in each memeplexes. The Logistic map is a polynomial

map with low complexity and chaotic behavior, which was first proposed in [109]. We

first generate a random number between 0 and 1 with a Logistic map as:

xv+1 = 4xv(1− xv). (3.9)

For an OFDM system with V non-overlapping sub-blocks, a feasible solution space for

the problem can be represented as Dn =

{
d1 d2 · · · dV−1

}
. So for each frog, there

are four options for each meme. We use a simple map to fix dv as:

dv =



1 0 < xv < 0.25

−1 0 .25 ≤ xv < 0.5

i 0 .5 ≤ xv < 0.75

−i 0 .75 ≤ xv < 1

(3.10)

where dv are the phase weighting factors from the set {1,−1, i,−i}, and xv is the chaotic

sequence generated from (3.9). MCCSFLA also needs to set the global iteration counter

Gc = 0 before the iteration starts.

3.3.4 Fitness Calculation

In this chapter, we compute fitness f(D) with (3.7) for each frog. If the value of f(D) is

smaller, the frog is better.



3.3 PAPR Reduction Based On MCCSFLA 47

3.3.5 Shuffling

Before the search process in each iteration, MCCSFLA does the shuffling process for the

whole population. First all the frogs in different memeplexes are merged into one popu-

lation, followed by sorting and grouping. The shuffling process helps the frogs exchange

their information among different memeplexes and promotes the algorithm convergence

to the global optimum.

In the sorting and grouping process, we sort the frogs in a descending order according

to the fitness value calculated by (3.7) and then partition the generated frogs into M

memeplexes. The process of partitioning is as follows:

Suppose there are M memeplexes represented as

{
F1 F2 · · · FM

}
and each

memeplex contains N frogs, so there are M × N frogs in the entire population. At

the beginning, we put the No. 1 frog into F1, and put the No. 2 frog into F2, etc. After

we put the No. M frog into FM we then put the No. M + 1 frog back to F1, then put

the No. M + 2 frog to F2, and so on until the (M ×N)th frog goes to FM . Through this

operation, within each memeplex, the frog ranked first has the largest fitness and PAPR,

and the frog ranked last has least fitness and PAPR. That is, within each memeplex, the

last frog is the best one. Also, we record the last frog in the last memeplex as the global

best frog Dg.

3.3.6 Local Search

After the initialization, MCCSFLA starts a local search process to improve the quality

of the frog fitness. Each memeplex conducts a local search independently according to a

specific strategy. Within each memeplex, we record the frog ranked first which has the

largest fitness as the worst frog Dw and the frog ranked last which has the least fitness

as the best frog Db. The fitness of the worst frog and the best frog in the memeplex can
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be shown as f(Dw) and f(Db). Before we enter the local search, we set the local search

counter Lc = 0. Then the worst frog in each memeplex is updated in the following steps:

1) Jump Toward the Local Best

First, the worst frog in the memeplex Dw changes its position and jumps toward the

best frog in the memeplex Db. Unlike the traditional SFLA, we do not set maximum

and minimum jump distance limitations. The meme of the worst frog Dw is changed as

follows:

Dsub = rand · (Db −Dw) (3.11)

D1
new = Dw +Dsub (3.12)

where in (3.11) rand is a binary sequence with length V − 1 generated by the Logistic

map. In sequence rand, if the result of the Logistic map is smaller than 0.5, the number

on the corresponding position is equal to 0. Otherwise it is equal to 1. In this way, Dsub

is the jump sequence with length V − 1. Then we calculate the fitness of D1
new. If the

fitness of a newly generated frog f(D1
new) is smaller than f(Dw), which means the PAPR

of the solution D1
new is lower, the algorithm replaces Dw with D1

new and goes to step 5).

Otherwise the algorithm goes to step 2).

2) Jump Toward the Global Best

Replace Db in (3.11) with Dg, and repeat the procedure 1). Dg is the global best frog

defined in section E. So (3.11) can be renewed as:

Dsub = rand · (Dg −Dw) (3.13)

and then a new frog is generated with:

D2
new = Dw +Dsub. (3.14)
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We next evaluate the fitness of D2
new with (3.7). If the fitness of the newly generated frog

D2
new is better than Dw, the algorithm replaces Dw with D2

new and goes to step 5). If

there is still no improvement in fitness, the algorithm goes to step 3).

3) Clonal Selection

Do the clonal selection with the clonal selection operator. The detailed procedure is

described in section 3.3.6.

4) Replace with Random Frog

If there is still no improvement, we generate a random frog D3
new with the Logistic map to

replace the worst frog Dw in the memeplex. We generate the frog with the same rule as

we generate the initial population of frogs but this time we generate only one frog. After

completion of the replacement, the algorithm goes to step 5).

5) Reorder

Reorder all the frogs in the memeplex in a descending order according to the fitness value,

and set Lc = Lc+1. By doing this a round of local search is completed. In this procedure,

if any frog’s fitness is better than the global best frog Dg, it replaces Dg.

The above procedure continues until Lc reaches the maximum number of the local

search iterations. Each memeplex repeats a certain round of local searches independently

for a specific number of generations.

The local search makes a memetic to the exploitation capability of the algorithm by

making the information pass in the local space, and it improves the average fitness of the

memeplexes.
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3.3.7 The Clonal Selection Operator

Unlike the traditional SFLA, a chaotic clonal selection operator is applied in MCCSFLA

to enhance the efficiency of the local search. Before generating a random frog solution

in the local search step, a number of copies of the best solutions are made, and then

the frog jumps to the position where PAPR goes down. The main steps of the clonal

selection operator are: cloning the best solution, chaotic mutation, frog jump and fitness

calculation.

1) Cloning the Best Solution

The local best frog and the global best frog were chosen for cloning. Both the local best

frog and global best frog are cloned to a fixed number of copies. Unlike the traditional

clonal selection algorithm, the number of copies has no relationship to the fitness.

2) Chaotic Mutation

The chaotic mutation operator randomly chooses some memes on the frog with a fixed rate

and replaces them with the value from the set {1,−1, i,−i}. The chaotic mutation oper-

ator can add additional diversity to the cloned frog and prevent premature convergence

on the offspring.

3) Frog Jump

We create new frogs with (3.15) and (3.16):

Dsub = rand · (Dc −Dw) (3.15)

D4
new = Dw +Dsub (3.16)

where in (3.15), Dc is the cloned frog which passed the chaotic mutation operation. The

other parameters are the same as in Section 3.3.6. After that, these frogs are evaluated
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and ranked in the descending order of fitness. If the fitness is improved, the frog ranked

with the lowest PAPR will replace the worst frog in the memeplex. Otherwise the frog

will be replaced with a random frog as in step 4) in Section 3.3.6.

3.3.8 Population Mutation

In order to increase the diversity, a population mutation operator is applied to the whole

population. The population mutation is the last operation in each iteration. In this

procedure we randomly select a very small percentage of memes in the whole population

and replace these memes with random values from the set {1,−1, i,−i}.

3.3.9 Upgrade the Elite Frog

We keep an elite frog De which has the lowest PAPR in all the generations of MCCSFLA.

If the frog with the lowest PAPR after population mutation Dm has lower PAPR than

De, we replace all values of De with the corresponding values of Dm.

3.3.10 Termination Condition

After shuffling, MCCSFLA will check whether the termination condition is satisfied. The

termination condition is when the algorithm global iteration counter Gc reaches the des-

ignated number of iterations.

3.3.11 Basic Steps

The basic steps of MCCSFLA are described in Algorithm 1:
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Algorithm 1 The modified chaos clonal shuffled frog leaping algorithm based PTS

method
1: Begin

2: Generate the initial population with Logistic map

3: Evaluate the fitness value

4: Set Gc = 0

5: while Gc has not reached designated global iterations do

6: Sort and group the population into memeplexes

7: Set Lc = 0

8: while Lc has not reached designated global iterations do

9: Frog jumps to the local best frog

10: if no improvement then

11: Frog jumps to the global best frog

12: end if

13: if no improvement then

14: Clonal selection operator

15: end if

16: if no improvement then

17: Replace with a random frog

18: end if

19: Reorder all the frogs and set Lc = Lc+ 1

20: end while

21: Evaluate the fitness value

22: Shuffle different memeplex into one population

23: Population Mutation

24: Upgrade the Elite Frog

25: Gc = Gc+ 1

26: end while

27: Evaluate the fitness value

28: Output the best frog with lowest PAPR

29: End
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3.3.12 Computational Complexity Analysis

As the computing power is mainly consumed in the IFFT operation and PAPR calculation,

we only consider the computational complexity of these two parts. There are V sub-

blocks and each sub-block need to be modulated with a L-point IFFT. Thus (LV log2L)/2

complex multiplications and LV log2L complex additions are needed for IFFT. As the

computational complexity of one complex multiplication equals to four real multiplications

and two real additions and one complex addition equals to two real additions, the IFFT

operation needs 2LV log2L real multiplications and 3LV log2L real additions.

For each sample of phase weighting sequence, we need L(V − 1) complex additions

to generate the sample and L real additions and 2L multiplications to calculate the

PAPR[111]. For conventional PTS, the number of sample is W V−1. So the numbers

of real multiplications and real additions for conventional PTS (CON-PTS) are

CPmul = 2W V−1L+ 2LV log2L (3.17)

CPadd = W V−1L+ 2W V−1(V − 1)L+ 3LV log2L (3.18)

For GA-PTS, the samples number equals to S1 = Pop1 × Gen1, where Pop1 is the

number of individuals in the population and Gen1 is the maximum number of generations

in GA-PTS. So the number of real multiplications and real additions for GA-PTS are

GAmul = 2LS1 + 2LV log2L (3.19)

GAadd = LS1 + 2(V − 1)LS1 + 3LV log2L (3.20)

For QEA-PTS, the samples number equals to S2 = Pop2 × Gen2, where Pop2 is the

number of individuals in the population and Gen2 is the maximum number of generation

in QEA-PTS. So the numbers of real multiplications and real additions for QEA-PTS are

QEAmul = 2LS2 + 2LV log2L (3.21)
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QEAadd = LS2 + 2(V − 1)LS2 + 3LV log2L (3.22)

For MCCSFLA-PTS, as only the worst frog in each group (memeplex) is renewed, the

samples number equals to the S3 = AJ×M×Gen3, where Gen3 is the maximum number

of generations in MCCSFLA and M is the number of groups in MCCSFLA. AJ is the

average number of jumps for the worst frog in each group. If a better solution can be

found via jumping toward the local best, the number of jumps is 1. If a better solution

can be found via jumping toward the global best, the number of jumps is 2. If a better

solution can be found via clonal selection, the number of jumps is equal to the number of

clones plus 2. Otherwise the number of jumps is equal to the number of clones plus 3, as

we need replace the worst frog in the group with a random frog.

MCCSFLAmul = 2LS3 + 2LV log2L (3.23)

MCCSFLAadd = LS3 + 2(V − 1)LS3 + 3LV log2L (3.24)

For SLM, the samples number equals to the number of distinct sign sequences S4. So

the number of real multiplications and real additions for GA-PTS are

SLMmul = 2LS4 + 2LV log2L (3.25)

SLMadd = LS4 + 2(V − 1)LS4 + 3LV log2L (3.26)

3.4 Convergence Analysis of MCCSFLA for PAPR

Reduction in OFDM Systems

In this section we analyse the convergence of MCCSFLA for OFDM systems. We first

model the iteration process of MCCSFLA as a Markov chain [110], and derive its proper-

ties. The base Markov chain is then extended to include the elite frogs, and the properties

of such an extended Markov chain are investigated further. Under these properties, we

prove MCCSFLA converges to the global optimum.
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3.4.1 The Base Markov Chain

First, we give some basic definitions for Markov chains. A discrete-time Markov chain

is a random process that can only take values from a discrete state space. In a Markov

chain, the next state only depends on the current state and not on the previous states

[112]. A Markov chain is homogeneous if it is irrelevant to time (time-invariant). In a

homogenous Markov chain, a transition matrix can be represented as a two-dimensional

matrix P = [pij]. With the initial distribution π⃗(0), the probability distribution of the

homogenous Markov chain in the time n only depends on π⃗(0) and P . Some homogenous

Markov chain can be Ergodic, which is both irreducible and aperiodic.

In the iteration process of MCCSFLA, the population renews from one iteration to

another. If we use standard Markov tools to analyze this evolutionary process, MCCSFLA

runs from one population distribution at one iteration to another at the next generation,

and this can be viewed as a random process, and the population distribution at each

iteration may be considered as a state. As the evolution process of the elite frog De is

independent from the other frogs, first we just consider the evolution process without elite

frog De.

Lemma 1: The population sequence {Y (n)}∞n=1 of MCCSFLA without elite frog De

constitutes a Markov chain.

Proof: Let Y (n) be the whole frog population at iteration n with multiple memeplexes.

From the steps of MCCSFLA, we know that the population Y (n + 1) is obtained from

the population Y (n) with a sequence of operations, which means that the distribution

probability of the next iteration has nothing to do with the former iteration Y (n−1) and

initial population Y (0). Thus, MCCSFLA can be modelled with a Markov chain and its

character may be studied by the Markov chain theory.

In the analysis procedure, we use a binary string to represent the whole population

in one state [113]. In this way, each gene in a frog is mapped to two binary bits, and
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the number of bits for each frog is 2(V − 1). As there are M memeplex in population

and N frogs in each memeplex, the whole population in state n is mapped to Y (n) =

{ D1, · · · , DMN } = {x1 · · · x2(V−1)︸ ︷︷ ︸
D1

· · · x2(MN−1)(V−1)+1 · · · x2MN(V−1)︸ ︷︷ ︸
DMN

}. For each frog,

the number of possible strings for individual space is 22(V−1), so the solution space for

each generation is |Φ| = 22(V−1)MN , so the state space of the Markov chain is finite.

From the operation steps of MCCSFLA, we can obtain the following conclusions.

Lemma 2: The Markov chain of the population sequence {Y (n)}∞n=1 is time homoge-

neous.

Proof: Because the transition probability of the operation on each iteration remains

fixed, the Markov chain of the population sequence {Y (n)}∞n=1 is homogeneous, and the

transition probability P
(n)
ij is irrelevant to step n, which can be denoted as P = [pij] with

size 22(V−1)MN × 22(V−1)MN . So the Theorem is proved.

Now we focus on some important properties of the operations in MCCSFLA. Each

iteration process of the population sequence {Y (n)}∞n=1 is divided into two steps. Step 1

is the operations before the population mutation and the corresponding line numbers in

flowchart Algorithm 1 are from 6 to 22. We use the transition matrix G to represent

the first step. Step 2 is the population mutations and the corresponding line number in

flowchart Algorithm 1 is 23. We use the transition matrix C to represent the second

step. We do not consider the elite operation in line 24 in the base Markov chain. So the

whole transition matrix P is the product of the transition matrices in two steps.

Lemma 3: The transition matrix G of step 1 for the population sequence {Y (n)}∞n=1

in MCCSFLA is stochastic.

Proof: Mathematically, these operations map probabilistically from one state to anoth-

er in space Φ with transition matrix G = [gij]. Due to the length of the binary-coded frog

being 22((V−1)MN), which is unchanged in the whole process of algorithm, the total proba-

bility of transiting from one state to all the states that is from [0, 0, · · · , 0]1×22((V −1)MN) to
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[1, 1, · · · , 1]1×22((V −1)MN) in the next iteration is 1. Thus gij ≥ 0 and
22(V −1)MN∑

j=1

gij = 1 for

any i ∈ [1, 22(V−1)MN ]. Therefore, the transition matrix before the mutation operation is

stochastic.

Lemma 4: The state transition matrix C of step 2 for the population sequence {Y (n)}∞n=1

is both stochastic and positive.

Proof: The population mutation operation in step 2 randomly maps from one state

to another and it works on each bit string independently. Let C = [cij] be the state

transition matrix of the population mutation operation and Pc ∈ (0, 1) be the mutation

probability on each bit. The transition probability can be shown as

cij = PcHij(1− Pc)2(V−1)MN−Hij > 0 (3.27)

where cij is transition probability and Hij is the Hamming distance between state i and

state j [114]. As all cij are positive, the state transition matrix C is positive. From the

above formula we can also get
22(V −1)MN∑

j=1

mij = 1 for any i ∈ [1, 22(V−1)MN ]. Thus, C is

stochastic.

From the above two lemmas, we can get the following conclusions.

Lemma 5: Let G be the transition matrix in Step 1 and C be the state transition matrix

of Step 2 in MCCSFLA. Then the product GC is a positive and stochastic matrix.

Proof: Let transition matrix P = GC. So we have

P=

p11 p12 · · · p1,22(V −1)MN

p21 p22 · · · p2,22(V −1)MN

...
...

. . .
...

p22(V −1)MN ,1 p22(V −1)MN ,2 · · · p22(V −1)MN ,22(V −1)MN


(3.28)

Since for any j in stochastic matrix G, we have
22(V −1)MN∑

j=1

gij = 1, so there is at least



58
Chapter 3. A Modified Shuffled Frog Leaping Algorithm for PAPR Reduction in OFDM

Systems

one positive element in each row in matrix G. As C is a stochastic positive matrix, for

all i and j cij > 0, so for all i and j pij =
∑22(V −1)MN

k=1 gik · ckj > 0. Thus G is a positive

and stochastic matrix.

Definition 1: [99] A Markov chain is called an ergodic chain if it is possible to go from

every state to every state (not necessarily in one move).

Theorem 1: The population sequence {Y (n)}∞n=1 of MCCSFLA is an ergodic Markov

chain.

Proof: According to Lemma 5 pij > 0 for any i and j, which means that it is possible

to reach every state from every state in just one move. As the solution space |Φ| =

22(V−1)MN for each generation is finite, according to Definition 1, the population sequence

of MCCSFLA is an ergodic Markov chain.

According to the properties of the ergodic Markov chain, the population sequence

{Y (n)}∞n=1 has a stationary probability distribution P∞ = e′ · p∞ when n → ∞, where

p∞ = (p1, p2, · · · , pm) and
m∑
l=1

pl = 1. As transition matrix P > 0, according to the

definition of the primitive matrix, P is also primitive.

3.4.2 The Extended Elite Markov Chain

Since in MCCSFLA we keep the elite frog De with the lowest PAPR found by the past

and current generations, we can enlarge the population by adding De in front of other

frogs. In this way, the new population at generation n can be expressed as Y +(n) =

{ De, D1 · · · , DMN } = {x1 · · · x2(V−1)︸ ︷︷ ︸
De

· · · x2MN(V−1)+1 · · · x2(MN+1)(V−1)︸ ︷︷ ︸
DMN

}.

Lemma 6: The stochastic process of the enlarged population sequence {Y +(n)}∞n=1 of

MCCSFLA constitutes a Markov chain.

Proof: Let Y +(n) be the whole frog population at iteration n with multiple meme-

plexes. From the steps of MCCSFLA, we know that population Y +(n + 1) is obtained
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from population Y +(n) with a sequence of operations, which means that the distribution

probability of the next iteration has nothing to do with former iteration Y +(n−1). Thus,

MCCSFLA can be modelled with a Markov chain and its properties may be studied by

the Markov chain theory.

For each frog in population Y +(n), the number of possible states for individual space

is 22(V−1) and with the best frog the total number of frogs in the population is MN + 1,

so the solution space for each generation is |ϕ′| = 22(V−1)(MN+1), so the state space of the

Markov chain is also finite.

We divide the evolution process of population Y +(n) into two steps. We use transition

matrix B(n) to indicate the whole state transition matrix of the two steps. In the first step,

all frogs will be renewed except the elite frog De. In the algorithm, this stage includes all

the steps in the outermost loop before upgrading the elite frog and the corresponding line

numbers in flowchart Algorithm 1 are from 6 to 23. Mathematically, population Y +(n)

will upgrade from Y +(n) = {De, D1, · · · , DMN} to Y +(n) = {De, D
new
1 , · · · , Dnew

MN}. We

use transition matrix Q(n) to indicate this step. In the second step, the elite frog De

will be upgraded, and the corresponding line number in flowchart Algorithm 1 is 24. If

the frog with the lowest PAPR in the set {Dnew
1 , · · · , Dnew

MN} has lower PAPR than De,

we replace all the values of De with this frog. We used the transition matrix U(n) to

represent this upgrade stage.

Lemma 7: The enlarged population sequence {Y +(n)}∞n=1 of MCCSFLA constitutes a

time homogeneous Markov chain.

Proof: In the first stage, all the frogs are renewed except the elite frog De. We

have proved this process is time homogeneous in Lemma 2, so the transition matrix

Q(n) can be written as Q. In the second stage, the upgrade only depends on the set

{Dnew
1 , · · · , Dnew

MN} in the current generation. So the upgrade is irrelevant to step n and

the transition matrix U(n) can be represented as U . So the enlarged population sequence
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{Y +(n)}∞n=1 of MCCSFLA is time homogeneous and the transition matrix B(n) can be

represented as B. So the whole transition matrix B is the product of the transition

matrices Q and U in two steps.

Theorem 2: The transition matrix B of population sequence Y +(n) in MCCSFLA is

stochastic.

Proof: Mathematically, these operations map probabilistically from one state to an-

other in solution space |ϕ′| = 22(V−1)(MN+1) with transition matrix B and the total

probability from one state to all the states in the next iteration is 1. Thus, if we use

B = [bij]22(V −1)(MN+1)×22(V −1)(MN+1) to represent the transition matrix B(n), we can get
22(V −1)(MN+1)∑

j=1

bij = 1 for any i ∈
[
1, 22(V−1)(MN+1)

]
. Therefore, the transition matrix before

the mutation operation is stochastic.

To simplify the description, we encode the state number in the solution space according

to the PAPR of elite frog De. Y
+(n) with better De has the higher position in the solution

space and the states with the same De are listed together. In other words, De with lower

PAPR will be listed higher.

To make the discussion easier, we assume the global best frog can be represent-

ed as Dbest and it has the lowest PAPR. As the size of matrix B is 22(V−1)(MN+1) ×

22(V−1)(MN+1), the states with the elite frog equal to Dbest are listed with the state num-

ber i ∈ [1, 22(V−1)MN ]. Similarly, the states with the elite frog with the highest PAPR are

listed with the state number i ∈
[
22(V−1)MN(22(V−1) − 1) + 1, 22(V−1)(MN+1)

]
.

In the first stage, since the elite frog De is not affected by transition matrix P in

MCCSFLA, state transition matrix Q can be represented as
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Q =



P

P

. . .

P


(3.29)

where in state transition matrix Q there are 22(V−1) matrices P on the diagonal and

the size of each P is 22(V−1)MN × 22(V−1)MN .

In the second stage, as we need to upgrade the elite frog De with the best frog found

in the set {Dnew
1 , · · · , Dnew

MN}, we need to define the upgrade transition matrix U = [uij].

The upgraded transition matrix simply replaces the elite frog De with the best frog Dm

found after the population mutation in the current generation if the PAPR of Dm is lower

than De, or otherwise does nothing.

Lemma 8: Upgraded transition matrix U is a lower triangular matrix.

Proof: Suppose Dm is the best frog found in the set {Dnew
1 , · · · , Dnew

MN} after the

population mutation at generation n, and De is the elite frog at generation n− 1.

(1) For Y +(n) with state number i in generation n, if the PAPR of Dm is lower than

De, then Dm will replace De in generation n and the state will transtion from state i to

state j. According to the sequence of the state number, state j has a higher position in

the solution space, so i > j and uij = 1. In this case, the other elements in row i in the

upgraded transition matrix U are 0.

(2) For state Y +(n) with state number i in generation n, if the PAPR of Dm is higher

than De, then state i will not change. In this case, uii = 1 and the other elements in row

i in the upgrade transition matrix U are 0.

The above results can directly prove upgraded transition matrix U is a lower triangular

matrix.

We split U into matrix blocks with the same size as matrix P . In this way, U can be
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expressed as:

U =



U11

U21 U22

...
...

. . .

U22(V −1),1 U22(V −1),2 · · · U22(V −1),22(V −1)


(3.30)

Lemma 9: U11 is a unit matrix.

Proof: As the states with the elite frog equal to Dbest are listed with state number

i ∈ [1, 22(V−1)MN ], the elite frog in these states will not be replaced by other frogs, as it

has the lowest PAPR in the whole solution space.

In matrix U , each row represents a current state and in such a state the frog with the

lowest PAPR is fixed, so the next state is also fixed. With the upgraded matrix, the next

state will either go up with a smaller state number or remain in the current state. With

the above analysis, we can immediately draw the following conclusions: In each row there

is only one uij = 1, other elements equal to 0, and i ≥ j.

Lemma 10: U21 ̸= 0 and U22 ̸= 0.

Proof: Let Y +(n) = {De, D
new
1 , · · · , Dnew

MN}. Since the relevant rows of transition

matrix U21 and U22 contain all the binary combinations of {Dnew
1 , · · · , Dnew

MN}, in some

rows the set {Dnew
1 , · · · , Dnew

MN} contains Dbest, for example Dnew
1 = Dbest, in this case the

elite frog De will be replaced by Dnew
1 . So there are some elements in U21 with the form

ui1 = 1. So U21 ̸= 0. In some rows De has the lowest PAPR, so the status will not be

changed. In this case uii = 1. So U22 ̸= 0.

In this way, as U11 is a unit matrix, the total transition matrix can be expressed as
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[116]

B = QU

=



P

PU21 PU22

...
...

. . .

PU22(V −1),1 PU22(V −1),2 · · · PU22(V −1),22(V −1)


(3.31)

3.4.3 The Convergence for MCCSFLA

Before the convergence proof, we need to define the concept of convergence of MCCSFLA

for PAPR reduction.

Definition 2: Let De be the elite frog found by MCCSFLA at generation n, and Dbest be

the best frog with lowest PAPR fbest in the whole population space Φ. If lim
n→∞

Pr(f(De) =

fbest) = 1, then population sequence {P (n)}∞n=1 converges.

In order to analyze the convergence of MCCSFLA with the Markov chain theory, we

give the following Lemma.

Lemma 11: [112]: Let P be a m × m primitive stochastic matrix that converges to

P∞ = (πT , πT , · · · , πT )T with πT=(p1, p2, · · · , pm), R, T ̸= 0, g =

[
1, 1, · · · , 1

]
1×k

,.

If a k × k non-negative stochastic phalanx B has the form B =

 P 0

R T

, then B∞ =

lim
n→∞

 P n 0∑n−1
m=0 T

mRP n−m−1 T n

 =

 P∞ 0

R∞ 0

 is a stable stochastic matrix, and B∞ =

g′ · b∞, where b∞ = (p1, p2, · · · , pm, 0, 0, · · · 0) and
m∑
l=1

pl = 1.

The detailed proof can be found in [112].

Based on the above analysis we can prove MCCSFLA converges to the global optimum

when the number of iterations tends to be infinite.

Theorem 3: MCCSFLA can guarantee convergence to the global optimum.
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Proof: Let the total transition matrix be expressed as B =

 P 0

R T

, with R =


PU21

...

PU22(V −1),1

 and T =


PU22

...
. . .

PU22(V −1),2 · · · PU22(V −1),22(V −1)

. In the above we proved

that P and B are primitive stochastic matrices. As P > 0, U21 ̸= 0, the product PU21 ̸= 0,

so R ̸= 0. As P > 0, U22 ̸= 0, the product PU22 ̸= 0, so T ̸= 0. According to Theorem 1,

{Y (n)}∞n=1 converges to B∞ = g′ · b∞, where b∞ = (p1, p2, · · · , p22(V −1)MN , 0, 0, · · · 0), and
22(V −1)MN∑

l=1

pl = 1. So we have

B∞ = lim
n→∞

 P n 0∑n−1
m=0 T

mRP n−m−1 T n


=

 P∞ 0

R∞ 0



=



p1 · · · p22(V −1)MN 0 · · · 0

p1 · · · p22(V −1)MN 0 · · · 0

...
...

...
...

...
...

p1 · · · p22(V −1)MN 0 · · · 0



(3.32)

The size of matrix B is 22(V−1)(MN+1) × 22(V−1)(MN+1), so it has 22(V−1)(MN+1) states.

As for the status with state number i ∈ [1, 22(V−1)MN ] the elite frog De = Dbest, according

to the definition of the convergence in Definition 2, {Y (n)}∞n=1 converges to the global

optimal solution.

3.5 Experimental Study

In this section we present the simulation results of MCCSFLA. In order to demonstrate

the algorithm’s capabilities, we compare it against the genetic algorithm, the quantum
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evolutionary algorithm, the selective mapping algorithm and the original method without

using partial transmission sequences.

In our simulation, we consider the QPSK, 16QAM and 64QAM modulations respec-

tively. We set the number of non-overlapping sub-blocks V = 16. The objective function

in (3.7) is used to evaluate each PAPR reduction algorithm. For simplicity, the input

symbol sequence is considered to be randomly distributed. The population sizes of both

GA and QEA are 40 and the number of frogs in MCCSFLA is also 40. We set the number

of groups in MCCSFLA to 4, which means there are 10 frogs in each group. In GA, we

use a similar setting to that in [96]. We set the crossover probability to 0.9, and set the

mutation probability to 0.05. In QEA, we use the same lookup table as Table II in [117].

In order to do a performance comparison, we just copy the table here in Table 3.1.

For comparison purposes, we set the number of distinct sign sequences of SLM to 8. In

each simulation, we test the algorithms with 128, 256, and 512 subcarriers in one symbol

respectively.

In order to compare the performance of MCCSFLA, the complementary cumulative

distribution function (CCDF) is used to evaluate the algorithms. The CCDF is given as:

CCDF = P{PAPR > PAPR0} (3.33)

where P is the probability function.

Fig. 3.1 to Fig. 3.9 show the CCDF curves of MCCSFLA, GA, QEA, SLM and

“original” with the QPSK, 16QAM and 64QAM modulations respectively. The maximum

generation of MCCSFLA, GA and QEA is set to 20. “Original” means the PAPR without

using PTS. We simulate the OFDM system with 128, 256 and 512 subcarriers respectively.

Each case is tested with 1 × 105 symbols independently. As can be seen from Fig.3.1,

among all the different subcarriers, MCCSFLA provides better performance than GA,

QEA, SLM and “original”. For example, with 20 iterations and 128 subcarriers, when

CCDF = 10−3, the average PAPR obtained by MCCSFLA is around 5.59 dB, which is
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Table 3.1: The sign of quantum rotation angle

xi bi f(x) ≥ f(b) s(αiβi)

αiβi > 0 αiβi < 0 αi = 0 βi = 0

0 0 False 0 0 0 0

0 0 True 0 0 0 0

0 1 False 0 0 0 0

0 1 True -1 +1 ±1 0

1 0 False -1 +1 ±1 0

1 0 True +1 -1 0 ±1

1 1 False +1 -1 0 ±1

1 1 True +1 -1 0 ±1
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Figure 3.1: QPSK, CCDF of the PAPR with subcarrier=128.

Figure 3.2: QPSK, CCDF of the PAPR with subcarrier=256.

the lowest among all the algorithms under evaluation. In contrast, GA and QEA achieve

results for PAPR of around 6.25 dB and 7.15 dB. In comparison, SLM can only obtain a

higher PAPR of 7.53 dB due to the few partial transmit sequences. “Original”, however,

suffers a substantial performance loss, with the highest PAPR of around 10.40 dB. Similar

conclusions can be observed from Fig. 3.2 to Fig. 3.9.

As a numerical example for computational complexity, we use the parameters in Fig.

3.1, that is W = 4, V = 16, L = 128 Gen1 = Gen2 = Gen3 = 20, Pop1 = Pop2 = 40,
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Figure 3.3: QPSK, CCDF of the PAPR with subcarrier=512.

Figure 3.4: 16QAM, CCDF of the PAPR with subcarrier=128.

M = 4, and set the number of distinct sign sequences in SLM to 8. With 1 × 105

symbols simulation, we can get the average number of jumps for the worst frog in each

group is AJ = 8.7. So we have W V−1 = 1073741824. According to Section 3.3.12, the

computational complexity of the PAPR reduction schemes is calculated and shown in

Table 3.2. From the table we can see that the computational complexity of MCCSFLA-

PTS is a little bit lower than GA-PTS and QEA-PTS with L = 128. The proposed

MCCSFLA-PTS achieved best PAPR reduction as shown in Fig. 3.1 to Fig. 3.9. As we
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Figure 3.5: 16QAM, CCDF of the PAPR with subcarrier=256.

Figure 3.6: 16QAM, CCDF of the PAPR with subcarrier=512.

can see from Fig. 3.1 and Table 3.2, although SLM has a lower computational complexity,

its PAPR reduction performance is the worst among heuristic algorithms.

Fig. 3.10, Fig. 3.11 and Fig. 3.12 show the convergence, defined as the average

PAPR for 100 symbols, for QPSK modulation, MCCSFLA and GA with 128, 256 and

512 subcarriers. Fig. 3.10 shows clearly that MCCSFLA performs significantly better

than GA in terms of the convergence speed with 128 subcarriers. It can be seen in Fig.

3.10, at the first generation, the average PAPR of MCCSFLA is lower than GA as the
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Figure 3.7: 64QAM, CCDF of the PAPR with subcarrier=128.

Figure 3.8: 64QAM, CCDF of the PAPR with subcarrier=256.

local search of MCCSFLA is more effective than GA. Within the initial 50 iterations,

the PAPR of MCCSFLA decreased quickly with the growth of the generations, as the

convergence speed improves with the local search and the shuffling of the population. On

the other hand, GA shows a slower convergence rate than MCCSFLA. From 50 to 100

iterations, MCCSFLA has approached close to 4.55 dB, while GA is still far from it. Over

all 100 iterations, MCCSFLA provides a lower average PAPR than GA, and MCCSFLA

converges with a faster rate. From Fig. 3.11 and Fig. 3.12, similar conclusions can
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Figure 3.9: 64QAM, CCDF of the PAPR with subcarrier=512.

also be obtained when the number of the subcarriers is 256 and 512 respectively. Overall,

MCCSFLA is more effective and suitable for PAPR reduction than GA. Moreover, similar

conclusions can also be obtained from the simulation results that MCCSFLA converges

faster than QEA with the same number of generations.

3.6 Summary

In this chapter, we propose a novel modified chaos clonal shuffled frog leaping algorithm

for partial transmit sequence selection in OFDM systems. We analyze the proposed

Table 3.2: The number of real multiplications and real additions for different methods

Scheme Real Multiplications Real Additions

CON-PTS 274877935616 4260607600644

GA-PTS 233472 3217408

QEA-PTS 233472 3217408

MCCSFLA-PTS 206848 2804736

SLM 30720 74752
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Figure 3.10: Average PAPR change by generation with subcarrier=128.

Figure 3.11: Average PAPR change by generation with subcarrier=256.

algorithm using the Markov chain theory and prove that the algorithm converges to

the global optimum. Simulation experiments are conducted to compare the proposed

algorithm with the genetic algorithm, the quantum evolutionary algorithm, the selective

mapping algorithm and the original approach respectively. The results show that the

modified chaos clonal shuffled frog leaping algorithm is more efficient in terms of both

PAPR reduction and convergence speed.
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Figure 3.12: Average PAPR change by generation with subcarrier=512.
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Chapter 4

Target Coverage Based on QACEA

for Self-organizing WSN

4.1 Introduction

Recent advances in wireless communications and technology growth in the field of em-

bedded computing has facilitated the deployment of more self-organizing wireless sensor

nodes for many important applications, such as building security, military monitoring,

medical diagnostic, environment surveillance, etc [119].

A self-organizing sensor network generally consists of a large number of low-power

and low-cost sensor nodes for exact sensing a certain number of targets in the sensing

areas. The self-organized micro nodes are usually installed in harsh environments, whose

sensing range is limited and in some scenarios they have to monitor multiple targets

simultaneously. In such scenarios, enhancing the target coverage rate is crucial because

sensor nodes operate with a limited sensing range and sensing ability. Accordingly, the

objective of a target coverage scheme is to select an optimal set of targets for the sensor

nodes that maximize the target coverage rate [9].

75
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However, when the scale of the sensor nodes and targets is relatively large, the overall

computational complexity and space complexity increases exponentially with the number

of sensor nodes and targets, which becomes a bottleneck in the target coverage problem.

In order to enhance the target coverage efficiency, many previous studies have ad-

dressed various heuristic approaches for the target coverage problem in wireless sensor

networks [120]. A research effort on the optimal K-cover problem for targets in wireless

sensor networks based on the genetic algorithm can be found in [57]. GA performs well

in the beginning, but it suffers from a premature convergence and a low convergence

rate only after few iterations. Another method based on heuristically solving the sensor

networks coverage problem using simulated annealing has been presented in [121]. Their

work focused on a coverage optimization with many directional sensor nodes. However,

for SA, the search is prone to get stuck into local optima and fall into evolutionary stag-

nation. In [122], A particle swarm optimization method was proposed for sensor node

autonomous deployment. However, its convergence speed is slow when the numbers of

sensor nodes and target nodes are large.

In this chapter, a quantum ant colony evolutionary algorithm (QACEA) is proposed

to enhance the target coverage rate of self-organizing wireless sensor networks. We also

establish a mathematical model for the target coverage problem. By introducing QACEA

into the target coverage, a fitness function for evaluating the target coverage rate is

designed to optimize the selection of targets for each sensor node. In the simulation, the

effect of QACEA is compared to those given by heuristic techniques of GA and SA for the

self-organizing wireless sensor networks with different numbers of sensor nodes and sensing

radius. Results show that the target coverage rate of the proposed QACEA method is

about 10 percentage and 20 percentage higher than that of GA and SA respectively with

different sensing radii. Besides that, the number of targets that are successfully detected

by the proposed QACEA is much higher than that of GA and SA. So the proposed method
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significantly enhanced the monitoring results.

4.2 System Model

This section describes the mathematical model for the target coverage problem with re-

spect to the sensor distribution and the target distribution when the sensing radius and

node capability are limited. Assume that there are M targets and N sensor nodes uni-

formly and randomly distributed over the monitoring area, the sensing range relationship

can be shown as

C =



c1,1 c1,2 · · · c1,N−1 c1,N

c2,1 c2,2 · · · c2,N−1 c2,N
... cm,n

...

cM−1,1 cM−1,2 · · · cM−1,N−1 cM−1,N

cM,1 cM,2 · · · cM,N−1 cM,N


(4.1)

where C is the sensing range relationship matrix and cm,n ∈ {0, 1} represents the coverage

relationship between the nth sensor node and the mth target. cm,n = 1 means that the

mth target is within the monitoring range of the nth sensor and the distance between the

sensor node n and target m is smaller than the sensing radius. Similarly, cm,n = 0 means

the mth target is outside the scope of the monitoring range of the nth sensors and the

distance between sensor node n and target m is larger than the sensing radius.

The monitoring targets set for sensor nodes in self-organizing wireless sensor networks
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can be represented as

S =



s1,1 s1,2 · · · s1,N−1 s1,N

s2,1 s2,2 · · · s2,N−1 s2,N
... sm,n

...

sM−1,1 sM−1,2 · · · sM−1,N−1 sM−1,N

sM,1 sM,2 · · · sM,N−1 sM,N


(4.2)

where S is the monitoring targets selection matrix. The variable sm,n will be either 1 or

0. sm,n = 1 means that the mth target is monitored by the nth sensor and sm,n = 0 means

that the mth target is not monitored by the nth sensor.

Limited by their sensing, storage and computation capabilities, small wireless sensors

can only monitor a limited number of targets, which can be represented as

M∑
m=1

sm,n ≤ F, n = 1 . . . N (4.3)

where F is the maximum number of targets that a sensor node can monitor simultaneously.

As the sensor node can not monitor the target that is outside its monitoring range,

we have

sm,n ≤ cm,n (4.4)

Given the sensor distribution and the target distribution, the objective function of

the target coverage problem is to maximize the number of detected targets of the sensor

network by optimally selecting a set of targets for each sensor node with respect to the

sensing range and monitor capability constraints. We assume that each target needs to

be monitored by E sensor, the system model can be shown as Objective:

max f(s11, s12, · · · , sMN) =
M∑

m=1

wm (4.5)

Subject to:
M∑

m=1

sm,n ≤ F, n = 1 . . . N (4.6)
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sm,n ≤ cm,n (4.7)

where

wm =


1

N∑
n=1

sm,n ≥ E

0
N∑

n=1

sm,n < E

(4.8)

In formula (4.8), wm = 1 means that the mth target is detected by the sensor nodes

and wm = 0 otherwise.

4.3 Target Coverage in Self-organizing Wireless Sen-

sor Networks based on QACEA

Based on the principles of quantum computation and the quantum theory, we developed a

quantum ant colony evolutionary algorithm for target coverage in self-organizing wireless

sensor networks which can achieve a higher target coverage rate and higher number of

detected targets compared with the conventional GA and SA. Because the quantum bit

representation can represent a linear superposition of all possible solutions, QACEA has

a better characteristic of diversity than GA and SA.

QACEA is essentially defined by several steps, namely ant and colony encoding, ant

initialization, quantum state observation, fitness evaluation, path selection and pheromone

update, quantum rotation operation, quantum mutation operation, etc.

4.3.1 Ant and Colony Encoding

QACEA employs a fixed number of binary ants and a fixed number of quantum ants in

the ant colony, which is a combination of deterministic and probabilistic representation

and uses both ant search and a quantum gate to drive the ant colony towards the best
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solution. Besides the colony, we keep an elite binary ant with the highest target coverage

rate in each iteration.

We only encode the targets that are within the sensing range of the corresponding

sensors. When the mth target is within the monitoring range of the nth sensor, we have

cm,n = 1 in formula (4.8), which means that the bit sm,n is valid. When the mth target

is outside the scope of the monitoring range of the nth sensor, we have cm,n = 0 , which

means that the bit sm,n is invalid. So we only encode sm,n when cm,n = 1. An example

can be shown as

C =



1 0 0 1

0 1 1 0

1 1 0 0

0 0 0 1


S =



0 0 0 1

0 1 0 0

1 0 0 0

0 0 0 0


(4.9)

where the underlined bits in matrix S are the valid bits that we need to encode. In

this way, the code length of our ant equals to the number of valid bits and can be shown

as

L =
M∑

m=1

N∑
n=1

cm,n (4.10)

where L is the code length.

The binary ant uses a binary string representation which represents the sequence of

underlined bits in matrix S and the value of each bit can be 0 or 1.

For the quantum ant, a quantum bit may be in the 1 state, signed as the state vector

|1⟩, in the 0 state, signed as the state vector |0⟩ or in any superposition of the two which

can be represented as

|ψ⟩ = α |0⟩+ β |1⟩ (4.11)
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where α and β are complex numbers that specify the probability amplitudes of the |0⟩

state and |1⟩ state. Specifically, |α|2 and |β|2 denote the probability that the Q-bit will

be observed as the |0⟩ state and |1⟩ state in the observation.

Normalization of the state guarantees that the two probabilities must satisfy

|α|2+|β|2=1 (4.12)

In this way, a quantum ant with the probabilistic representation is defined by a string

of Q-bits with length L, which can be represented as

A =

∣∣∣∣∣∣∣
α1

β1

∣∣∣∣∣∣∣
α2

β2

∣∣∣∣∣∣∣
· · ·

· · ·

∣∣∣∣∣∣∣
αL

βL

∣∣∣∣∣∣∣ (4.13)

Thus, the valid bits in matrix S are mapped to the Q-bit in A.

4.3.2 Ant Initialization

In QACEA all the Q-bits in the quantum ant are initialized with the random value

generated by the Logistic map which can be shown as

xk+1 = µxk(1− xk), k = 0, 1, 2, · · · , K (4.14)

We set µ=4 and randomly generate an initial ant colony with αk = cos(2πxk) and

βk = sin(2πyk). In this way, all the possible quantum states appear with a random

probability at the beginning.

4.3.3 Quantum State Observation

In order to produce a new binary solution, the observation operation of a quantum state

results in its collapse to a binary representation for evaluation which can be shown as
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zl =

 0, random[0, 1] > |αl|
2

1, random[0, 1] ≤ |αl|
2

(4.15)

where Z = (z1, z2, · · · , zL) is the generated binary solution, random[0, 1] is a uniform

random number between 0 and 1.

4.3.4 Fitness Evaluation

Each binary solution Z in the colony can be mapped to a matrix S and then covert to

a target coverage scheme. Each target coverage scheme represents a possible solution to

the problem which can be evaluated in order to obtain the best scheme with the highest

target coverage rate. We calculate the fitness value of each binary solution Z with formula

(4.5) after mapping it to matrix S and update the elite binary ant if the fitness value of

the binary solution Z is higher. In order to meet the constraints (4.6), we uniformly and

randomly convert 1 to 0 in S on the relevant row before fitness evaluation. As we only

encode the valid bit in the matrix S, all the solutions satisfy the constraints (4.7).

4.3.5 Path Selection and Pheromone Update

The ant-cycle system is applied to the evolution of the binary ants in the colony of the

algorithm. QACEA constructs a binary ant by selecting a bit value with probabilities

based on (4.16).

pij(t) =
τλij(t)η

µ
ij(t)

τλi0(t)η
µ
i0(t) + τλi1(t)η

µ
i1(t)

(4.16)

where t is the iteration, step pij(t) is the transition probability at the ith step, τi0

and τi1 are the pheromone on path 0 and 1 at the ith step, ηi0 and ηi1 are the visibilities

on path 0 and 1 at the ith step, µ and λ reflect the relative importance of visibility and

pheromone at the ith step and the path selection result j ∈ {0, 1}.
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The visibility can be shown as formula (4.17)

η1m,n(t) =


(
1 +

n∑
i=1

sm,i

)
n∑

i=1

sm,i < E

0
n∑

i=1

sm,i ≥ E
(4.17)

where η
(m)
n1 (t) is the calculation of the visibility. As each target needs to be monitored

by E sensors, the visibility is higher when the number of sensors for target m is close

to E. The visibility is set to zero when the number of sensors for target m is above

E as each target only needs to be monitored by E sensor nodes. In the way, we have

η0m,n(t) = E − η1m,n(t).

The fitness of the binary ant is calculated according to formula (4.5) and fitness of the

elite binary ant is updated if the fitness value of the binary ant is higher. The pheromone

trail intensity is updated according to the fitness value of the elite binary ant.

The pheromone update is to add the pheromone on edges of the elite binary ant and

to evaporate pheromone on the other edges. The evaporation increases the diversity of

the ant colony. The pheromone is updated according to

τij(t+ 1) = ρτij(t) + ∆τ best (4.18)

where τij is the pheromone on path j at the ith step and ρ ∈ (0, 1) is the evaporation

coefficient. The increment of pheromone ∆τ best is given to those paths belonging to the

elite binary ant which can be shown as

∆τ best = φ
M∑

m=1

wm (4.19)

where
M∑

m=1

wm is the fitness value of Zbest and φ is a constant parameter.
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Table 4.1: The sign of quantum rotation angle

zl zoldbest f(zl) ∆θl s(αlβl)

> f(zoldbest) αβ > 0 αβ < 0 α = 0 β = 0

0 0 False 0 0 0 0 0

0 0 True 0 0 0 0 0

0 1 False 0.05π +1 -1 0 ±1

0 1 True 0.05π -1 +1 ±1 0

1 0 False 0.01π -1 +1 ±1 0

1 0 True 0.025π +1 -1 0 ±1

1 1 False 0.005π +1 -1 0 ±1

1 1 True 0.025π +1 -1 0 ±1

4.3.6 Quantum Rotation Operation

The quantum gate of QACEA is a rotation gate and can be represented as αnew
l

βnew
l

 =

 cos θ − sin θ

sin θ cos θ


 αl

βl

 (4.20)

where αl and βl are complex numbers that specify the probability amplitudes of the |0⟩

state and |1⟩ state on the lth quantum bit and αnew
l and βnew

l are renewed probability

amplitudes. The value of θl = s(αlβl)∆θl is updated through a lookup Table 4.1, where

zoldbest is the elite binary ant in the last iteration and s() is the sign operation. The only

exception occurs in the first iteration where zoldbest is the elite binary ant in the current

iteration.
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4.3.7 Quantum Mutation Operation

The quantum mutation operation can be represented as

 βl

αl

 =

 0 1

1 0


 αl

βl

 (4.21)

where the probability amplitudes are updated with a quantum NOT gate with a small

probability. The smaller the fitness value of the observation result, the higher the mutation

rate.

Algorithm 2 The quantum ant colony evolutionary algorithm based target coverage

method
1: Begin

2: Generate the initial binary ants and the quantum ants

3: while Algorithm has not reached designated iterations do

4: Quantum state observation for the quantum ants

5: Evaluate the fitness value for the observation result

6: Update the elite binary ant Zbest

7: Path selection to generate binary ants

8: Evaluate the fitness value for the binary ants

9: Update the elite binary ant Zbest

10: Pheromone update

11: Quantum rotation operation

12: Quantum mutation operation

13: end while

14: Output the fitness value of elite binary ant Zbest

15: End
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4.3.8 Basic Steps

The basic steps of MCCSFLA are described in Algorithm 2:

4.4 Simulation Results and Discussion

In the simulation process, the monitoring area is set to 600 × 600m and there are 200

targets in the area. The sensor nodes and targets are distributed uniformly and randomly

in it. In the monitoring process each sensor can simultaneously monitor 5 targets within its

monitoring range and each target needs at least 3 sensors to monitor it simultaneously.

We use the typical parameters. In QACEA, the number of ants is 40, the pheromone

evaporation coefficient is ρ = 0.9, µ and λ are set to 2. In SA, the initial temperature

is set to 300 degrees and the annealing temperature coefficient is set to 0.85. In GA,

the chromosome number is 40, crossover probability is set to 0.7, mutation probability is

set to 0.05 and the generation gap is set to 0.9. The maximum iteration of all the three

algorithms is set to 100.

Fig.4.1 to Fig.4.4 show the target coverage rate of the self-organizing wireless sensor

networks by iteration using QACEA, GA and SA with the sensing radius 50, 60, 70 and

80 respectively. The number of sensor nodes is 150. According to these comparisons, the

proposed coverage scheme based on QACEA has a higher target coverage rate than the

schemes based on GA or SA. As it may be observed in the figures, in the beginning, the

target coverage rate of self-organizing wireless sensor networks of all the three algorithms

increased. However, when the iteration number is increased to 60, the SA performance

degrades due to its premature convergence. Similarly, since falling into local optimal

solutions is an inevitable phenomenon in GA, it tends to slow down the convergence speed

as well after 60 iterations. As shown in the figures, QACEA still has a fast convergence

rate after 60 iterations which means that the algorithm is prevented from premature
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Figure 4.1: Target coverage rate (%) by iterations with sensing radius 50m.
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Figure 4.2: Target coverage rate (%) by iterations with sensing radius 60m.

convergence. In other words, it achieves a better convergence rate and a higher target

coverage rate than GA and SA. The results show that the target coverage rate of the

proposed QACEA method is about 10 percentage and 20 percentage higher than that of

GA and SA respectively with different sensing radius.

A summary of the number of detected targets obtained for QACEA, GA and SA with

different numbers of sensor nodes and sensing radii is illustrated in Fig.4.5 to Fig.4.8. As

the figures show, QACEA yielded much better results compared to GA and SA. It can
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Figure 4.3: Target coverage rate (%) by iterations with sensing radius 70m.
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Figure 4.4: Target coverage rate (%) by iterations with sensing radius 80m.

be seen that the number of detected targets by QACEA is 6.90% to 19.09% higher than

that of GA and 32.67% to 54.27% higher than that of SA which indicates a higher target

coverage rate.
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Figure 4.5: Number of successful detected target by sensor number with sensing radius

50m.
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Figure 4.6: Number of successful detected target by sensor number with sensing radius

60m.

4.5 Summary

In this chapter, a target coverage scheme based on the quantum ant colony evolutionary al-

gorithm (QACEA) was proposed to increase the target coverage rate of the self-organizing

wireless sensor networks. The system model for the target coverage problem was estab-

lished while forming the objective function. The simulation results demonstrated that
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Figure 4.7: Number of successful detected target by sensor number with sensing radius

70m.
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Figure 4.8: Number of successful detected target by sensor number with sensing radius

80m.

QACEA solves the target coverage problem with a higher number of detected targets and

a higher target coverage rate than GA and SA.



Chapter 5

Energy Efficient Duty Cycle Design

based on QICEA in WSNs

5.1 Introduction

The recent advances in micro-sensor and technology growth in the field of wireless com-

munications has facilitated the deployment of more capable WSNs. A WSN generally

consists of a large number of sensor nodes for exact sensing. Limited by their size, small

wireless sensors are generally low-cost, low-power devices with a restricted power source

and limited sensing range.

As the energy of a battery is limited, we can schedule the sensor nodes activity to

enhance the lifetime of WSNs. In other words, each node in a WSN can switch between

the active mode and sleep mode in a certain order. If the time unit of the mode switching

is the cycle, the active orders of all sensor nodes in a WSN can be expressed as a duty

cycle. Due to the limited power source, lifetime optimization through duty cycle design

has always been an important issue of WSNs. Careful duty cycle design can be an

effective optimization means for achieving maximum network lifetime with full coverage

91
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constraints. However, the computational complexity of the duty cycle design problem

increases exponentially with the increment of the number and the lifetime of the nodes.

Thus, the duty cycle design problem can be formulated as a nonlinear combinational

optimization problem and its computational complexity is too high for an exhaustive

search algorithm for practical implementation [120].

Fortunately, heuristic algorithms provide a solution to the nonlinear combinational

optimization problem, which include PSO, GA and the SA. A research effort on the duty

cycle design problem based on the greedy algorithm can be found in [123]. Their work

focused on improving the scheduling scheme for sensor sets. The greedy algorithm is sim-

ple and fast but it usually yields a shorter network lifetime than evolutionary algorithms.

In [124], an improved GA was proposed for optimizing node scheduling in wireless sensor

networks. Their algorithms have shown to perform well on sensor networks with a limited

number of nodes. But it suffers from a premature convergence and low convergence rate

when the number of nodes is high. A duty cycle design scheme is proposed in [125] and

PSO is used to solve the problem. However, in practice, it gets stuck into local optima

and falls into evolutionary stagnation.

Based on the quantum theory, we propose a quantum immune clonal evolutionary

algorithm (QICEA) for duty cycle design in WSNs which can achieve a longer network

lifetime while maintaining full coverage in the monitoring area. QICEA combines quantum

computation and an artificial immune clonal algorithm where the elements of the antibody

population are Q-bits. Simulation results show that this QICEA for the duty cycle design

problem in WSNs enjoys a longer network lifetime compared to the conventional GA and

SA methods while maintaining full coverage in the monitoring area.
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5.2 The System Model

This section describes the system model of the duty cycle design problem with respect

to the limited sensing range, the restricted node energy and the full coverage constraint.

Cardei has used a similar model to demonstrate that the duty cycle design problem in

sensor networks is NP hard [123]. In this work, a network lifetime system based on round

units is employed to model the duty cycle design problem.

Consider a WSN with M targets and N sensor nodes distributed over the monitoring

area. The sensing relationship can be shown as

R =



r1,1 r1,2 · · · r1,M−1 r1,M

r2,1 r2,2 · · · r2,M−1 r2,M
... rn,m

...

rN−1,1 rN−1,2 · · · rN−1,M−1 rN−1,M

rN,1 rN,2 · · · rN,M−1 rN,M


(rn,m ∈ {0, 1})

(5.1)

where rn,m is the sensing relationship between the m-th target and n-th sensor, rn,m=1

indicates that the m-th target is within the sensing range of the n-th sensor and rn,m= 0

otherwise.

Assume that the unit of lifetime is a round and the maximum lifetime of each sensor

node is D rounds. The duty cycle of the WSN can be represented as

L =



l1,1 l1,2 · · · l1,N−1 l1,N

l2,1 l2,2 · · · l2,N−1 l2,N
... li,n

...

lND−1,1 lND−1,2 · · · lND−1,N−1 lND−1,N

lND,1 lND,2 · · · lND,N−1 lND,N


(li,n ∈ {0, 1})

(5.2)
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where li,n = 1 represents that the n-th sensor is in the active mode in round i and li,n = 0

represents that the n-th sensor is in the sleep mode in round i. The monitoring cycle can

be formulated as the form of matrix multiplication, which can be represented as

LR =



N∑
n=1

l1,nrn,1 · · ·
N∑

n=1

l1,nrn,M

...
N∑

n=1

li,nrn,m
...

N∑
n=1

lND,nrn,1 · · ·
N∑

n=1

lND,nrn,M

 (5.3)

where
N∑

n=1

li,nrn,m > 0 represents that the m-th target is monitored by at least one

sensor in round i, and
N∑

n=1

li,nrn,m = 0 otherwise. In order to maintain full coverage in

the monitoring area in the i-th round, all the elements in the i-th row must be positive.

Thus, from top to bottom, if all the elements from row 1 to row i are positive, the network

lifetime is longer than i round. So the system model of the duty cycle design problem can

be represented as

Objective:

f(L) = row zero(LR)− 1 (5.4)

Subject to:
ND∑
i=1

li,n ≤ D,n = 1 . . . N (5.5)

where row zero is the row number for the first zero element that occurs from top

to bottom in matrix LR. The constraint
ND∑
i=1

li,n ≤ D,n = 1 . . . N represents that the

maximum lifetime of each sensor node is D rounds.

From the system model, we can see that the number of possible duty cycle combina-

tions increases exponentially with the sensor number and the maximum lifetime of nodes.

So QICEA is proposed to solve this problem.
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5.3 Duty Cycle Design based on QICEA

Based on the quantum theory and the clonal selection theory, we introduce QICEA to

enhance performance of the traditional evolutionary algorithms. Compared with the tra-

ditional iterative optimization methods, QICEA with quantum bit representation can

explore the search space with a linear superposition of states. The key steps of QICEA

include antibody encoding, initial antibody generation, affinity calculation, antibody se-

lection and clonal mutation operation.

5.3.1 Antibody Encoding

In QICEA, a Q-bit is a kind of probabilistic representation. It can be in the basis state

|0⟩, in the basis state |1⟩ or in any superposition of the two states. As the quantum bit

can represent a linear superposition of all the possible solutions, its population diversity

is higher than other representations. It can be defined as

|ψ⟩ = α |0⟩+ β |1⟩ (5.6)

where α and β denote the probability amplitudes of the |0⟩ state and the |1⟩ state which

satisfy

|α|2+|β|2=1 (5.7)

|α|2 and |β|2 are the probabilities that specify the probability amplitudes of the |0⟩ state

and the |1⟩ state.

A quantum antibody, which is a form of the probabilities of states, is a Sine and

Cosine representation of all the binary solution states and is more straightforward than

the traditional Q-bits representation. A quantum antibody with N sensors and maximum

lifetime of ND rounds can be represented as

Y =


∣∣∣∣∣∣∣
cos(θ1,1)

sin(θ1,1)

∣∣∣∣∣∣∣
cos(θ1,2)

sin(θ1,2)

∣∣∣∣∣∣∣
· · ·

· · ·

∣∣∣∣∣∣∣
cos(θND,N)

sin(θND,N)

∣∣∣∣∣∣∣
 (5.8)
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where θ give the probabilities that the quantum bit exists in states |0⟩ and |1⟩ respectively,

which must satisfy  cos2(θ) = |α|2

sin2(θ) = |β|2
(5.9)

5.3.2 Initial Antibody Generation

In QICEA, all the angles of a quantum antibody are initialized with the Chebyshev map

which can be represented as

θj = 2π × |χj| (5.10)

where χj ∈ (−1, 1)is the Chebyshev chaotic random number which can be generated as

χj+1 = cos(ϕ arccosχj) (5.11)

where ϕ ≥ 2 is a constant parameter. It means that all possible angles appear with a

random probability at the beginning.

5.3.3 Affinity Calculation

For the duty cycle design problem, the quantum antibody should be converted to a binary

solution for evaluation.

pi,n =

 0 random[0, 1] ≤ cos2(θi,n)

1 random[0, 1] > cos2(θi,n)
(5.12)

The binary result is calculated for the affinity with formula (5.4). When the binary

solution does not satisfy the constraint (5.5), we need to reduce the number of working

rounds via changing some 1 to 0 for the corresponding node in the binary solution.
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5.3.4 Antibody Selection and Clonal Mutation Operation

Unlike the general QEA, a clonal selection is applied in QICEA to determine the antibody

with the highest affinity. We assume there are S antibodies in the population. First all

the antibodies are ranked in a decreasing order of affinity. Then the first r antibodies with

a higher affinity are selected for cloning. The number of clone copies can be represented

as

Zk =

⌈
ρS

k

⌉
(5.13)

where Zk is the number of copies that are cloned by the k-th antibody, ⌈⌉ is a ceiling

rounding operation and ρ is a multiplying factor that is chosen empirically. In order to

enlarge the population size, the total number of cloned antibodies Num must satisfy

Num =
r∑

q=1

Zk ≥ S (5.14)

Then the clonal mutation is performed on the cloned antibody population with a quantum

gate. In QICEA, the state of Num quantum antibodies can be randomly converted by a

rotation gate, which can be represented as cos(θi,n +∆θj)

sin(θi,n +∆θj)

 =

 cos (∆θj) − sin (∆θj)

sin (∆θj) cos (∆θj)


 cos θi,n

sin θi,n


(5.15)

where ∆θj is a random rotation angle for the (i, n) angle in the mutation operation. In

order to ensure randomness of ∆θj, we use a Logistic map to generate ∆θj which can be

represented as

∆θj = λ(2xj+1 − 1) (5.16)

where λ is a constant parameter that controls the rotation angle and xj+1 is generated

by the Logistic map which can be represented as

xj+1 = µxj(1− xj), j = 0, 1, 2, · · · , ND ×N (5.17)
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where µ=4 is a constant parameter of the Logistic map. We use a quantum NOT gate

to update the quantum antibody with a small probability, which can be represented as 0 1

1 0


 cos θi

sin θi

 =

 sin θi

cos θi

 (5.18)

We can see that the probability amplitudes of |0⟩ state and |1⟩ state exchanged. After

the clonal mutation operation, QICEA selects S − r antibodies from Num quantum

antibodies. The combination of these S − r antibodies and the original r antibodies will

form a new population with S antibodies.

5.3.5 Basic Steps

The basic steps of QICEA for energy efficient duty cycle design are described in Algorith-

m 3:

Algorithm 3 The QICEA based energy efficient duty cycle design

1: Begin

2: Generate the initial antibodies

3: Quantum state observation for the initial antibodies

4: Evaluate the affinity for the initial antibodies

5: while Algorithm has not reached designated iterations do

6: Antibody selection

7: Clonal mutation

8: Quantum state observation for the antibodies

9: Evaluate the affinity for the antibodies

10: Form a new population with high-affinity antibodies

11: end while

12: Output the antibody with highest affinity

13: End
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5.4 Simulation Results and discussion

In this section, the proposed QICEA is tested with different sensors and targets deploy-

ments for the energy efficient duty cycle design problem. The monitoring area is set to

500× 500m and the sensor nodes and targets are distributed uniformly and randomly in

it. The sensing radius for each sensor is 300m and the maximum lifetime of each sensor

node is 10 rounds. In QICEA, the number of antibodies is 40. Comparisons are made

with GA and SA. In GA, we set the chromosome number to 40, the crossover probability

to 0.9, the generation gap to 0.9 and the mutation probability to 0.05. In SA, the initial

temperature is set to 500 degrees and the annealing temperature coefficient is set to 0.98.

The maximum number of iterations of all the three algorithms is set to 100.

Fig. 5.1 to Fig. 5.4 show the network lifetime of QICEA, GA and SA on the energy

efficient duty cycle design problem with 30 targets, 75 sensors and 40 targets, 100 sensors,

respectively. From the figures, we can see that our algorithm produces a duty cycle with

a longer network lifetime in both conditions after 100 iterations. In the beginning, the

convergence rates of all the three algorithms increased. However, SA gets stuck in a local

optima and is not able to escape it. We can see that the convergence rate is very slow

after 20 iterations which means that the algorithm falls into premature convergence. The

performance of GA is shown to outperform SA most of the time in the convergence rate

as well as the final network lifetime. It has a fast convergence rate at the beginning but

then stabilizes after 50 iterations. It can be seen that QICEA finds a high-quality duty

cycle scheme much faster than SA and GA. It also searches for solutions more efficiently.

The simulation results show that in Fig.1 to Fig.2, the network lifetime of the proposed

QICEA method is 4.74% and 5.67% longer than that of GA and 6.04% and 6.74% longer

than that of SA which means QICEA has a higher energy efficiency.
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Figure 5.1: Network lifetime with 10 targets and 55 sensors.

Figure 5.2: Network lifetime with 20 targets and 55 sensors.

5.5 Summary

Duty cycle design is a key problem in the operation of wireless sensor networks. In

this chapter, we proposed QICEA for duty cycle design while maintaining full coverage

in the monitoring area. Simulation results show that compared to SA and GA, the

proposed QICEA can extend the lifetime of wireless sensor networks and enhance the

energy efficiency effectively.
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Figure 5.3: Network lifetime with 30 targets and 75 sensors.

Figure 5.4: Network lifetime with 40 targets and 100 sensors.
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Chapter 6

Low Energy Clustering in

High-density WSN Based on FSEC

6.1 Introduction

With the continuous development of wireless sensor technology, more and more researchers

pay attention to high-density wireless sensor networks. High-density wireless sensor net-

works have a wide range of applications in battlefield information collection, security

systems, office automation and target localization, etc [126]. With the improvement of

intelligence and the decrease of production costs, the number of sensors in high-density

wireless sensor networks grows exponentially. In some networks, there are hundreds to

thousands sensors working simultaneously. In these studies and applications, how to

reduce the communication energy consumption by clustering is a key issue [127].

The most common clustering protocols for wireless sensor networks include LEACH

and HEED. LEACH (Low Energy Adaptive Clustering Hierarchy) [128] is a low energy

consumption clustering scheme that significantly improves network lifetime. The LEACH

method uses a duty cycle cluster head selection method instead of fixed cluster heads.

103
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HEED (Hybrid Energy-Efficient Distributed clustering approach) was first introduced in

[129]. In HEED, the reserved energy and density of nodes were considered in cluster head

selection. Both methods focus on maximum network lifetime instead of the minimum

energy consumption of the whole network. These methods are generally more concerned

about the reserved energy of nodes and the death time of the first battery-powered sensor

node in the network. Therefore, the energy consumption is nearly uniformly distributed

to all sensor nodes if the initial energy of all nodes are equal. With these methods, in

most cases, the total energy consumption of the whole network is not minimized. Instead,

the network lifetime is maximized as the nodes with more reserved energy have a greater

chance of being selected as the cluster head.

In some high-density sensor networks, nodes are powered by wired power, although

the communication is wireless. In this case, people are more concerned about the total

energy consumption of the whole network per unit time. In other words, it is possible to

reduce the power consumption and electricity bills.

In some high-density wireless sensor networks, there are hundreds of sensor nodes

in the whole network. The energy consumption per unit of time for the whole network

is high. How to select a certain percentage of cluster heads with the minimum energy

consumption for data collection is an important issue. In [130], a method based on

a simple genetic algorithm for data collection is proposed for minimum data collection

energy consumption. However, the simple genetic algorithm easily falls into local optima

and it often gets high energy consumption clustering results.

Based on the above studies, a Low Energy Clustering method of High-density wireless

sensor networks based on fuzzy simulated evolutionary computation is proposed in this

chapter. In order to reduce communication energy consumption, we also designed a fuzzy

controller to dynamically adjust the crossover and mutation probability. Simulations are

conducted by using the proposed method, the clustering methods based on particle swarm
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optimization and the method based on quantum evolutionary algorithm. Results show

that the energy consumption of the proposed method decreased compared to the other

two methods which means that the proposed method improves the energy efficiency.

6.2 System Model

This chapter studies a class of high-density sensor networks, in which nodes are randomly

distributed in the monitoring area. The sensor nodes within the monitoring area are

divided into a number of clusters and there is a single cluster head node within each

cluster.

In the uplink transmission phase, the randomly distributed sensor nodes observe and

check the targets within the monitoring area and then send the perceived data to the

cluster head node. The cluster head node collects the data from sensor nodes and then

uploads the data to the gateway node directly. The gateway node collects the data

from the cluster head nodes and transfers the data to the user for further analysis and

processing.

In the downlink phase, users allocate monitoring tasks to the cluster head nodes

through the gateway node and then the cluster head nodes assign the tasks to the sensor

nodes within the clusters to complete the monitoring tasks. Generally, the amount of

uplink data is much larger than the downlink data in monitoring tasks.

In order to reduce the energy consumption with the node communication distance

limitation, we must develop an efficient clustering scheme for high-density wireless sensor

networks. The energy consumption of a wireless sensor network consists of the communi-

cation energy, the sensing energy and the microprocessor energy. Studies show that the

transmission radio energy and receive energy consumption accounted for more than half

of the total energy consumption of wireless sensor networks. Meanwhile, the sensing en-
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ergy consumption and the microprocessor energy consumption is relatively fixed which is

difficult to reduce through optimization. So we focus on how to reduce the communication

energy consumption via optimal clustering in high density sensor networks.

In high density sensor networks, the transmission radio energy can be shown as[131]:

costs(k, d) = Eelec · k + εamp · k · dn (6.1)

where costs(k, d) is the transmission radio energy, d is the distance between two nodes, k

is the length of sending bits, n is the path-loss exponent, εamp is the power amplification

parameter and Eelec is the electronics energy parameter. Depending on the communica-

tions environment, the general value of n is between 2-4. The value of n is higher when

the communication environment is worse.

The receive energy of k bits data can be shown as:

costr(k) = Eelec · k (6.2)

where costr(k) is the receiver dissipated energy for receiving k bits. In the actual

system, Eelec for sending and receiving are not exactly the same. This thesis uses a

simplified model and we assume that the Eelec for sending and receiving are the same.

In this chapter, we use k=1Mbits, εamp = 100pJ/bit/m2, Eelec= 50nJ/bit and n = 3

[131].

6.3 Fuzzy Simulated Evolutionary Computation

Simulated evolutionary computation specifically includes evolution programming, evolu-

tion strategies, genetic programming and genetic algorithms. As genetic algorithms are

most widely used among these numerical optimization methods, in this chapter, we use

a fuzzy based genetic algorithm to develop an efficient clustering scheme for high density

wireless sensor networks.
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6.3.1 Adjusting the Algorithm Parameter

In fuzzy simulated evolutionary computation, the crossover probability and mutation

probablity are key parameters that have a significant impact on the algorithm behavior

and performance. When the crossover probability is greater, the algorithm would generate

new individuals faster. However, when the crossover probability is too high, the structure

of outstanding individuals in the population will be destroyed which leads to a slow

algorithm convergence rate. If the crossover probability is too low, the search speed of

the algorithm will become very slow. In this way, the individuals structure will be hard

to destroy which will lead to evolutionary stagnation.

Similarly, when the mutation probability is greater, the algorithm tends to destroy the

original structure of individuals in the population and generate new individuals. However,

when the mutation probability is too high, the structure of outstanding individuals in the

population will be destroyed which leads to convergence stagnation. If the mutation

probability is too low, the search speed of the algorithm will become very slow. In this

way, the individuals structure will be hard to destroy, which will lead to evolutionary

stagnation.

Previous studies show that the adaptively adjustable crossover probability can signif-

icantly improve the diversity of the population and improve the convergence rate. To

solve this problem, Srinvivas proposed an adaptive genetic algorithm in [132]. The adap-

tive genetic algorithm adaptively adjusts crossover and mutation probabilities with the

individual fitness. The adjusting method is simple, however the accelerating effect is not

obvious.

In this chapter, a fuzzy simulated evolutionary computation is proposed to automat-

ically adjust the crossover probability and mutation probability. We also design a fuzzy

controller based on the fuzzy control concept. In fuzzy simulated evolutionary computa-

tion, when the average fitness of the population is too high, the fuzzy controller adjusts
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the crossover probability and mutation probability to a low value to avoid population

diversity decline. Similarly, when the average fitness of the population is low, the fuzzy

controller adjust crossover probability and mutation probability to a high value to increase

the population diversity.

Meanwhile, for excellent individuals, the fuzzy controller adjusts the crossover proba-

bility and mutation probability to a lower value to keep the individual structure for the

next iteration. Similarly, for low fitness individuals, the fuzzy controller will increase the

crossover probability and mutation probability to improve the fitness of the individuals.

6.3.2 The Input and Output of the Fuzzy Controller

In the design of the fuzzy controller that adjusts the crossover probability and mutation

probability, first we need to determine the input and output of the fuzzy controller and

design the membership function for the fuzzy input and output.

In order to adjust the crossover probability and mutation probability, first we need to

do normalizations for the average fitness of the population f , the individual for mutation

ft and the individual with a smaller fitness value in the crossover operation fb. The

normalizations can be shown as

fc =
fmax − fb
fmax − fmin

(6.3)

fm =
fmax − ft
fmax − fmin

(6.4)

fa =
fmax − f

fmax − fmin

(6.5)

where fc is the normalized fitness of the individual with a smaller fitness value in the

crossover operation and its value range is fc ∈ [0, 1], fm is the normalized fitness of the

individual for mutation and its value range is fm ∈ [0, 1]. fa is the normalized average

fitness of the population and its value range is fa ∈ [0, 1].
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fmax is the fitness of the individual with the largest fitness value in the population and

fmin is the fitness of the individual with the smallest fitness value in the population.

In the high-density sensor network clustering, the individual fitness is smaller when

the network communication energy is smaller. For the controller of crossover probability

Pc, the fuzzy controller input parameters includes the individual with a small fitness value

in the crossover operation fc and the normalized average fitness of the population fa.

When fc is greater, it indicates that the individual with a smaller fitness value in

the crossover operation is better. Similarly, when fa is greater, it indicates that the

average fitness of individuals in the population f is smaller. According to the author’s

previous experience, the output value range of the controller of crossover probability is

Pc ∈ [0.65, 0.95].

For the controller of crossover probability Pm, the fuzzy controller input parameters

include the individual in the mutation operation fm and the normalized average fitness

of the population fa. When fm is greater, it indicates that the individual in the mutation

operation is better. Similarly, when fa is greater, it indicates that the average fitness of

individuals in the population f is smaller. According to previous experience, the output

value range of the controller for the crossover probability is Pm ∈ [0.05, 0.26].

6.3.3 The Membership Function

For crossover probability Pc, we use the triangular membership function and the Mam-

dani membership function for input value fuzzification. In order to design the triangular

membership functions, we follow the specific design criteria presented in [133]. For the

design of Mamdani membership functions, we follow the design criteria presented in [134].

For the normalized fitness of the individual with a smaller fitness value in the crossover

operation fc, we choose the triangular membership function for fuzzification and select

six fuzzy sets, including very small (FVS), small (FS), relatively small (FRS), relatively
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big (FRB), big (FB) and very big (FVB) for the input value range fc ∈ [0, 1]. The first

letter F is used to distinguish different kinds of normalized fitness of the individuals.

FV S(fc) =

 −5fc + 1 0 ≤ fc ≤ 0.2

0 fc > 0.2

FS(fc) =


5fc 0 ≤ fc ≤ 0.2

−5fc + 2 0.2 < fc ≤ 0.4

0 fc > 0.4

FRS(fc) =



0 fc < 0.2

5fc − 1 0.2 ≤ fc ≤ 0.4

−5fc + 3 0.4 < fc ≤ 0.6

0 fc > 0.6

FRB(fc) =



0 fc < 0.4

5fc − 2 0.4 ≤ fc ≤ 0.6

−5fc + 4 0.6 < fc ≤ 0.8

0 fc > 0.8

FB(fc) =


0 fc < 0.6

5fc − 3 0.6 ≤ fc ≤ 0.8

−5fc + 5 0.8 < fc ≤ 1

FV B(fc) =

 5fc − 4 0.8 ≤ fc ≤ 1

0 fc < 0.8

(6.6)

.

The triangular membership functions of these fuzzy sets are distributed as shown in

Fig.6.1.

For the normalized average fitness of the population fa, we choose the Mamdani
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Figure 6.1: The triangular membership functions for fc

membership function for fuzzification and select six fuzzy sets, including very small (AVS),

small (AS), relatively small (ARS), relatively big(ARB), big (AB) and very big (AVB)

for the of input value range fa ∈ [0, 1]. For the Mamdani membership function, if the

membership value is great than 1, the membership value equals to 1. The first letter A is

used to distinguish different kinds of normalized fitness of the individuals.

AV S(fa) = 1− e
− 0.5

|10fa|2.5 0 ≤ fa ≤ 1

AS(fa) = 1− e
− 0.5

|2−10fa|2.5 0 ≤ fa ≤ 1

ARS(fa) = 1− e
− 0.5

|4−10fa|2.5 0 ≤ fa ≤ 1

ARB(fa) = 1− e
− 0.5

|6−10fa|2.5 0 ≤ fa ≤ 1

AB(fa) = 1− e
− 0.5

|8−10fa|2.5 0 ≤ fa ≤ 1

AV B(fa) = 1− e
− 0.5

|10−10fa|2.5 0 ≤ fa ≤ 1

(6.7)

.

The Mamdani membership functions of these fuzzy sets are distributed as shown in

Fig.6.2.
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Figure 6.2: The Mamdani membership functions for fa

For the output of the fuzzy controller that adjusts Pc, we use a Gaussian fuzzy mem-

bership function for the defuzzification. The defuzzification includes seven fuzzy sets: very

small (GVS), small (GS), relatively small (GRS), medium (GM), relatively big(GRB), big

(GB) and very big (GVB) for the of input value range Pc ∈ [0.65, 0.95].The first letter G

is used to distinguish different kinds of normalized fitness of the individuals.

GV S(Pc) = e
− (Pc−0.65)2

2×0.022 0.65 ≤ Pc ≤ 0.95

GS(Pc) = e
− (Pc−0.7)2

2×0.022 0.65 ≤ Pc ≤ 0.95

GRS(Pc) = e
− (Pc−0.75)2

2×0.022 0.65 ≤ Pc ≤ 0.95

GM(Pc) = e
− (Pc−0.8)2

2×0.022 0.65 ≤ Pc ≤ 0.95

GRB(Pc) = e
− (Pc−0.85)2

2×0.022 0.65 ≤ Pc ≤ 0.95

GB(Pc) = e
− (Pc−0.9)2

2×0.022 0.65 ≤ Pc ≤ 0.95

GV B(Pc) = e
− (Pc−0.95)2

2×0.022 0.65 ≤ Pc ≤ 0.95

(6.8)

.

The Gaussian membership functions of these fuzzy sets are distributed as shown in
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Figure 6.3: The Gaussian membership functions for Pc

Fig.6.3.

For mutation probability Pm, we also use the triangular membership function and the

Mamdani membership function for input value fuzzification.

For the normalized fitness of the individual in the mutation operation fm, we choose

the triangular membership function for fuzzification, and select six fuzzy sets, including

very small (DVS), small (DS), relatively small (DRS), relatively big(DRB), big (DB) and

very big (DVB) for the input value range fc ∈ [0, 1]. The first letter D is used to distinguish

different kinds of normalized fitness of the individuals. The fuzzification process for fa is

the same as the process in the controller for crossover probability Pc.
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DV S(fm) =

 −5fm + 1 0 ≤ fm ≤ 0.2

0 fm > 0.2

DS(fm) =


5fm 0 ≤ fm ≤ 0.2

−5fm + 2 0.2 < fm ≤ 0.4

0 fm > 0.4

DRS(fm) =



0 fm < 0.2

5fm − 1 0.2 ≤ fm ≤ 0.4

−5fm + 3 0.4 < fm ≤ 0.6

0 fm > 0.6

DRB(fm) =



0 fm < 0.4

5fm − 2 0.4 ≤ fm ≤ 0.6

−5fm + 4 0.6 < fm ≤ 0.8

0 fm > 0.8

DB(fm) =


0 fm < 0.6

5fm − 3 0.6 ≤ fm ≤ 0.8

−5fm + 5 0.8 < fm ≤ 1

DV B(fm) =

 5fm − 4 0.8 ≤ fm ≤ 1

0 fm < 0.8

(6.9)

.

The triangular membership functions of these fuzzy sets are distributed as shown in

Fig.6.4.

For the output of the fuzzy controller that adjusts Pm, we use a bell-shaped mem-

bership function for the defuzzification. The defuzzification includes eight fuzzy sets:

extremely small (OES), very small (OVS), small (OS), relatively small (ORS), medium
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Figure 6.4: The triangular membership functions for fm

(OM), relatively big (ORB), big (OB) and very big (OVB) for the of input value range

Pm ∈ [0.05, 0.26]. The first letter O is used to distinguish different kinds of normalized

fitness of the individuals.

OES(Pm) =
1

1 +
∣∣10Pm−0.5

0.1

∣∣2 0.05 ≤ Pm ≤ 0.26

OV S(Pm) =
1

1 +
∣∣10Pm−0.8

0.1

∣∣2 0.05 ≤ Pm ≤ 0.26

OS(Pm) =
1

1 +
∣∣10Pm−1

0.1

∣∣2 0.05 ≤ Pm ≤ 0.26

ORS(Pm) =
1

1 +
∣∣10Pm−1.4

0.1

∣∣2 0.05 ≤ Pm ≤ 0.26

OM(Pm) =
1

1 +
∣∣10Pm−1.7

0.1

∣∣2 0.05 ≤ Pm ≤ 0.26

ORB(Pm) =
1

1 +
∣∣10Pm−2

0.1

∣∣2 0.05 ≤ Pm ≤ 0.26

OB(Pm) =
1

1 +
∣∣10Pm−2.3

0.1

∣∣2 0.05 ≤ Pm ≤ 0.26

OV B(Pm) =
1

1 +
∣∣10Pm−2.6

0.1

∣∣2 0.05 ≤ Pm ≤ 0.26

(6.10)
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Figure 6.5: The bell-shaped membership functions for Pm

.

The bell-shaped membership functions of these fuzzy sets are distributed as shown in

Fig.6.5.

6.3.4 The Fuzzy Rules and Fuzzy Implication

The previous experience for the parameter adjustment can be summarized as the following

fuzzy rules [135]:

(I) ”“IF fc is bigger, THEN the crossover probability Pc is smaller”

(II) “IF fm is bigger, THEN the crossover probability Pm is smaller”

(III) “IF fa is bigger, THEN the crossover probability Pc is bigger”

(IV) “IF fa is bigger, THEN the crossover probability Pm is bigger”

According to the fuzzy rule (I) and (III), we designed a double input-single output

(DISO) fuzzy rule table, which can be shown in Table 6.1. As the number of input fuzzy

set for both fc and fa is 6, the number of fuzzy rules in Table 6.1 increases up to 36 for

the output Pc.
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The numbers in the table are used to indicate the order of the rules. To assess the

influence of each rules, we use the fuzzy implication Ri(i = 1, 2, · · · , 36) to express the

i-th rule for adjusting the crossover probability Pc. Once all the contributions of the 36

implications are determined we can aggregate these 36 fuzzy implications into one output

fuzzy implication R, namely

R = R1

∪
R2

∪
· · ·R36 =

∪36

i=1
Ri (6.11)

.

Each fuzzy implication can be expressed by the inference “IF fc is A and fa is B, THEN

Pc is U” that is activated by the input values fc and fa, namely A(fc) ∧B(fa) → U(Pc).

As we apply the minimum (Mamdani) implication for each A(fc) ∧ B(fa) → U(Pc),

the text form and the corresponding activation degrees of the consequent parts of these

36 rules become:

(1) IF fc is FVB and fa is AVS, THEN Pc is GVS, R1(fc, fa, Pc) = FV B(fc) ∧

AV S(fa) ∧GV S(Pc)

(2) IF fc is FB and fa is AVS, THEN Pc is GVS, R2(fc, fa, Pc) = FB(fc)∧AV S(fa)∧

GV S(Pc)

Table 6.1: Fuzzy rules for adjusting the crossover probability Pc

fc

fa FVB FB FRB FRS FS FVS

AVS (1)GVS (2)GVS (3)GS (4)GRS (5)GM (6)GRB

AS (7)GVS (8)GS (9)GRS (10)GM (11)GRB (12)GB

ARS (13)GS (14)GS (15)GRS (16)GM (17)GRB (18)GB

ARB (19)GS (20)GRS (21)GM (22)GRB (23)GB (24)GB

AB (25)GS (26)GRS (27)GM (28)GRB (29)GB (30)GVB

AVB (31)GRS (32)GM (33)GRB (34)GB (35)GVB (36)GVB
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· · ·

(36) IF fc is FVS and fa is AVB, THEN Pc is GVB, R36(fc, fa, Pc) = FV S(fc) ∧

AV B(fa) ∧GV B(Pc)

According to the fuzzy rules (II) and (IV), we design a double input-single output

(DISO) fuzzy rule table which can be shown in Table 6.2. As the number of input fuzzy

set for both fm and fa is 6, the number of the fuzzy rules in Table 6.2 increases up to 36

for the output Pm.

Table 6.2: Fuzzy rules for adjusting the crossover probability Pm

fm

fa DVB DB DRB DRS DS DVS

AVS (1)OES (2)OES (3)OVS (4)OS (5)ORS (6)OM

AS (7)OES (8)OVS (9)OS (10)ORS (11)OM (12)ORB

ARS (13)OVS (14)OS (15)ORS (16)OM (17)ORB (18)OB

ARB (19)OVS (20)OS (21)OM (22)ORB (23)ORB (24)OB

AB (25)OS (26)ORS (27)OM (28)ORB (29)OB (30)OVB

AVB (31)ORS (32)OM (33)ORB (34)OB (35)OVB (36)OVB

To assess the influence of each rule Gi(i = 1, 2, · · · , 36), we use the fuzzy implication

Gi(i = 1, 2, · · · , 36) to express the i-th rule for adjusting the mutation probability Pm.

Once all the contributions of the 36 implications are determined we can aggregate these

36 fuzzy implications into one output fuzzy implication G, namely

G = G1

∪
G2

∪
· · ·G36 =

∪36

i=1
Gi (6.12)

.
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Each fuzzy implication can be expressed by the inference “IF fm is A and fa is B,

THEN Pm is U that is activated by the input value fm and fa, namely A(fm)∧B(fa) →

U(Pm). As we apply the minimum (Mamdani) implication for each A(fm) ∧ B(fa) →

U(Pm), the text form and the corresponding activation degrees of the consequent parts

of these 36 rules become:

(1)IF fm is DVB and fa is AVS, THEN Pm is OES, G1(fm, fa, Pm) = DV B(fm) ∧

AV S(fa) ∧OES(Pm)

(2)IF fm is DB and fa is AVS, THEN Pm is OES, G2(fm, fa, Pm) = DB(fm) ∧

AV S(fa) ∧OES(Pm)

· · ·

(36)IF fm is DVS and fa is AVB, THEN Pm is OVB, G36(fm, fa, Pm) = DV S(fm) ∧

AV B(fa) ∧OV B(Pm)

6.3.5 Defuzzification

According to Zadeh [137], the fuzzy interpretation of the i-th rule for Pc can be presented

as

(1) U1(Pc) = (FV B(fc0) ∧ AV S(fa0)) ◦R1(fc0, fa0, Pc)

(2) U2(Pc) = (FB(fc0) ∧ AV S(fa0)) ◦R2(fc0, fa0, Pc)

· · ·

(36) U36(Pc) = (FV S(fc0) ∧ AV B(fa0)) ◦R36(fc0, fa0, Pc)

where the operator ◦ indicate the minimum implication for the corresponding elements

and Ri is defined in Section 6.3.4. We use the max-min aggregation operation to get the

output fuzzy set of Pc, which can be shown as
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Figure 6.6: The output Pc of the fuzzy controller

U∗ (Pc) =
36∪
i=1

Ui (Pc) (6.13)

where U∗ is the membership function of the resultant output fuzzy set of Pc.

In the defuzzification we use the Mean of Maximum (MOM) method to calculate the

control output of Pc and the result can be shown as Fig 6.6.

From the figure we can see that in the input value range fc ∈ [0, 1] and fa ∈ [0, 1],

the output Pc meets the previous experience (I) and (III) for the parameter adjustment,

which are “IF fm is bigger, THEN the crossover probability Pm is smaller” and “IF fa is

bigger, THEN the crossover probability Pc is bigger”.

Similarly, the fuzzy interpretation of the i-th rule for Pm can be presented as

(1) U1(Pm) = (DV B(fm0) ∧ AV S(fa0)) ◦G1(fm0, fa0, Pm)

(2) U2(Pm) = (DB(fm0) ∧ AV S(fa0)) ◦G2(fm0, fa0, Pm)

· · ·

(36) U36(Pm) = (DV S(fm0) ∧ AV B(fa0)) ◦G36(fm0, fa0, Pm)
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Figure 6.7: The output Pm of the fuzzy controller

where Gi is defined in Section 6.3.4. We use the max-min aggregation operation to

get the output fuzzy set of Pm, which can be shown as

U∗ (Pm) =
36∪
i=1

Ui (Pm) (6.14)

where U∗ is the membership function of the resultant output fuzzy set of Pm.

In the defuzzification we use the Mean of Maximum (MOM) method to calculate the

control output of Pm and the result can be shown as Fig 6.7.

From the figure we can see that in the input value range fc ∈ [0, 1] and fa ∈ [0, 1],

the output Pm meets the previous experience (II) and (IV) for the parameter adjustment,

which are “IF fm is bigger, THEN the crossover probability Pm is smaller” and “IF fa is

bigger, THEN the crossover probability Pm is bigger”.

6.3.6 Computational Complexity

For the computational complexity analysis, the two fuzzy controllers are equivalent to

two dual-input single-output functions g1(fc, fa) = Pc and g2(fm, fa) = Pm. The output



122 Chapter 6. Low Energy Clustering in High-density WSN Based on FSEC

Pc is calculated in advance and stored in a table for each input (fc, fa) that is rounded

to a certain precision. Similarly, the output Pm is calculated in advance and stored in

a table for each input (fm, fa) that is rounded to a certain precision. In this way the

computational complexity of both controller are O(1).

6.4 Low Energy Clustering Based on Fuzzy Simu-

lated Evolutionary Computation in High-density

WSNs

In a high-density WSN, the traditional clustering methods lack an overall consideration

so there are some sensors far from the cluster head which result in energy waste. The

clustering method that is proposed in this chapter establishes a global unity mechanism for

minimizing communication energy consumption which considers the position of the cluster

heads and the sensor nodes. The main steps of our methods are: individual encoding

and initial population generation, design of the fitness function, selection, crossover and

mutation and adaptive adjustment of parameters based on the fuzzy controller.

6.4.1 Population Encoding and Initialization

In Fuzzy Simulated Evolutionary Computation, the encoded solutions are represented by

chromosomes. First, we conduct a natural number coding for all the nodes within the

region with natural numbers 1 to L. In this way, each individual can be encoded as a

vector of binary numbers, with the same length as the number of nodes L. Each bit of the

individual is composed of a Boolean variable stating whether the corresponding sensor

node is selected as the cluster head node or not. “1” represents that the node is selected

as a cluster head node in the corresponding position and “0” represents that the node is
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selected as a sensor node in the corresponding position. Each sensor node only clusters

with the nearest cluster head. For example, if there are 8 nodes in the region and No.3,

No.5 and No.7 nodes are selected as clusterhead nodes, the individuals can be represented

as 00101010.

We use a population with a fixed number of individuals. The population can be shown

as

P =



e1,1 e1,2 · · · e1,L−1 e1,L

e2,1 e2,2 · · · e2,L−1 e2,L
... en,l

...

eN−1,1 eN−1,2 · · · eN−1,L−1 eN−1,L

eN,1 eN,2 · · · eN,L−1 eN,L



=



E1

E2

...

EN−1

EN


(en,l ∈ {0, 1})

(6.15)

.

where L is the number of nodes in the sensor networks, N is the number of individuals

in the population, M is the number of clusterheads. en,l=1 represents that the n-th node

of the l-th individual is the clusterhead node and en,l= 0 otherwise.

We assume that there are a fixed number of clusterhead nodes in the sensor network

so the constraint can be shown as

L∑
l=1

en,l=M (n ∈ {1, 2, · · · , N}) (6.16)

.
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where M is the number of clusterhead nodes.

6.4.2 Fitness Function

Each individual in the population is awarded a score depending on the communications

energy consumption. The fitness function of a individual is defined as

Fit(E) =
L∑
l=1

(costs + costr) (6.17)

.

where En =

[
en,1 en,2 · · · en,L−1 en,L

]
is the fitness of the n-th individual of

the populations, and the fitness equals to the communication energy consumption of the

n-th clustering scheme. By this definition, the individual with a smaller fitness in the

population is the better one. The individuals with the lower fitness value are more likely

to be parents in the next generation.

6.4.3 Selection

We use the roulette wheel proportionate selection strategy for the selection operator.

The selection operator selects an individual from the current population for the next

population with the probability inversely proportional to its fitness value which can be

shown as

PSELECT (En) =

1
Fit(En)

N∑
n=1

1
Fit(En)

(6.18)

.

In this way, the individuals that have a lower communication energy consumption will

have a higher probability to be selected.
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6.4.4 Crossover

In the crossover operation, two new offspring individuals are generated from each pair of

selected parent individuals. In order to keep the number of clusterhead nodes fixed, we

design a crossover operator Based on a Boolean operation.

Firstly, we apply the logical AND operation to each pair of selected parent individuals

and obtain an intermediate binary vector E ′. The length of binary vector E ′ is equal to

the number of sensor nodes L. For example, when the pair of selected parent individuals

is E1= [00101010] and E2= [00100101], the intermediate binary vector is E ′ = [00100000].

Secondly, we apply the logical XOR operation to each pair of selected parent individ-

uals and obtain another intermediate binary vector E ′′. The length of binary vector E ′′ is

equal to the number of sensor nodes L. For example, when the pair of the selected parent

individuals is E1= [00101010] and E2= [00100101], the other intermediate binary vector

is E ′′= [00001111].

Finally, we “average random” assign “1” in individual E ′′ to the corresponding posi-

tion of E ′ to generate two new offspring individuals. “Average” means that the number

of “1”s assigned to each individual is equal. For example, when E ′ = [00100000] and

E ′′= [00001111], the possible two new offspring individuals can be Enew
1 = [00101100] and

Enew
2 = [00100011].

6.4.5 Mutation Operation

In order to add some diversity to the population and keep the number of the cluster head

nodes fixed some random mutations are applied to the individuals in the population. The

mutation operation is done by randomly exchanging the position of “1” and “0” in an

individual with a certain probability. For example, the individual E= [00101100] can be

mutated to E= [00101001], which means that “1” in the 6th bit and 0 in 8th bit are
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exchanged.

6.4.6 Fuzzy Adjustment of the Algorithm Parameters

In the traditional genetic algorithm, crossover and mutation probabilities of selection

have a great influence on the performance of the algorithm. We use the adjusting method

presented in Section 6.3.1.

6.5 Simulation Results and Discussion

In this section the proposed fuzzy simulated evolutionary computation is tested with dif-

ferent sensor nodes and clusterhead proportions for the low energy clustering problem in

high-density WSNs. Simulation experiments were conducted to verify the communication

energy reduction of the proposed clustering method. All the cases are run in MATLAB

7.0 by a computer with 2.4GHz Intel Core i5 CPU and 2GB RAM. In the simulations,

the monitoring area is 100m× 100m, and the nodes in a high-density sensor network are

randomly distribute within the area. The gateway node is located at (50, 50). As the com-

munications energy consumption of uplink is much larger than downlink in most WSNs,

we only consider the uplink communications energy consumption. In the simulations, we

set k = 1Mbps, n = 3, Eelec = 50nJ/bit, εamp = 100pJ/bit/m2.

Comparisons are made with PSO and QEA by only considering the best solution in the

population. The fitness function in Equation 6.17 is used to evaluate their performance.

The parameters employed for the fuzzy simulated evolutionary computation, including

the number of iterations and the population size, are the same as those of PSO and QEA.

In the fuzzy simulated evolutionary computation, the output value range of the fuzzy

controller of the crossover probability is Pc ∈ [0.65, 0.95] and the output value range of

the controller of the crossover probability is Pm ∈ [0.05, 0.26]. In QEA, we use the same
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lookup table as in [136]. In PSO, the cognitive and social parameters are set to 2, and

the maximum velocity is set to 6.

Fig.6.8 to Fig. 6.11 show the communication energy consumption of a high density

WSN using the fuzzy simulated evolutionary computation, PSO and QEA with 100, 200,

300 and 400 nodes respectively, where the energy consumption is obtained directly from

Formulas 6.1 and 6.2. The results are averaged over 10 runs with different random nodes

distributions. According to these comparisons, the proposed fuzzy simulated evolutionary

computation has a lower communication energy consumption than PSO and QEA with

different numbers of nodes after 100 iterations. As it may be observed in the figures, in

the beginning, the communication energy consumption of all the algorithms decreased.

However, after only a few iterations QEA falls into an evolutionary stagnation. From the

figures we can also see that PSO is much slower in convergence compared with the fuzzy

simulated evolutionary computation. By comparing the energy consumption used for

communications the energy consumption of the fuzzy simulated evolutionary computation

is much less than that of PSO and QEA. More specifically, the communications energy

consumption of the fuzzy simulated evolutionary computation is 4.6% to 9.8% less than

that of PSO and 20.6% to 29.7% less than that of QEA for different numbers of nodes.

Fig. 6.12 to Fig. 6.15 show the communication energy consumption of a high density

WSN using the fuzzy simulated evolutionary computation, PSO and QEA with the clus-

terhead proportion of 5%, 10%, 15% and 20%, respectively where the number of the nodes

increased from 200 to 1200. The results are the average energy consumption of 10 different

random nodes positions. According to these comparisons the proposed fuzzy simulated

evolutionary computation has a lower communications energy consumption than PSO

and QEA with different clusterhead proportions and node numbers. More specifically,

the communications energy consumption of the fuzzy simulated evolutionary computa-

tion is 2.34% to 36.02% lower than that of PSO and 18.41% to 61.31% lower than that
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Figure 6.8: Communication energy consumption by iteration with 100 nodes and cluster

head proportion of 10%

of QEA for different clusterhead proportions and node numbers.

Fig. 6.16 to Fig. 6.19 show the average node communication energy consumption

of the high-density sensor network using the fuzzy simulated evolutionary computation,

PSO and QEA with clusterhead proportions of 5%, 10%, 15% and 20% respectively where

the number of the nodes increased from 200 to 1200. The results are the average energy

consumption over 10 moves with different random nodes positions. According to these

comparisons, the proposed fuzzy simulated evolutionary computation has a lower average

node communications energy consumption than PSO and QEA with different clusterhead

proportions and node numbers.

6.6 Conclusion

In this chapter, we proposed a fuzzy simulated evolutionary computation clustering method

to reduce the communications energy consumption for high-density sensor networks. The

clustering method establishes a global mechanism for minimizing communications energy
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Figure 6.9: Communication energy consumption by iteration with 200 nodes and cluster

head proportion of 10%

Figure 6.10: Communication energy consumption by iteration with 300 nodes and cluster

head proportion of 10%

consumption which considers the position of the clusterheads and the sensor nodes. In or-

der to reduce the communications energy consumption we also designed a fuzzy controller

to dynamically adjust the crossover and mutation probabilities. Our simulation results

show that the communications energy consumption of the proposed method decreased
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Figure 6.11: Communication energy consumption by iteration with 400 nodes and cluster

head proportion of 10%

Figure 6.12: Communication energy consumption with clusterhead proportion of 5%.

compared to the other two methods which means that the proposed method significantly

improves energy efficiency.
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Figure 6.13: Communication energy consumption with clusterhead proportion of 10%.

Figure 6.14: Communication energy consumption with clusterhead proportion of 15%.
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Figure 6.15: Communication energy consumption with clusterhead proportion of 20%.

Figure 6.16: Average node communication energy consumption with clusterhead propor-

tion of 5%.
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Figure 6.17: Average node communication energy consumption with clusterhead propor-

tion of 10%.

Figure 6.18: Average node communication energy consumption with clusterhead propor-

tion of 15%.
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Figure 6.19: Average node communication energy consumption with clusterhead propor-

tion of 20%.



Chapter 7

QoS Routing Based on Parallel Elite

Clonal Quantum Evolution for

Multimedia Wireless Sensor

Networks

7.1 Introduction

With the advances in multimedia WSNs, multi-constraints QoS routing algorithms are

becoming a hot topic in both research and application areas [10]. As there are many QoS

constraints in WSNs, the “Best-Effort” mechanism cannot meet the needs of multimedia

applications and the traditional Shortest Path First Algorithm is no longer applicable.

Many QoS based routing algorithms have been proposed, including delay constraint

routing [138]-[139] and energy efficient routing [140]-[142]. In the multi-constraints QoS

unicast routing problem, an optimal path with minimum energy consumption and multiple

QoS constraints is selected that is able to lower the overall network energy consumption

135
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while guaranteeing the communication quality of multimedia sensor nodes. However,

when the number of nodes in multimedia WSNs is large, the complexity of the multi-

constraints QoS unicast routing problem increases exponentially and the problem becomes

an NP-hard nonlinear mixed integer combinatorial optimization problem [143].

In previous research, a number of heuristic optimization methods have been proposed

for the QoS routing problem in multimedia WSNs, such as genetic algorithms [53][144],

ant colony optimization [145], random walk routing [146] and opportunistic routing [147].

In [53] a GA based routing protocol was investigated for the routing problem with energy

harvesting constraints. The GA based technique performs well at the first few generations.

However, it suffers from stagnation after only a few generations. In [145] an ACO (Ant

Colony Optimization) algorithm for path selection was proposed. This work focused on

optimizing the user utility and the network provider utility with network QoS constraints.

The ACO approach is simple and fast but suffers from premature convergence. A random

walk routing method was introduced in [146] to minimize the cost and delay. The proposed

method has shown good results in terms of energy saving and latency reduction. However,

the reference does not consider factors such as packet loss, delay jitter and bandwidth

constraints.

Moreover, for multimedia sensor networks, the real-time and bandwidth requirements

for multimedia service delivery are more challenging than for ordinary sensor networks

with best effort service. QoS constraints, such as packet loss, delay jitter and bandwidth

constraints must be satisfied for multimedia services.

Recently, the quantum evolutionary algorithm [148] has been proposed as a novel al-

gorithm for solving global multidimensional optimization problems. QEA combines an

evolutionary algorithm and quantum computing. It employs the principles of quantum

algorithms and mechanisms, such as Q-bits, superposition of quantum states, interfer-

ence and uncertainty. Compared with the other heuristic optimization algorithms, QEA
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shows advantages in computational complexity. However, the simple QEA has only one

population which leads to a low convergence speed.

In this chapter, we propose a novel parallel elite clonal quantum evolutionary algo-

rithm for QoS routing in multimedia WSNs. We first formulate our objective function to

minimize path energy consumption under multiple constraits. We then design PECQEA

with multiple populations to solve the multi-constrained QoS routing problem. PECQEA

combines the merits of both the clonal selection algorithm and quantum evolutionary al-

gorithm. It has fast search speed and global search ability in complex search spaces which

is suitable for combinatorial optimization problems. Moreover, it can avoid local optima

and converge rapidly towards the optimal region during the search process. Besides that,

PECQEA is adaptive and robust when searching in a large space, as it can maintain

individual diversity in different populations

The Markov chain theory is then used to analyze the convergence of PECQEA. First,

we prove that the evolution process of PECQEA is a Markov chain. Then we model and

analyze the transition matrix of the evolution process of PECQEA. The proof shows that

PECQEA can converge to the global optimum within limited iterations.

To demonstrate the effectiveness of PECQEA, simulations are conducted for the multi-

constrainted QoS unicast routing problem and performance comparisons are made with

GA and ACO. Simulation results show that PECQEA achieves faster convergence and

lower energy consumption than existing algorithms.

The rest of the chapter is organized as follows. The system model is described in Sec-

tion 7.2. In Section 7.3, we present the design of PECQEA for QoS routing in detail. We

analyze the convergence of PECQEA in Appendix A. Simulation results and performance

comparisons of PECQEA, GA and ACO are discussed in Section 7.4. Finally, Section 7.5

concludes the chapter.
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7.2 System Model

This section describes the mathematical model of the multi-constrainted QoS unicast

routing problem for multimedia WSNs with respect to restrictions on communication

capabilities. We use a directed graph G(V,E), in which V is a set of nodes and E is a

collection of links. Nodes include a source node, a destination node and a number of relay

nodes. We denote the source node as No.1, the relay nodes as ascending numbers starting

from No.2 to No.(n− 1) and the destination nodes serial numbers as No.n. So a directed

route that starts from source node No.1 to the destination node No.n can be formulated

as a series of ordered nodes p(v1, vn) = {v1 → · · · → vi → · · · → vn}.

Each directed link e can be expressed by a pair of nodes e = {vi → vj}(i ̸= j), and

each link e ∈ E has five QoS parameters: cost, delay, bandwidth, packet loss and delay

jitter. The cost parameter of the link e can be formulated as a real number cost(e) : E →

R+. Similarly, the delay, bandwidth, delay jitter and packet loss can be denoted by real

numbers delay(e), bandwidth(e), delay jitter(e) and packet loss(e) respectively.

7.2.1 Radio Energy Model

In this chapter, we use the radio energy model proposed in [128]. On each link e, the cost

energy consists of two parts, the transmission radio energy and the receive energy

cost(e) = costs + costr (7.1)

In order to transmit k bits to another node in distance d, the transmission radio energy

can be shown as:

costs(k, d) =

 Eelec · k + εamp1 · k · d2 d ≤ d0

Eelec · k + εamp2 · k · d4 d > d0

(7.2)

where costs is the transmitter dissipated energy, d0 is the transmission distance threshold

and Eelec is the electronics energy parameter. The amplifier energy depends on the power
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amplification parameter in free space εamp1 and the power amplification parameter for

multipath fading εamp2, the length of bits k and the distance between two nodes d. The

receive energy can be shown as:

costr(k) = Eelec · k (7.3)

where costr is the receiver dissipated energy. Since the energy consumed by computing

and other activity is relatively fixed, in this work only the transmitter dissipated energy

cost and the receiver dissipated energy cost are considered.

7.2.2 Route Functions

Route Cost Function

The energy cost of route p(v1, vn) can be expressed as:

route cost(p(v1, vn)) =
∑

e∈p(v1,vn)

cost(e) (7.4)

where route cost(p(v1, vn)) is the energy cost of route p(v1, vn), e ∈ E is a link on route

p(v1, vn) and cost(e) is the energy cost of the link e.

Route Delay Function

The total delay of the route can be formulated as:

route delay(p(v1, vn)) =
∑

e∈p(v1,vn)

delay(e) (7.5)

where route delay(p(v1, vn)) is the total delay time of route p(v1, vn), e ∈ E is a link on

route p(v1, vn) and the time delay of the link e is expressed as delay(e).

Route Bandwidth Function

The bandwidth of route p(v1, vn) can be expressed as:

route bandwidth(p(v1, vn)) = min{bandwidth(e)} (7.6)
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where bandwidth(p(v1, vn)) is the bottleneck bandwidth of route p(v1, vn), e ∈ E is a link

on route p(v1, vn) and the bandwidth on link e can be represent as bandwidth(e).

Delay Jitter Function

The delay jitter of route p(v1, vn) can be expressed as:

route delay jitter(p(v1, vn)) =
∑

e∈p(v1,vn)

delay jitter(e) (7.7)

where route delay jitter(p(v1, vn)) is the total delay jitter of route p(v1, vn), e ∈ E is a

link on route p(v1, vn) and the delay jitter of link e can be represent as delay jitter(e).

Packet Loss Function

The route also has a parameter representing the packet loss rate of p(v1, vn) which can be

expressed as:

route packet loss(p(v1, vn)) =

1−
∏

e∈p(v1,vn)
(1− packet loss(e))

(7.8)

where route packet loss(p(v1, vn)) is the total packet loss of route p(v1, vn), e ∈ E is a

link on route p(v1, vn) and packet loss(e) is the packet loss rate of link e.

7.2.3 Objective Function

Therefore, the multi-constrainted QoS unicast routing problem for multimedia services in

WSNs can be represented as follows: Let G(V,E) be a directed graph, each link e ∈ E has

five QoS parameters: cost cost(e), delay delay(e), bandwidth bandwidth(e), delay jitter

delay jitter(e) and packet loss rate packet loss(e). The objective is to search for a low

energy cost route between the source and the destination, which can be expressed by:

E = min route cost(p(v1, vn)) (7.9)
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7.2.4 Constraints

The aim of our algorithm is to search for a low energy cost route that starts from source

v1 to destination vn, but as the multimedia service imposes QoS requirements, the route

must also satisfy the constraints that can be formulated as:

route delay(p(v1, vn)) ≤ Dmax (7.10)

route bandwidth(p(v1, vn)) ≥ Bmin (7.11)

route delay jitter(p(v1, vn)) ≤ Jmax (7.12)

route packet loss(p(v1, vn)) ≤ Lmax (7.13)

where Dmax is the acceptable maximum delay for multimedia service, Bmin is the accept-

able minimum bandwidth, Jmax is the acceptable maximum delay jitter and Lmax is the

acceptable maximum packet loss rate.

7.3 QoS Routing Based On PECQEA

We present the design and computational procedure of PECQEA for multi-constrained

QoS routing.

7.3.1 Brief Description of QEA

Based on the principles of quantum computation, Han and Kim first proposed QEA in

[148] in order to solve a group of NP-hard optimization problems. QEA has a strong

search capability which can effectively reduce the computational complexity and escape

local optima. Analogous to the genetic and other evolutionary algorithms, QEA is a

heuristic algorithm which also includes the concepts of population, individual and fitness

function.



142
Chapter 7. QoS Routing Based on Parallel Elite Clonal Quantum Evolution for

Multimedia Wireless Sensor Networks

The theory of quantum computation was introduced in [149]. Quantum computing

employs a Q-bit as the basic information unit which is similar to a bit in a classical

computer. A Q-bit can take the value 0, expressed as the state vector |0⟩, take the value

1, expressed as the state vector |1⟩ or it can be in a superposition of the two. Quantum

computing has better individual diversity than other single state representations, because

it has a probabilistic representation of all the possible solutions to the problem.

|ψ⟩ = α |0⟩+ β |1⟩ (7.14)

In 7.14 α and β represent the probability of the two states. |α|2 and |β|2 represent the

probabilities that each bit takes a value of the two states after an observation. |α|2 and

|β|2 must satisfy |α|2 + |β|2 = 1.

As the simple QEA only has one population which leads to a low convergence speed,

we propose a novel PECQEA with multiple populations.

7.3.2 Encoding and Population Design

Each route p(v1, vn) = {v1 → · · · → vi → · · · → vn} can be represented as a series of path

selections. We use out-degree to represent the number of edges directed out of a node. A

quantum individual in PECQEA consists of n genes and the length of each gene equals

to the rounded up binary logarithm of the maximum out-degree of all the nodes, which

can be represented as ⌈log2(MAX(outdegree))⌉. The effective length of the binary code

on link e = {vi → vj}(i ̸= j) depends on the out-degree of the current node vi. If the

out-degree of node vi is 1, we skip the gene, because there is only one path available. If

the out-degree of node vi is 2, we use the first binary bit of the gene to represent the path

selection, one path as 0, the other path as 1. Similarly, if the out-degree of the node vi

is 4, we use two bits to represent the direction of the path; the four paths are encoded as

00, 01, 10 and 11 respectively. We convert binary bits on each gene into a natural number
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and make a path selection according to this number. If any natural number exceeds the

maximum value of the current node out-degree, the algorithm will take the remainder

operator. If the path selection is finished before all the genes on the individual are used,

the remaining genes will be ignored. In this way, each individual can be converted to

a single route p(v1, vn) = {v1 → · · · → vi → · · · → vn}. In PECQEA, a group of

O = n× ⌈log2(MAX(outdegree))⌉ quantum bits consisting of a quantum individual at a

generation can be defined as:

qm =

 α1

β1

· · ·

· · ·

αi

βi

· · ·

· · ·

αO

βO


2×O

(7.15)

where n is the node number of the network, m is the counter of generation, and |αi|2 +

|βi|2 = 1.

As the quantum individual represents a probability of all the binary solutions at the

same time, it has a better population diversity than the genetic algorithm during the

evolutionary process.

For example, a Q-bit individual with a 3-Q-bit can be represented as:

q =


√
2
2

√
3
2

−1
3

−
√
2
2

1
2

2
√
2

3

 (7.16)

In another form:

q = −
√
6

12
|000⟩+

√
3
3
|001⟩ −

√
2

12
|010⟩+ 1

3
|011⟩

+
√
6

12
|100⟩ −

√
3
3
|101⟩+

√
2

12
|110⟩ − 1

3
|111⟩

(7.17)

The above result means that the quantum individual contains the probabilities of all the

states, which are 1/24, 1/3, 1/72, 1/9, 1/24, 1/3, 1/72, 1/9 for the eight different states

from |000⟩ to |111⟩ respectively.

Unlike traditional QEA, individuals at generation m in PECQEA consist of multiple

sub-populations, the ith sub-population can be represented as:

Qi(m) = { q1m, q2m, · · · , qjm , · · · , qLm } (7.18)
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where L is the size of each sub-population. Assume there are K sub-populations in

the whole population Q, the whole population at generation m can be represented as

Q(m) =

{
Q1(m), Q2(m) · · · QK(m)

}
.

7.3.3 Fitness Function

The objective of PECQEA for the multi-constrainted QoS unicast routing problem for

multimedia service delivery is to search for an optimal route from the source to the

destination with the minimum cost. As delay, bandwidth, packet loss and delay jitter

constraints are considered, the fitness function with the constraints can be formulated as:

fit(p(v1, vn)) =
∑

e∈p(v1,vn)

cost(e) (7.19)

where fit() is the fitness function, p(v1, vn) is the route encoded into the binary code.

If (7.10), (7.11), (7.12) and (7.13) are satisfied, the cost is the total cost of the route.

Otherwise, if any constraint is not satisfied, we set the fitness to a large constant as the

penalty. The constant is much larger than the total energy cost of all links.

7.3.4 Clonal and Mutation Operators

In order to enhance the route search efficiency, a clonal operator is applied in each sub-

population of PECQEA. The binary individual with the lowest energy consumption while

satisfying all the constraints in each sub-population is chosen for cloning. First a fixed

number of copies of the binary individual are generated, then the chaotic mutation oper-

ator is applied to each copy, which can effectively add diversity to the population. After

that, we record the binary solution found in sub-population k as Sk
b , and use it in the

individual update operation. With the clonal and the mutation operators, the algorithm

can effectively avoid a local optimum.
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7.3.5 Elite Operator

PECQEA keeps an elite binary solution Se in the whole population. In each iteration, we

use Sbest to represent the solution with the lowest energy consumption. The elite binary

solution will be replaced by Sbest if Sbest has a lower energy consumption. If Sbest has

higher energy consumption, the elite binary solution Se will remain as in the previous

generation.

7.3.6 Computational Procedure of PECQEA for Unicast Rout-

ing

The computational procedure of PECQEA is described as follows.

1) Parameters setting

Set the counter of the generation t = 0, and set the number of populations and quantum

individuals in each population. The structure of a quantum individual is shown in (7.15).

2) Initialization

Initialize all the Q-bits of each individual to 1/
√
2. This means that all the possible binary

solutions have the same probability. In other words, when the number of the generation

is m = 0, the jth individual can be represented as

qj0 =

 1√
2

1√
2

· · · 1√
2

1√
2

1√
2

· · · 1√
2


2×O

(7.20)

where the column of the individual q0 is O = ⌈log2(MAX(outdegree))⌉ × n.
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3) Observing

Start the while loop, observing the states of all the Q-bits in each individual. Each Q-bit

collapses to a single state |1⟩ or state |0⟩ with the probability |β|2 and |α|2, respectively.

After doing so, each individual in the population collapses to a single binary vector solution

S. The S can be defined as:

Se = [ s1 · · · si · · · sO ] (7.21)

where si ∈ {0, 1},O = n× ⌈log2(MAX(outdegree))⌉.

4) Conversion

Convert the binary code to route p(v1, vn) which is formulated as a series of ordered nodes.

5) Fitness Calculation

Calculate and evaluate the fitness value of each route with the fitness function (7.19).

6) Clonal and Mutation Operations

Clone the binary solution with lowest energy cost in the population and perform the

mutation operator. Find the solution after mutation with the lowest energy cost and

satisfy all constraints, and renew Sbest with the solution.

7) Individual Update

Update each individual in the population by applying a quantum rotation gate. The

quantum gate is a basic quantum operation in quantum computation which is similar to

logic gates in conventional digital circuits. The update operation is given as: α′

β′

 =

 cos(∆ω) − sin(∆ω)

sin(∆ω) cos(∆ω)


 α

β

 (7.22)



7.3 QoS Routing Based On PECQEA 147

Table 7.1: The sign of quantum rotation angle

sl,km,n sb,km,n f(S) > f(Sk
b ) r(αβ)

αβ > 0 αβ < 0 α = 0 β = 0

0 0 False 0 0 0 0

0 0 True 0 0 0 0

0 1 False +1 -1 0 +1

0 1 True -1 +1 +1 0

1 0 False -1 +1 +1 0

1 0 True +1 -1 0 +1

1 1 False 0 0 0 0

1 1 True 0 0 0 0

where i = 1 . . .M ×N , and ∆ω is the rotation angle. Rotation angle ∆ω depends on the

corresponding Q-bit value of the binary vector solution S, the binary vector solution with

lowest energy consumption Sb, α and β. The rotation angle ∆ω is updated as:

∆ω = 0.05π × r(αβ) (7.23)

where r(αβ) is the sign of the rotation angle. We use a similar lookup table as in [117]

shown in Table 7.1, where sl,km,n is the nth binary bit of the lth quantum individual of the

kth sub-population in the mth generation generated by the observing operation and sb,km,n

is the nth binary bit of Sk
b in the mth generation generated by the clonal and mutation

operations.
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8) Q-bits Mutation

In order to prevent premature convergence, we design a Q-bits mutation operator which

randomly chooses some Q-bits with a very small fixed rate Pmu and replaces α on on these

bits with some random decimal between 0 and 1. The value of β on corresponding Q-bits

can be calculated by the formula β =
√
1− α2.

9) Hε Gate

When |α|2=1, |β|2= 0 or |α|2=0, |β|2= 1, the ordinary QEA is easy to fall into local

optima which would cause evolutionary stagnation. We adopt the Hε gate which was first

proposed in [151] to prevent evolutionary stagnation. We use a small positive number

ε = 0.01 to adjust the quantum bits in all the quantum individuals. If |α|2 < ε, in other

words |β|2 > 1−ε, we set α =
√
ε and β =

√
1− ε. If |β|2 < ε, in other words |α|2 > 1−ε,

we set β =
√
ε and α =

√
1− ε. α and β do not change in other cases.

10) Elite List Update

Record the solution with the lowest energy consumption Sbest in the current generation.

Compare the fitness value of Sbest found in the current generation and the elite solution

Se in the elite list. The elite binary solution Se will be replaced by Sbest if Sbest has a

lower fitness value. If Se has a lower fitness value than Sbest, the elite binary solution Se

will be kept in the elite list.

11) Termination Condition

Check whether the algorithm has reached the maximum number of generations. If not,

set m = m+ 1 and go to Step 3); otherwise, convert the elite binary solution Se to route

p(v1, vn)e = {v1 → · · · → vi → · · · → vn}, and then output the route and its energy cost.

The convergence analysis of the algorithm is presented in Appendix A.
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Figure 7.1: Network topology of a wireless sensor network with 20 nodes. Distances are

in meters, the parameters on each link are the delay, bandwidth, delay jitter and packet

loss.

7.4 Simulation Results and Disscussion

We simulate the proposed PECQEA with 20 nodes for multimedia service delivery in a

wireless sensor network. For comparison purposes, in this work, we consider a similar

network topology as the directed graph in [150]. The topology of the network is shown in

Fig.7.1 and the parameters on each link are the delay, bandwidth, delay jitter and packet

loss, respectively. The energy consumption is calculated by (7.1), (7.2) and (7.3) with

the distance in meters shown as in Fig.7.1. Similar to [128], we set Eelec = 50nJ/bit,

k = 1Mbits, εamp1 = 10pJ/bit/m2, εamp2 = 0.0015pJ/bit/m4, and d0 = 1m. To facilitate

the representation, delay, bandwidth and delay jitter are normalized to positive integers.

According to the parameters requirement of some practical multimedia wireless sensor

networks, we set the maximum delay to 105ms, minimum bandwidth to 8Mbps, maximum
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delay jitter to 36ms and maximum packet loss rate to 0.01.

Simulation experiments were conducted to demonstrate PECQEA capabilities. In the

simulation experiments, the algorithm performance is evaluated by the fitness function

proposed in (7.19). Comparisons are also made with GA and ACO in the same simulation

environment. All numerical results are the average of 10000 simulation runs. In all

three algorithms, the maximum number of iterations is 50 and we only compare the best

solutions among the populations. In the proposed PECQEA, there are four populations

and the number of individuals in each population is 3. In GA, the population consists of

12 chromosomes and the crossover and mutation probabilities are 0.9 and 0.1, respectively.

In ACO, there are 12 ants in the population, the evaporation coefficient is set to 0.1 and

the cognitive and social parameters are set to 2 and 2 respectively.

Fig. 7.2 shows that the proposed PECQEA has a lower cost compared to GA and

ACO after 50 iterations. After 50 iterations, the average energy cost found by PECQEA

is 0.6629J. In contrast, GA cost is 0.6863J, and ACO cost is 0.7201J. These results show

that PECQEA achieved more than 3.4% and 7.9% energy cost reductions over GA and

ACO, respectively. Moreover, PECQEA also enjoys a faster convergence rate than GA

and ACO. The energy cost of PECQEA is reduced to below 0.7 after only 9 generations,

while GA takes 34 generations to reach that cost level and ACO takes more than 50

generations.

Fig. 7.3 shows that the proposed PECQEA has a slightly higher average delay time

compared to GA and ACO after 50 iterations. After 50 iterations, the average delay time

of PECQEA is 73.02ms. In contrast, the average delay time of GA is 71.83ms and the

average delay time of ACO is 69.01ms. All three algorithms have a delay time lower than

maximum delay 105ms.

Fig. 7.4 shows that the proposed PECQEA has a higher bandwidth compared to GA

and ACO during 50 iterations. After 50 iterations, the average bandwidth found by
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Figure 7.2: Average energy cost for GA, ACO and PECQEA at each generation.

Figure 7.3: Average route delay time for GA, ACO and PECQEA at each generation.

PECQEA is 9.160Mbps. In contrast, GA bandwidth is 8.853Mbps, and ACO bandwidth

is 8.937Mbps. These results show that PECQEA enjoys a higher bandwidth than GA

and ACO. All three algorithms have bandwidth values higher than minimum bandwidth

8Mbps.

Fig. 7.5 shows that the proposed PECQEA has a lower delay jitter compared to

GA and ACO after 50 iterations. After 50 iterations, the average delay jitter found by
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Figure 7.4: Average route bandwidth for GA, ACO and PECQEA at each generation.
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Figure 7.5: Average route delay jitter for GA, ACO and PECQEA at each generation.

PECQEA is 20.35ms. In contrast, the value for GA is 20.98ms and the value for ACO is

24.58ms. These results show that PECQEA enjoys more stable packet arrivals.

Fig. 7.6 shows that the proposed PECQEA has a slightly higher packet loss rate

compared to GA and ACO after 50 iterations. At 50 iterations, the packet loss rate of

PECQEA is 0.003049. In contrast, GA packet loss rate is 0.003036, and ACO packet loss

rate is 0.002391. All three algorithms have packet loss rates lower than the maximum
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Figure 7.6: Average route packet loss rate for GA, ACO and PECQEA at each generation.

packet loss rate 0.01.

7.5 Summary

We proposed a novel parallel elite clonal quantum evolutionary algorithm (PECQEA) to

solve the multi-constrainted QoS unicast routing problem for multimedia service delivery

in WSNs. PECQEA aims to reduce energy cost while meeting the delay, bandwidth,

delay jitter and packet loss constraints. By using the Markov chain theory, the global

convergence property of PECQEA is proved. Simulation experiments were conducted to

demonstrate the capabilities of the proposed PECQEA and performance comparisons are

made with GA and ACO. The results show that PECQEA can effectively reduce the

energy cost under multiple constraints.
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Chapter 8

Conclusions and Future Work

With the fast growth of wireless communications technologies, an increasing number of

scientists focus on several bottleneck issues in the optimization technique of wireless com-

munications, especially NP-hard problems. Our studies have been inspired from the need

to solve hard discrete optimization problems in wireless communications systems. We in-

vestigated discrete optimization problems in five different cases, built system models and

utility functions and designed novel evolutionary algorithms for the relevant problems.

8.1 Innovations in the Thesis

In this thesis, we studied five key technologies in wireless communication based on evolu-

tionary algorithms. The main innovations and contributions of this thesis are as follows:

We propose a new modified chaos clonal shuffled frog leaping algorithm (MCCSFLA) for

PAPR reduction in orthogonal frequency division multiplexing (OFDM) systems. We also

present a novel approach based on quantum ant colony evolutionary algorithm (QACEA)

for target coverage problem in large-scale self-organizing wireless sensor networks. Then

we propose a novel quantum immune clonal evolutionary algorithm (QICEA) for the duty

cycle sequence design with full coverage constraint and present a novel fuzzy simulated

155
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evolutionary computation clustering (FSEC) means for the clustering in large-scale wire-

less sensor networks. Finally, we propose a new parallel elite clonal quantum evolutionary

algorithm (PECQEA) to solve the multi-constraints QoS routing problem.

8.2 Future Work

The following areas can be considered for future works based on the work conducted in

this thesis.

(1) WSN coverage based on evolutionary algorithms

This thesis studied the point coverage issue based on evolutionary algorithms. Other

issues such as area coverage and barrier coverage are directions for future work. A further

exciting study direction is how to deal with the heterogeneous node coverage issue where

several types of sensors with various capabilities could be implemented for the coverage

problem. Improving WSNs coverage will ultimately produce better functioning of the

system. We intend to make use of evolutionary algorithms strategies in such optimizations.

(2)WSN duty cycle design based on evolutionary algorithms

In our proposed system model, we simply let all the nodes have same remaining energy.

Hence, more accurate models need to be built to support WSNs. Future additions of this

study involve considering mobile nodes and heterogeneous nodes, as well as other more

practical system models.

(3) WSN routing based on evolutionary algorithms

In this thesis, we have studied unicast routing in WSNs. Much of the work in this thesis

is designed with stationary nodes. A future direction is to extend our work to include

mobile nodes. It will be also beneficial to research if our outcomes make generalizations

in multicast routing. We also believe that more problems could be considered if cluster

movement is made possible in WSNs.
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(4) Clustering based on evolutionary algorithms

Our study concentrated only on single-hop clustering in WSNs. It is essential to

expand this work to multihop clustering for WSNs. Some assumptions made in this

study, such as unlimited cluster size, can be relaxed by building more realistic models.

By doing this kind of research, we hope to have the ability to offer detailed methods to

improve the entire efficiency of WSNs.

(5) Cognitive radio optimization based on evolutionary algorithms

Cognitive radio spectrum allocation is an excellent candidate for optimization employ-

ing evolutionary algorithms strategy. An optimization approach can often assign spectrum

from the preset collection to every user based on requirements. This might include for-

mation of new fitness functions to evaluate this kind of allocation. Another interesting

direction is on the mobility of users while dealing with the channel allocation problem.

This presents new challenges with regards to users’ distribution and density.
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Appendix A

A.1 Convergence Analysis

Convergence is an important property of PECQEA for the multi-constrained QoS unicast

routing problem for multimedia WSNs. We discuss this property with the Markov chain

theory based on the work in [110]. Similar work for genetic algorithms can be found

in [115], [113], [114] and [116]. We first show that the evolution process of PECQEA

constitute an ergodic Markov chain. The Markov chain is then extended and its properties

are investigated. Finally, PECQEA is proved to converge to the global optimum.

A.1.1 Basic Definitions and Theory in Markov Chains

A discrete-time Markov chain is a sequence of random values that transitions from one

state to another with memoryless character.

Definition 1 [99]. Let random process {Z(m)}∞j=1 in discrete state space Φ, if

P{Z(m+ 1)} = jm+1|Z(0) = j0, · · · , Z(m) = jm}

= P{Z(m+ 1) = jm+1|Z(m) = jm}
(A.1)

, then {Z(m)}∞j=1 is called Markov chain.

Next, we will give the definition of time homogeneous Markov chains.

159
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Definition 2 [112]. If the transition probability hij(m) for Markov chain {Z(m)}∞j=1

is independent from m, which means Hij(m,m + 1) = H{Z(m + 1) = j|Z(m) = i} =

Hij(i, j ∈ Φ), then {Z(m)}∞j=1 is said to be homogeneous.

We use a 2-D matrix H to represent the transition probability between states, which

can be represented as:

H = [hi,j] =



h0,0 h0,1 · · · h0,j · · ·

h1,0 h1,1 · · · h1,j · · ·
... . . .

. . . · · · · · ·

hi,0 hi,1 · · · hi,j · · ·
...

...
...

...
...


(A.2)

where hij(m) is the transition probability from state i to state j. Matrix H generally

satisfies the constraints hij ≥ 0 and
∑
hij = 1 for any i, j ∈ Φ. In this way, a homogeneous

Markov chain {Z(m)}∞j=1 in any time m can be characterized by the couple (h0, H), where

h0 is the initial distribution of the Markov chain.

Definition 3 [112]. A Markov chain is called Ergodic if it can reach to any state

from any state (unnecessary in one move).

Theorem 1 [99]. Let H be the transition probability matrix of an ergodic Markov

chain with size k× k, the powers Hm converge to a k× k matrix H∞ with the same rows

h∞. If g =

[
1, 1, · · · , 1

]
1×k

, then H∞=g′h∞.

From Theorem 1 we could know that the limit probability distribution of an ergodic

Markov chain has no relationship with the initial distribution h0.
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A.1.2 The base Markov chain for PECQEA

In the searching process of PECQEA, each quantum individual can be represented as a

vector of Q-bits and each Q-bit can be represented as a decimal |αi|2 between 0 and 1.In

this way, the value of |βi|2 equal to 1 − |αi|2. As in computer simulations the decimal

place of each Q-bit is represented as a finite binary decimal between 0 and 1, each pair of

Q-bits can be represented as a finite binary number with a limited number of bits. The

length of the binary number depends on the accuracy of the computer simulation. In this

way, each Q-bit can be represented as a binary sequence R= {r1, r2, · · · , rW} , ri ∈ {0, 1},

where W is the length of the binary sequence. Similarly, each quantum individual q

can be represented as q = { R1, · · · , RO } = {r1 · · · rW︸ ︷︷ ︸
R1

· · · rW (O−1)+1 · · · rWO︸ ︷︷ ︸
RO

}. As

there are K sub-populations in the whole quantum population Q and L quantum indi-

viduals in each sub-population, the whole quantum population Q can be represented as

Q = { Q1, · · · , QK } = {r1 · · · rW︸ ︷︷ ︸
R1

· · · rW (KLO−1)+1 · · · rKLWO︸ ︷︷ ︸
RKLO

}. In this formula, K is

the number of the sub-populations in the whole population, L is the size of each sub-

population and O is the number of Q-bits in each quantum individual.

Lemma 1 In PECQEA, the evolutionary process of the whole quantum population Q

constitutes a Markov chain.

Proof: The iteration of the whole quantum population Q can be viewed as a stochastic

process.

According to the evolutionary process of PECQEA, we may know that the quantum

population Q(m) in the current generation is obtained from the quantum population in

the former generation Q(m − 1) and it is nothing to do with Q(m − 2), Q(m − 3), · · · ,

Q(0). Moreover, all the elements in the rotation Table 7.1 are generated in the current or

the generation. So we have H{Q(m) = im|Q(0) = i0, Q(1) = i1, · · · , Q(m− 1) = im−1} =

H{Q(m) = im|Q(m − 1) = im−1}, where H is the transition matrix in generation m.
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Thus the iteration of the whole quantum population Q can be modelled with a Markov

chain and its character could be analyzed by the relevant theory.

Theorem 2 In PECQEA, the population sequence Q(m)∞m=1 constitutes a finite Markov

chain.

Proof: In this work, the population sequence is defined as a binary string Q(m) with

length KLWO over the set C = {0, 1}. So there are 2KLWO possible strings in the whole

search space, forming the population space Ω = ICKLWO. The number of the possible

states in the population space is |Ω| = 2KLWO. So the state space of Q(m) is finite, and

the population sequence Q(m)∞m=1 constitutes a finite Markov chain.

Theorem 3 The Markov chain {Q(m)} for PECQEA is time homogeneous.

Proof: Let H(m) denote the transition matrix in generation m. Because the transition

probability of H(m) in PECQEA is only relevant to the elements in the rotation Table

7.1 and all the elements in the rotation Table 7.1 are generated in the current or former

generation and have nothing to do with the iteration numberm. In this way, the evolution

process of {Q(m)} does not change with a generation. Thus, the evolution process of

{Q(m)} constitutes a homogeneous Markov chain.

In order to facilitate analysis, we divide the evolution process in the base Markov chain

into two stages. The first stage includes the operations before the Q-bits mutation and

the second stage is the Q-bits mutation. In other words, the first stage includes the steps

from 3 to 7 in Section 7.3.6 and the second stage is the step 8 in Section 7.3.6. In order

to facilitate the analysis, in the first stage we use the transition matrix R to represent the

stochastic process. In other words, matrix R represents the quantum rotation operation

for a quantum individual. In the second stage we use the transition matrix C to represent

the Q-bits mutation operation for a quantum individual. In this way, the base Markov
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chain can be represented as H=RC, where H is the transition matrix of the base Markov

chain.

Lemma 2 The transition matrix of the quantum rotation operation R in PECQEA

is stochastic.

Proof: The transition matrix of the quantum rotation operation R can be shown as:

R =


r11 · · · r1,2KLWO

...
. . .

...

r2KLWO,1 · · · r2KLWO,2KLWO

 . (A.3)

According to Table 7.1, in the quantum rotation operation, each bit r of the Q-bits

binary sequence Q = {r1, r2, · · · , rKLWO} is generated from the set {0, 1} with a certain

probability. As the length of the Q-bits binary sequence is constantKLWO, the transition

operator maps in the space Ω. The number of the states is |Ω| = 2KLWO. This operation

produces no new state and no state disappears. So the total probability of transitions

from any state to other states is 1, which can be represented as
2KLWO∑
j=1

rij = 1 for any

i, j ∈ {1, . . . , 2KLWO}. So matrix R is stochastic.

Lemma 3 The transition matrix of Q-bits mutation C is both stochastic and positive.

Proof: We use C to denote the 2KLWO×2KLWO mutation matrix, which can be shown

as

C =


c11 · · · c1,2KLWO

...
. . .

...

c2KLWO,1 · · · c2KLWO,2KLWO

 . (A.4)

Similar to the quantum rotation operation, in the Q-bits mutation operation, each bit

r of the Q-bits binary sequence Q = {r1, r2, · · · , rKLWO} is selected from the set {0, 1}.



164 Chapter A.

As the length of the Q-bits binary sequence is constant KLWO, we have
2KLWO∑
j=1

cij = 1

for any i, j ∈ {1, . . . , 2KLWO}. So the matrix C is stochastic.

The Q-bits mutation operator randomly chooses some Q-bits with a very small fixed

rate Pmu and replaces these Q-bits with some random decimal numbers between 0 and 1.

For each bit on the Q-bits binary sequence Q = {r1, r2, · · · , rKLWO}, the probability of

keeping the original value is 1 − Pmu/2, and the probability of changing to complement

from 1 to 0 or from 0 to 1 is Pmu/2. From the probability theory point of view, the Q-bits

mutation operation randomly maps from the current state to all the other states in the

space with different nonzero probabilities. So we have cij > 0 for all i, j ∈ {1, . . . , 2KLWO}.

Thus the transition matrix C is positive.

Lemma 4 The transition matrix of the base Markov chain H is a positive stochastic

matrix.

Proof: According to the above discussion, the base Markov chain can be represented

as H=RC. In this way, for any element hik in transition matrix H, we have hik =
2KLWO∑
j=1

rijcjk. For matrix R, we have
2KLWO∑
j=1

rij = 1 for any i, j ∈ {1, . . . , 2KLWO}. Thus,

for any row i in matrix R, we could assume that the maximum positive element in the

row i is in column max. In other words, ri,max is the largest element in row i. In this way,

we have

hik =
2KLWO∑
j=1

rijcjk ≥ ri,maxcmax,k > 0. (A.5)

Thus the transition matrix of the base Markov chain H is a positive matrix.

As both R and C are right stochastic matrices, for any row j we have
2KLWO∑
j=1

rij = 1

and
2KLWO∑
j=1

cij = 1. Thus, for any row i in matrix C, we have



A.1 Convergence Analysis 165

2KLWO∑
k=1

cik =
2KLWO∑
k=1

2KLWO∑
j=1

rijcjk =
2KLWO∑
j=1

rij
2KLWO∑
k=1

cjk

=
2KLWO∑
j=1

rij = 1

(A.6)

Thus the transition matrix of the base Markov chain H is a stochastic matrix.

Lemma 5 The transition matrix of the base Markov chain H is a primitive matrix.

Proof: As H is a positive matrix, H1 > 0, thus H is a primitive matrix.

Definition 4 Definition 1: [99] A Markov chain is called an ergodic chain if it is

possible to go from every state to every state (not necessarily in one move).

Theorem 4 In PECQEA, the evolutionary process of the whole quantum population

Q constitutes an ergodic Markov chain.

Proof: H is the transition matrix for the evolutionary process of the whole quantum

population Q and it is a positive matrix. So we have hij > 0 for all i and j. So in space

Ω, the possibility of going from every state to every state is positive in just one move.

Thus the Markov chain is an ergodic chain.

According to Theorem 4, we can easily get the following result:

Theorem 5 [99]. Let H be the transition probability matrix of the evolutionary pro-

cess of the whole quantum population Q with size 2KLWO × 2KLWO, the powers lim
m→∞

Hm

converge to a 2KLWO × 2KLWO matrix H∞ with the same rows h∞.

If g =

[
1, 1, · · · , 1

]
1×2KLWO

, then H∞=g′x∞.

A.1.3 The Extended Elite Markov Chain

In order to keep the best solution in each generation, the best binary solution gener-

ated in the current iteration will replace the solution in the elite list if it has a lower
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fitness value. The elite binary solution reserved in the elite list can be represented as

Se = [ s1 · · · si · · · sO ], where si ∈ {0, 1},O = n×⌈log2(MAX(outdegree))⌉. In this

way, we can extend the base Markov chain to the elite Markov chain by adding the elite bi-

nary vector solution to the state space. Thus, the population space Ω = ICKLWO extends

to Ω+ = IC(KLW+1)O and the number of the possible states in the space grows to |Ω+| =

2(KLW+1)O. So the extended whole quantum population Q+ can be represented as Q+ =

{Se, Q1, · · · , QK } = {r1 · · · rO︸ ︷︷ ︸
Se

rO+1 · · · rO+W︸ ︷︷ ︸
R1

· · · r(KLW+1)O−W+1 · · · r(KLW+1)O︸ ︷︷ ︸
RKLO

}. In

this way, for Q+, the size of the transition matrix F (m) is 2(KLW+1)O × 2(KLW+1)O.

Lemma 6 In PECQEA, the evolutionary process of Q+ constitutes a Markov chain.

Proof: The iteration of of the whole quantum population Q+ can be viewed as a

stochastic process. According to the evolutionary process of PECQEA, we may know

that both the elite binary sequence Se and the quantum population Q(m) in the current

generation are obtained from the elite binary sequence and the quantum population in

the former generation and it has nothing to do with any element in generation m − 2,

m − 3,· · · ,1. So we have F{Q+(m) = im|Q+(0) = i0, Q
+(1) = i1, · · · , Q+(m − 1) =

im−1} = F{Q+(m) = im|Q+(m − 1) = im−1}, where F (m) is the transition matrix in

generation m. Thus the evolutionary process of Q+ can be modelled with a Markov chain

and its character could be analyzed by the Markov chain theory.

Lemma 7 In PECQEA, the extended population sequence Q+(m)∞m=1 constitutes a

finite Markov chain.

Proof: In Q+, the length of the binary sequence is defined as a binary string Q(m)

with length (KLW +1)O over the set C = {0, 1}. So there are 2(KLW+1)O possible strings

in the whole search space, forming the population space Ω+. The number of the possible

states in Q+ is |Ω| = 2(KLW+1)O. So the state space of Q+ is finite and the population

sequence Q+(m)∞m=1 constitutes a finite Markov chain.
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We divide the iteration process of Q+ into two stages. The first stage includes the

operations from observing Q-bits mutation and the second stage is the elite list update.

In other words, the first stage includes the steps from 3 to 8 in Section 7.3.6 and the

second stage is the step 9 in Section 7.3.6. In order to facilitate the analysis, we use the

transition matrix A(m) to represent the transition process in the first stage and we use

transition matrix T (m) to represent the transition process in the second stage. In this

way, the base Markov chain can be represented as F (m) = A(m)T (m), where F (m) is

the transition matrix of the base Markov chain.

Lemma 8 The Markov chain Q+(m) for PECQEA is time homogeneous.

Proof: Transition probability of F (m) in PECQEA is only relevant to the elements

in the rotation Table 7.1 and all the elements in the rotation table 7.1 are generated in

the current or former generation and have nothing to do with the iteration number m. In

this way, the evolution process of Q+(m) does not change with a generation. Thus, the

evolution process of Q+(m) constitutes a homogeneous Markov chain. So we can use F

to represent F (m).

Lemma 9 The transition matrix of the transition matrix F for the extended popula-

tion sequence Q+(m) in PECQEA is stochastic.

Proof: The transition matrix F can be shown as:

F =


f11 · · · f

1,2(KLW+1)O

...
. . .

...

f2(KLW+1)O,1 · · · f2(KLW+1)O,2(KLW+1)O

 . (A.7)

As all the Q-bits in the binary sequence Q+ = {r1 · · · · · · r(KLW+1)O} are generated

from the set {0, 1} with a certain probability, the length of the Q-bits binary sequence is

constant (KLW + 1)O and the transition operator maps in the space Ω+. The number
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of the states is |Ω+| = 2(KLW+1)O. This operation produces no new state, and no state

disappears. So the total probability of transitions from any state to other states is 1,

which can be represented as
2(KLW+1)O∑

j=1

fij = 1 for any i, j ∈ {1, . . . , 2(KLW+1)O}. So matrix

F is stochastic.

We assume that there exists a unique globally optimal solution Sg with the lowest

fitness value. In order to facilitate the representation, we arrange the solution space Ω+

with a decreasing order according to the fitness value of Se. In this way, states with better

Se are ranked higher in the solution space and the states with the worst Se are ranked at

the bottom in the solution space. For the states with the same Se, we order the states

according to the binary value. In other words, as there are |Ω+| = 2(KLW+1)O states in

the whole space, the states that are numbered from 1 to 2KLWO have the best Se which

is equal to Sg and the states that are numbered from 2KLWO ∗ (2O − 1) + 1 to 2KLW (O+1)

have the worst Se. In the states with the same Se, the state with an all-zero binary string

following Se is ranked in the top, and the state with an all-one binary string following Se

is ranked at the bottom. In other words, in the states with the same Se, the state that

with higher binary value will be ranked lower.

In the first stage the solution in the elite list is not affected by the quantum rotation

operation, so the extended first stage transition matrix A(m) can be represented as a

block diagonal matrix

A =



H

H

. . .

H


. (A.8)

where the size of eachH is 2KLWO×2KLWO and the size of A is 2(KLW+1)O×2(KLW+1)O.

So the number of H in the diagonal of A is 2O.
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Lemma 10 The transition matrix T (m) in the second stage for the extended Markov

chain Q+(m) is a lower triangular matrix.

Proof: First, we divide the transition matrix T (m) in to square matrix into sub-blocks

and the size of each sub-block is 2KLWO×2KLWO. In this way, the transition matrix T (m)

can be represented as

T =



T11 T12 · · · T1,2O

T21 T22 · · · T2,2O

...
...

. . .
...

T2O,1 T2O,2 · · · T2O,2O


. (A.9)

To facilitate the representation, we define the current state as state i and the next

state as state j. We can easily find that the states i in the sub-blocks with the same row

number have the same elite solution Se in the elite list. As the state space is a decreasing

order according to the fitness value, the lower row number, the lower the fitness in state i.

For example, the square matrix sub-blocks T11, T12, · · · ,T1,2O have the same elite solution

Se = Sg in state i and they have the lowest fitness. In contrast, the square matrix sub-

blocks T2O,1, T2O,2, · · · , T2O,2O have the same elite solution with the highest fitness value

in state i, which means their energy consumption in state i is highest.

According to the elite list update procedure, we compare the fitness value of Sbest

found in the current generation and the elite solution Se in the elite list. If Sbest has a

lower fitness value, the elite binary solution Se will be replaced by Sbest, which means that

state j has a lower fitness value than state i and j < i. If Se has a lower or equal fitness

value than Sbest, the elite binary solution Se will be kept on the elite list. In this case,

state j has the same fitness value as state i and j = i. In other words, the situation that

j > i can not occur in PECQEA, so T (m) is a lower triangular matrix. In this way, T (m)

could be expressed as
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T =



T11

T21 T22
...

...
. . .

T2O,1 T2O,2 · · · T2O,2O


. (A.10)

Lemma 11 Sub-block T11 in transition matrix T (m) is a unit matrix.

Proof: The square matrix sub-blocks T11 have the elite solution with the lowest fitness

Se = Sg in state i. So, according to the elite list update procedure, Sg will not be replaced

by any Sbest. Thus we have j = i and in this way sub-block T11 is a unit matrix.

Lemma 12 Sub-blocks T21 and T22 are nonzero matrices.

Proof: Sbest in each iteration is generated by the quantum individuals with a certain

probability. As we use the Hε gate, the probability of the bit value being equal to 1 on

each bit of Sbest is between ε and 1− ε, and the probability of the bit value being equal to

0 on each bit of Sbest is also between ε and 1− ε. Thus, for each quantum individual, the

probability of Sbest = Sg is larger than εO. As there are K × L quantum individuals in

the whole population, the probability of Sbest = Sg is larger than 1−
(
1− εO

)KL
. So for

element fij in transition matrix F within sub-block T21, we have fij ̸= 0 if i−j = KLWO,

and fij = 0 if i− j ̸= KLWO.

Similarly, for each quantum individual, the probability of Sbest ̸= Sg is larger than

1 − (1− ε)O. As there are K × L quantum individuals in the whole population, the

probability of Sbest ̸= Sg is larger than
(
1− (1− ε)O

)KL

. So for element fij in transition

matrix F within sub-block T22, we have fij ̸= 0 if i = j and fij = 0 if i ̸= j. So sub-blocks

T21 and T22 are nonzero matrices.
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A.1.4 The Convergence for the PECQEA

In order to facilitate the convergence analysis, first we give a precise definition for the

convergence of PECQEA:

Definition 5 Let Se be the elite solution of PECQEA at generation m and Sg be the

unique globally optimal solution with the lowest fitness value. If lim
m→∞

Pr(Se = Sg) = 1,

then the sequence Q+(m)∞m=1 converges to the globally optimal.

Theorem 6 [110]. Let A be a non-negative stochastic matrix with the form A = X 0

U V


k×k

, where U, V ̸= 0 and X be a z × z primitive stochastic matrix, then the

limit

A∞ = lim
m→∞

 Xm 0∑m−1
k=0 V

kUXm−k−1 V m

 =

 X∞ 0

U∞ 0

 (A.11)

is a stable stochastic matrix. A∞ has the form A∞ = g′·a∞, where a∞ = (x1, x2, · · · , xz, 0, 0, · · · 0),

x∞=(x1, x2, · · · , xz), g =

[
1, 1, · · · , 1

]
1×k

, h =

[
1, 1, · · · , 1

]
1×z

, X∞ =

h′x∞ and
z∑

i=1

xi = 1.

The proof of Theorem 6 are omitted, please refer to reference [110].

Theorem 7 PECQEA converges to the global optimum.

Proof: According to the state order, there are |Ω+| = 2(KLW+1)O states in the whole

space and the states that are numbered from 1 to 2KLWO have the best Se which is equal
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to Sg. As T11 is a unit matrix, the transition matrix F can be represented as

F = AT

=



H

H

. . .

H





T11

T21 T22
...

...
. . .

T2O,1 T2O,2 · · · T2O,2O



=



H

HT21 HT22
...

...
. . .

HT2O,1 HT2O,2 · · · HT2O,2O



(A.12)

Thus, the transition matrix F can be divided into four square matrices, which can be

represented as

F =

 H 0

U V


(KLW+1)O×(KLW+1)O

. (A.13)

where H represents the transition matrix of the base Markov chain, U =


HT21
...

HT2O,1



and V =


HT22
...

. . .

HT2O,2 · · · HT2O,2O

. According to Lemma 4, H is a positive stochastic

matrix. With Lemma 12 we know that sub-blocks T21 and T22 are nonzero matrices, so we

have U, V ̸= 0. Thus F∞ has the form F∞ = g′·f∞, where g =

[
1, 1, · · · , 1

]
1×2(KLW+1)O

,

and f∞ = (h1, h2, · · · , h2KLWO , 0, 0, · · · 0).

When l =

[
1, 1, · · · , 1

]
1×2KLWO

, x∞=(x1, x2, · · · , x2KLWO), X∞ = l′x∞ and

KLWO∑
i=1

xi = 1.
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Therefore, Q+(m) converges to state 1 to state 2KLWO in |Ω+| = 2(KLW+1)O states

after infinite iterations. As the solution space |Ω+| has a decreasing order according to

the fitness value of Se and the states that are numbered from 1 to 2KLWO have the best

Se which is equal to Sg, according to Definition 5, the sequence Q+(m)∞m=1 converges to

the global optimal.
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