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ABSTRACT

The continuous evolution of wireless networks leads to the next generation

of wireless network development, dubbed the fifth-generation (5G) mobile wire-

less network. The forthcoming 5G mobile networks will support diverse mobile

data traffic with a one millisecond transmission delay along with reduced energy

consumption. In fact every aspect of ongoing 5G research is pointing towards a

much better quality-of-service (QoS) provision than its predecessor technology,

the currently operating fourth-generation (4G) wireless network. It has been

widely claimed that 5G will finally provide the technological edge and the neces-

sary infrastructure to support the so-called internet-of-things (IoT). Thus efficient

spectrum usage or spectrum management for 5G is of paramount importance to

5G fruition. While venturing the possibility of accommodating new spectrum

seems audacious at this point, it will be the spectrum sharing technologies such

as heterogeneous networks (HetNets) at the heart of initial 5G deployment. Het-

Nets are becoming increasingly common and rely heavily on the spectrum reuse

concept to provide services such as offloading and content-caching. Indeed recent

literature puts much emphasis on offloading and content-caching as promising 5G

technologies and they will play a vital role in futuristic distributed resource man-

agement. Firstly, this thesis focuses on developing a novel offloading approach

for 5G dense HetNets. Secondly, this thesis attempts to devise a novel small-cell

oriented content-caching approach.



The main contribution of this thesis can be summarised in two parts. In the

first part, a novel pricing strategy is derived which enforces the low data rate

macro users to associate with small-cells. The objective was to increase the spec-

trum utilisation of small-cells, while preventing cross-tier interference to macro

users who are located close to small-cells. Furthermore the proposed pricing al-

gorithm acknowledges one of the shortcomings of the traditional received-signal-

strength (RSS) based user-association where a user always selects the strongest

base station, i.e. the macrocell and thus it becomes overloaded in the process.

The pricing algorithm achieves our design objectives as stated above. An evo-

lutionary game-theoretic analysis is provided to show, how the proposed pricing

strategy can influence users to select small-cells. Another important aspect of our

proposed pricing technique is that a macrocell can control its population share

(PS) precisely. By tuning the rate-threshold in the pricing algorithm, a macro-

cell can have an optimum population share. The evolutionary game captures the

essence of the proposed pricing scheme. The mathematical background is pro-

vided to show that a unique solution exists. In addition, it is proved that the

price-based network selection strategy is evolutionary stable.

In the second part, this thesis turns its focus on developing a novel caching

strategy that utilises small-cells. Existing caching strategies mainly rely on small-

cells for caching smaller contents. For retrieving larger contents, existing algo-

rithms either download them from cloud storage or redirect an individual’s request

to a macrocell. Both approaches result in a higher delay, which motivates us to

propose a caching strategy that enures more efficient utilisation of small-cells.

The first caching model considers the cache-association strategies of users, which

is modelled by a binary decision variable. Unlike existing work, this thesis formu-

lates the small-cell based caching problem into a Nash bargaining game (NBG)



xi

and utilises the cooperative nature of an NBG to devise a unique, fair and op-

timal caching strategy. However, the optimisation problem formulation which

retains the Nash’s axiomatic conditions, turns out to be an integer program-

ming problem. Therefore constraint relaxations are applied to find a centralised

solution, which can be used as a lower bound to derive the optimal solution. Af-

terwards Lagrangian relaxation to used to provide a distributed caching solution.

In addition, a low complexity heuristic solution is proposed as an alternative so-

lution to the centralised and distributed solution. By applying the concepts of

two-dimensional coordinate geometry it is proved that the bandwidth allocation

mechanism of the heuristic algorithm have has the same convergence property as

Newton’s method. Further investigation suggests that the bandwidth allocation

mechanism approaches convergence in an iterative manner, therefore it exhibits a

much desired property of distributed implementation and parallel computation.

This thesis concludes by extending the previously proposed caching model includ-

ing a cache-placement decision and providing appropriate solution methodology.

The new NBG model involves a bilinear term and thus becomes a non-convex

integer programming problem. The first step towards solving the problem is to

apply a relaxation technique which will convexify the non-convex NBG by re-

laxing the bilinear term. McCormick relaxation is a well-known method used

for convexifying an optimisation model involving bilinear term, which is used in

conjunction with Lagrange relaxation to find a feasible solution.
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Chapter 1

Introduction

The idea of wireless communication predates from the early nineteenth century with

a series of experiments in wireless telegraphy. It was James Clerk Maxwell who first

theorised that electromagnetic waves could propagate through free space, which was later

verified by Heinrich Hertz through a set of experiments in 1880 and 1887, thus laying

the groundwork for Marconi’s development of wireless telegraphy. However, Alexander

Graham Bell is believed to be the first scientist to transmit data over a wireless link

successfully by modulating light waves in 1880 [1], using a device called the photophone.

In spite of the early inception of wireless signal transmission via the electromagnetic

spectrum, it took more than a decade to deploy the first wireless communication system

commercially. However, the modern digital telecommunication system was deployed in the

late 1990s and evolved rapidly in a short span of time, delivering phenomenal technology

advancements that have changed the way humans communicate and interact.

The meteoric rise in the popularity of media-rich devices (smartphones, tablets etc.)

has led to a plethora of multimedia content-based innovations. Modern-day mobile users

require 24/7 connectivity from their mobile network operators (MNOs), providing both

connection-centric communication and content-centric communication. Both the first-

1



2 Chapter 1. Introduction

generation (1G) and the second-generation (2G) communication systems were primarily

designed for providing connection-centric communication, i.e. end-to-end voice transmis-

sion. Mobile applications such as Skype, WhatsApp, YouTube, netflix etc. are examples

of content-centric communication, causing a paradigm shift from connection-centric com-

munication. These applications involve huge volumes of mobile data and are the main

reason for the world-wide soaring traffic demand. As a consequence it is challenging the

contemporary macrocell-based centralised wireless network architecture, in which macro-

cells are the focal point of all kinds of wireless services. The next generation of wireless

network must have a decentralised architecture where small-cells will form a heterogeneous

architecture along with macrocells and will play a crucial role in easing the macrocell bur-

den.

A Cisco survey [2] sheds some light on existing and future trends of mobile data

usage. It forecasts that wireless data traffic will increase up to sevenfold between 2016

and 2021. It also reports that global mobile data traffic grew about 63% in the year of 2016

compared to 2015, reaching about 7.2 exabytes per month at the end of 2016. One of the

most intriguing statistics provided by Cisco is the rise of new mobile devices and mobile

network subscriptions in 2016. Smart devices and internet-enabled machine modules

have jointly accounted for half a billion new devices and connections in 2016. Thus

a growing trend can be noticed where mobile-technology enabled devices are becoming

increasingly common [3] and causing a paradigm shift towards the interconnectedness of

all things, also called the internet of things (IoT). IoT-based emerging services have taken

the communication concept beyond personal communications. The challenge therefore for

the next generation of wireless networks is to manage a large volume of connected devices

as well as the data flow stemming from them. Intuitively, managing this large number

of devices is not only complex but also infeasible. Anticipating that the content-based

mobile traffic demand will be increasing in the future, efficient offloading and handover
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mechanisms will be of paramount importance to divert macrocell traffic (both content

and cellular traffic) to small-cell networks. Novel insights are required to devise content-

caching techniques so that the small-cells can host a large number of popular contents at

the network edge and deliver them seamlessly upon receiving requests.

Wireless communication technology has evolved over the years to keep pace with

the daunting demand of modern mobile networks. For example: the fourth-generation

(4G) mobile communication standard is an upgrade from its predecessor third-generation

(3G) mobile communication standard; it supports high mobility and can provide up to

100 Mbps with high mobility, and 1 Gbps in a low-mobility scenario, whereas 3G can

provide up to 5 Mbps with a low-mobility scenario and 348 kbps in a high-mobility

scenario. However, the theoretical bound for the data rate, determined through industry

and academic research, has not yet been reached in a practical scenario. For example,

the goal of 100 Mbps peak data rate per user has not yet been achieved in a commercial

scenario [4]. Considering the trend of data explosion in recent years, the general consensus

among the research community is that the area capacity or aggregate data rate will

need to increase approximately 1000-fold from 4G to the next generation of wireless

networks. To provide a seamless user experience the edge data rate and the peak data

rate of a user need to increase to 100 Mbps and tens of Gbps respectively [5]. Massive-

MIMO and mm-wave are considered as candidate technologies for data rate improvement.

However both technologies are still in the development phase, and it will be the spectrum

sharing technology of such dense heterogeneous networks (HetNets) which will provide

the expected data rate improvement in the next generation of wireless networks.

Along with the data rate, the latency and energy-efficiency have become very impor-

tant in the context of providing on-the-go user connectivity. A state-of-the-art 4G system

embodying long term evolution (LTE) technology can deliver data with approximately

25 milliseconds delay, which exceeds the 1 millisecond delay requirement needed to en-
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able real-time context-based applications such as wireless gaming [6], [7]. The round-trip

delay requirement for the future wireless network is very stringent. The genre of delay-

constrained futuristic applications is termed tactile internet which involves real-time hu-

man interaction in the fields of education and sports, entertainment, gaming, robotics and

manufacturing, traffic, health care, the smart grid etc., and requires a round-trip latency

of 1 millisecond for tactile steering and control of real and virtual objects without creat-

ing cybersickness. In order to fulfil the stringent delay requirement, small-cells must play

a crucial role to share the burden of the macrocell load since small-cells generally have

unused resources. Efficiently allocating these resources among a proportion of macrocell

users can overcome the crucial problem of macro-network congestion. SBSs have very

little congestion and locally retrieving contents reduces transmission delay. An efficient

offloading mechanism will be able to divert a significant portion of users to small-cells with

a view to reducing congestion and cross-tier interference. Considering the massive growth

in mobile data consumption and the unprecedented increase in the number of networked

mobile devices, the future wireless communication technology requires to be sustainable

and withstand the growth and provide much-needed stability. To accommodate the de-

mand stemming from human-centric communication and machine-centric communication,

the fifth-generation (5G) mobile communication system has been envisaged as the future

wireless network [8], [9].

1.1 5G Concept and Its Requirements

1.1.1 5G concept

As 4G has already been deployed and reached its peak in terms of the technological

advancement it could provide, a fundamental question arises: what is the next-generation

wireless network going to be? Badoi et al. have outlined the prerequisites of 5G concept
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in [10], and cited a very high data rate as a primary requirement. They have proposed 5G

technology as a combination of 4G along with functionalities which can bring unlimited

wireless-world interconnection, convergence and cooperation, and capable of providing

a variety of multimedia services at extremely high data rates. The aim is to design

and develop next-generation wireless infrastructures that provide: i) a very high data

rate, ii) a platform to globally integrate and inter-connect into a dynamically operating

architecture. The main differences between 4G and 5G are outlined in [10] and [11].

The 5G terminal will be equipped with intelligence capability. It will be able to select the

best-possible wireless access technology via information collection and processing about its

surroundings. The 5G terminal will be able to combine different incoming streams from

different technologies as well as support sophisticated error-correction and modulation

schemes. The application layer in the 5G network must support an intelligent quality

of service (QoS) requirement. Here intelligent QoS refers to the ability of base stations

to adapt and adjust to changes in the radio environment so that QoS requirements in

future wireless networks will always be satisfied. The 5G network must also support

high-security protocols such as an authentication, authorisation and accounting (AAA)

protocol, integrated between multiple systems [5]. In summary, the upcoming 5G network

aims to meet the following challenges [12]:

• Wider coverage: To provide a ubiquitous high-speed service experience for users

24/7.

• Massive capacity : To meet the extremely high data rate requirement for each user.

• Peak spectral efficiency : 30 bps/Hz in the downlink and 15 bps/Hz in the uplink.

• Massive connectivity : To provide up to one hundred million connections.

• Low latency : To provide millisecond end-to-end delays.
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• Energy efficiency : To support a high sleep ratio and long sleep duration to enable

low energy consumption.

• Dual connectivity : To support macrocell and small-cell connectivity simultaneously.

• Tactile internet : Real-time interactive internet services.

1.2 Key Technologies in 5G

1.2.1 Spectrum Sharing Technologies

5G technology will face a very high data rate demand stemming from strong business

requirements and much improved user experience compared to 4G networks. Considering

that the radio frequency (RF) spectrum is limited, the 5G spectrum range will most likely

be expanded towards the mmWave and up to the visible light frequency range. [12] states

that 5G will be the starting point of the full spectrum era, where the possible frequency

range will stretch from 1 GHz to 100 GHz. On the other hand, the authors in [13] explain

how visible light communication (VLC) enabled small-cells, also called attocells, can be

incorporated into 5G network architectures. The network capacity enhancement via VLC

as part of a HetNet is analysed in [14], [15], and [16]. These research activities signify

the importance of an extended spectrum for future wireless networks. However both

mmWave and VLC are in their early stages of development and will definitely feature at

some point in 5G deployment or beyond 5G development. Consequently spectrum sharing

and spectrum reuse have appeared to be the primary candidates for providing data rate

enhancement in 5G networks and will play a pivotal role to delineate 5G data rate and

latency promises.

Spectrum sharing techniques have been developed to ensure efficient use of the precious

radio spectrum. The advantage of spectrum sharing techniques is that they can benefit
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from the existing infrastructures and network architectures, combining with intelligent

resource allocation strategies to provide much needed data rate enhancement compared

to new wireless access technologies such as VLC and mmWave. To enable spectrum

sharing in 5G, the following technologies will be embodied in 5G networks.

Ultra-dense HetNets: State-of-the-art wireless technologies are already operating

approximately around the Shannon limit [17]. Therefore limited capacity gain can be

extracted with existing cell structures and frequency allocation techniques. As a counter-

active measure, low power base stations (BSs) have been proposed to be deployed inside

conventional macrocellular networks [18], exploiting both spectrum sharing and spectral

reuse to provide localised services to users. It has been proved [19] that the densification of

base stations by increasing the number of base stations per square kilometer, can increase

the spectral efficiency (SE) of served users with a certain user outage constraint. Indeed,

cell densification has been earmarked for generating additional capacity gain for a 5G

wireless network [20] by utilising a three-dimensional capacity model (bits per second ×

Hertz × cells per square kilometer) [21]. Small-cells, e.g. microcells, picocells, femtocells

and relays are categorised as low power BSs and are generally deployed inside a macrocell

to form the HetNet (please refer to Fig. 3.1 for HetNet illustration). In a dense HetNet,

a large number of small-cells are deployed in per square kilometer [17]. Note that small-

cells have been deployed sporadically so far in 4G networks. For example: major mobile

operators worldwide (AT&T, Verizon Wireless in USA; Korea Telecom, SK Telecom in

South Korea; T-mobile, Vodafone in Europe; NTT DoCoMo in Japan; and Unicom in

China) have started to roll out small-cell services to their clients. However they are being

expected to deploy in an ultra-dense manner when 5G networks are finally deployed. Thus

small-cells provide ready-made infrastructure for network expansion. Most importantly,

underlay spectrum access based small-cell deployment enables spectrum sharing by taking

advantage of aggressive spectrum reuse and embodying sophisticated interference avoid-
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ance mechanisms [22]. Due to the availability of redundant resources in small-cells [23],

it is possible to increase the per user data rate by redirecting a proportion of users from

macrocell to small-cells. Such a data rate improvement is possible since users in each

tier can be allocated higher bandwidth. In spite of the potential of dense HetNets, three

factors will decide the success in harnessing capacity gain in 5G HetNets. They are: i) an

efficient offloading and content caching mechanism, ii) interference coordination and man-

agement, iii) the access mode of its deployment. The primary functionality of small-cells

is to provide localised communication. Therefore in 5G networks, small-cells are going to

share the burden of macrocells by embodying efficient load balancing techniques such as

offloading and content caching [20].

Offloading: The term offloading generally refers to the provision of alternative mobile

data traffic connections to a wireless network such as either WiFi or small-cell, which is

supposed to transmit through the cellular network [24]. Offloading has been earmarked

as a key enabling technology to increase spectrum utilisation in 5G [20]. It can provide

an inexpensive solution to the so-called spectrum scarcity for MNOs. However, the suc-

cess of harnessing additional SE gain by deploying an ultra-dense HetNet largely depends

on an efficient offloading algorithm. The mobile traffic in small-cells is more volatile,

i.e. it changes rapidly than in macrocells. Moreover small-cells generally have unused

resources. As small-cells are deployed by end-users, they provide ready-made infrastruc-

ture for MNOs for offloading macrocell users to small-cells. The most commonly used

offloading strategy relies on the received signal strength (RSS) of the nearest base sta-

tion. However RSS-based offloading can overload a base station, since a user always

selects a base station which transmits with a higher power level (macrocells). Thus an

efficient offloading algorithm is very important to harness additional SE gain from the

small-cells. Most importantly, offloading will allow MNOs to deal with the increasing

number of devices by distributing users in the lower tier.
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Content Caching: Advances in the mobile internet continue to revolutionise our

everyday life and are about to put their footsteps in the newest frontiers of human society

such as health-care, electrical grid systems, robotics, industrial automation etc. Along

with the new ones, the majority of modern-day mobile internet services are based on con-

tent. The emerging 5G networks will support these services, which also require real-time

human machine interaction. In [25], this upgraded version of the mobile internet is defined

as the tactile internet which will provide a further paradigm shift from content-centric

communication. However the tactile internet requires a robust communication infrastruc-

ture with characteristics such as low latency, short transit time, high availability, and

reliability. Most importantly it requires computing capability1 to be implemented at the

network edge [25], such that the end-to-end delay remains limited to one millisecond. It is

expected that the 5G network will support these requirements, since current 4G systems

do not support such strict requirements. Recently a lot of emphasis has been given to

content caching via the mobile edge. Inspired by the resource availability and local storage

capacity of the mobile radio nodes at the network edge, content caching via small-cells

is considered as a lucrative option in terms of network performance improvement and

economic incentives for operators. Both cloud cache and local cache have been proposed

to deliver contents near to a user. The benefit is three-fold: i) this reduces the content re-

trieval time significantly, ii) it is energy efficient, iii) load balancing is achieved throughout

the HetNet. Small-cell base stations (SBSs) are being densely deployed and this provides

readily available infrastructures for content caching to be implemented. Consequently,

caching via the network edge is going to be a prime feature of 5G mobile communica-

tion systems. However, the most important challenge in SBS-based content caching is to

devise an optimal caching policy that maximises content retrieval at the network edge.

1Here, the term computing capability refers to an ability to compute an optimal solution of a sophis-

ticated algorithm.
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1.2.2 Network Intelligence

With the surge in user applications and a myriad of internet-enabled devices, along with

ultra-dense HetNets, the network components of 5G systems certainly dwarf the size

of current 4G systems. The network complexity of 5G systems is too multifaceted for

engineers to comprehend. Managing such large-scale wireless networks is certainly not

conceivable for engineers. In addition, the CAPital EXpenditure (CAPEX)2 and OPerat-

ing EXpenditure (OPEX)3 increase proportionally with the network size, which imposes

financial constraints for 5G networks to become commercially viable. Therefore to pro-

vide better QoS and capacity, and to manage the network efficiently, network intelligence

is touted as a much needed feature for the 5G wireless network.

In recent years, the research on implementing intelligent algorithms into wireless net-

works has intensified. The necessity of intelligence and autonomous function enabled

wireless base stations has arisen from the complexity of managing a large number of base

stations and users. Here the term users does not only refer to human subscribers but

also extends to internet-enabled devices, capable of communicating with base stations or

other devices. This emerging network architecture makes the classic approach of man-

ual optimisation inefficient and time consuming, since human intervention is required for

troubleshooting and system recovery. Furthermore, the legacy resource allocation pro-

cedure, which is currently being used, lacks both flexibility and a mechanism to adapt

dynamically to its surroundings by taking advantage of the spatio-temporal and frequency

variation of the radio environment. As a consequence, the achievable capacity and QoS of

the legacy design results in sub-optimal performance. In summary, the existing resource

2CAPEX is defined as an investment cost, which is usually considered during the initial network roll-

out phase or when the network is upgraded. It includes costs related to radio base station, transmission

equipments, antennas, cables, installation cost etc. [26].
3OPEX constitutes the accumulated running costs of a network. It usually consists of site rental cost,

backhaul lease, operation and maintenance costs of a mobile network [26].
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allocation and management strategy lacks two key attributes, namely scalability4 and

agility5. On the other hand intelligent algorithms generally exhibit those aforementioned

attributes [27] and therefore should be embodied in the 5G network.

The evolution of network intelligence is broadly divided into adaptive networks, au-

tonomous networks, cognitive radio networks (CRN) and self-organised networks (SON).

A large array of work [28], [29], [30], [31] has been done on adaptive networks6 and au-

tonomous networks7, which are different from the legacy solution. Both networks respond

to a situation based on predefined thresholds such as RSS threshold, minimum data rate,

delay threshold etc., and lack the necessary intelligent mechanism to respond to a situa-

tion which does not belong to those predefined conditions [27]. Furthermore the learning

capability which includes the ability to learn about the surrounding radio environment,

e.g. signal strength of base stations, data rate etc., is a necessary tool which both adaptive

networks and autonomous networks do not possess. Reference [27] argues that adaptive

networks and autonomous networks lack scalability and agility, and sometimes they do

not exhibit stability. In summary, both adaptive networks and autonomous networks do

not exhibit the characteristics of scalability, agility and stability simultaneously to be

categorised as SO algorithms. However both adaptive and autonomous algorithms lay

down the foundation for both cognitive radio (CR) concepts and self-organising (SO)

algorithms, which can learn and intelligently adapt to changes in the surroundings and

can provide scalable, stable and agile solutions. CR is a widely researched technology for

4Scalability simply means that the solution complexity should not increase unboundedly with the

system size.
5Agility refers to the responsiveness of a solution to changes around its operational environment while

maintaining system stability.
6Adaptive networks trigger changes to their configuration in order to respond to changes such as

signal-strength variation, data rate variation, pricing etc. in the system, when certain fixed conditions

are fulfilled [27].
7Autonomous networks are adaptive networks and they do not require any external intervention [27].
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acquiring idle and under-utilised spectrum pockets in the RF spectrum domain. A CR

enabled device can intelligently collect and analyse under-utilised spectrum via a process

called spectrum sensing. Thus the technology makes it possible to reuse spectrum dy-

namically and hence increase the wireless network SE via efficient spectrum sharing. The

overall procedure includes spectrum sensing, spectrum allocation, spectrum access, and

spectrum handoff. On the other hand, SO algorithms are adaptive in nature, and capable

of simultaneously learning the radio environment by observing nearby interactions and

independently deciding on a suitable action. Therefore the intelligent algorithms for 5G

wireless networks fall in the category of either SO and CR based algorithms and can

simply be referred as artificial intelligence (AI).

The authors in [32] explain the requirement and necessary application for an intelligent

network algorithm to be implemented for infrastructure sharing and QoS management in

5G systems. They outline that agile system behaviour is important to reduce cost and

improve user experience. They also propose that a learning capability should be im-

plemented along with context recognition8. Reference [33] analyses possible candidate

algorithms such as optimisation, reinforcement learning, game theory etc. for 5G technol-

ogy, which fall into the category of CR or SO based implementation. They also discuss

the problems where these solutions can be applied such as in offloading, inter-networking

of the HetNet etc. The authors in [34] propose that the algorithms used for achieving SO

should provide proactive solutions to satisfy the 5G delay requirement. They also empha-

sise combining network-level and cellular-level data to devise proactive load balancing,

intelligent caching and preemptive traffic steering.

8Context recognition is a process of identifying a user’s real-time contextual situations by analysing

real-time wireless channel information using signal processing and machine learning algorithms.
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1.3 Thesis Motivation

1.3.1 Offloading

5G mobile networks are envisioned to support diverse mobile data traffic with reduced

energy consumption and improved QoS provision. A large proportion of the capacity gain

in 5G networks will come from the utilisation of the lower tier of a HetNet, i.e. SBSs.

Research directions naturally move towards technologies that exploit spectrum sharing

and spectrum reuse of SBSs. Offloading thus becomes a viable solution which achieves

both objectives by taking advantage of unused spectrum resources. Regardless of other

technologies, those are going to be adopted in the quest for supporting a high data rate for

each user; an efficient user offloading mechanism is of paramount importance to determine

BS association with a particular SBS or the macrocell base station (MBS) with a view to

maximising the per user SE.

After surveying the existing literature, we have found that several issues which hinder

offloading techniques from slotting straight into 5G systems. Firstly interference (cross-

tier and co-tier) is a well-known phenomenon which reduces the overall SE of a HetNet.

Though offloading users to SBSs reduces cross-tier interference, co-tier interference may

arise when a large number of users are offloaded to nearby small-cells. As underlay spec-

trum access based deployment is preferred over dedicated frequency channel deployment,

and a prospective offloading algorithm must address interference issues which may be

suffered by users in the macro-tier and small-cell tier. SBSs therefore must not gener-

ally accept users who are far away from them to limit co-tier interference. Furthermore,

in some cases SBSs are known for creating interference hotspots, which are detrimental

enough to create dead zones9 for nearby macro users (MUs) in their downlink and uplink

9A dead zone is an area inside a cell where no mobile phone reception can be obtained due to the

presence of interference, shadowing or blocking.
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as discussed in [6], [7]. However the existence of SBSs can be exploited in a positive

manner when a macrocell can avoid dealing with a serious cross-tier interference prob-

lem by offloading MUs to their serious interferer. This is indeed a win-win scenario for

both macrocells and small-cells. Therefore joint interference management and offloading

is necessary for future wireless networks.

Congestion is another key issue in the macro-tier which has a negative effect on main-

taining a high level of SE for each user. Typically MBSs serve a large number of users

compared to SBSs. It has been proved in [35] that SBSs have unused resources, since

the small-cell load varies temporally depending on its subscribers’ activation preferences.

Small-cells, therefore, must share the burden of macrocells by accepting arbitrarily nearby

MUs. In fact, dense small-cell networks can provide additional spectrum opportunities for

MUs, assuming that they are deployed in hybrid access. Offloading thus comes in to the

fray as a possible solution for congestion as well, where a portion of MUs join small-cells

instead of macrocells to maximise their data rate. Motivated by the potential of offload-

ing to provide a methodology that eases network congestion and interference in HetNet,

the research objective is stated in Section 1.4, while a detailed analysis is presented in

Chapter 3.

1.3.2 Content-Caching

Content caching is another technique by which a macrocell load can be distributed over

small-cells. Note that both offloading and content caching fall into the category of load-

balancing mechanisms. While an offloading mechanism typically redirects users to the

small-cell tier irrespective of their connection request (either cellular or multimedia con-

tent), content caching via the network edge only accommodates users for the delivery of

specific content requests. A few aspects that affect content- caching performance via the

network edge are as follows. Firstly, existing caching policies under-utilise SBSs while
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caching large data files [36], [37]. The upcoming 5G network standard has strict latency

guidelines. Therefore an optimal caching policy should be devised emphasising locally

available caching opportunities. Secondly, content diversity is another aspect which must

be analysed when developing a caching policy. Content diversity means a large and varied

category of popular contents, which should be delivered by SBSs rather than redirecting

the majority of content requests to MBSs. Note that a full-fledged SBS-based caching

policy must be able to cache as many popular contents as possible. While most of the

literature emphasises video content delivery, the quality of videos has not received much

attention. For example: a popular youtube video may have multiple video files for its

content. What will be the caching policy in this scenario? Due to the storage constraint

of an SBS, content diversity, i.e. different genres of contents, and placing multiple versions

(for example; different versions of an audio/video) of the same content, will reduce the

probability of placing other contents. Finally, the metric of fairness has not been consid-

ered when devising an SBS-based caching policy. Like any resource allocation mechanism,

fairness is an important characteristic [38]. A large proportion of modern-day mobile data

traffic originates from content sharing and content downloading. Fairness is therefore a

key issue and should be introduced in a caching system to obtain an efficient solution. Mo-

tivated by these challenges the research objective is outlined in Section 1.4, while solution

methodologies are presented in Chapter 4, Chapter 5 and Chapter 6.

1.4 Thesis Objective

Offloading

As has been mentioned before, the number of nodes (base stations or users) is going to be

too large for a macrocell to manage 5G wireless networks. It is necessary to distribute a

proportion of the macrocell load in an efficient manner to the small-cell tier. Therefore, it
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raises a crucial question: how can a macrocell efficiently control its population share? In

addition, shortcomings of the existing offloading algorithms further motivates us to design

a novel offloading algorithm. The widely used RSS-based offloading scheme can overload

macrocells [39]. In bias-based offloading schemes, users associated with small-cells can

be subjected to unfavourable channels [40]. Note that biasing is a method of extending

cell range by artificially increasing the signal strength at a receiver. Offloaded users

can also suffer from interference from nearby macrocells [41]. In addition, both schemes

lead to inefficient offloading, since they cannot guarantee that a certain number of MUs

will always be offloaded to small-cells. Recently proposed game-theory-based network

selection algorithms also cannot guarantee how many MUs will select a small-cell. The

decisions of MUs on SBS selection largely depend on an SBS’s price per unit of resource.

Finally, macrocell pricing strategies lack control mechanisms, which induces offloading. To

reduce macrocell burden and to achieve load balancing, a macrocell must have an optimal

population share. Therefore an efficient algorithm for a macrocell is necessary which can

offload users accurately to the small-cell tier. This motivates us to design a network

selection algorithm based on a novel pricing function, enabling a macrocell to control its

population share. The proposed algorithm guarantees that a certain percentage of the

macrocell population, i.e. MUs, will be offloaded to small-cells as soon as the data rate

per macrocell-associated user falls below a threshold. Furthermore, the pricing strategy

of SBSs restricts distant MUs to select small-cells to reduce interference.

Content caching

After surveying the existing literature, we reached the conclusion that SBSs are vital ele-

ments of present and future wireless networks and therefore should be utilised efficiently

to reduce the content-caching load on MBSs. For example: some contents can be exclu-

sively cached at SBSs, or MBSs can apply a high price for specific contents to enforce
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users to connect them from SBSs. Therefore, devising an SBS-based caching policy re-

quires smart insights so that a significant proportion of users can be served locally for

content caching service. The upcoming 5G network standard has strict latency guidelines,

which strongly motivates us to design an optimal caching policy emphasising the locally

available caching opportunities. Fairness is another issue, which motivates us to think

differently when devising a caching policy. Fairness is an important feature when a large

number of users compete for sharing a resource or when nodes allocate resources. For

example: in a content-caching scenario, a large number of requests are handled by each

SBS. Therefore an SBS should place contents in such a way that it provides a fair chance

for users to access an SBS for content-retrieval purposes. The implication of fairness is

that a fair cache-placement strategy can increase the cache hit rate at the small-cell tier.

Users who are rational entities can compare individual allocations with others from their

own point of view. Thus fairness may lead to a collaboration, which benefits both parties.

In a competitive environment, fairness amongst users can reduce resource starvation and

wastage [38]. This observation is extremely important for SBS-based caching systems, as

users may reduce their delay requirement if the allocation of resource, i.e. bandwidth, is

fair. Thus both the concept of fairness and the prospect of collaboration inspire us to

propose a fair and optimal content-caching strategy via SBSs, and hence we can borrow

Nash’s axiomatic concepts and devise a content-caching problem in a 5G HetNet in the

form of a Nash bargaining game (NBG) [42]. Our caching policy intends to answer the

following questions:

1. How to increase SBS utilisation for a localised caching service?

2. How to incorporate fairness into the caching policy?

3. To develop techniques for avoiding a congested SBS for retrieving a content.
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1.5 Thesis Contributions

In this thesis, we apply the pricing theory borrowed from economics [43] and game-

theoretic approaches to enable offloading and cooperative content delivery in a 5G HetNet.

The key contributions are listed as follows:

• Pricing and evolutionary dynamics: In Chapter 3, a novel price function for

macrocells by combining two different pricing strategies, is formulated. Unlike exist-

ing pricing approaches, our proposed pricing strategy enables macrocell-controlled

offloading in a dense HetNet environment. The small-cell density has been con-

structively exploited in a HetNet to harness offloading opportunities for MUs, the

goal of which is to solve two problems simultaneously. It aims to shun the macro

users, who have a lower received data rate due to the interference perceived from

the small-cell tier. The scheme also fends off congestion in a macrocell, by offloading

macro users to the small-cell tier. The price function has a threshold pricing strat-

egy, which a macrocell adopts, with a view to influencing low data rate macro users

to join a small-cell network. Small-cell networks also charge a price, which includes

an access price and an interference compensation price, proportional to the number

of macro users who choose the small-cells instead of the macrocellular network. To

justify the efficiency of the pricing scheme an evolutionary game-based framework

is formulated. This enables us to model and analyse the behavioural dynamics of

the large number of MUs under the proposed pricing strategies of both networks.

Replicator dynamics is used to find the evolutionary equilibrium of the evolutionary

game. The proof of the existence and uniqueness of the evolutionary equilibrium is

derived through extensive analysis. It has been shown that selection dynamics con-

verges to the evolutionary equilibrium. By utilising the Lyapunov’s direct method,

it is also proved that the evolutionary equilibrium is asymptotically stable.
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• Bargaining game for cache association: Chapter 4 presents a novel outlook on

the content-caching problem for the 5G HetNet. One of the problems in SBS-based

caching is to provide fairness to users who send requests for downloading a contents.

To ensure optimality and fairness at the same time a Nash Bargaining model is

applied in a cooperative caching scenario for a dense HetNet. The interaction among

SBSs and users for content retrieval purposes is modelled in the form of a joint cache

association and bandwidth allocation. Utilising the property of the NBG a unique

solution is obtained which guarantees fairness and optimality in terms of ensuring

the lowest average download delay per user.

• Heuristic algorithm for cache association: Chapter 5 presents a heuristic ap-

proach to solve the content-caching problem for the 5G HetNet. One of the problems

in the NBG-model proposed in the Chapter 4 is that it comes with an inherent com-

putational overload. As a result a heuristic algorithm is presented which solves the

content-caching problem proposed in Chapter 4 in two stages, namely the associ-

ation stage and the bandwidth-allocation stage. It is shown that the bandwidth

allocation follows Newton’s method for convergence and thus a faster convergence

is guaranteed.

• Joint cache-association and cache-placement optimisation: Chapter 6 presents

a content-caching scenario where the cache association depends on the content-

placement decision of an SBS. The problem becomes more complex with the in-

troduction of a second binary decision variable. Because of the presence of both

binary variables in the constraint function and the objective function, the NBG-

based optimisation problem turns out to be a bilinear non-convex integer program-

ming problem. To preserve Nash’s axioms, a convex relaxation method called Mc-

Cormick relaxation is applied. Afterwards, the convexified problem is solved using
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Lagrangian relaxation method. Finally, a subgradient update is used to find the

optimal solution of the convexified problem, which provides a lower bound of the

joint optimisation problem.

1.6 Thesis Outline

This thesis starts with a brief statement about the evolution of wireless networks to date,

which gradually leads to the development of the 5G standard. Afterward, a synopsis

of the key enabling 5G technologies such as HetNets, offloading and content caching is

provided. The scope of the contributions in these technologies such as offloading and

content caching works as a motivation for the proposed price based offloading mechanism

in Chapter 3 and content-caching techniques in Chapter 4, Chapter 5 and Chapter 6.

Chapter 2 discusses 5G standardisation activities and the research status of offloading and

content caching briefly. The efficiency and the ease of resource management are the main

motivating factors behind the proposed game-theory based offloading mechanisms and

content-caching schemes. Therefore, in Chapter 2, Section 2.5 briefly discusses relevant

game theories which are used as mathematical tools to formulate and analyse the proposed

offloading mechanism and content-caching schemes. In Chapter 3, an evolutionary game-

theoretic framework for a proposed price-based offloading mechanism has been presented.

This chapter details the evolutionary network dynamics under the proposed threshold

pricing schemes and provides an extensive analysis for the existence, uniqueness and

stability of the evolutionary equilibrium. Chapter 4 proposes a novel cache-association

algorithm with a view to increasing SBS utilisation for content caching. The chapter first

provides a detailed analysis on acquiring a centralised solution. To satisfy the distributed

architecture of 5G implementation, an intelligent scheme based on the subgradient method

is also proposed. Chapter 5 presents a heuristic algorithm with a view to reducing the
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Figure 1.1: Graphical illustration of thesis outline.

computational overhead of the NBG-based optimisation proposed in Chapter 4. Chapter

6 proposes a joint optimisation of content association and content placement, formulated

in terms of an NBG. Chapter 7 concludes the thesis by summarising its contributions

regarding the offloading mechanism and content-caching schemes, as well as highlighting

the scope of future work. The thesis outline is graphically illustrated in Fig. 1.1.
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Chapter 2

Background and Related Work

2.1 Chapter Introduction

In this chapter, a brief introduction to 5G standardisation trends and research aspects

is provided to coincide with the objectives of this thesis. Afterward, a comprehensive

review is provided of notable research on two of the most promising 5G technologies,

namely offloading and content caching. Finally, preliminary concepts of the well-studied

game-theoretic algorithms such as an NBG, and an evolutionary game theory (EGT) are

discussed along with their application. These game-theoretic concepts are fundamental

to obtain analytical frameworks for the proposed problem formulations in Chapter 3 for

price-based offloading, Chapter 4 for joint cache association and bandwidth allocation,

Chapter 5 for decoupled cache association and bandwidth allocation, and in Chapter 6

for joint cache association and cache placement.

2.2 Standardisation Activities in 5G

Standardisation is the first step towards the commercialisation and deployment of 5G

technology which will ensure a global standard with a key performance guarantee. There-

23
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fore standardisation bodies are at work to provide a unified 5G standard. The ITU-R

working party (WP) 5D is preparing a list of candidate technologies [44], which will en-

sure minimum performance criteria [45] during 5G deployment. Some notable minimum

technical performance requirements are 20 Gbps download and 10 Gbps upload speed at

the peak data rate, ultra-reliable and low-latency communications (URLLC) delay to be

one millisecond for user-plane latency performance, high reliability in terms of success

probability within the range of 1 − 10−5 for transmitting a layer-2 protocol data unit of

32 bytes within 1 ms delay at coverage edge, low energy consumption and at least 100

MHz bandwidth provision for efficient operation. The complete list of requirements can

be found in [44]. The process of certifying a 5G standard of ITU-R is expected to be

completed by late 2019. The European standardisation body, 3GPP, has also started a

standardisation procedure by the publication of Release 14 in the year of 2017. A key

outcome of Release 14 is providing an ability for a user equipment (UE) to support dual

connectivity, i.e. simultaneous connections with a macrocell and a small-cell. Phase 1

of the 5G standardisation process 3GPP is going to conclude tentatively by September

2018 with the publication of Release 15. However, a complete 5G standard is expected

to be finalised in the year of 2019 with Release 16, detailing 5G technology requirements

along with its application for various services and scenarios, which aligns with the ITU-R

standardisation time line.

2.3 Significance of HetNets in 5G

In the light of the requirements stated in Section 2.2, it can be concluded that the task

of providing a unified platform meeting all these requirements is extremely challenging.

Network densification, mm-wave and massive-MIMO are considered as instrumental to

achieve the aforementioned goals and are termed the Big 3 technologies [44]. The expected
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capacity gain by means of mm-wave technology sounds promising. However the practical

implementation of this technology is complicated for various reasons. Firstly, the free-

space pathloss is very high due to the high range of frequencies of mm-wave. In addition,

it is also a challenge to maintain link quality when a UE is moving at a high speed,

because of the Doppler spread. Atmospheric attenuation and shadowing affect the link

budget of mm-wave. Furthermore, the results obtained from outdoor measurements show

that mm-wave links suffer from a higher outage probability. Indoor mm-wave links also

suffer high outage probability because of shadowing and blocking [44]. Thus maintaining

a stable performance and simultaneously meeting different types of QoS requirement

become very difficult. massive-MIMO is another technology which is highly regarded for

overcoming the capacity bottleneck. In massive-MIMO, performance improvement comes

at a cost of complex signal processing. It requires complex pre-coding, very accurate

positioning of the receiving antenna and sophisticated techniques for the mitigation of

pilot contamination1 [46], [47]. Theoretical bounds derived in a laboratory, which give an

impression of a drastic performance improvement in terms of a high data rate and overall

performance improvement, are yet to be achieved in a complex practical scenario such as

in an urban environment. Therefore both the mm-wave and massive-MIMO technologies

are lagging behind their other Big 3 counterpart, network densification.

Network densification, or cell densification, is now considered to be the initial driving

force behind 5G deployment, while both mm-wave and massive-MIMO technologies will

embody 5G base stations at some point after initial deployments. Small-cells are placed

inside a macrocell coverage and thus the network architecture evolves into a HetNet.

Small-cells were initially deployed by end-users as closed access for either improving sig-

1Pilot contamination is a phenomenon which arises in massive-MIMO technology due to the fact that

a finite number of pilot sequences must be reused for the uplink channel estimation. As a consequence,

each pilot sequence is corrupted by inter-cell-interference as well as noise when received at the base

station [46], [47].
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nal reception or to bridge the gap of the coverage holes inside a macrocell. The statistical

data of the small-cell performance gain obtained from the initial deployment phase mo-

tivates MNOs to deploy small-cells in an ultra-dense manner in 5G HetNets. According

to [48], more than 103 cells/km2 constitute an ultra-dense HetNet and serve up to 600

active users/km2. RF spectrum is scarce and expensive. Ultra-dense HetNets provide an

expensive solution in the quest for higher SE. To take full advantage of dense HetNets,

MNOs are now considering hybrid-access small-cell deployments [23] instead of conven-

tional closed-access deployment. As a result, MNOs are looking to find a way to motivate

privately deployed small-cells to relax their access strategy to hybrid mode [49] so that

targeted macro users can be offloaded to their serious interferer. In addition, MNOs can

deploy small-cells in public places to give to users having a high QoE. Thus we are moving

towards a multi-tiered HetNet in the future, where the small-cells in the lower tier will

provide various services leveraging an efficient offloading mechanism and content-caching

schemes. The downside of such ultra-dense HetNets is an increased complexity in network

management and higher inter-tier and intra-tier interference. However, with an efficient

offloading mechanism, each small-cell in the HetNet can be viewed as an opportunity

for offloading traffic, as it improves user QoS and the small-cell’s spectrum utilisation

significantly. Since SBSs are generally user-deployed, utilising hybrid-access-based SBS

deployment can reduce CAPEX for MNO [26]. In addition, small-cells require less invest-

ment for installation [26], [50], [51]. Furthermore SBSs are equipped with self-organising

capability and network automation features, which reduces the requirement of human

intervention. As a result, MNOs benefit by the reduction of both CAPEX and OPEX,

if small-cells can be utilised on a bigger scale [26], [51]. Thus small-cells are going to be

extremely important in the context of a low-latency wireless network, by reducing end-

to-end data-transmit time intervals. Therefore, with an efficient offloading mechanism

and a content-caching technique, a paradigm shift is envisaged from a macrocell-centric
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centralised cell structure to a small-cell-centric distributed cell structure in a 5G HetNet.

2.4 Related Work

2.4.1 Recent Advancements in Offloading

The role of small-cells in 5G networks has become more important than ever for managing

interference and providing an inexpensive solution to increase SE utilising offloading. In

the following, the recent research on offloading is summarised into two categories.

Game Theory Based Offloading

The authors of [52] categorise game-theoretic applications in wireless network selection

based on the interaction among players into three groups: game between networks [53],

game between users [54] and game between network and users [55]. Broadly the game-

theoretic contribution for offloading-based network selection can be divided into non-

cooperative and cooperative game theory. Non-cooperative game theory has been applied

in [55], [56], [57], [58] for offloading users to base stations, i.e. redirecting users from macro-

cells to WiFi and small-cells. In [56], the concept of cell-range expansion (CRE) is utilised

to avoid cross-tier interference by offloading interference affected MUs to small-cells. A

Stackelberg game is formulated to model the interaction of macrocells selling bandwidth

to small-cells so that victim MUs can be served by the small-cells. A three-stage Stackel-

berg game framework is provided in [57], where spectrum leasing and hybrid accessing are

jointly considered to offload MUs to femtocells. It has been shown that spectrum leasing

and hybrid accessing jointly improve the utility of both tiers. The authors of [58] consider

a non-cooperative game to analyse a user-offloading mechanism from an economic per-

spective. A multi-leader multi-follower data-offloading game is proposed to capture the

interaction among APs and base stations. A similar approach has been adopted in [55],
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where users select a network selfishly to minimise their access-selection cost. A two-stage

multi-leader and multi-follower game is proposed to capture the interaction among APs

and users. Both [58] and [55] compute the subgame perfect Nash equilibria to demonstrate

the existence of the equilibrium in the respective cases. Note that the subgame perfect

Nash equilibrium is a refinement of Nash’s non-cooperative games and it represents a

separate branch of modern economics in which a non-cooperative game is structured in

multiple subgames. Details on the subgame perfect equilibria can be found in Chapter

5 of the book by Takako Fujiwara [59]. It should be noted that the Nash equilibria re-

sulting from non-cooperative game-theory are always inefficient [60] and hence have a

sub-optimal performance compared to cooperative games. The implication for wireless

networks is that those non-cooperative offloading schemes will never be able to offload

the optimum number of users. A cooperative capacity offload is proposed in [61], for cell-

edge MUs, who suffer from throughput degradation due to cross-tier interference. These

MUs are offloaded to SBSs to enhance their QoE. The joint base-station association and

power-control problem is formulated as an NBG to perform capacity offloading. The co-

operative NBG always leads to a unique Pareto-optimal and fair solution. The bargaining

game is applied by the authors of [62] and [63], where the base stations act as players and

they collaborate to provide a fair and optimal downlink association for users in HetNets.

In [62], a data-rate based utility is adopted with a view to guaranteeing a certain data

rate for users while maintaining fairness for all users. The authors of [63] consider an

opportunistic user association algorithm, formulated as an NBG to maintain the QoS for

multi-service traffic. They classify human-to-human traffic as the primary service and

machine-to-machine traffic as the secondary service. The contribution is unique in the

sense that the proposed opportunistic user-association scheme allocates resource in a fair

way to the secondary service without affecting the primary service performance.

EGT-based network selection has been studied rigorously in [49], [54], [64] and [65]
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with a view to reducing the macrocell load. An EGT-based network-selection algorithm

is presented in [54] to avoid overloading a particular network, where users select any base

station from an IEEE 802.16, or an IEEE 802.11, or a CDMA cellular network. A two-

level game model is proposed in [49], in order to distribute the load (macro users) inside

the coverage area of a HetNet. Each small-cell determines the amount of open-access

bandwidth based on the incentive offered by the macrocell. Both networks then compete

for macro users in the HetNet by declaring a price for their resources. This pricing

interaction is then modelled using a dynamic Stackelberg game as an upper-level game.

Users on the other hand choose either of the two networks based on the price offered by

each network and the satisfaction level. EGT is used for modelling user behaviour in

the HetNet as a lower level game to find the proportion of users who are associated with

the different network tiers. Network selection is viewed as a user-association problem

in [65]. A population game is considered for finding the proportion of users who will be

distributed in a network of multiple base stations in order to maximise their individual

payoff. Three different kinds of evolutionary dynamics are evaluated to find the dynamics

which converges faster to an equilibrium. The authors of [65] develop a new algorithm

called the best-responding user association with traffic estimation (BRUTE) by utilising

the fast-converging property of the best-response dynamics of the population game.

Non-game Theory Based Offloading

User-association schemes akin to network-selection schemes have been proposed in [39],

[41], [66] with a view to offloading MUs in HetNets. The conventional received signal

strength (RSS) based user-association scheme [39] is not suitable for HetNets due to the

variable power levels between macrocell base stations (MBSs) and SBSs. This scheme also

does not consider the traffic load of a base station. Therefore, users will always connect

to the base station with the higher transmit power in this process. As a consequence,
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a large proportion of users will always end up associating with macrocells and overload

them in the process. Furthermore, low-power SBSs, with their low antenna gain, will

result in lightly loaded small-cells. In addition, there will always exist a mutual inter-

ference between macro users and small-cells. In order to overcome these inefficiencies of

the RSS-based offloading technique, bias-based cell-range expansion (CRE) has been pro-

posed in [66], [41], where SBSs artificially increase their transmission power by adding a

positive bias to the transmitted signals. In [66], the authors have shown that the capacity

of offloaded users to small-cells can be improved via biasing. Nevertheless users offloaded

to biased base stations will suffer from strong interference from nearby macrocells [41], as

well as unfavourable channels from biased base stations [40]. As a result, there exists an

offset between the attainable performance achieved via offloading and the perceived inter-

ference from macrocells. In addition, the bias value needs to be optimised carefully, since

there exists a trade-off between the number of offloaded users and the system throughput.

Higher bias values may attract more MUs, which will in turn overload small-cells, and

lower bias values may result in an inefficient offloading and severe degradation in achiev-

able throughput per user. The authors of [67] propose a Q-learning approach to learn the

bias value intelligently from past experience to minimise the service outage. However, [67]

does not provide the insight about the effect of interference on users for bias-based cell

association. The authors of [68] consider a distributed optimisation model which jointly

utilises both cell biasing and almost blank sub-frame (ABS) based inter-cell interference

coordination (ICIC) to efficiently offload users to small-cells and simultaneously mitigate

interference to offloaded users. Firstly, the dual decomposition based solution method pro-

posed in [68], does not converge fast enough and may cause performance degradation to

users requiring real-time services. Secondly, offloaded users are still prone to interference

from macrocells since macrocells are allowed to transmit during ABS. The authors of [69]

considers both spectrum partitioning and offloading in a two-tier HetNet so that a certain
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throughput is always guaranteed to offloaded users. A convex optimisation technique is

adopted in [70] for dynamic user association to improve the SE of users with a view to

maximising the sum data rate of users. However, it results in congested small-cells and

lightly loaded macrocells. To deal with this issue, the authors of [71] propose a load-aware

cell-association method for downlink HetNets, where MUs are pushed onto lightly loaded

small-cell tiers even if those small-cells offer a small instantaneous signal to interference

plus noise ratio (SINR). Note that a minimum SINR is always satisfied for users who

associate with small-cells. A classic optimization theory is used to jointly formulate the

cell-association and resource-allocation problem, where a logarithmic utility maximisation

problem is solved by using a dual-decomposition technique. The logarithmic utility func-

tion imposes a proportional fairness criterion and thus users avoid resource starvation,

unlike [70] where a significant proportion of macrocell users are starved of resource.

Summary

In conclusion, it is observed that the game-theoretic approach and the non-game-theoretic

approach do not ensure how many users are going to be offloaded in the small-cell tier.

Most importantly, macrocells lack an efficient control mechanism to guarantee that a cer-

tain proportion of the population will always be offloaded to the small-cell tier. Since the

number of small-cells is going to increase, therefore 5G network will require an offloading

mechanism which allows a macrocell not only to offload a fraction of its users to the

small-cell tier but also to distribute them throughout the lower tier in such a way that

small-cells also have an optimum population share.

2.4.2 Content Caching

Caching, by redirecting content-based mobile traffic towards SBSs, has emerged as a

promising solution to avoid some of the traffic burden on MBSs [72], [73]. SBSs are low-
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power base stations, generally deployed inside macrocells to form heterogeneous networks

(HetNets) with a view to enhancing the user quality of experience (QoE). SBSs in HetNets

are considered as an integral part of a fifth-generation (5G) wireless network to provide

affordable options for enhancing the network capacity. They provide seamless localised

communication to a group of users by utilising spectrum reuse. Inspired by its potential,

user offloading via SBSs has been proposed as a possible solution to reduce congestion

[74], [20] and can be utilised similarly for content caching. Deployed SBSs in macrocellular

networks provide the necessary infrastructure for content caching, where the contents are

stored by utilising the storage of SBSs. Since users are being served locally, the SBS-

based caching technique reduces the per-user content-retrieval delay. In this way it brings

a network topology shift on how contents are going to be delivered to end-users, unlike

the traditional information-centric networking (ICN) where content providers (CPs) have

to rely on third-party access points (APs) for delivering contents [75]. While we restrict

our study to SBS-based caching, discussing the inefficiency of the traditional ICN-based

caching remains out of the scope of this thesis. In an effort to summarise the main

advantages of SBS-based caching, we list them as follows:

• Users submitting content download requests do not need to download data from a

remote server since they are being served locally, which reduces the content-retrieval

delay significantly.

• SBS-based caching negates the redundant transmission of popular contents over

backhaul channels.

• It reduces both the infrastructure cost and the operational cost, while providing

reliable service compared to wifi-APs.

• Finally, SBS-based caching allows the content traffic load to be distributed among

multiple SBSs, prompting users to download content without facing significant con-
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gestion.

Recent Advancements in Content Caching

Content-caching functionalities are preferred to be performed at small-cells in 5G net-

works. Two of the most fundamental questions associated with SBS-based caching are:

What factors should be considered for an optimal caching policy? and How can the

content-retrieval latency be minimised? The first question involves caching anticipated or

popular contents for various groups of users. The challenge is to determine the popularity

effectively. For example: contents can be placed in an SBS on the basis of their popularity

to maximise the metric called the cache hit rate. From the technical point of view of a

HetNet, a higher cache hit rate will reduce the traffic burden on macrocells. However

the content popularity changes with time, which makes it difficult for an SBS to keep

its content placement up-to-date since each SBS needs a global knowledge of the content

pool along with the knowledge of content popularity. In an SBS-based caching scenario,

users may request a content which is not popular in the global setting, i.e. a specific

content is popular in a local setting but it is not popular in a global setting. The second

question deals with both the placement issue of the cached content and the association

rule for the users, e.g. storing contents in an SBS in a way that it will incur less delay to

deliver upon receiving requests, or how to select a suitable SBS which is serving only a

few users assuming that the SBS has the desired content. Therefore, in a 5G network the

challenge of an SBS-based content-caching system is to deliver a large number of content

from the lower tier satisfying the 5G latency requirements.

A centralised optimisation problem is devised in [76] to portray the cache placement

problem. The authors also consider the popularity of any contents before placing them

in an SBS. The metric ‘popularity distribution’ changes slowly and quickly for larger

contents and smaller contents respectively. However, in this method a problem arises
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when a new content suddenly gains popularity. Since it is assumed that the popularity

of the larger contents changes slowly, users will have to download newly popular content

from MBSs. In addition, from an economic perspective an MNO can in fact miss out on

revenue either by not placing the content or by delaying the placement.

The total number of contents that can be cached at an SBS depends on its storage ca-

pacity. This imposes a new constraint on designing an optimal cache-placement problem.

Wang et al. in [36] consider a two-stage caching policy to alleviate the storage constraint.

Smaller contents are cached at the network edge, i.e. at SBSs, and larger contents are

placed at the evolved packet core (EPC). Tran et al. in [37] propose a hierarchical caching

concept that utilises a central cache manager to place contents and a global indexing table

to keep track of geographical knowledge of the content placement. The central baseband

unit acts as a cloud storage and contains larger contents. Smaller contents are stored and

delivered from the network edge while keeping the total cache size of the network fixed.

However in both cases users are affected by a significant delay since they have to fetch

larger contents from the EPC [36] and from the cloud [37]. Both [73] and [72] propose

single-stage caching that involves edge nodes only. The authors of [73] study the effect

of wired backhaul as well as wireless channel quality for an SBS-based caching system.

An optimisation problem is developed for joint caching and user association that aims to

minimise the average download delay. They argue, and rightly, that a caching policy may

fail in the absence of a suitable user-association rule so a user may experience delay due

to congestion, especially when popular contents are cached at an SBS. In [72] an optimal

cooperative content caching and delivery policy has been analyse in the form of an integer-

linear programming problem (ILP) to design an efficient caching strategy to reduce the

user-perceived delay. The authors investigate a hybrid caching strategy that utilises user

equipments (UEs) along with SBSs as possible nodes for content caching. [77] presents a

realistic observation where the authors investigate a distributed caching policy for layered
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video content delivery in the form of an optimisation problem. This problem tries to

model a practical scenario where a user may request a high-resolution video instead of

the low-resolution video placed at an SBS. In this case, after receiving such a request, if

the requested video with the preferred layer is unavailable at the SBS of interest it will

retrieve the content from another SBS. Thus SBSs cooperate to overcome the storage

constraint and devise a joint caching policy. Thus [77] briefly addresses the problem of

content diversity by maximising content placement at SBSs via cooperation. However,

a user perceives a higher delay since the requested content is fetched from another SBS

by the SBS of interest, which adds to the transit delay. Thus an offloading mechanism is

necessary in this case to avoid a larger delay.

Summary

It should be noted that the 5G wireless network has a stringent delay requirement [44], [45].

Therefore SBS-based content-caching technology is extremely important in the context

of the 5G network to reduce end-to-end delay for the user and content-caching load on

macrocells. However the challenge arises to host contents at the network edge which

are locally popular, since the aggregate popularity of contents in a global setting may

not match the content popularity in a local setting, which makes content placement for

SBS-based caching difficult. Caching multiple contents at an SBS is difficult as well as

impractical due to the cache-size constraint of each SBS. In addition, existing content-

placement algorithms hardly consider a cooperative caching strategy which can ease the

cache-size constraint of each SBS, where multiple SBSs form groups and judiciously devise

a local content pool. Therefore SBS-based content caching requires an insightful approach

with a view to reducing the macrocell caching burden .
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2.5 A Brief Introduction to Game Theory

Game theory is a branch of applied mathematics which provides an analytical way of

modelling the interaction of agents formally known as players. It can be said that a game

is bring played between two individuals whenever they meet each other. From the football

pitch to the table of negotiations, from social science to politics, from biology to modern

wireless communication, whenever a strategic decision has been made, a game has been

played. Game theory can mathematically map these interactions among several decision

makers who can have conflicting or common interests, and provides a methodology to

compute the outcomes of those interactions, either numerically or iteratively, which lead

to a stationary solution, i.e. convergence. For this reason, classical game theory has been

applied either to solve complex wireless networking and communication problems or to

capture the dynamics of it [78], [79]. As modern-day wireless networks consist of a large

number of wireless nodes (UEs, sensors, machines), we need a mathematical tool that

allows implementation of SO functionalities. Game theory provides exactly this. Before

discussing the application of game-theoretic approaches, a brief introduction to game

theory is provided, where especially the NBG model and the EGT model are discussed.

The field of game theory can be broadly categorised into non-cooperative game theory

and cooperative game theory. A non-cooperative game describes a competitive situation

where self-interested players make strategic choices independently in a way that serves

their own interest. The term non-cooperative does not always imply that the players do

not cooperate, but it means that any cooperation that might arise must be self-enforcing,

with no communication or coordination of strategic choices among the players [79]. For

example: the decision making of intelligent wireless nodes such as MBSs and SBSs to

control their transmit power is an example of a non-cooperative game. While increasing

an individual transmit power has an incentive, the interference generated will have a

negative effect on other users and may outweigh the benefits gained by the transmit power
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increase. In contrast, cooperative game theory deals with the study of rational players’

behaviour when they cooperate. For example: consider the aforementioned scenario where

wireless nodes are trying selfishly to increase their power even though these nodes have a

common conflict of interest. Here increasing the power is a common interest of wireless

nodes. At the same time it is also a conflict of interest because increasing a node’s power

will affect another node in terms of interference. Instead of increasing power selfishly,

they can come to an agreement to keep the power increments at a certain level so that

interference remains at a tolerable level. Thus cooperative game theory resolves such

conflict via cooperation. Both cooperative and non-cooperative games have been applied

in wireless communication networks to solve resource-allocation problems. However, both

cooperative and non-cooperative games are generally applied in a one-shot manner and

therefore do not capture the dynamic nature of wireless networks, since both types of

game do not permit updating strategies. As a result dynamic games such as EGT and

differential games are currently being considered, especially to capture the behavioural

dynamics of the users in a wireless network. In the following we keep our focus on the

NBG and EGT, which we use rigorously in the following chapters.

2.5.1 Cooperative Games

Bargaining-based game theory is a special branch of cooperative game theory which pro-

vides analytical pathways to study rational players’ behaviour when they cooperate. It

describes the bargaining phenomenon of players in a conflict and how they reach an agree-

ment that is in their mutual interest [42], such as bargaining over the division of a certain

resource. However each player remains interested in holding out for the most favourable

settlement possible. In the following subsection, we introduce Nash’s axiomatic approach

for reaching a bargaining solution.
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Nash Bargaining Solution

An axiomatic approach for obtaining a solution of a bargaining game was introduced by

John Nash in 1950 [80]. It provides an analytic framework to capture the interaction

among multiple entities, referred to as players, who are trying to reach an agreement over

trading or sharing of certain resources but have conflicting interests about the method

and terms of reaching that agreement. Thus the solution of a bargaining game mutually

benefits the players who remain involved in the bargaining process but have no conflict of

interest on the terms of agreement. A bargaining game represents a set of outcomes ex-

pressed in terms of utilities, attainable by the players involved, along with a disagreement

outcome.

Suppose that M = {1, 2, · · ·,M} be the set of players of the bargaining game. They

will either come to an agreement or fail to reach one. Assume a vector x = {x1, · ·

·, xM} denoting all feasible allocation points, i.e. allocation of resources, for example:

bandwidth, power etc., and a set of disagreement points x0 = {x0
1, · · ·, x0

M}. Note that

these disagreement points denote the outcome for each player which is guaranteed in the

absence of an agreement. Um(xm) is the utility of player m, which is achieved if xm

is allocated via the bargaining process and U0
m(x0

m) represents the utility of the same

player when there is no agreement possible. Let U(x) = {(U1(x1), · · ·, UM(xM)) : (x1, · ·

·, xM) ∈ x} ⊂ RM be the set of all possible utilities that the players can achieve and

U0(x0) = {(U0
1 (x0

1), · · ·, U0
M(x0

M) : (x0
1, · · ·, x0

M) ∈ x0} ⊂ RM be the minimum desired

utilities which each player gets without cooperation. The bargaining game can formally

be defined as follows [81], [82].

Definition 2.5.1. The pair (U(x),U0(x0)) defines the bargaining game where

1. U(x) is nonempty, compact (i.e., closed and bounded), and convex

2. U0(x0) ∈ U(x),
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3. max{xm : x ∈ U(x)} exists ∀m ∈M.

The set of all bargaining problems of the bargaining game defined as (U(x),U0(x0))

satisfying the aforementioned requirements are denoted by B, also called the bargaining

set, which includes all individually rational, Pareto-optimal payoff pairs2.

The next step is to find the solution of the bargaining game. The axiomatic approach

proposed by Nash gives a unique and fair Pareto-optimal solution [83], called the Nash

bargaining solution (NBS) of a bargaining game. The NBS of a bargaining problem is

defined as follows [81], [84]:

Definition 2.5.2. Let Γ be a function and Γ: (U(x),U0(x0)) → RM . A bargaining so-

lution is then defined by the function Γ:B → RM . U? is said to be an NBS in U(x) for

U0(x0), if the following axioms are satisfied.

A1 Individual Rationality3: (Um(xm))? ≥ (U0
m(x0

m))? for all m.

A2 Feasibility : U? ∈ U(x).

A3 Pareto-optimality : The uniquely optimal solution U? is also Pareto-optimal.

A4 Independence of Irrelevant Alternative: If U? ∈ (U(x))′ ⊂ U(x) and

U? = Γ(U(x),U0(x0)), then U? = Γ((U(x))′,U0(x0))

A5 Independence of Linear Transformation: For any linear scale transformation φ,

φ(Γ(U(x),U0(x0)) = Γ(φ(U(x)), φ(U0(x0))).

2An element x of a vector x such that x ∈ x is said to be Pareto-efficient if there is no other element

x′ in x that all players like more than x. A Pareto-efficient point is sometimes Pareto-optimal and can

not be improved on.
3An agreement is said to be individually rational if each player gets a utility under the agreement

which is at least as large as a player can obtain without an agreement.
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A6 Symmetry : If U0(x0) is invariant under all exchanges of players such that

(Um(xm), U ′m(x′m)) ∈ U(x)⇔ (U ′m(x′m), Um(xm)) ∈ U(x),

then Γm(U(x,U0(x0)) = Γ′m(U(x),U0(x0))∀m,m′.

The axioms A1-A3 define how the NBS is located in the bargaining set B. The axiom

A4 states that eliminating feasible solutions should not affect the NBS outcome since

it would not have been chosen by the players. This axiom indeed exhibits a unique

phenomenon, and applying it to a particular resource-allocation problem leads to an

optimal solution [85]. The axiom A5 implies that the bargaining solution is invariant to

linear transformation of the utilities and disagreement point. The axiom A6 explains that

players will converge to the same NBS if their utilities and disagreement points are the

same. The fairness of an NBS is defined by the axioms A4-A6. The above six axioms lead

to a uniquely optimal NBS called the generalised NBS and mathematically expressed by

the following Theorem 2.5.1.

Theorem 2.5.1. Genralized Nash Bargaining Solution (GNBS): A unique and fair NBS

can be obtained for any user m by maximising the following Nash product term:

max
x

∏
m∈M

(
Um(xm)− U0

m(x0
m)

)
, (2.1a)

s.t.

{(
U1(x1), ...., (UM(xM)

)}
∈ U(x), (2.1b)

Um(xm) > U0
m(x0

m)∀m (2.1c)

The NBS expressed by (2.1a)-(2.1c) can be transformed equivalently into the following

optimisation problem [86], [87] and thus the following theorem can be obtained which is

an extension of Theorem 2.5.1:

Theorem 2.5.2. Let Um(·) : x −→ R,m ∈ M be a concave and upper-bounded function

defined on x, which is convex and compact and x ⊂ RM . Now let, G : x −→ R?
+ be
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concave. Then H = log(G(·)) : R+ −→ R is concave4. If G is injective then H is strictly

concave. Further, let Um(xm);m ∈ M be injective on x0; then the equivalent GNBS can

be expressed by the following optimisation:

max
x

∑
m∈M

log

(
Um(xm)− U0

m(x0
m)

)
, (2.2a)

s.t.

{(
U1(x1), ...., (UM(xM)

)}
∈ U(x), (2.2b)

Um(xm) > U0
m(x0

m)∀m (2.2c)

The equivalent GNBS expressed by (2.2a)-(2.2c) has a unique property. It states that

the optimal allocation is the maximisation of a logarithmic objective function and thus

can be utilised to preserve convexity and hence a unique, fair and optimal solution can

be obtained. Furthermore, it has been proved that the maximisation of the sum of the

logarithmic utility functions results in an allocation which is proportionally fair [88]. Thus

the proportional fairness is an special case of GNBS.

2.5.2 Application of NBG in 5G HetNets

Fairness and Pareto-optimality are most exciting and desirable features in wireless net-

works consisting of a large number of nodes. The solution of an NBG achieves both.

Inspired by its success in solving economics problems, an NBG was first proposed in [89]

in the context of telecommunication for flow control. Bargaining games have been used

ever since to allocate resources, to share resources, to solve offloading problems and so

on. The authors of [90] propose an NBG-based framework to offload users and determine

trade-offs between various efficiency parameters (such as EE and SE) and fairness. [86]

proposes a bargaining game framework to characterise the bandwidth allocation and pric-

ing policy of a wireless network which takes into account a user budget in a fair way

4All logarithms are to base 10 unless stated otherwise.
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while maximising the network revenue. In [91] an optimal power-control problem has

been studied from a cooperative-game perspective. Secondary users increase their SINR

under an interference-protection constraint. In [85], a network-resource-sharing problem

is solved using an NBG for multiuser multimedia applications. [92] presents two differ-

ent bargaining models, namely sequential bargaining and concurrent bargaining. In a

sequential bargaining model, a user bargains with one AP owner at a time for association.

On the other hand, a user bargains with multiple AP owners in a concurrent bargaining

model. It has been shown that AP owners lose benefit in concurrent bargaining. To

improve economic gain, AP owners form groups. Practically, a wireless network consists

of a large number of nodes. Therefore the chances of unfair situations increase, where

some nodes are starved of resource. This results in an inefficient resource allocation and

will have a higher impact in a 5G wireless system since, in 5G, the number of nodes is

higher than in 4G. Therefore fairness will become extremely important in the context of

5G systems. This motivates us to apply the NBG-concept in a content-caching scenario

where our aim is to ensure fair association among users for content-downloading purposes.

2.5.3 Evolutionary Game Theory

In this section we first introduce the basic concept of evolutionary game theory (EGT)

and an evolutionary stable strategy (ESS). Replicator dynamics is briefly discussed, and

provides a deterministic way to calculate the evolutionary equilibrium.

An evolutionary game mathematically models the concept of evolution by natural

selection. It considers a large population of players that randomly interact with each

other based on a pre-programmed strategy. The population evolves in such a way that

the frequency with which a particular decision is made can change over time in response

to the decisions made by all individuals. Initially, the population may consist of players

using different strategies. The payoff to an individual adopting a strategy is defined
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as the fitness for that type in the current population. The proportion of a population

programmed with a particular strategy will increase if they have a higher fitness than the

rest of the population. Therefore, players are likely to switch to those strategies that give

better payoffs and move away from those that give poor payoffs. In this manner, those

strategies that give a lower payoff are out-competed.

Definition 2.5.3. An evolutionary game can be defined as G = (N ,S, π(Si)Si∈S) where

N is the set of players which constitute the population in an evolutionary game, S is the

set of all strategies and π(Si)Si∈S is the payoff obtained by using strategy Si .

Evolutionary Stable Strategy (ESS)

The concept of an ESS arose from the context of players’ behaviour where a large pop-

ulation of players who are repeatedly and randomly matched in pairs play a game. In

fact, ESS was first presented by Maynard Smith and Price via a seminal paper [93] for

a monomorphic population [94], [95]. Note that a population of an evolutionary game is

called monomorphic if every player adopts the same strategy and polymorphic if a pro-

portion of the population has a different strategy, i.e. more than one strategy is present.

The underlying assumptions of an ESS therefore are: i) players choose their strategies

from identical sets, ii) the payoff to a player choosing a particular strategy against an

opponent choosing an alternative is the same regardless of the identities or characteris-

tics of the players; and iii) players cannot make their strategy choices conditional on any

characteristics. The definition of an ESS states that an ESS is a strategy such that if all

the members of a population adopt it, then no mutant strategy could invade the popula-

tion under the influence of natural selection. Let us consider a player using a strategy S

against a player using strategy Ŝ. In that case, the expected payoff for the player using

strategy S is π(S , Ŝ ). The definition of an ESS for a monomorphic population can be

expressed as
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Definition 2.5.4. A strategy S ∗ is an ESS if and only if for all, S 6= S ∗,

1. π(S , S ∗) ≤ π(S ∗, S ∗),

2. if π(S , S ∗) = π(S ∗, S ∗) then π(S , S ) < π(S ∗, S ).

Condition 1 defines the equilibrium condition and states that S ∗ is the best response

strategy to itself and is hence a Nash equilibrium (NE). On the other hand, condition 2

is interpreted as a stability condition. Suppose that the incumbents play S ∗ and mutants

play S . Then both conditions ensure that as long as the fraction of mutants playing S is

not too large, the average payoff to S will fall short of that to S ∗. However, the above

definition of an ESS is only valid for a monomorphic population, in which every player

uses the same strategy. For a polymorphic population, the specific type of evolutionary

dynamics [95] called replicator dynamics is used to capture the evolution of a particular

strategy in an evolutionary game. In the next section we give an overview of replicator

dynamics.

Replicator Dynamics

The replicator dynamics introduced by Taylor and Jonker [96] reflects the role of a selec-

tion mechanism, i.e. a strategy in an evolutionary process. It is expressed as a system of

ordinary differential equations (ODE) which does not consider mutations at all. Consider

a large population of individuals, where each individual is programmed to adopt any of

the pure strategies from the pure strategy set, S = {1, ..., S}. Suppose that an individual

adopts a pure strategy i, such that i ∈ S. The population share of a particular strat-

egy denotes the proportion of individuals in the total population that have adopted that

strategy. Therefore, the population share of strategy i is xi. The vector x = [x1x2...xs]
ᵀ

is called the population state, which includes the population share of all the strategies,

xi ∈ x, where
∑|S|

i=1 xi = 1 is satisfied. Individuals with fixed strategies randomly interact
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with other individuals. Based on the context of the game, the population share of those

strategies that a yield a higher payoff will increase in proportion, which imitates the pro-

cess of natural selection. The rate of a particular strategy adaptation of a group in the

population is given by the replicator dynamics, expressed in terms of ODEs [97] as:

ẋi = xi[πi − π̄], (2.3)

where πi is the payoff of each individual choosing strategy i and π̄ is the average payoff

of the entire population, which is given by:

π̄ =

|S|∑
i=1

πixi . (2.4)

Thus the replicator dynamics presented by (2.3) states that the population share of strat-

egy i will increase if the payoff associated with strategy i is higher than the average payoff,

(i.e. πi > π̄).

2.5.4 Application of EGT in 5G HetNets

EGT has been applied to analyse wireless network and communication issues such as

delay, spectrum access and network selection. For example EGT has been applied to

derive delayed evolutionary game dynamics [98] that capture the phenomenon of the time

delays of wireless networks in terms of feedback delay, content-caching delay, propagation

delay etc. [99] utilises the concept of EGT to derive the necessary conditions to update

the classic coalitional game theory. Interacting users decide upon whether to form or not

to form a coalition for dynamically accessing spectrum. [100] proposes a potential game-

based opportunistic spectrum access for CR-based wireless networks and uses the EGT

to show that the Nash equilibrium (NE) of the potential game is an ESS. In addition a

distributed learning algorithm is proposed based on an EGT, which achieves evolutionary

stability with incomplete network information. A hierarchical game structure is proposed
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in [101], where users perform a suitable service-provider (SP) selection based on an EGT

framework. On the other hand, SPs compete between themselves and decide on the price

per unit resource. Interaction among multiple SPs is modelled via a Stackelberg game

and a non-cooperative game. Users will be distributed among the providers based on

a rational choice that involves a trade-off between the price and the quality of service.

Motivated by the capability of the EGT to capture the essence of the network dynamics,

this thesis provides an EGT-based framework, where users’ behaviour under the proposed

pricing strategy is analysed by means of the replicator dynamics, in Chapter 3.

2.6 Summary

This chapter gives a comprehensive review on the recent research status about promis-

ing topics such as offloading and content caching. The 5G standardisation activity and

industry-based research indicate that the initial 5G deployment will focus on HetNet-based

technologies such as offloading and content caching to provide service, while massive-

MIMO and mm-wave will be embodied in 5G networks in future. This chapter also pro-

vides a brief understanding about two game-theory-based algorithms, namely NBG and

EGT, which are used in the following chapters to enable offloading and content caching

in 5G networks. Both algorithms are used in this thesis to devise intelligent and efficient

resource-allocation mechanisms for 5G HetNets which increase the utilisation of SBSs in

a HetNet.



Chapter 3

Evolutionary Game Theory-based

Offloading in 5G HetNet

3.1 Chapter Introduction

This chapter presents a novel price-based offloading strategy to provide a necessary frame-

work for macrocells to control their population share. Unlike existing works [49], [54],

[56], [58], [64], [102] the proposed pricing scheme guarantees that a proportion of macro-

cell users will always be offloaded to the small-cell tier. Tuning certain parameters of the

pricing function, a macrocell can control its population share to avoid congestion. The

price function combines two different pricing strategies, activated in two different cases.

A macrocell activates linear pricing if its population share is small. Each MU pays a

price to the macrocell which is proportional to the average data rate of that macrocellular

network. As the population share of the macrocell network increases, the average data

rate per user decreases. Also, the average data rate of a macrocell decreases because of

cross-tier interference suffered by MUs, due to the proximity to SBSs. Therefore, the

payment of each MU decreases under those two circumstances. As a result, a macrocell

47
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therefore generates less revenue when both the interference and the number of macro

users are large. By analysing this phenomenon, a threshold price in the macrocell price

function is introduced. As soon as the average data rate falls below a certain threshold,

called the rate-threshold, the second price component is activated by a macrocell. We

call this price component as the threshold price. The rate-threshold thus works as the

trigger for threshold price activation. Once the threshold price is activated, each MU has

to pay a higher price than the linear price to remain in the macrocellular network. This

motivates MUs to join nearby SBSs. In this process, a portion of the macrocell population

is offloaded to its serious interferer. By doing so they avoid paying a high cost for a lesser

resource (data rate) and avoid cross-tier interference as well. The numerical value of the

rate-threshold can be fine-tuned by a macrocell to have an optimum population share

with a view to minimising cross-tier interference and congestion.

SBSs, on the other hand, can increase their individual utility by selling redundant

resources to MUs. We assume that small-cells adopt existing CRE techniques to accom-

modate MUs. The small-cell pricing strategy includes an access price and interference

compensation. The access price is a fixed price paid for small-cell association. SBSs in-

crease their transmit power by a certain level to increase their coverage. This allows MUs

to connect with their nearest SBS seamlessly. However, increasing the transmit power will

cause cross-tier interference. Interference compensation thus acts as a penalty for users

who choose a small-cell instead of a macrocell. Thus it restricts distant MUs from joining

a small-cell because of the cost and data rate trade-off. The numerical value of interfer-

ence compensation is proportional to the number of active MUs who choose small-cells

for association.

EGT provides an analytic framework for understanding competitive decision making,

where a large numbers of players with different strategies interact in a dynamic scenario.

In our model, MUs are the players that interact with an MBS and SBSs for association.
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Table 3.1: List of Symbol Notations

Symbol Description

N Set of MUs

S Set of the strategies

CM Macrocell price function

CS Small-cell price function

Cl Linear cost component of macrocell

Cτ Threshold cost component of macrocell

Ca Access cost component of small-cell

Ci Interference cost component of small-cell

RM Total data rate of macrocell

RS Total data rate of small-cell network

Rτ Threshold data rate of macrocell

In this thesis, this interaction is modelled with EGT. MUs adapt to their choices based on

the payoff they receive and will eventually distribute across the two-tier network. In other

words, they will select either an SBS or an MBS based on the strategy, whichever yields

them the higher payoff. Numerical results are provided by applying different network

settings to emphasise the role of the proposed pricing strategies in offloading MUs to

small-cells in order to shape network dynamics.

3.2 System Model

This section provides the notation of some important parameters. After that the network

model is elaborated, with necessary assumptions. Finally the proposed pricing function

is explained in Section 3.2.3.
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3.2.1 Notation Summary

Since there are many notations in this chapter, for readers’ convenience they are sum-

marised in Table 3.1.

3.2.2 Network Model and Assumptions

A long term evolution (LTE) cellular network is considered, comprising a single macrocell

and a large number of densely deployed small-cells overlaid inside the macrocell coverage

area as shown in Fig. 3.1. We denote the macrocell index as M and the set of SBSs in the

HetNet as B = {B1, B2, ..., BK}, where Bk , k ∈ K = {1, 2, ..., K} represents the k-th SBS.

N = {1, 2, .., N} denotes the set of MUs in the HetNet that can connect either with an

SBS or the macrocell. We assume that small-cells are operated in a hybrid access manner

in order to allow MUs to join them. Furthermore, small-cells are deployed in underlay

spectrum access mode to ensure efficient spectrum reuse and provide good transmission

performance due to favorable channel characteristics. Both the macrocell and SBSs are

connected to the core network with wired backhaul links such as optical fiber. For a

channel model, we assume a similar model adopted in [49] and [54] because of the nature

of the utility function developed in Section 3.3 and to maintain tractability for finding a

feasible solution. We assume an underlay spectrum access based LTE HetNet deployment.

Therefore cross-tier interference exists between the small-cell tier and the macrocell tier.

The total data rate offered by the macrocell is RM , shared equally among MUs, and RS

is the data rate offered to MUs by each small-cell. We assume that small-cells coordinate

their transmission and avoid co-tier interference. Therefore data rate variation occurs in

both tiers for two reasons: i) when cross-tier interference is high, and ii) when a significant

number of users associate with a base station, resulting in network congestion.
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Figure 3.1: Demonstration of a two-tier dense HetNet.

Motivating example

The snapshot of our considered network model, given by Fig. 3.1, demonstrates the

interference scenario in the HetNet. The existence of active SBSs near to MUs can result

in detrimental interference, as an MU1 is subjected to downlink cross-tier interference

from SBS1, while MU2 perceives interference from both SBS1 and SBS2. The severity

of the interference perceived by an MU on its downlink largely depends on the proximity to

SBSs, i.e. the distance between an MU and SBSs. For example: SBS2 is the most serious

interferer for MU2, though MU2 perceives weak interference from SBS1. Therefore,

throughout the HetNet, MUs staying near to an SBS will suffer from interference, which

in turn will reduce their received data rate. We assume that the macrocell has a limited

bandwidth which is equally shared among MUs. Consequently, when the number of MUs

in the macrocellular network increases, the data rate per user decreases. In a practical

LTE cellular network the downlink received data rate of a user depends on the number
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of assigned physical resource blocks (PRBs) and the received signal-to-interference-plus-

noise-ratio (SINR). For example: if there are 5 users and 10 available PRBs, each user

can have a maximum allocation of 2 PRBs. On the other hand, if there are 10 users, each

user can get a maximum allocation of 1 PRB. Therefore the average data rate per user

depends on the number of users present in the network and the instantaneous SINR. Thus

interference and the number of MUs jointly affect the data rate of MUs when they are

in the macrocellular network. SBSs, on the other hand, provide offloading opportunities

for those MUs based on the assumption that SBSs have unused resource [35]. We assume

that SBSs adopt an existing cell range expansion (CRE) technique such as power control

to accommodate MUs. Such a case is demonstrated by the blue dotted line in Fig. 3.1,

which indicates the expanded coverage area of an SBS. We assume that SBSs are allowed to

increase their transmission power to a certain level to perform CRE. However, this results

in interference to distant MUs as shown in Fig. 3.1. SBS3 adjusts its transmission power

to accommodate MU3. Note that MU4 is far enough to perceive cross-tier interference,

but it is not close enough to be offloaded to SBSs. Taking these cases into consideration,

both a macrocell and a small-cell pricing strategy is devised in this chapter.

3.2.3 Pricing Strategies

Pricing any resource can be viewed as a control mechanism. Here the goal of the pricing is

to induce offloading, i.e. it works as a punishing strategy to achieve the goal of offloading.

One of the most commonly used pricing strategies in practical wireless networks is fixed

pricing, where users pay a fixed charge for given amount of resource [49], [102]. A pricing

concept has also been adopted in [103] for developing an uplink power control using a

non-cooperative game. A linear-pricing based model is used for uplink power control

in a CDMA-based wireless network. In the linear pricing strategy [51], [54], [58] a user

generally pays for per unit of resource and the total amount of payment is proportional
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to the total amount of the resources consumed by the user. For example: the payment

of a user to the network operator increases linearly as the total number of users increases

in that network [54]. On the contrary, a novel approach has been taken to formulate the

price function for the network resource, detailed as follows:

Macrocell Pricing Strategy

Pricing strategies can shape the tele-traffic dynamics of the wireless network. Unlike a

linear-pricing-based model [103] used for CDMA uplink power control, we have combined

a linear and a threshold pricing strategy to obtain the objective of macrocell-controlled

offloading. Motivated by the potential of influencing MUs by applying the appropriate

price theory, the following price function is proposed:

CM = Cτ + Cl

= CfRτ + Cf (R̄−Rτ )
+,

(3.1)

where CM is the macrocell’s price function. By definition x+ is given by:

x + = max(x, 0) =


x for x ≥ 0,

0 for x < 0.

(3.2)

CM is comprised of two types of price components, namely a threshold price and a linear

price. Cl represents the linear price component and is equivalent to Cf (R̄−Rτ )
+. R̄ and

Rτ represent the average macrocell data rate and the rate-threshold respectively. Cf is

a fixed cost. Cτ is the threshold price component and is defined as Cτ = CfRτ . The

graphical representation of the price function is given in Fig. 3.2.

Equation (3.1) yields two different cases:
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Figure 3.2: Graphical illustration of the price function.

Case 1: (R̄−Rτ ) > 0

CM = Cτ + Cf (R̄−Rτ )

= CfRτ + Cf R̄− CfRτ

= Cf
RM

|NM|
,

(3.3)

where R̄ = RM
|NM|

, the value of which depends on the number of MUs connected with the

macrocell. |NM| is the cardinality of setNM, denoting the total number of MUs that select

the macrocell for association. We see that the macrocell adopts a linear pricing strategy

when R̄ > Rτ . Each user willing to connect with a macrocell pays price CM = Cl, which

varies linearly with an increase or decrease in the average data rate.
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Case 2: (R̄−Rτ ) < 0

CM = Cτ + 0

= CfRτ .

(3.4)

The macrocell thus adopts the threshold pricing strategy when R̄ < Rτ . The numerical

value of the threshold price component depends on the rate-threshold Rτ . The function

of this rate-threshold is very crucial in the context of offloading, since it predominantly

controls the macrocell population share. Higher values of Rτ ensure activation of the

threshold price component for smaller numbers of MUs in the macrocell. On the other

hand, by lowering Rτ a macrocell can entice more MUs to remain connected with the

macrocell. Therefore, the macrocell can control its population share (PS) by changing

Rτ . Note that the macrocell needs to keep track of its population share in order to make

a decision about the rate-threshold.

Small-cell Pricing Strategy

The pricing strategy of a small-cell is given by:

CS = Ca + Ci|NS |, (3.5)

where Ca, Ci are the access price and the interference price respectively. Both are a

fixed charge. |NS | is the cardinality of set NS , denoting the total number of MUs that

select a small-cell for association. Therefore the total payment of a user selecting a

small-cell depends on the number of users that choose the small-cell for association. The

interference compensation serves two purposes. Firstly, it restricts a small-cell from being

overcrowded. Secondly, it prevents a small-cell from increasing its transmission power

abruptly to attract distant MUs. We assume that the macrocell feeds back the location

information of the MUs via a common control channel to small-cells to operate the pricing

strategy and perform CRE. Stackelberg game is generally used for computing the optimal
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price in a hierarchical pricing structure in [55] for CRE-based cell association, in [56] for

determining the bandwidth price for macrocell and small-cell association, and in [57] for

determining the spectrum leasing price where a macrocell leases a part of its spectrum to

small-cells to accommodate offloaded MUs. However our aim is to analytically determine

the evolution of population and justify the macrocell-controlled offloading in the HetNet.

Therefore an evolutionary game-theoretic framework is more suitable [49], [52], [54], [55],

and it is introduced to capture the network dynamics of a large population in the following

section.

3.3 Network Selection Game: Modelling The Evolu-

tion of MUs

Before detailing the network selection game we briefly discuss the strategic decision mak-

ing of players in an evolutionary game. One of the most important assumptions of EGT

is that players playing an evolutionary game have bounded rationality1. The concept of

bounded rationality is neither irrationality nor full rationality2. Unlike rational entities,

entities with bounded rationality exhibit non-optimising behaviour and they are guided

by an aspiration of adaptation [107]. Thus in the context of rationality an evolutionary

game provides a solution, where players slowly change their strategy to eventually reach

that solution. On the other hand, a classical single-player non-cooperative game assumes

full rationality and players make choices such that they reach immediately to the desired

1Bounded rationality is a term proposed by H. A. Simon [104], which explains a strategic decision-

making procedure among individuals, where the rationality of individuals is limited by the information

they have, the cognitive limitations of their minds and the finite amount of time they have to make a

decision [105], [106], [107].
2The term full rationality or rationality considers individuals as Bayesian maximisers of subjective

utility [107]. Full rationality requires unlimited cognitive capabilities.
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solution [49], [54].

We model the network-selection procedure of players in the form of an evolutionary

game. Boundedly rational players involved in the network-selection game will compete

for the better data rate provider by selecting a suitable base station. Initially, a player

may choose a base station randomly. However the user will adapt its network-selection

decision periodically by observing the average received data rate variation of a macrocell

and small-cells along with pricing strategies of a macrocell and small-cells to gain a better

payoff. Thus all players participating in the evolutionary game-theoretic network-selection

procedure will evolve over time depending on the received average data rate and the pricing

strategies of macocells and small-cells. The following section presents the framework of

the evolutionary game for network selection with our proposed pricing strategies.

3.3.1 Essence of The Network-Selection Game

The essence of the network selection-game is as follows:

Players : The large population of MUs, i.e. the players of the game are defined by the set

N = {1, 2, ..., N}.

Set of Strategies : The MUs will select either the macrocell or any of the small-cells,

whichever yields them the highest payoff under the pricing strategies of both networks.

We define the set of strategies for each type of player as S = {SM , SS}.

Population Share (PS): The set of MUs constitutes the population in an evolutionary

game. The players will adopt one of the two strategies and they will be distributed across

the two-tier network accordingly. We assume that a centralised controller, for example a

macrocell, can collect and relay required information (the price and the population share

of each tier) from/to every MU through a common control channel [54]. A proportion of

the MUs will select the macrocell, i.e., adopt strategy SM for association. Therefore the
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population share (PS) of MUs for macrocell selection is defined as:

XM = |NM|/|N |, (3.6)

where |NM| is the cardinality of set NM; NM ⊂ N . Similarly the PS of MUs who opt to

select small-cells for association is defined as:

XS = |NS |/|N |, (3.7)

where |NS | is the cardinality of set NS ; NS ⊂ N , which denotes the number of MUs

willing to connect with a small-cell. Here XM + XS = 1 .

Payoff Function: According to EGT, the payoff function or fitness of a player (MU)

quantifies the amount of profit it could gain by adopting a particular strategy [96], [97].

We use the following non-increasing function in the interval of XM ∈ [0, 1] to obtain the

payoff of an MU (using strategy SM ) for selecting a macrocell:

πM(XM) =
ωMRM

|N |XM

− CM , (3.8)

where the first component of the payoff function is called the utility which is achieved by

a MU for selecting a macrocell for association, in which ωM is the weighting factor for

macrocell selection and RM is the total data rate provided by the macrocell. The second

term, CM , is the cost incurred by an MU for receiving the service of the macrocell.

Here we adopt a homogeneous utility function to model the small-cell selection for the

sake of reaching a tractable solution. Under the homogeneous utility model all small-cells

work as a single entity [54], [102] and [108] and they charge same price to each MU for

small-cell association. Note that each small-cell can have different pricing schemes [49]

prompting MUs to consider multiple cell selection strategies. However evaluating such

a model will result in a higher computational complexity and hence convergence will be

slower. We use the following non-increasing function in the interval of XS ∈ [0, 1] to
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quantify the payoff of an MU (using strategy Ss) for selecting a small-cell:

πS(XS) =
ωSRS

|N |XS

− CS, (3.9)

where ωS is the weighting factor of small-cells, RS is the total data rate provided by the

small-cell and CS is the cost incurred by an MU for receiving the service of the small-cell.

The payoff function of an MU selecting a small-cell can be written as a function of the

macrocell PS (XM). Note that the payoff function now becomes a non-decreasing function

in the interval of XM ∈ [0, 1] and, after applying (3.5), becomes:

πS(XM) =
ωSRS

|N |(1−XM)
− Ca − Ci|N |(1−XM), (3.10)

where |NS | = |N |(1−XM).

3.3.2 Network Selection Dynamics and Equilibrium Computa-

tion

In this section, the replicator dynamics to compute the evolutionary equilibrium is derived,

which reflects how MUs will distribute across the two-tier network after strategic inter-

action with the macrocell and small-cells. In a dynamic evolutionary game, each player

of a population is called a replicator and each replicator is able to replicate itself through

the process of imitation, mutation and selection. The process of replication takes place

over time and is modelled by using a set of ODEs called replicator dynamics [49], [54].

Replicator dynamics is a very important tool in the context of an evolutionary game

since it provides a deterministic way to compute the population share, i.e. the propor-

tion of players who choose different strategies at a particular point in time. Recently,

replicator dynamics is used to solve practical wireless networking problems. In [109],

replicator dynamics is used to solve an EGT-based resource-allocation problem in or-

thogonal frequency-division multiple access (OFDMA)-based small-cell networks. In [54],
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replicator dynamics is used to determine the evolution of population in IEEE 80.216,

CDMA cellular and IEEE 802.11 wireless networks. Likewise we use replicator dynamics

for our wireless networking problem to capture the interplay of MUs with the macrocell

and small-cell network by determining the parameters XM , XS for the two different cases,

i.e. for case 1 and case 2 respectively, by utilising replicator dynamics.These parameters

give the proportion of MUs that choose a macrocell or a small-cell, respectively, under

the proposed pricing functions. Using (2.3) the replicator dynamics [97] of the two-tier

HetNet under the proposed pricing strategy can be written as:

ẊM = σXM [πM − π̄]

= σXM [πM −XMπM −XSπS]

= σXM [πM −XMπM − (1−XM)πS]

= σXM(1−XM)[πM − πS],

(3.11)

where σ is the evolutionary speed constant and explains how fast an evolutionary game

will approach convergence, π̄ is the average payoff and π̄ = XMπM + XSπS. We now

analyse the network selection dynamics by applying the two types of price function.

Selection Dynamics in Case 1

Note that the macrocell price function is comprised of two different pricing strategies.

Activation of each pricing strategy depends upon the number of MUs associated in a

macrocellular network. Inserting (3.3) into (3.11) gives the payoff of a MU for macrocell

association in case 1 as:

πM,1(XM) =
ωMRM

|N |XM

− CfRM

|N |XM

. (3.12)
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The replicator dynamics can be written as:

ẊM = σXM(1−XM)[πM,1(XM)− πS(XM)]

= σXM(1−XM)

[
ωMRM

|N |XM

− CfRM

|N |XM

− ωSRS

|N |(1−XM)
+ Ca + Ci|N |(1−XM)

]
.

(3.13)

The equilibrium point of an evolutionary game can be obtained by setting the left-hand

side of the replicator dynamics (3.13) to zero, i.e., ẊM = 0. The solutions X∗M = 0 and

X∗M = 1 are called trivial fixed points, also known as boundary evolutionary equilibria

of the evolutionary game. The boundary evolutionary equilibria are not stable, since

any small perturbation will cause the system to deviate from the equilibrium state [109].

Furthermore trivial fixed points do not provide a unique solution. Therefore we need to

find non-trivial fixed points which will give a unique solution of the evolutionary game if

and only if it is an interior evolutionary equilibrium. Non-trivial fixed points are given

by the following equation:[
ωMRM

|N |XM

− CfRM

|N |XM

− ωSRS

|N |(1−XM)
+ Ca + CiN (1−XM)

]
= 0. (3.14)

Equation (3.14) finally takes the following form:

X3
MCN |N |

2−X2
M(Ca|N |+2Ci|N |2)−XM(ωMRM−CfRM+ωSRS−Ca|N |−2Ci|N |2)+

ωMRM − CfRM = 0 . (3.15)

Equation (3.15) is a cubic and has 3 roots, i.e. the replicator dynamics has three more

fixed points. Note that any fixed point X∗M of the replicator dynamics is feasible if it is an

interior evolutionary equilibrium [109]. The interior evolutionary equilibrium xi is defined

by the case when xi ∈ (0, 1),∀i ∈ S. In order to find the closed form expression of the

feasible fixed points, the cubic needs to be solved. However, solving the cubic algebraically

is not insightful. Instead, it has been shown that a feasible fixed point exists [109] by

providing a necessary proof using the existence Theorem 3.4.1 in Section 3.4.1.
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Selection Dynamics in Case 2

When the threshold price is active, i.e., in case 2, the payoff of a MU is found by substi-

tuting equation (3.4) in equation (3.11):

πM,2(XM) =
ωMRM

|N |XM

− CfRτ . (3.16)

From (3.11), the network selection dynamics can be derived as follows when the threshold

price is active:

ẊM =σXM(1−XM)[πM,2(XM)− πS(XM)]

= σXM(1−XM)

[
ωMRM

|N |XM

− CfRτ −
ωSRS

|N |(1−XM)
+ Ca + Ci|N |(1−XM)

]
.

(3.17)

Similarly, by setting ẊM = 0, two trivial fixed points can be found, X∗M = 0 and X∗M = 1,

as well as the following cubic equation:

X3
MCi|N |

2 +X2
M(CfRτ |N | − Ca|N | − 2Ci|N |2)−

XM(ωMRM + CfRτ |N |+ ωSRS − Ca|N | − Ci|N |2) + ωMRM = 0. (3.18)

By solving (3.18), three more fixed points can be obtained for case 2. However they

must each satisfy the condition of interior evolutionary equilibrium to be considered as a

feasible solution. For the reason outlined in Case 1, our aim is to prove that a solution

indeed exists, which is detailed in the following section by rigorously analysing the payoff

functions.
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3.4 Theoretical Analysis

3.4.1 Existence of Evolutionary Equilibrium

The concepts of existence and uniqueness are applied in order to prove that the equilibrium

points indeed exist. Recall the general equation (3.8), which describes the payoff for each

user connecting to a macrocell. Substitute the value of CM in (3.8) to give:

πM(XM ,X ) =
ωMRM

|N |XM

− [CfRτ + Cf (R̄−Rτ )
+]

=
ωMRM

|N |XM

−
[
CfRτ + Cf

(
RM

|N |XM

−Rτ

)+]
=
ωMRM

|N |XM

− Cf
[
Rτ + max

(
0,

RM

|N |XM

−Rτ

)]
=
ωMRM

|N |XM

− Cf
[

max

(
Rτ , Rτ +

RM

|N |XM

−Rτ

)]
=
ωMRM

|N |XM

− Cf
[

max

(
Rτ ,

RM

|N |XM

)]
=
ωMRM

|N |XM

+

[
min

(
− CfRτ ,−Cf

RM

|N |XM

)]
= min

(
ωMRM

|N |XM

− CfRτ ,
ωMRM

|N |XM

− Cf
RM

|N |XM

)
= min(πM,2(XM), πM,1(XM)).

(3.19)

Therefore we have to find the solution of the evolutionary game defined as:

G = 〈N ,X ,π〉, (3.20)

where π = {πM(XM), πS(XM)} is the set of payoff functions and πM(XM) =

min(πM,2(XM), πM,1(XM)). The replicator dynamics can thus be expressed as:

ẊM = σXM(1−XM)∆(XM), (3.21)

where ∆(XM) = πM(XM) − πS(XM), is a function of XM , that defines the difference

between the macrocell and small-cell payoffs. At equilibrium, ẊM = 0, setting ẊM = 0
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yields ∆(XM) = 0 and also gives 0 and 1 as fixed points of the replicator dynamics. Now

let us concentrate on the following equation:

∆(XM) = 0

⇒ πM(XM)− πS(XM) = 0

⇒ min(πM,2(XM), πM,1(XM))− πS(XM) = 0 .

(3.22)

Suppose that X∗M is a fixed point of the replicator dynamics (3.21), achieved by solving

equation (3.22) such that ∆(X∗M) = 0. If X∗M is an interior evolutionary equilibrium,

it will eventually be a feasible solution of evolutionary game G. Thus X∗M will be an

interior evolutionary equilibrium if and only if X∗M ∈ (0, 1). The following theorem can

be obtained applying the intermediate value theorem for continuous functions.

Theorem 3.4.1. Suppose that πM(XM) and πS(XM) are both real-valued continuous

functions whose domain is [α, β], also α and β are two real numbers such that α < β.

Suppose that πM(XM) and πS(XM) are decreasing and increasing respectively. Suppose

that the range of πM(XM) and πS(XM) are the entire closed interval [πM(α), πM(β)] and

[πS(α), πS(β)] respectively. If X∗M is any point between [α, β] such that π∗ := πM(X∗M)

and π∗ := πS(X∗M), then X∗M is a solution of the replicator dynamics expressed by (3.21).

Proof. To prove the existence of an evolutionary equilibrium by applying the intermediate

value theorem let us consider µ and ε as two variables. Both µ and ε are defined in terms

of very small positive real number and µ 6= ε. Consider µ is large enough and ε is small

enough such that the following inequalities can be written:

πM(ε) > µ, (3.23)

and

πS(1− ε) > µ. (3.24)
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Recalling that both payoff functions πM(XM) and πS(XM) are bounded between 0 and

1, both (3.23) and (3.24) follow because they are continuous and approach to infinity at

0 and 1 respectively. Therefore the following inequalities are true based on the above

assumptions:

πS(ε) < πS(0) + δ, (3.25)

and

πM(1− ε) < πM(1) + δ. (3.26)

(3.25) and (3.26) follow continuity. Subtracting (3.23) from (3.25) gives:

πS(ε)− πM(ε) < πS(0) + δ − µ. (3.27)

Also subtracting (3.24) from (3.26) gives:

πS(1− ε)− πM(1− ε) < µ− πM(1)− δ. (3.28)

Finally,

µ > max[(πS(0) + δ), (πM(1) + δ)]. (3.29)

Therefore, there exists a fixed point X∗M : πS(X∗M) − πM(X∗M) = 0. This completes the

proof. �

3.4.2 Uniqueness of Evolutionary Equilibrium

To show uniqueness, consider any point X0
M , such that X0

M ∈ (0, 1) and X0
M 6= X∗M . Also

assume that π0 := πM(X0
M) := πS(X0

M) at XM = X0
M . If XM 6= X∗M and XM > X∗M , we

can write the following inequality:

πM(XM)− πS(XM) < π∗M(X∗M)− π∗S(X∗M)

⇒ πM(XM)− πS(XM) < 0 .

(3.30)
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Also when XM < X∗M , there is the following inequality:

πM(XM)− πS(XM) > π∗M(X∗M)− π∗S(X∗M)

⇒ πM(XM)− πS(XM) > 0 .

(3.31)

The above inequalities, expressed by (3.30) and (3.31), guarantee that X∗M is the unique

solution in the domain of XM ∈ (0, 1).

3.4.3 Stability of Evolutionary Equilibrium

This section analyses the stability of the solution of the replicator dynamics (3.21). It

will be shown that the evolutionary equilibrium is asymptotically stable by applying

Lyapunov’s direct method. First define the Lyapunov function L(XM) for the replicator

dynamics expressed by (3.21) as:

L(XM) = (XM −X∗M)2 . (3.32)

Now the following theorem provides necessary conditions for the replicator dynamics ẊM

to have a stable point X∗M at the equilibrium.

Theorem 3.4.2. Let L:O → R be a differentiable function defined on an open set O in

Rn, which contains the equilibrium point X∗M of the replicator dynamics ẊM . Suppose

further that

(a) L(X∗M) = 0 and L(XM) > 0 if XM 6= X∗M ;

(b) If L̇(XM) ≤ 0 in O −X∗M , X∗M is stable.

(c) Furthermore, if L̇(XM) < 0 in O −X∗M , X∗M is asymptotically stable.

Proof. The function L(XM), if it satisfies (a) and (b), is a Lyapunov function for X∗M .

Furthermore, L(XM) is a strict Lyapunov function [110] if it satisfies (c). At XM = X∗M ,
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we see that L(X∗M) = 0. Also L(XM) > 0 for all XM , except at XM 6= X∗M . Therefore,

the condition (a) holds for (3.32). Now take the derivative of (3.32) with respect to t to

obtain:

L̇(XM) = 2(XM −X∗M)

[
d(XM)

dt
− d(X∗M)

dt

]
. (3.33)

Note that
d(X∗M )

dt
= 0 at the equilibrium point. By substituting d(XM )

dt
, i.e., ẊM , in the

right hand side of (3.33), we get:

L̇(XM) = 2σXM(1−XM)(XM −X∗M)[πM(XM)− πS(XM)]

= A(XM −X∗M)

[min(πM,2(XM), πM,1(XM))− πS(XM)]

= A(XM −X∗M)

[min((πM,2(XM)− πS(XM)), (πM,1(XM)− πS(XM)))] ,

(3.34)

where A = 2σXM(1 − XM) is an arbitrary constant and A > 0. In order to prove

L̇(XM) < 0, the following two conditions must be true. First, when XM −X∗M > 0

[min((πM,2(XM)− πS(XM)), (πM,1(XM)− πS(XM)))] < 0 . (3.35)

Second, when XM −X∗M < 0

[min((πM,2(XM)− πS(XM)), (πM,1(XM)− πS(XM)))] > 0 . (3.36)

Note that at equilibrium π∗M(X∗M) = π∗S(X∗M), therefore the following equality can be

written:

min(π∗M,2(XM), π∗M,1(XM)) = π∗S(X∗M) . (3.37)

The following inequalities can be written when XM −X∗M > 0

πM,1(XM) < π∗M,1(XM), (3.38)
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πM,2(XM) < π∗M,2(XM), (3.39)

and

πS(XM) > π∗S(XM)⇒ −πS(XM) < −π∗S(XM) . (3.40)

The following two inequalities are achieved by adding (3.40) to (3.38) and (3.39) respec-

tively:

πM,1(XM)− πS(XM) < π∗M,1(XM)− π∗S(XM), (3.41)

and

πM,2(XM)− πS(XM) < π∗M,2(XM)− π∗S(XM). (3.42)

Suppose that a, b, c and d are non-zero real numbers such that a < c and b < d. In that

case, the following inequality condition is true:

min(a, b) ≤ min(c, d) . (3.43)

Applying the equation (3.43) to (3.41) and (3.42) gives:

min

[
(πM,1(XM)− πS(XM)), (πM,2(XM)− πS(XM))

]
< min

[
(π∗M,1(XM)− π∗S(XM)), (π∗M,2(XM)− π∗S(XM))

]
.

(3.44)

At equilibrium π∗M,1(XM) − π∗S(XM) = 0 and π∗M,2(XM) − π∗S(XM) = 0. Therefore in-

equality (3.44) takes the following form:

min

[
(πM,1(XM)− πS(XM)), (πM,2(XM)− πS(XM))

]
< 0. (3.45)

Therefore the inequality defined by (3.35) is true when XM −X∗M > 0. Now consider the

condition for XM −X∗M < 0. When XM −X∗M < 0

πM,1(XM) > π∗M,1(XM), (3.46)
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πM,2(XM) > π∗M,2(XM), (3.47)

and

πS(XM) < π∗S(XM)⇒ −πS(XM) > −π∗S(XM). (3.48)

Adding (3.48) to (3.46) and (3.47), respectively, gives the following inequalities:

πM,1(XM)− πS(XM) > π∗M,1(XM)− π∗S(XM), (3.49)

and

πM,2(XM)− πS(XM) > π∗M,2(XM)− π∗S(XM) . (3.50)

Now we can write the following inequality by applying (3.43) to the inequalities given by

(3.49) and (3.50):

min

[
(πM,1(XM)− πS(XM)), (πM,2(XM)− πS(XM))

]
> min

[
(π∗M,1(XM)− π∗S(XM)), (π∗M,2(XM)− π∗S(XM))

]
.

(3.51)

By applying the equilibrium condition the following is obtained:

min

[
(πM,1(XM)− πS(XM)), (πM,2(XM)− πS(XM))

]
> 0 . (3.52)

As a result, the inequality defined by equation (3.36) is satisfied. Thus it can be claimed

that ˙L(XM) < 0 when XM − X∗M > 0 and XM − X∗M < 0. Therefore both conditions

(b) and (c) hold and the solution of the replicator dynamics X∗M is asymptotically stable.

This completes the proof. �

3.5 Analytical Result

This section analyses the numerical results obtained from solving the network selection

dynamics under the proposed pricing strategies. We observe how different parameters
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Figure 3.3: Illustration of the macrocell price function.

such as the rate-threshold Rτ and the small-cell interference price Ci shape the network

dynamics by influencing the behavior of MUs. Before analysing the results, the values

of the parameters used in simulations are listed: σ = 0.1, ωM = 1, ωS = 0.9, RS = 0.6,

RM = 1, Cf = 0.30, Ca = 0.002, Ci = 0.0005 and N = 100.

3.5.1 Analysis of the Macrocell Cost Function

The characteristics of the proposed macrocell price function are obtained by simulating

(3.1). The results demonstrate the mechanism of threshold price activation when the

macrocell PS increases. The macrocell price function is plotted in Fig. 3.3 and compared

against case 1 and case 2, using the value of Rτ = 0.05. Case 1, plotted by the red line,
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denotes the scenario where the price function increases or decreases linearly with respect

to the average data rate achieved by the MUs. The macrocell adopts the linear pricing

strategy as long as the macrocell PS remains below 0.2. Case 2, as shown by the blue

line in Fig. 3.3, denotes the condition where the macrocell adopts the threshold price,

the value of which can be scaled by using Rτ . As soon as the PS increases above 0.2 the

proposed price function switches to case 2. The inset in Fig. 3.3 exhibits the proposed

price function to show clearly the triggering point of the threshold price. The activation

of the threshold price can be controlled by scaling Rτ for different PS settings. Later we

validate by appropriate simulation that this threshold pricing strategy indeed influences

MUs to connect with the small-cell tier.

3.5.2 Analysis of Cell Selection Dynamics

Payoff Dynamics

Fig. 3.4 gives the cell selection dynamics of the evolutionary game in terms of payoff

functions. We have calculated the payoffs for an MU for selecting either a small-cell or

the macrocell and plotted them against PS. Note that Rτ = 0.05 and Ci = 0.0005. The

payoff for an MU for macrocell selection decreases for both cases with the increase of

macrocell PS. An MU’s payoff for both case 1 and case 2 declines sharply as PS increases

and intersects the small-cell payoff at a PS of 0.91 and 0.88, respectively. Note that these

are macrocell PSs, i.e. XM = 0.91 for case 1 and XM = 0.88 for case 2. The average

payoff increases linearly for both cases and also intersects the small-cell payoff function

when the macrocell PS is 0.91 and 0.88, respectively. These are the equilibrium points of

the network selection game. Thus we observe a contrasting phenomenon while analysing

the equilibrium of the evolutionary game. The macrocell PS at the equilibrium never

changes for the linear pricing strategy. On the contrary changing the rate-threshold in
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Figure 3.4: Analysis of the payoff functions.

the threshold pricing strategy changes the equilibrium to an another stationary point and

allows the macrocell to offload a significant portion of the MUs to the small-cell tier.

Later we show that by tuning Rτ a larger chunk of MUs can be offloaded to the small-cell

tier. The insets in Fig. 3.4 show the sudden changes in MU payoff due to activation of

the threshold price. Here, the activation of the threshold price offloads more than 3% of

MUs to the small-cell tier.
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Figure 3.5: Cell selection dynamics by convergence.

Convergence

In this section, the convergence of the cell selection dynamics of the proposed evolutionary

game is analysed for the corresponding cases using the parameter values Rτ = 0.05 and

Ci = 0.0005. In both cases, the replicator dynamics are simulated with the PS of both

macrocell and small-cells plotted against time, given by Fig. 3.5. This gives us an idea

how MUs reach a stationary solution and are distributed throughout the two-tier HetNet.

At the start of the simulation the macrocell PS is 0.2. It is observed that the cell selection

game approaches convergence as soon as its PS reaches 0.91 and 0.88 for case 1 and case

2, respectively. Note that the value of σ affects the rate of convergence. By increasing

the value of σ a faster convergence can be expected.
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Figure 3.6: Effect of the rate-threshold on MU payoff.
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3.5.3 Effect of Rate-threshold

In this section, an extensive analysis is presented of the effect of the rate-threshold Rτ

on the MU payoff and the network population share. The simulation results provide an

insight on how Rτ influences an MU’s decision in making network selection.

Payoff Functions

Fig. 3.6a and Fig. 3.6b show the reduction in the MU payoff for both cases. However,

activation of the threshold price (CfRτ ) lowers the MU payoff further. The value of the

threshold price is scaled by Rτ . As a result, MUs tend to associate with small-cells. Fig.

3.6a shows that activation of the threshold price lowers the macrocell PS by 3%. Fig.

3.6b shows a scenario where the macrocell payoff for case 2 is significantly lower than the

payoff achieved with case 1. Note that Rτ = 0.15 is used for simulation. The high value of

the threshold price reduces the MU payoff so that a larger chunk of MUs select small-cells.

Observe that the macrocell PS is 0.74 when the threshold price is active. Therefore, by

increasing Rτ the macrocell is able to offload 15% more MUs to the small-cells compared

to case 1 (linear pricing strategy), where the macrocell PS is 0.91.

The effect of the rate-threshold is now understandable by comparing the payoffs of

case 1 and the proposed price function from Fig. 3.6a and Fig. 3.6b. Increasing the rate-

threshold decreases the payoffs for both case 2 and the proposed price function. Also, by

increasing the rate-threshold three times, from Rτ = 0.05 to Rτ = 0.15, more than 15%

of the MUs can be offloaded to the small-cell tier.
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Figure 3.7: Effect of the rate-threshold on PS.
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Table 3.2: The effect of Rτ on network dynamics

Rτ

Payoff

(proposed cost function)

Population share

(proposed cost function)

0.05 -0.0038 0.89

0.10 -0.0183 0.84

0.15 -0.0312 0.74

0.20 -0.0408 0.52

0.25 0.0441 0.32

3.5.4 Effect of Small-cell Interference Pricing on Network Se-

lection Dynamics

Analysis of Population Share

Now we analyse the effect of the rate-threshold on the macrocell’s PS. Fig. 3.7 shows

the convergence of the replicator dynamics for corresponding functions. The macrocell’s

PS, with the proposed price function for the rate-threshold of 0.15 and 0.25, are 0.74 and

0.32 respectively. On the other hand, case 1 (linear pricing strategy) can not affect the

macrocell PS. We find that the macrocell PS with case 1 is 0.91 for all rate-threshold

settings.

The payoffs and PS are listed in Table 3.2 for different values of Rτ to emphasise the

effect of Rτ on the network dynamics as well as how the tuning of Rτ offloads MUs to the

small-cell tier. Here the findings about small-cell interference pricing and how it shapes

the network dynamics are presented. The goal of implementing interference pricing as a

small-cell pricing strategy is to restrict distant MUs from connecting with a small-cell.

Small-cells are only allowed to increase their transmission power to a fixed level so that

nearby MUs can connect with them.
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Figure 3.8: Effect of the small-cell interference price.

In the studies conducted Rτ was fixed at 0.05 and Ci was varied. As shown in Fig. 3.8a,

the macrocell PS for case 1 and case 2 are 0.6023 and 0.4412 respectively at Ci = 0. It is
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Figure 3.9: Effect of the rate-threshold on the average data rate per user.

observed that a large group of users connect to small-cells if the interference price is not

activated. For Ci = 0.0001, the PSs of the macrocell for case 1 and case 2 respectively are

0.747 and 0.6022. As the interference price increases, a change in the network dynamics

is seen with more users tending to join the macrocell. Note that the difference in the

macrocell PS between case 1 and case 2 is due to the threshold price, as shown in Fig.

3.8a, Fig. 3.8b and Fig. 3.8c. Due to the threshold price, the macrocell PS for case 2 is

significantly lower than in case 1. As Ci is increased tenfold from, 0.0001 to 0.001, the

macrocell PS for case 1 and case 2 becomes 0.9506 and 0.9447, respectively. The jump in

the macrocell PS for both cases in Fig. 3.8c is due to the high interference price charged

by a small-cell. An interesting observation is that, as the small-cell interference price

becomes higher, the influence of the threshold price on the macrocell PS reduces. As a

result the macrocell PS achieved for case 1 and case 2 is almost the same.
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Figure 3.10: Effect of the interference price on the average data rate per user.

3.5.5 Average Data Rate Performance

Here we investigate the effect of the rate-threshold and the interference pricing on the

average data rate performance of the MUs. Fig. 3.9 shows the impact of the rate-threshold

on the average data rate per MU. We run the simulation by varying the rate-threshold

only and record each of the equilibrium points, i.e. the macrocell PS corresponding to

that rate-threshold. We then compute the average data rate per MU with respect to the

previously recorded macrocell PS and plot them against the rate-threshold. The majority

of MUs choose the macrocell at the lower value of rate-threshold and it is the lowest

at Rτ = 0.02. As a result the average data rate per user for macrocell association is

very low. On the contrary the average data rate per user for small-cell association is the

largest for Rτ = 0.02. We observe that a higher value of rate-threshold pushes more MUs

to small-cells. As a result the average data rate per MU drops considerably for small-cell

association.
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Fig. 3.10 shows the effect of interference pricing on the average data rate per MU.

In this case we vary the interference price and record the shift in the equilibrium. We

observe that the average data rate per MU for small-cell association remains lowest when

the value of the interference price is low, i.e. when Ci = 0.0001. This is due to the fact

that a low interference price motivates more users to select small-cells for association.

However, a higher value of interference price will lead to a higher number of users to be

associated with macrocells. Thus MUs who select the macrocell will have a lower average

data rate. On the contrary, the average data rate of MUs for small-cell association will

increase with higher interference price.

3.5.6 Performance Benchmark

The following performance measure serves as a benchmark in our analysis. In order to

measure the effectiveness of our proposed price-based offloading scheme we introduce a

new parameter called the offloading efficiency. The offloading efficiency is defined as the

ratio of the offloaded MUs compared to the total MUs, i.e.,

offloading efficiency in% =
total MU− equilibrium macrocell population

total MU
× 100. (3.53)

The offloading efficiency indicates the performance of both pricing schemes in achieving

the desired offloading performance in terms of optimum population share in both tier. Fig.

3.11 shows the effect of the rate-threshold in offloading users to the small-cell tier and the

effect of the interference price in accommodating MUs to small-cells. We find that the

offloading efficiency of the macrocell depends on the rate-threshold of the macrocell pricing

strategy. We calculate the offloading efficiency by collecting the equilibrium population

data for each rate-threshold setting by keeping the interference price constant. As the rate-

threshold increases, the offloading efficiency also increases, i.e. more MUs select small-cell

tier for association. We see that, at rate-threshold 0.22, more than 50% users select small-
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Figure 3.11: Effect of the rate-threshold and interference price on the offloading efficiency.

cells. Thus the potency of our proposed macrocell pricing strategy can be understood in

terms of the rate-threshold. The rate-threshold not only triggers the threshold price

where each MU pays more than the linear price, but also provides the macrocell a much

needed control mechanism to offload a portion of its population to small-cell tier. On

the contrary, increasing the interference price has a negative effect on a user’s small-

cell selection strategy. At a higher interference price more users select the macrocell.

We calculate the offloading efficiency by keeping the rate-threshold constant while we

collect the equilibrium population data for different interference price-settings. Thus

there exists a trade-off between the rate-threshold of the macrocell pricing strategy and
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the interference price of the small-cell pricing strategy. This trade-off can be utilised to

have an optimum PS in the macrocell and small-cell tiers.

3.6 Summary

In this chapter, a new macrocell price function is proposed, which combines a linear

pricing strategy with a threshold pricing strategy. The pricing strategy is devised in such

a way that a macrocell is able to offload a proportion of its users to small-cells effectively.

The small-cell pricing strategy is formulated in a way that it restricts a large group of

MUs from joining the small-cell tier. The introduction of a rate-threshold in the threshold

pricing strategy provides a macrocell with a degree of freedom for scaling the number of

MUs in a two-tier HetNet. Furthermore the rate-threshold and the interference price of

a small-cell can be optimised to have the optimum PS in each tier of the HetNet.
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Chapter 4

A Nash Bargaining Game for

Cooperative Content Association in

5G HetNet

4.1 Chapter Introduction

Content caching via small-cells is a special case of user offloading where users download

large data files, for example, popular video contents, gaming contents etc., to reduce the

burden on macrocells originating from redundant downloads. Realising the potential of

SBS-based content caching in 5G networks, this chapter discusses a novel caching strategy

which is developed utilising the locally available caching opportunities provided by small-

cells. Existing caching strategies mainly rely on small-cells for hosting and caching smaller

contents. On the other hand, for retrieving larger contents, the requested contents are

either downloaded from cloud storage or the requests are redirected to a nearby macrocell.

Both cases result in a higher delay, which works as a motivating factor to propose a

caching strategy that increases small-cell utilisation for caching purposes. Therefore a

85
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novel caching policy is proposed that aims to reduce the caching load on MBSs as well as

the burden on their backhaul, due to the redundant transmission of popular contents.

A content-caching strategy involves two decision-making criteria: i) content placement

and ii) association for content retrieval. Therefore a content-caching policy can be devised

either from an SBS perspective, i.e. using the serving nodes to deal with the content

placement, or from a user perspective, i.e. using the nodes for service, based on a suitable

base station selection, which provides the user with the lowest delay. Thus a content-

caching problem can be formulated in terms of a classic generalised assignment problem

(GAP) [111], where placing a content is analogous to a GAP, or in terms of a classic

facility location problem (FLP) [112], where association with a cache is analogous to an

FLP. Both GAP and FLP are jointly considered and solved in [113]. Traditionally, the

classes of GAP and FLP are combinatorial optimisation problems and therefore hard to

solve.

The proposed content-caching model deals with cache association for users. A novel

delay-based utility function is adopted to incorporate a delay restriction on the user’s

content-retrieval delay. To associate with an SBS, a user’s content-retrieval delay must

remain under a certain threshold. Choosing an appropriate delay threshold is very impor-

tant in the context of maximising SBS association. Though allowing the delay threshold

to be content specific seems a practical choice, it will significantly increase the control

channel overhead due to the additional information requirement for computing a user-

specific threshold delay. As a result, we assume that the delay threshold will be the

average delay requirement of a user when a content is downloaded from a macrocell. This

assumption allows the content-caching model to remain tractable even when the number

of users increases in the HetNet and it also provides a holistic view about maximising

SBS-based content association. The introduction of the threshold delay in the caching

model also provides an insight about a delay upper bound for 5G HetNet. In addition
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the introduction of NBG ensures that users cannot exhibit selfish behaviour. Thus a

successful negotiation results in a fair bandwidth allocation which in turn translates into

a delay reduction for users. For example, a one-millisecond end-to-end delay is envis-

aged for 5G networks, which can be used as a threshold delay parameter in our caching

model to compute association of users with SBSs. The premier features of the proposed

caching model are the maximisation of SBS utilisation for content caching and its ability

to numerically analyse how many users can associate with an SBS under different delay

restrictions, while most of the existing caching models aim to reduce the content download

delay [73], [72] for a user. In Section 4.5.4 two special cases have been analysed by in-

troducing a stringent and a flexible delay concept. The stringent delay concept (suitable

for real-time application) is introduced for services where the required delay threshold

has to be satisfied to avoid performance variation. On the other hand, a flexible delay

concept (suitable for video file caching) is introduced and analysed. How these delay

thresholds can affect user association has also been analysed. The interaction among

users and an SBS for cache-association is modelled using the well-studied game-theoretic

concept called the NBG. In the cache-association game, rational users will collaborate if

the collaboration incurs less delay for them than working individually. In an NBG-based

caching model, a user therefore wants to attain a greater utility via collaboration with

other users, which is then translated into a fair and unique optimal solution.

A cache-association decision is modelled using a binary decision variable. The content-

retrieval delay is a function of the allocated bandwidth, so that the content-retrieval delay

also depends on the bandwidth. Therefore the content-caching system is formulated into

an NBG model that jointly maximises the bandwidth and cache-association decisions.

By carefully analysing, we find that the formulated NBG is a combinatorial integer pro-

gramming problem. Firstly the constraint relaxation approach is applied to solve the

NBG, which provides a centralised solution of bandwidth and cache-association decisions.
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Table 4.1: List of Important Symbol Notations

Symbol Description

I Set of SBSs

M Set of users

t Vector of all delay variables

x Vector of all cache-association variables

Q Set of all contents cached by SBS

Cq Size of the q-th content

w Vector of bandwidth allocations

wmi Allocated bandwidth to m-th user by i-th SBS

Υi SNR of the i-th SBS

tτ Delay threshold

tmi Delay for m-th user

Wmax
i Maximum bandwidth of SBS i

α,β,γ,λ,µ Set of non-negative Lagrange multipliers

Secondly, the Lagrange relaxation approach is applied, which makes it possible to de-

compose the problem into individual user problems. Finally, the subgradient method is

used to iteratively compute cache association and bandwidth allocation for each user in

a distributed way.

4.2 Network Model and Assumptions

4.2.1 Notation Summary

The notation used is summarised in Table 4.1.
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Figure 4.1: Network schematic showing the constrained area of the HetNet.

4.2.2 Elements of Wireless Networks

Fig. 4.1 shows a portion of the HetNet consisting of a single MNO, where the MNO

deploys one MBS, and a large number of SBSs. By fixing the coordinates of the MBS, a

total of 50 SBSs are placed randomly inside the coverage area of the MBS. Users are also

randomly placed inside the macrocell coverage to capture a realistic scenario, where some

of them have the opportunity to associate with SBSs to download contents. To have a

better understanding, a tiered content-caching architecture is visualised in Fig. 4.2, where

a user first tries to connect with an SBS to retrieve a content. It tries to associate with the

nearest SBS via negotiation with other competitors (users) with a view to reducing its own

content-download time. If a negotiation is successful, a user will associate with an SBS.

Otherwise it will try to retrieve the content from another MBS. Thus the cooperation via
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Figure 4.2: Illustration of a content-caching system in a two-tier HetNet.

negotiation provides a win-win scenario for both MNO and users, where an MNO offloads

a significant portion of the MBS’s content-caching load to SBSs. On the other hand the

delay for each user is reduced since they are being served locally. We assume that the

MBS and SBSs adopt LTE in their physical layer to provide services to users. The set of

all SBSs is denoted by I = {1, · · ·, I}, where i ∈ I denotes the i-th SBS. We denote the

set of users as M = {1, · · ·,M}, where m ∈ M denotes the m-th user. We assume that

the MNO deploys SBSs very close to each other so that they can serve as many content

requests as possible. The MBS and SBSs are connected with the core network, with a

high capacity, and a limited-capacity wired backhaul respectively.

Since spectrum is a scarce resource, spectrum sharing is preferred for SBS operation.
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Therefore it is assumed that the MBS and SBSs share the same spectrum (sub-bands),

i.e. they are deployed in an underlay-type spectrum-access manner. In addition, an inter-

ference coordination mechanism is necessary among the MBS and SBSs to avoid inter-tier

and intra-tier interference in the downlink channel [114], [56], [115]. Under this assump-

tion, we can use the signal-to-noise-ratio (SNR) instead of the signal-to-interference-plus-

noise-ratio (SINR) [72]. In [72], each SBS or each device transmits with the same SNR,

however the received SNR of a user depends on the distance between the SBS and that

user. We adopt a similar SNR model in this chapter for analytical convenience. We

assume that all SBSs transmit at the same power level [116] and they have the same cov-

erage [117]. In addition, no random shadowing and identical receiver noise are assumed

so that the same cell-edge SNR can be ensured [117] in all SBSs. This assumption can be

removed by devising a joint caching and transmission policy where an SBS individually

tunes its transmission property, such as transmission power, to keep the SNR above a

minimum threshold, which in turn reduces the download delay for each user. We denote

the SNR of the i-th SBS as Υi.

Given that the SNR is fixed, the data rate of a user depends on the amount of allocated

bandwidth. On the other hand the amount of bandwidth which is going to be allocated

depends on the number of users arriving at an SBS in a single time-slot. To elaborate on

this phenomenon, let us consider an example of allocating bandwidth in an LTE wireless

network. The allocation of bandwidth in a practical LTE wireless network depends on

the number of assigned physical-resource blocks (PRBs)1 per user. For example, consider

an SBS-based caching system, equipped with a commercial LTE network with a system

bandwidth of 10 MHz, which has a maximum of 50 PRBs [119]. If there are 10 requests

at an SBS from 10 users, each user can have a maximum allocation of 5 PRBs. On the

1A PRB is the smallest unit of resource in an LTE physical layer, with a dimension of 1 millisecond

in the time domain and 180 kHz in the frequency domain [118]
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other hand, each user can have a maximum allocation of 2 PRBs when 25 users place

content-download requests. By adopting priority-based PRB allocation, high-priority

users can be assigned more PRBs than low-priority users. Note that both single-PRB

per-user assignment [119] as well as multi-PRB per-user assignment [120], [121] have been

discussed in the literature. Thus the content-retrieval delay depends on the number of

associations and the allocated bandwidth for each user.

4.3 Problem Formulation

In this section, we will investigate a problem for cache association with an assumption that

SBSs independently place a fixed amount of contents. We also assume that all contents

have the same size [72], [73] to maintain the tractability of the proposed NBG-based

caching model. Therefore we will occupy ourselves analysing a cache-association problem

from a user-association and a bandwidth-allocation perspective. However, Chapter 6

will investigate the cache-association problem from a joint cache-placement and cache-

association perspective.

Consider that all contents placed by the SBSs are the same. This is possible when there

exists a global library. The global content library is defined by the set Q = {1, · · ·, Q}.

|Q| is the cardinality of set Q that defines the total contents that can be independently

cached by an SBS. Let Cq denote the size of the q-th content in bytes, q ∈ Q. Suppose that

the m-th user wants to retrieve the q-th content from SBS i. To calculate the maximum

number of associations, we first define a cache-association vector as follows:

x = (xmi:m ∈M, i ∈ I), (4.1)

where xmi ∈ {0, 1} is a binary decision variable which defines whether the m-th user

requesting any content q is going to associate with the i-th SBS or not. Assume that

Wmax
i is the maximum bandwidth of SBS i. Suppose that m-th user gets a bandwidth
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wmi after bargaining. Therefore the data rate of user m for content-download purposes is

given by:

Rmi = wmi log(1 + Υi). (4.2)

Delay is an important metric in the context of a content-caching system and defines

how fast a user can retrieve a content after association with a base station. Using (4.2)

the delay for user m can be computed. The delay for retrieving the q-th content is:

tmi =
xmiCq

wmi log(1 + Υi)
, (4.3)

Notice that the delay is dependent on the content size Cq, the number of associations and

the allocated bandwidth wmi for the m-th user. In order to associate with SBS i, the

delay requirement for the m-th user must satisfy:

(tτ − tmi) > 0, (4.4)

where tτ is the threshold delay, which is computed in terms of the average download delay

per user when associating with an MBS, and tmi is the delay for them-th user for retrieving

the q-th content from the i-th SBS. Notice that we only consider the transmission delay

for a content-caching model, i.e. the content download delay is the main performance

metric for determining a cache association. Though (4.4) intuitively avoid congestion by

assuming a strict threshold delay, queuing delay and other kinds of delay is avoided in the

delay formulation to maintain solution tractability. However it is our aim to include these

delays in the future work of this chapter. Therefore the m-th user will only associate with

the i-th SBS when the content-retrieval delay satisfies (4.4), i.e. if the content-retrieval

delay for SBS association is lower than the average download delay while the same content

is being retrieved from an MBS. Now the delay vector can be defined as follows:

t = (tmi:m ∈M, i ∈ I). (4.5)
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4.4 Cache-Selection Game: The Nash Bargaining ap-

proach

In this section, the cache-selection procedure is modelled into an NBG. In the NBG

model, users are considered as players and SBSs’ caches are considered as commodities.

A question may arise why we are choosing cooperative NBG solutions over noncooperative

game-theoretic solutions. Yang et al. [60] masterfully demonstrate the inefficiency of the

Nash equilibrium (please refer to Fig. 1 of [60]) and the effectiveness of bargaining game-

theoretic solutions. Furthermore the Pareto optimality and fairness axioms make the

NBG a superior choice over non-cooperative solutions to formulate and solve our proposed

SBS-based caching model. For more details on this issue, please refer to Chapter 2 of this

thesis. The first step towards formulating an NBG-based optimisation model is to define

an agreement utility function for the m-th user for associating with the i-th SBS. However

a user may not be able to reach an agreement with other users (bargainers) for associating

with the i-th SBS when the bargaining outcome is less than its minimum requirement.

Therefore a user needs to consider the SBSs in its coverage for association so that it will

increase its chance to associate with an SBS after failing to reach an agreement with an

SBS. Thus bargaining could occur sequentially or concurrently, as explained in [92].

Fig. 4.3 serves as a motivating example of our proposed bargaining-based content-

caching system. It captures the caching problem from the users’ perspective, where

each user selects an SBS that provides the lowest download delay, as well as from the

SBSs’ perspective where each SBS judiciously decides on placing contents considering

the content popularity. We mainly discuss the cache-association problem in this chapter

while the content placement issue is discussed in Chapter 6. Since the delay depends

on the allocated bandwidth of each user and the bandwidth is shared among users, the

content-retrieval delay of users is affected by the delay of other users in the same SBS. Fig.
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Figure 4.3: Illustrative example of a bargaining-based SBS association for content retrieval

in a two-tier HetNet.

4.3 demonstrates a user-association procedure which adopts the concept of a bargaining-

based association. It shows that an MNO deploys two SBSs with local caches. Each

SBS is capable of serving a finite number of users depending on the size of their cache

requests and their transmission bandwidth. For example, there are 5 users in the HetNet

as shown in Fig. 4.3 and each user is trying to access either of the SBSs for downloading

contents. The numerical value in each line demonstrates the delay which each user incurs

while downloading their preferred content from the respective SBSs. Fig. 4.3 shows that

the delay requirements of both user 1 and user 2, are satisfied. However both user 3 and

user 4 face a higher delay to retrieve their contents, and bargain with other users for

associating with either SBS 1 or SBS 2. The green dotted lines represent the expected

average content-retrieval delay for both user 3 and user 4, when they download contents
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from an MBS. This average delay is considered to be the threshold delay or default delay

requirement for all users, which is required to be satisfied for association with a particular

SBS. Due to the bandwidth restriction and/or the volume of requested contents, there

is a 15 second and a 12 second delay for user 3 and user 4 respectively, if they associate

with SBS 1. On the other hand, associating with SBS 2 yields those users a delay of

9 seconds and 7 seconds respectively. Certainly both users will select SBS 2, since the

default delay requirement for SBS association is satisfied. Therefore we need to develop

a cache-association algorithm that maximises users’ chances to retrieve contents from the

SBSs. Thus, in the NBG, users bargain with other users to associate with an SBS with a

view to reducing the individual content-retrieval delays.

We adopt a delay-based utility function for the NBG formulation. Let Nm be the set

of locally available SBSs around user m, where Nm ⊂ I. Here the assumption is that user

m is under the coverage of a set of SBSs. Therefore user m can bargain for association

with any of the SBSs i ∈ Nm but it can only associate with a single SBS. We define the

agreement utility function for the m-th user as Um(tmi) := (tτ−
∑

i∈Nm tmi) for associating

with the i-th SBS. The disagreement utility for the m-th user is U0
m := tmin = 0. The

interpretation of the disagreement utility is that the m-th user will not associate with

the i-th SBS if the delay condition is not satisfied, i.e. if the download delay is higher

than that of an MBS. We can write the optimisation problem in the standard form of a



4.4. Cache-Selection Game: The Nash Bargaining approach 97

GNBS [86], [87]:

max
x,w,t

∑
m∈M

log

(
Um(tmi)− U0

m

)
(4.6a)

s.t.
∑
i∈Nm

xmi = 1,m ∈M, (4.6b)

∑
i∈Nm

tmi ≤ tτ ,m ∈M, (4.6c)

wmi ≥ 0, i ∈ Nm,m ∈M, (4.6d)∑
m∈M

wmi = Wmax
i , i ∈ Nm, (4.6e)

xmi ∈ {0, 1}, i ∈ Nm,m ∈M. (4.6f)

From (4.3) we can express wmi as:

wmi = (Ami ·
xmi
tmi

), (4.7)

where Ami = Cq
log(1+Υi)

is a constant. Substituting the values of the utility functions and

using (4.7) we obtain the following optimisation problem:

max
x,w,t

∑
m∈M

log

(
tτ −

∑
i∈Nm

tmi

)
(4.8a)

s.t.
∑
i∈Nm

xmi = 1,m ∈M, (4.8b)

∑
i∈Nm

tmi ≤ tτ ,m ∈M, (4.8c)

wmi =

(
Ami ·

xmi
tmi

)
, i ∈ Nm,m ∈M, (4.8d)∑

m∈M

wmi = Wmax
i , i ∈ Nm, (4.8e)

xmi ∈ {0, 1}, i ∈ Nm,m ∈M. (4.8f)

The optimisation problem presented by (4.8a)-(4.8f) is our generalised Nash bargaining

model, where each user’s utility is generated by successfully downloading the desired
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content. Each user joining the game, i.e. willing to associate and retrieve a content,

therefore cooperates with a view to maximising their utility. If the utility preference has

not been met, the user can try to retrieve that content from elsewhere. Constraint (4.8b)

means that a user can only associate with one SBS. Constraint (4.8c) explains that the

delay must not exceed the threshold delay. Constraint (4.8d) explains that the bandwidth

requirement has to be satisfied. On the other hand, constraint (4.8e) imposes a bandwidth

constraint for all users. It states that the total bandwidth allocation of an SBS is bounded

by its maximum bandwidth. (4.8f) is a binary decision variable for association and ensures

that each user can only associate with one base station.

Notice that the above optimisation problem has a binary integer variable, which is

constrained to be 0 or 1 (in the objective function and in the constraint functions). Thus

it is a typical integer programming problem and characteristically falls into combinatorial

optimisation. As a result the problem is NP-complete [122]. Finding the solution of

this kind of problem is computationally complex. Even with a very small network setup,

finding the optimal solution is time-consuming. For example: one can resort to the costly

branch-and-bound method, which uses a more suitable upper bound and lower bound to

find the exact optimal solution. The branch-and-bound method tacitly enumerates all

the feasible solutions, where it partitions all the feasible sets into smaller subsets and

then computes certain bounds on the objective function within some of the subsets to

eliminate them from other subsets and thus find the optimal solution. For details on the

branch-and-bound method, we refer readers to the book by Dimitri Bertsekas [112].

Interestingly the above optimisation problem has only one integer variable. One way

of obtaining the solution is to perform constraint relaxation, by which we can let the

integer constraint xmi ∈ {0, 1} be xmi ∈ [0, 1], i.e. the binary constraint is replaced by

an interval constraint. Also the Lagrangian relaxation method, which is based on the

weak duality theorem, can be applied to solve an integer programming problem [112].
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However both relaxation methods can produce a suboptimal solution, i.e. an underes-

timate of the optimal solution, and it is generally considered as the lower bound of the

optimal performance. Note that both constraint relaxation and Lagrangian relaxation

can produce the exact same lower bounds if the objective functions and constraint func-

tions in an integer programming optimisation problem are linear [112]. Furthermore, if

the optimisation problem has the separability property, which enhances duality, it can be

utilised to show that the duality gap tends to diminish. In fact it can be shown that the

duality gap diminishes to zero with a high degree of separability. As a result the solu-

tion obtained by dual decomposition, which is the core concept of Lagrangian relaxation,

turns out to approximately match the optimal primal solution and, more importantly,

this method lowers the computational complexity significantly. Therefore we introduce

both relaxation methods in the following. The constraint relaxation method provides a

centralised solution of the association variable, the bandwidth and the delay. On the other

hand, Lagrangian relaxation provides a distributed solution with a lower computational

complexity than the centralised solution.

Before applying constraint relaxation, we examine the convexity property of the ob-

jective function as given by (4.8a). It should be noted that the objective function in

the equivalent GNBS transformation for the proposed cache-association problem is the

maximisation of the logarithmic delay function. Thus it preserves concavity as a function

of delay. The constraint functions are affine. The rules of convex optimisation therefore

apply.

4.4.1 Centralised Solution: Constraint Relaxation Approach

Since the GNBS formulation for a cache-association problem is convex programming,

there exists a unique and Pareto-optimal solution. To obtain the centralised solution we

reformulate the optimisation problem given by (4.8a)- (4.8f) as follows after performing
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constraint relaxation:

max
x,w,t

∑
m∈M

log

(
tτ −

∑
i∈Nm

tmi

)
(4.9a)

s.t.
∑
i∈Nm

xmi = 1,m ∈M, (4.9b)

∑
i∈Nm

tmi ≤ tτ ,m ∈M, (4.9c)

wmi =

(
Ami ·

xmi
tmi

)
, i ∈ Nm,m ∈M, (4.9d)∑

m∈M

wmi = Wmax
i , i ∈ Nm, (4.9e)

xmi ≥ 0, i ∈ Nm,m ∈M, (4.9f)

xmi ≤ 1, i ∈ Nm,m ∈M. (4.9g)

KKT Conditions

The Lagrangian L(·) is derived in order to find an optimum of the objective function

(4.9a), ignoring the constraint (4.9f):

L(x,w, t,α,β,γ,λ,µ) =
∑
m∈M

log

(
tτ −

∑
i∈Nm

tmi

)
+
∑
m∈M

αm(
∑
i∈Nm

xmi − 1)

+
∑
m∈M

βm

[ ∑
i∈Nm

(tmi − tτ )

]
+
∑
m∈M

∑
i∈Nm

γmi

[
wmi −

(
Ami ·

xmi
tmi

)]
+

∑
m∈M

[ ∑
i∈Nm

λi(wmi −Wmax
i )

]
+
∑
m∈M

∑
i∈Nm

µmi(xmi − 1),

(4.10)

where α � 0,β � 0,γ � 0,λ � 0,µ � 0, are the Karush-Kuhn-Tucker (KKT) multi-

pliers2 for the constraints. Using the KKT conditions the complementary slackness are

2� denotes element-wise operation.
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written as follows:

βm(tmi − tτ ) = 0,∀m ∈M,∀i ∈ Nm,

µmi(xmi − 1) = 0,∀m ∈M,∀i ∈ Nm.
(4.11)

The first-order necessary and sufficient conditions are:

∇L(x,w, t,α,β,γ,λ,µ) = 0. (4.12)

Solving for the m-th user:

∂Lm
∂tmi

= 0

⇒ −1

tτ −
∑

i∈Nm tmi
+ βm +

γmiAmixmi
t2mi

= 0.
(4.13)

∂Lm
∂xmi

= 0

⇒ αm −
γmiAmi
tmi

+ µmi = 0

⇒ αm + µmi =
γmiAmi
tmi

.

(4.14)

∂Lm
∂wmi

= 0

⇒ γmi + λi = 0

⇒ γmi = −λi.

(4.15)

Substituting (4.14) into (4.13) yields:

⇒ −Ami
tτ −

∑
i∈Nm tmi

+ βm + (αm + µmi)
1

tmi
= 0. (4.16)

Now if the constraint (4.9c) is active, then
∑

i∈Nm(tmi− tτ ) = 0, which makes the optimi-

sation problem infeasible since the objective function (4.9a) approaches negative infinity.
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As a result the constraint (4.9c) is inactive, i.e. βm = 0. (4.16) becomes:

⇒ −Ami
tτ −

∑
i∈Nm tmi

+ (αm + µmi)
1

tmi
= 0

⇒ Ami
tτ −

∑
i∈Nm tmi

= (αm + µmi)
1

tmi

⇒ tmi =

(αm + µmi)

(
tτ −

∑
i∈Nm tmi

)
Ami

(4.17)

If αm and µmi are known, t?mi can be computed from the linear equation (4.17).

∑
i∈Nm

wmit
?
mi

Ami
= 1 (4.18)

To calculate w?mi, the constraint function (4.9e) and (4.18) can be utilised. Alternatively

Algorithm 1 can be used to compute w?mi. Since we know the lower and upper bounds of

the bandwidth of SBS i, which is defined as [Wmin
i ,Wmax

i ], then to find w?mi we can apply

the bisection method [123] to obtain the following Algorithm 1.

The optimal cache association x?mi can be found once the optimal values of t?mi and

w?mi are calculated. In a similar fashion we can calculate (x?,w?, t?) for all users in the

HetNet.

Notice that the complexity of such a centralised solution increases as the number of

users and SBSs increases. Furthermore, solving for all users’ SBS associations in a cen-

tralised manner will be computationally inefficient. We therefore resort to Lagrangian

relaxation, which enables us to derive a distributed solution, where each user can solve

their own optimisation problem locally and thereby avoid the burden of a large computa-

tional load.

4.4.2 Distributed Solution: Lagrangian Relaxation Approach

In order to solve combinatorial integer programming problems, the Lagrange method was

first introduced by Held and Karp in the 1970s to solve the famous travelling salesman
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Algorithm 1 Bisection algorithm for calculating w?mi.

1: REQUIRE Lower bound lB := Wmin
i , upper bound uB := Wmax

i , tmi, ε = 0.001;

2: ENSURE w?mi : fmi(w
?
mi) = 0, ∀m ∈M;

3: Initialise k = 1, W rem
i = Wmax

i ;

4: Set wmi(k) = lB, wmi(k + 1) = uB;

5: Find wmi(k + 2) = wmi(k)+wmi(k+1)
2

;

6: Obtain fmi(wmi(k)) and fmi(wmi(k + 1)) using (4.18);

7: IF fmi(wmi(k))× fmi(wmi(k + 1)) < 0;

8: Then

9: Set wmi(k + 1) = wmi(k + 2);

10: ELSE set wmi(k) = wmi(k + 2);

11: END IF

12: UNTIL |wmi(k)− wmi(k + 1)|< ε

13: The m-th user computes w?mi;

14: Update W rem
i = Wmax

i − w?mi.

15: END

problem [124], [125]. Utilising the weak duality, i.e. by dualising the side constraints,

the original optimisation problem can be transformed into a Lagrangian problem [126].

This problem introduces a unique property to the optimisation problem called separability,

which makes it possible to decompose the original problem into independent subproblems.

This feature greatly enhances the computational efficiency. The resultant Lagrangian

problem is easy to solve, and solving the problem provides a lower bound on the optimal

value of the primal problem. Furthermore, if there exists a strong duality and Slater’s

condition holds [127], then it can be shown that the duality gap is zero, which means

that the primal reaches its minimum as the dual reaches its maximum. Thus the optimal

solution of the primal problem can be derived by finding the optimum of its dual problem.
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For our case, we are motivated by the separability property of the dual problem, which is

achieved by performing Lagrangian relaxation on the optimisation problem (4.8a)-(4.8f).

Using the separability property we devise a distributed solution, by which each user in the

network can solve their own independent subproblem regarding cache association. The

corresponding Lagrangian function for the objective function (4.8a) is:

L(x,w, t,α,λ) =
∑
m∈M

log

(
tτ −

∑
i∈Nm

tmi

)
+

∑
m∈M

αm(
∑
i∈Nm

xmi − 1)+
∑
m∈M

[ ∑
i∈Nm

λi(wmi −Wmax
i )

]
.

(4.19)

The dual function is:

d(α,λ) = max
x,w,t
L(x,w, t,α,λ) (4.20)

After investigating the primal-dual decomposition method from [72], [73], [112] and [122],

we can write the dual problem of the primal (4.8a) as:

min
α,λ

d(α,λ) (4.21a)

s.t.
∑
i∈Nm

tmi ≤ tτ , (4.21b)

wmi = Ami ·
xmi
tmi

, (4.21c)

xmi ∈ [0, 1], (4.21d)

α ≥ 0, (4.21e)

λ ≥ 0. (4.21f)

The primal problem defined by (4.8a)-(4.8f) has strong duality, since the objective function

is a maximisation over a strictly concave function. The constraints are affine and hence

log-concave. Therefore a strong duality exists as proven in [128] and [129]. As a result the

optimal duality gap is zero. Thus the optimal solution of the primal problem (4.8a)-(4.8f)
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can be obtained by solving the dual problem. In fact, when the nodes are large and if the

problem is in a separable form, the duality gap diminishes to zero [112]. This phenomenon

suits our caching problem, where a large number of users generally will want to associate

with SBSs for content-retrieval purposes.

We carefully analyse the Lagrangian function in (4.19) before solving the independent

user problem, which can be reorganised as:

L(x,w, t,α,λ) =
∑
m∈M

[
log

(
tτ −

∑
i∈Nm

tmi

)
+ αm(

∑
i∈Nm

xmi − 1)

]
+
∑
m∈M

[
∑
i∈Nm

λi(wmi −Wmax
i )]

⇒ L(x,w, t,α,λ) =
∑
m∈M

[F ′m(tmi)+G
′
m(xmi) +H ′m(wmi)],

(4.22)

where

F ′m(tmi) = log

(
tτ −

∑
i∈Nm

tmi

)
, (4.23)

G′m(xmi) = αm(
∑
i∈Nm

xmi − 1), (4.24)

and

H ′m(wmi) =
∑
i∈Nm

λi(wmi −Wmax
i ). (4.25)

Now we decompose the dual problem into an independent user problem which can be

solved for given α and λ. The independent user problem is expressed as:

min
α,λ
Lm(x,w, t,α,λ) = log

(
tτ −

∑
i∈Nm

tmi

)
+

αm(
∑
i∈Nm

xmi − 1) +
∑
i∈Nm

λi(wmi −Wmax
i )

⇒ min
α,λ
Lm(x,w, t,α,λ) =[F ′m(tmi) +G′m(xmi) +H ′m(wmi)].

(4.26)
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Each user needs to solve (4.26) to obtain the optimal delay for optimal cache association

and optimal bandwidth allocation. Independent user problem can be expressed as follows:

min
α,λ

Lm(x,w, t,α,λ) (4.27a)

s.t.
∑
i∈Nm

tmi ≤ tτ , (4.27b)

wmi = Ami ·
xmi
tmi

, (4.27c)

xmi ∈ [0, 1], (4.27d)

α ≥ 0, (4.27e)

λ ≥ 0. (4.27f)

Here we apply the subgradient method to compute and update the dual variables α

and λ. In the k-th iteration the dual variables are updated as follows:

αm(k + 1) = [αm(k) + ρα(k)gα(k)]+, (4.28)

where αm(k) is the k-th iterate, gα(k) is any subgradient at αm(k) such that gα(k) =

∂α[Lm(x,w,α,λ)] = (
∑

i∈Nm xmi − 1), and ρα(k) is an appropriate step size of the k-th

iteration. Choosing the step size is crucial for convergence. A detailed discussion about

the step size selection can be found in [130]. We follow [111] for choosing the step size,

which is defined as ρα(k) = σ (uBα−lBα)
||gα(k)||2 , where uBα and lBα are the upper bound and

lower bound respectively, σ is a control parameter. σ is defined as 0 ≤ σ ≤ 2 and at the

beginning σ = 2. σ is updated to σ/2 if the upper bound does not decrease after a certain

number of iterations. Similarly,

λi(k + 1) = [λi(k) + ρλ(k)gλ(k)]+, (4.29)
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where λi(k) is the k-th iterate, gλ(k) is any subgradient at λi(k) such that gλ(k) =

∂λ[Lm(x,w, t,α,λ)] = (wmi−Wmax
i ), and ρλ(k) is the step size of the k-th iteration. We

again follow [111] for choosing the step size. ρλ(k) = σ (uBλ−lBλ)
||gλ(k)||2 , where uBλ and lBλ are

the upper bound and lower bound respectively, σ is a control parameter. The distributed

algorithm proposed in this section provides an optimal solution. Though the overall

computations are not reduced, the distributed algorithm achieves faster convergence since

computations are distributed over the nodes, unlike the centralized algorithm. However

the distributed algorithm requires control-message transferring among nodes, which in

turn causes large overheads. Therefore the distributed algorithm adopted via Lagrange

relaxation may not be suitable for real-time network with a large number of nodes. To

avoid this, we propose a heuristic algorithm in the Chapter 5.

4.5 Numerical Results

Numerical results are analysed in this section, obtained by solving the NBG model pro-

posed in Section 4.4. Note that we assume normalised values for parameters for simulation

purposes. We will observe how different parameters such as the threshold delay tτ and

the allocated bandwidth per user, affect a user’s association decision, i.e. whether it will

choose an MBS or an SBS for content retrieval. To validate the proposed NBG model via

simulation, a HetNet of two SBSs and a single MBS is considered.

4.5.1 Delay-Function Characteristics

This section analyses the delay function of a user, choosing Cq = 1. Instead of being

binary, the association variable xmi is allowed to be xmi ∈ [0, 1]. Taking the bandwidth

value of each SBS to be 10, the delay function is simulated for a user where the user makes

a decision to associate with either of the two SBSs. Fig. 4.4 shows the 3-D plot for a user
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Figure 4.4: Delay function characteristics when bandwidth is 10.
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Figure 4.5: Delay function characteristics when bandwidth is 100.
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Figure 4.6: Objective function analysis when each SBS bandwidth is 10.

where the delay function is plotted against the association variable and bandwidth. The

maximum delay is 2 in this case.The delay function of the user is given by the surface

as shown in Fig. 4.4. Fig. 4.5 is obtained for the high-bandwidth case where each SBS

bandwidth is chosen to be 100. The maximum delay for a user is 0.02 in this case.

4.5.2 Objective Function Analysis

This section investigates the characteristic objective function proposed in Section 4.4.

The objective function for any user m is modified as follows:

log

(
tτ−

∑
i∈Nm

tmi

)
= log

[
tτ

(
1− 1

tτ

∑
i∈Nm

tmi

)]
= log(tτ )+log

(
1− 1

tτ

∑
i∈Nm

tmi

)
(4.30)

The threshold delay tτ is chosen as 1 and Cq = 1. The association variable is allowed to be

xmi ∈ [0, 1] and, taking the bandwidth value of each SBS to be 10, the objective function

(4.30) is simulated using a 3-D surface plot as shown in Fig. 4.6 for the SBS-association
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Figure 4.7: Objective function analysis when each SBS bandwidth is 100.

case of user m, where Nm = {1, 2}. From Fig. 4.6 it is clear that the surface of the

objective function (4.30) is not convex as bandwidth and association variable. However

a user can only associate with one SBS, and it has been observed that as long as the

conditions, tτ > tmi and tτ − tmi > 0 are satisfied, the objective function is concave

with respect to tmi, which is detailed in Fig. 4.8. The highest value of the objective

function is -0.2231. Since
∑

i∈Nm tmi is very close to 1 and hence log(1 −
∑

i∈Nm tmi)

returns a negative value. Fig. 4.7 is achieved by increasing the bandwidth value of each

SBS to 100, while keeping all other parameters unchanged. The shape of the surface of

the objective function has changed drastically in this case. Comparing with Fig. 4.6, we

can observe that the objective value is increased and the maximum value of the objective

function is -0.02 due to the increase in bandwidth.

Fig. 4.8 shows the graphical representation of objective function (4.30) as a function

of the user delay. Keeping tτ = 100 the delay tmi is varied and the value of the objective
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Figure 4.8: Concavity of the objective function as a function of delay.

function is plotted in the y-axis. It shows that the objective function follows concavity.

Notice that when the delay tmi = 99 the objective function value becomes 0 and becomes

negative for any tmi > 99. In an NBG, each user tries to maximise its objective function

via cooperation. In this case, the interpretation of any negative objective value is that a

user’s threshold delay requirement is barely satisfied.

4.5.3 Equilibrium Performance Analysis

This section provides a quantitative analysis of the content download delay performance

of the proposed cache-association scheme. Exhaustive search is a well-known method

to compute the solution of an integer programming problem [131]. For a large system

exhaustive search requires an increasing computation time. However it has been used in

several literatures to compute the optimal solution of an optimisation problem [73], [132],

[133], [134], [135], [136] due to its implementation simplicity and often compared with



112
Chapter 4. A Nash Bargaining Game for Cooperative Content Association in 5G

HetNet

Number of users
2 3 4 5 6 7 8

A
ve

ra
ge

 d
ow

nl
oa

d 
de

la
y

0

20

40

60

80

100

120

140

160

180 Threshold delay
Sum of objective function
Average user delay in SBS 1
Sum user delay in SBS 1
Average user delay in SBS 2
Sum user delay in SBS 2

Figure 4.9: Quantitative analysis of proposed cache-association scheme.

the performance of various suboptimal algorithms. The major drawback is the increase

in the computational overhead for a large number of nodes. However, there are various

solvers such as genetic algorithm (GA) solver in MATLAB or a commercial solver such

as GAMS can be used to analyse the performance of the proposed algorithm for a bigger

subsystem. To overcome the computational inefficiency of the proposed algorithm, we

propose a heuristic solution in Chapter 5.

Here a MATLAB simulation is performed using exhaustive search method by varying

the number of users in the HetNet, while the threshold delay tτ and the SBS-bandwidths

are kept fixed. For different user settings, we numerically compute the optimal association

and bandwidth allocation. The numerical values of the parameters are: Wmax
1 = 10,

Wmax
2 = 10, Υ1 = Υ2 = 10, Cq = 100, tτ = 100, and M = 14. We will compare the
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individual user delay and average user delay with the delay threshold. An individual user

delay is found by observing the equilibrium point for each user setting. Thus for each user

setting we can also calculate an average user delay using the data from individual user

delays. Finally, we will validate that in every user setting the threshold delay is satisfied

for both the individual and average user-delay cases. In addition, we will also calculate

the sum delay for each user settings and observe when it exceeds the threshold delay.

We compute the average delay per user and the value of the objective function for

each SBS association and plot them against different user-settings as shown in Fig. 4.9.

The MATLAB simulation provides numerical values of the user association and bandwidth

allocation for each network configuration. Using these data each user’s delay is calculated.

Finally the value of the objective function for each user is calculated for different network

settings and plotted as the red line in Fig. 4.9. As expected the sum objective function

value increases when the number of users increases in the HetNet.

We have also calculated and plotted the average user delay at each SBS to compare

the SBS-specific delay performance. When an odd number of users are present in the

HetNet, the average download delay for users in SBS 1 increases, as seen for the 3-user,

5-user cases in Fig. 4.9 given by the dark-green dotted line. The NBG algorithm always

assigns more users to SBS 1 in each odd combination of user settings since both the

association constraint and the bandwidth-allocation constraint are satisfied. For the 3-

user case the the assigned bandwidths for 2 users for SBS 1 association are 4.98 and 5.01

respectively and the average delay is 20.2651. For the combination of even number of

users in the HetNet, both SBSs provide identical performance in terms of association and

bandwidth allocation. It is observed that the average download delay performance of both

SBSs, plotted by the two green lines in Fig. 4.9, satisfy the threshold delay requirement,

which is plotted by a blue line. The sum-delay in both SBSs exceeds the threshold delay as

plotted by the violet and pink lines respectively for SBS 1 and SBS 2 in Fig. 4.9. However
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Figure 4.10: Effect of flexible threshold delay on the SBS association.

this is completely fine since the individual user delay does not exceed the threshold delay

requirement. Note that after accommodating 8 users in two SBSs, the NBG-based cache-

association scheme does not allow any more users to associate with either of the SBSs

since the remaining bandwidth is not enough to fulfil the threshold-delay requirement.

4.5.4 Impact of Threshold Delay in SBS Association

Here we investigate the impact of the threshold delay for both user association and band-

width allocation. The goal is to investigate the network dynamics, i) when the delay

requirement is flexible and ii) when the delay requirement is stringent. It is assumed that

both SBSs have the same bandwidth and they have identical SNR performance. The val-

ues of the parameters used in the simulation are: Wmax
1 = 10, Wmax

2 = 10, Υ1 = Υ2 = 10,

Cq = 100, tτ = 100, and M = 14.
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Flexible Delay

We vary the number of users and note the allocated bandwidth and delay for each user.

For different user settings we calculate the % user association which is plotted against

the number of users as shown in Fig. 4.10. % user association captures the efficiency

of the proposed NBG-based cache-association scheme and provides a trade-off between

bandwidth allocation and the delay parameter. Most importantly the threshold delay

allows an MNO to have optimum association at each SBS. % user association is defined

as follows which actually captures the efficiency of the caching system:

User association in% =
Associated users to a particular SBS or an MBS

Total users participating in the bargaining
× 100. (4.31)

It is observed that, when an even number of users are present in the network, they

are distributed to each SBS equally. However when five users are present in the HetNet,

three of them choose SBS 1 and the remaining two users choose SBS 2. This is due to

the fact that all the constraints for user 3 are satisfied for associating with SBS 1. By

keeping the minimum bandwidth allocation per user to 2, it is observed that the SBSs can

accommodate up to 8 users for the given bandwidth and threshold-delay settings. For the

simulation settings of 10 users, 2 users associate with the MBS, and with 14 users in the

HetNet, 6 users associate with the MBS. For user settings of 2 and 5, 100% of users will

associate with SBSs. For the user settings of 10 and 14, the SBS association is 80% and

57% respectively. Thus the MBS will have to serve 20% and 43% of the content download

requests respectively in those cases. This means that those users who are associating with

an MBS have failed to successfully negotiate their cache-association SBS. It is analogous

to the case when an SBS does not have enough bandwidth to serve all incoming content-

download requests. Thus it gives an idea of how many users can be served by an SBS,

which depends on the threshold delay requirement and the available bandwidth of each
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Figure 4.11: Effect of stringent threshold delay on the SBS association.

SBS.

Stringent Delay

The threshold delay requirement is reduced to 75% compared to the case analysed in

Section 4.5.4. The value of tτ is changed to 25 while all other parametric values remain

unchanged as given in Section 4.5.4. A reduction in the threshold delay means that each

SBS will have to allocate more bandwidth to users to satisfy the delay constraint, and

as a consequence less number of users can be served. The network selection dynamics is

observed for 5 different user settings as shown in Fig. 4.11. It is found that a maximum

of two users can associate with each SBS, while the remaining users join the MBS to

download their desired contents. Thus in the 2-user case and in the 4-user case, the
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MBS does not have to share the content-caching burden and all users select one of the

SBSs. However, in the 6-user, 8-user and 10-user cases, the SBSs’ content-caching load

remains unchanged, since each SBS has already allocated almost all of their bandwidth

to the users. As a result there is not enough bandwidth remaining to allocate to any new

arrivals satisfying the threshold delay requirement.

Remark 1. An important observation is that an MNO can utilise the threshold delay tτ as

a QoS parameter to increase or decrease the MBS’s content-caching load. A flexible delay

requirement will certainly increase the SBS association for a given system bandwidth. Thus

a flexible threshold delay is suitable for those wireless services which can withstand delay

variations. On the other hand a stringent threshold delay can be implemented with the

dedicated SBSs, which will provide delay-constrained contents only. Most importantly the

threshold delay-based content-caching system can be utilised to control the MBS’ content-

caching burden.

4.5.5 Threshold Delay Impact on Average Delay Performance

Fig. 4.12 shows the average content download delay performance of users subjected to dif-

ferent threshold delay requirements. In the studies conducted, tτ is varied and we observe

the change in the average delay performance of users while the SBS bandwidth remains

unchanged. As shown in Fig. 4.12 for tτ = 100, the two SBS setups can accommodate up

to 8 users and the average delay per user increases, which is given by the red line. When

8 users associate with the two SBSs the average content download delay per user is 45.

When more than 10 users are present in the HetNet, the NBG-based cache-association

algorithm does not accept any more users, since the bandwidth allocation of a user goes

below 1. Also the individual delay becomes greater than 100, which violates the threshold

delay constraint. When tτ = 25, more bandwidth per user needs to be allocated to satisfy
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Figure 4.12: Effect of different threshold delays on average delay performance.

the delay requirement. Thus only two users per SBS are accepted by the NBG-based

cache-association algorithm, which is given by the blue line.

4.6 Summary

In this chapter, a novel NBG-based content-caching system is proposed for a HetNet with

a view to maximising the SBS association. The average content-retrieval delay from an

MBS is considered as the threshold delay, which an SBS must satisfy to accommodate

users while delivering content. A unique yet simple utility function is devised and then

formulated into a cooperative bargaining game. A centralised solution and a distributed

solution are proposed for SBS-based content association-retrieval systems using constraint

relaxation and Lagrange relaxation respectively. Table 4.2 gives a comparison between
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Table 4.2: A comparison between constraint relaxation and Lagrange relaxation.

No. Properties Constraint relaxation Lagrange relaxation

1 Time complexity

Depends on solution methodology.

For example, with branch and bound

method time complexity is O(N);

with exhaustive search time

complexity is exponential.

Solvable in

polynomial time.

2 Algorithm type Centralised. Distributed.

3
Parallel

computation
No. Yes.

the two methods. The inclusion of the threshold delay into the utility function design

allows us to replicate a realistic content-caching scenario, and it has been shown that the

users will associate with an SBS when the association requirement is satisfied, given that

the content is available in the small-cell tier. A trade-off between threshold delay and a

user’s allocated bandwidth is also established, by utilising which an SBS can fine-tune its

content-caching delay as well as have optimum user association.
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Chapter 5

Heuristic Approach for Cache

Association and Bandwidth

Allocation

5.1 Chapter Introduction

This chapter presents a heuristic approach to solve the cache-association and bandwidth-

allocation problem in a 5G HetNet. The distributed algorithm proposed in Chapter 4 is

based on the subgradient method, which comes with high computational overheads. The

joint optimisation problem proposed in Chapter 4 is first decoupled into a user-association

problem and a bandwidth-allocation problem where users are assigned to an SBS first and

then the bandwidth allocation for each user is performed for the corresponding SBS. One

of the benefits of the heuristic algorithm is that it does not require global knowledge

regarding the network topology and provides an approximate solution which is very close

to the original solution [137], [138]. In this chapter a heuristic algorithm is developed

for cache association and bandwidth allocation for users, emphasising distributed and

121



122 Chapter 5. Heuristic Approach for Cache Association and Bandwidth Allocation

decentralised implementation.

5.2 Network Model

Assume a two-tier HetNet-based content-caching system, where the MNO deploys one

MBS and a large number of SBSs. The MBS and SBSs adopt LTE in their physical layer

to provide services to users. The MBS and SBSs are connected with the core network with

a high capacity, and a limited-capacity wired backhaul respectively. The set of all SBSs is

denoted by I = {1, · · ·, I}, where i ∈ I denotes the i-th SBS. We denote the set of users as

M = {1, · · ·,M}, where m ∈M denotes the m-th user. Assume that there exists a global

content library defined by the set Q = {1, · · ·, Q}. The MNO deploys SBSs very close to

each other so that they can serve as many content requests as possible. It is assumed that

the MBS and SBSs are deployed in an underlay spectrum-access manner and each SBS

has the same SNR, which is represented by Υ. A delay-based utility function is considered

and is given by the following function:

tmi =
xmiCq

wmi log(1 + Υ)
, (5.1)

where xmi is the binary association variable, Cq is the size of the q-th content and wmi

is the allocated bandwidth for the m-th user for associating with the i-th SBS. For each

user the minimum delay requirement is tτ .

5.3 The Heuristic Fair Caching Algorithm

This section details the heuristic algorithm to solve the cache-association problem pre-

sented in Chapter 4. The proposed heuristic algorithm is called the heuristic fair caching

(HFC) algorithm. It aims to emulate the fair resource allocation characteristics of an

NBG-based caching system. The HFC algorithm differs from the NBG-based joint cache-
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Figure 5.1: Illustration of user association in an SBS-based caching system using the

heuristic approach.

association and bandwidth allocation algorithm as presented in Chapter 4, in that the

HFC algorithm will determine the cache association first. It is assumed that the minimum

required bandwidths for all users are the same and they are assigned to SBSs sequentially.

In the second phase, the HFC algorithm performs bandwidth allocation to improve the

delay requirement further. Thus it requires two stages to execute its operation. In the

following both stages are clearly described.
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5.3.1 Association Stage

Fig. 5.1 details the cache-association stage, where each user is assigned to an SBS sequen-

tially. The HFC algorithm first picks any user m and assigns it to SBS i assuming that all

users require the same bandwidth. This bandwidth is pre-calculated so that a minimum

threshold delay condition is always satisfied. After that another user is picked for SBS i

as long as the bandwidth criterion is satisfied. Fig. 5.1 shows the final condition of the

association stage, where SBSs have a different numbers of users. This is due to the fact

that a user must remain under the coverage of an SBS for association. In addition each

user’s delay requirement must be satisfied. For example: the I-th SBS has three users to

serve and SBS 1 has only one user to serve. This orientation reflects a realistic scenario

where a user may not exist under the coverage of multiple SBSs or the case where SBSs

have a limited bandwidth. Once the association stage is completed, the HFC algorithm

starts the bandwidth-allocation stage.

5.3.2 Bandwidth-Allocation Stage

Fig. 5.2 illustrates the bandwidth-allocation procedure. Since the association is fixed, the

bandwidth allocation of a particular SBS to its users can be finalised. Each SBS may need

to serve more than one user. In that case the bandwidth will be proportionally divided

among users. Fig. 5.2 shows such a scenario, where the I-th SBS needs to serve at least

3 users. On the other hand user 1 is associated with SBS 1 and does not need to share

the SBS bandwidth with any other users.

The HFC algorithm follows a waterfilling-like bandwidth-allocation pattern for the

users associated with a particular SBS, except that each user receives some non-zero

bandwidth allocation. In this case the assumption of equal bandwidth allocation is re-

placed by a constraint in the modified NBG formulation, where each user requires a certain
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Figure 5.2: Illustration of bandwidth allocation in an SBS-based caching system using

the heuristic approach.

amount of bandwidth depending upon its content size and threshold delay requirement.

Thus the HFC algorithm finalises the bandwidth allocation for all users who associate

with an SBS for content-retrieval purposes. Since the algorithm runs in each SBS, only

local knowledge of the network resources is required.

Now recall the NBG formulation in Section 4.4 of Chapter 4. We can modify the

NBG by fixing the SBS association for each user, and the optimisation problem takes the

following form:

max
W

∑
m∈M

[
log tτ − log(1− am

wm
)

]
, (5.2a)

s.t.
∑
m∈M

wm = Wmax,∀m ∈M, (5.2b)

wm > am, ∀m ∈M, (5.2c)

where am = Cq
tτ log(1+Υ)

is an arbitrary constant for the m-th user. The objective function

(5.2a) is a concave function. The constraint functions (5.2b) and (5.2c) are affine. There-

fore the optimisation problem given by (5.2a)-(5.2c) is a convex optimisation. In addition,

the optimisation problem satisfies all the conditions of an NBG. Indeed the optimisation

problem is a simplified version of the NBG-based optimisation proposed in Chapter 4,
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with reduced computational complexity since the user association is fixed. As a result

a unique optimal solution can be found for the problem (5.2a)-(5.2c). Furthermore the

logarithmic utility function guarantees fairness in bandwidth allocation [86], [88]. In the

following the KKT optimality conditions are derived.

KKT Conditions

The Lagrangian L(·) is derived as follows to find an optimum of the objective function

(5.2a) :

L(W ,λ,µ) =
∑
m∈M

[
log tτ − log

(
1− am

wm

)]
+ λ(

∑
m∈M

wm −Wmax)−
∑
m∈M

µm(am − wm),

(5.3)

where λ � 0,µ � 0 are the nonnegative KKT multipliers for the constraints. Using the

KKT conditions the complementary slackness is written as follows:

µm(am − wm) = 0,∀m ∈M. (5.4)

The first-order necessary and sufficient conditions are:

∇L(W ,λ,µ) = 0. (5.5)

Solving for the m-th user:

∂Lm
∂wm

= 0

⇒ 1

wm − am
− 1

wm
− µm = −λ

(5.6)

Now if the constraint (5.2c) is active then wm = 0 which makes the bandwidth allocation

problem infeasible since the objective function approaches negative infinity. Therefore

wm should be positive, and by analysing the objective function (5.2a) we can say that
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wm > am. As a result the constraint (5.2c) is inactive and µm = 0, and (5.6) becomes:

⇒ 1

wm − am
− 1

wm
= −λ (5.7)

Therefore the following equality condition is true:

w1(w1 − a1)

a1

= · · · = wj(wj − aj)
aj

=
wk(wk − ak)

ak
= · · · = wM(wM − aM)

aM
= −λ, (5.8)

where the users j, k ∈M. An interesting observation is that increasing the bandwidth for

any user will result in an increase in the bandwidth allocation of other users associating

with the same SBS. For example: if w1 is increased for user 1 to improve its delay, then

according to (5.8) for every user j, their individual bandwidth allocation must be increased

to satisfy (5.8). Thus (5.8) exhibits a waterfilling-like characteristic. Using equation (5.8),

we can analyse a two-user bandwidth-allocation scenario which explains the waterfilling-

like bandwidth-allocation phenomenon more clearly. For the users j and k we can write

the following equality:

wj(wj − aj)
aj

=
wk(wk − ak)

ak
⇒ (wj)

2

aj
− wj =

(wk)
2

ak
− wk. (5.9)

By carefully analysing (5.9) it can be concluded that each user’s bandwidth function is

parabolic in nature. Thus it is possible to sketch the bandwidth function for each user as

shown in Fig. 5.3. The bandwidth of each user is plotted on the x-axis and the function

of bandwidth given by (5.9) for users j and k is plotted on the y-axis. The black and red

curves represent the functions of the bandwidths of user j and user k respectively. Note

that the amount of bandwidth that can be allocated to each user depends on the numerical

value of aj for the j-th user, since the allocated bandwidth has to be bigger than aj, i.e.

wj > aj has to be satisfied. Thus not only does user k’s bandwidth allocation depend on

the numerical value of ak, where wk > ak, but also the condition Wmax − wj > ak needs

to be satisfied such that the feasible bound becomes ak < wk ≤ Wmax − wj. In other
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Figure 5.3: Analysis of the bandwidth-allocation characteristics for a two-user association

case using the HFC algorithm.

words, the remaining bandwidth of a particular SBS must be bigger than the required

bandwidth of user k, after it allocates bandwidth to user j.

Notice that if a bargaining is successful among multiple users for sharing SBS re-

sources such as its bandwidth, then the bandwidth requirement for all users will always

be satisfied. Otherwise a user will seek to associate with another SBS. In any case if a

negotiation is not successful with an available SBS, i.e. the allocated bandwidth is not

enough to satisfy the threshold delay requirement of a user, then the user will associate

with an MBS. However these associations will be sorted out in the user-association stage.

In summary, how many users can associate with a particular SBS depends on its max-

imum bandwidth. Utilising this concept, we can extend bandwidth allocation to where

more than two users want to associate with an SBS.
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Using (5.8) the bandwidth-allocation procedure can now be analysed for the multi-user

case. From (5.8) the following expression can be obtained:

∑
m∈M

(wm)2

am
−
∑
m∈M

wm =
∑
m∈M

fm(wm)−Wmax, (5.10)

where fm(wm) = (wm)2

am
. Thus the bandwidth allocation to any user m depends on the

value am. Since wm > am, for a given Wmax, the number of users that can be admitted to

an SBS depends on am, ∀m ∈ M. If the numerical value of each am, ∀m ∈ M, is small

then the SBS can serve more users than when each am is large. Suppose that an SBS

allocates all of its bandwidth to users, then (5.10) becomes:

∑
m∈M

fm(wm) = Wmax. (5.11)

Thus (5.11) explicitly restricts the number of users who can associate with a particular

SBS, depending upon how much bandwidth an SBS has, i.e. on Wmax. The final step is

to prove the convergence of (5.11).

Convergence

In order to prove the convergence of the bandwidth-allocation stage of the HFC algorithm,

the first step is to compute the gradient of the bandwidth allocation function. We can

graphically represent (5.11) as shown in Fig. 5.4. The left-hand side of (5.11) is plotted

by the green line. Similarly the red line plots the bandwidth allocation function of any

user m. The x-axis represents the bandwidth and in the y-axis is the function of the

bandwidth. The goal is to calculate the gradient of the line segment AB, where the line

AB passes through the points A(xn, yn) and B(xn+1, yn+1) and is a tangent line to the

function f(xn) at the point A(xn, yn). Thus the gradient is:

f ′(xn) =
yn+1 − yn
xn+1 − xn

, n = 0, 1, 2, · · · (5.12)
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Figure 5.4: Graphical illustration of the convergence properties of the bandwidth alloca-

tion function.

By substituting the values of xn,xn+1, yn and yn+1 (follow Fig. 5.4) we get:

f ′m(wm(n)) =
0− y′

wm(n+ 1)− wm(n)
, n = 0, 1, 2, · · · (5.13)

Now y′ = yn = f(xn) = fm(wm(n)). Equation (5.13) becomes:

f ′m(wm(n)) =
fm(wm(n))

wm(n)− wm(n+ 1)
, n = 0, 1, 2, · · · (5.14)

From (5.14) we can write that

wm(n+ 1) = wm(n)− fm(wm(n))

f ′m(wm(n))
, n = 0, 1, 2, · · · (5.15)

We can see that (5.15) resembles the well-known root-finding method called Newton’s

method [139], [140]. Newton’s algorithm, or Newton’s method, is widely used because of

its fast-convergence property. In fact the method is quadratically convergent [139] and in

some special cases linearly convergent [140]. As a result the number of decimal places of
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Algorithm 2 Iterative bandwidth allocation using Newton’s method .

1: REQUIRE wm(0) = w0, ∀m ∈M and ε = 0.001 ;

2: ENSURE fm(wm) = 0, ∀m ∈M;

3: Initialise n = 1;

4: COMPUTE fm(wm(0)) and f ′m(wm(0)), ∀m ∈M;

5: REPEAT

6: Set wm(n) = w0;

7: Set wm(n+ 1) = wm(n)− fm(wm(n))
f ′m(wm(n))

;

8: UNTIL |wm(n+ 1)− wm(n)|< ε;

9: Update n = n+1.

10: END IF

Algorithm 3 HFC algorithm.

1: Set tmi = 0 and M = φ, ∀m ∈M;

2: FOR m = 1 to M {

i Find i ∈ Nm satisfying wmi > 0 and tmi < tτ ;

ii Set xmi = 1;

iii Update tmi = tm and the user set M :M =M−{m}. }

3: WHILE{

i Get w?m using Algorithm 2;

ii Check feasibility using equation (5.10) and (5.8);

iii Verify tm < tτ for all m;

iv Update tm with w?m for all users and put M =M−{m}.}

4: END
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accuracy approximately doubles at each iteration. The only drawback of this algorithm

is that it may converge to a different root from the expected root or even diverge, if the

initial value is not close enough to the root. The computational complexity of Newton’s

method is O(N logF (N)), where F (N) is the cost of computing fm(wm(n))
f ′m(wm(n))

with N digit

accuracy. We develop an iterative algorithm based on Newton’s method to calculate the

bandwidth of the users associating with SBSs in a distributed manner, given by Algorithm

2.

Thus the proposed HFC algorithm executes after finishing two stages. Algorithm 3

summarises the two stages from initiation to execution.

Remark 2 (Residual utility). According to the objective function (5.2a), a user may have

a residual utility value equivalent to its threshold delay without associating with any SBS.

This unique characteristic is a result of the logarithmic utility function of the simplified

NBG model, where a user gains residual utility without associating. This phenomenon

can explicitly motivate users to connect with an MBS since the additional gain in utility

translates into a higher payoff for associating with an MBS. Therefore a modification of

the objective function (5.2a) is proposed in the following with a penalty term:

∑
m∈M

[
log tτ − log(1− am

wm
)

]
−
∑
m∈M

Pm(1− xm), (5.16)

where Pm is the penalty term, which a user pays when it does not choose to associate

with an SBS. Setting Pm = log(tτ ) will cancel out the residual utility gain. Furthermore

Pm can also be used to punish selfish nodes who do not want to cooperate. Thus it can

be seen as a mechanism to induce cooperation among users, so that more users can be

pushed towards the SBSs for content-retrieval purposes, given that the requested contents

are available at the small-cell tier.
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Figure 5.5: Delay performance of the HFC algorithm.

5.4 Numerical Analysis

This section analyses the performance of the proposed heuristic algorithm. The bandwidth

allocation for users along with their delay performance is obtained by using MATLAB. The

performance of the HFC algorithm is compared with the distributed solution proposed in

Chapter 4. Before presenting the results, the values of the parameters used in simulations

are listed: number of users 5, tτ = 10, Υ = 10, number of contents = 5, C1 = 10, C2 = 20,

C3 = 30, C4 = 40, C5 = 50, Wmax = 100 and Pm = log(tτ ).

5.4.1 Delay Performance

We investigate the delay performance of the proposed HFC algorithm for given SBS

bandwidth and threshold delay requirements. Using Algorithm 3, the SBS association
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Figure 5.6: Utility Performance of HFC Algorithm.

and bandwidth allocation are computed for each user. The HFC algorithm allocates

bandwidth to the five users as 10, 14.4536, 18, 21.0788 and 23.86. Once the bandwidth

value is obtained, the delay for each user is calculated and plotted against the number of

users as given by the red line in Fig. 5.5. The sum delay in SBS 1 and the average user

delay per user is also calculated and plotted against the number of users. Both the sum

delay and the average delay per user increases with the number of users.

5.4.2 Utility Performance

This section analyses the utility performance of the HFC algorithm as shown in Fig. 5.6.

Using the bandwidth allocation obtained previously, we can calculate the utility for each

user and plot it against the number of users. The green line plots the utility function
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Figure 5.7: Convergence of the iterative bandwidth allocation.

(5.2a) and the red line plots the utility modification proposed in (5.16). The residual

utility is given by the blue star in Fig. 5.6. It is clear that (5.2a) always assigns some

utility value to a user even when a user is not associating with an SBS. Now consider

that tτ is much bigger than 10. In that case the residual utility can be significant since

associating with an MBS will give a higher utility adding with the residual utility. As a

result, including the penalty term in the utility function can exactly subtract the amount

given by log(tτ )

5.4.3 Convergence Analysis

We analyse the convergence properties of the iterative bandwidth allocation procedure

given by Algorithm 2. The Wmax value is 100 and ε = 0.001. As observed in Fig.

5.7, the proposed algorithm only takes 5 iterations to converge to a feasible root. Thus
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Figure 5.8: Sum delay performance.

convergence of the bandwidth allocation, i.e. of the HFC algorithm, is guaranteed.

5.4.4 Performance Comparison (Joint Optimisation Versus HFC)

This section compares the performance of the NBG-based joint cache-association and

bandwidth-allocation algorithm proposed in Chapter 4 and the HFC algorithm, in terms

of the delay performance of users. The simulation parameters are given in Section 5.4.

Fig. 5.8 compares the sum-delay performance for both algorithms. It is clear that the

HFC algorithm provides the better performance. The HFC algorithm’s delay performance

is superior until the 4-th user associates with an SBS, when the joint cache-association

and bandwidth-allocation algorithm gives a sum delay of 0.7 and the HFC algorithm gives

0.6. When the 5-th user associates with the SBS, the difference between the sum-delay

performance of both algorithms reduces. However the HFC algorithm still gives superior
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Figure 5.9: Average delay performance.

performance. Fig. 5.9 shows the average delay performance for both algorithms. The

HFC algorithm clearly outperforms the joint cache-association and bandwidth-allocation

algorithm, though the average delay performance of both algorithms reduces when the

5-th user joins the SBS. Note that the joint cache-association and bandwidth-allocation

algorithm allocates only the minimum bandwidth to satisfy the delay requirement. On

the other hand, the HFC algorithm’s bandwidth allocation follows equation (5.10). As

a result a performance gap exists until the fourth user association. Since the maximum

bandwidth Wmax is kept the same for both algorithm, the gap reduces significantly when

the fifth user associates with an SBS. This is due to the fact that both algorithms allocate

almost all of Wmax.
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5.5 Summary

This chapter provides a heuristic solution of the caching problem proposed in Chapter 4

where the joint optimisation of user association and the bandwidth allocation is decoupled

into two separate problems. Thus the HFC algorithm executes in two stages where it

assigns users to an SBS first; after that it allocates bandwidth to users. Interestingly

the iterative bandwidth-allocation algorithm derived in this chapter follows Newton’s

method. Therefore a faster convergence is guaranteed than with the distributed solution.

Numerical analysis shows that the HFC algorithm also outperforms the NBG-based joint

cache-association and bandwidth-allocation algorithm in terms of delay performance.



Chapter 6

Fair Cache Association and Content

Placement in 5G HetNet

6.1 Chapter Introduction

This chapter presents a content-caching problem which jointly considers the cache as-

sociation and the cache placement in a 5G HetNet. We extend the caching model pro-

posed in Chapter 4 and Chapter 5 by introducing the cache-placement decision in the

objective-function formulation. This model replicates a scenario where a user’s cache as-

sociation depends on whether a content has been placed in the cache or not. In addition

the threshold-delay constraint also needs to be satisfied for each user case. Both cache

placement and cache association are modelled using the binary decision variables. The

concept of NBG is applied to formulate an optimisation problem which results in a fair

and Pareto-optimal solution. However the presence of both decision variables in the ob-

jective function and a constraint function complicates the optimisation problem. The new

problem becomes a bilinear non-convex integer programming problem where the presence

of bilinear term makes the problem hard to solve.

139
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To solve the problem, the first step is to remove the mutual coupling between the bi-

nary decision variables. We attempt to introduce the concept of fairness into the content-

caching problem, and as a result NBG-based optimisation is used. Note that FLPs are

generally formulated into a traditional MINLP and they are analogous to the cache-

association problem. In addition, FLPs do not consider fairness. Unlike traditional FLPs

we incorporate the concept of fairness in our joint cache-placement and cache-association

model. A linear relaxation method known as the McCormick relaxation [141], [142], [143]

is applied, which allows us to search for a solution in the convex region. The bilinear

term vanishes from the objective function as well as from the constraint after applying

the relaxation. Thus, after the McCormick relaxation, the new problem becomes a convex

problem [141], however it provides a near optimal solution. For mixed-integer nonlinear

programming (MINLP) the relaxed problem may not provide an optimal solution. Such

a case is demonstrated in [144], where the relaxed problem of the bargaining problem

provides a near-optimal solution. In order to find a solution in a distributed manner,

Lagrange relaxation is applied. It allows us to express the convexified problem as three

subproblems. Thus each user needs to solve their own individual set of subproblems.

Finally a subgradient method is applied to solve each subproblem iteratively. Numerical

results are provided to demonstrate the performance of the proposed scheme. Due to

the presence of bilinear terms as optimisation variables, finding the optimal solution of

such MINLP is computationally exhaustive when the number of SBSs and users increases.

Therefore, scalability of proposed bilinear programming is doubtful when the number of

SBSs and users increases [145], [146]. To improve scalability, bilinear MINLP problems

are solved using Lagrange relaxation and subgradient methods are generally used to avoid

centralised computation [146]. Thus the distributed solution obtained by using Lagrange

relaxation is solvable in polynomial or pseudo-polynomial time and therefore maintains

tractability [126]. Though, subgradient method is applied to facilitate parallel computa-



6.2. Network Model and Assumption 141

Table 6.1: List of Important Symbol Notations

Symbol Description

I Set of SBSs

M Set of users

x Vector of cache association variables

y Vector of cache-placement variables

Q Set of all contents cached by SBS

Cq Size of the q-th content

wmi Allocated bandwidth to m-th user by i-th SBS

Υi SNR of the i-th SBS

tτ Delay threshold

tmiq Delay for m-th user

Θi Cache size of i-th SBS

Wmin Minimum bandwidth requirement of each user

Wmax
i total bandwidth of SBS i

α,β,γ Set of non-negative Lagrange multipliers

tion, the overall computation remains the same. Therefore to propose a computationally

efficient algorithm a heuristic solution is needed which remains a future work of this

chapter.

6.2 Network Model and Assumption

6.2.1 Notation Summary

The notation used is summarised in Table 6.1.
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6.2.2 Elements of Wireless Networks

A HetNet is considered which consists of an MNO, where it deploys one MBS, and a large

number of SBSs. Both the MBS and SBSs adopt LTE in their physical layer to provide

services to users. The set of all SBSs is denoted by I = {1, · · ·, I} where i ∈ I, denotes the

i-th SBS. We denote the set of users asM = {1, · · ·,M} where m ∈M, denotes the m-th

user. It is assumed that the MNO deploys SBSs very close to each other so that SBSs

can serve as many content requests as possible. The MBS and SBSs are connected with

the core network with high-capacity, and limited-capacity wired backhaul respectively.

Since spectrum is a scarce resource, spectrum sharing is preferred by the MNO. There-

fore the MBS and SBSs share the same spectrum, i.e. they are deployed in an underlay

spectrum-access manner. In order to avoid intra-tier and inter-tier interference, an in-

terference coordination mechanism is considered among MBS and SBSs, in the downlink

channels [114], [56], [115]. Therefore it is assumed that all SBSs deployed by the MNO

provide an identical SNR. This assumption can be removed by devising a joint caching

and transmission policy for delivering a content. We denote the SNR of the i-th SBS as

Υi. Furthermore, to associate with an SBS, consider that the m-th user can negotiate

with other users at the same time. These users are trying to associate with the nearby

SBSs of the m-th user. Though a user can bargain with other users who are trying to

associate with different SBSs, each user can only associate with one SBS. Thus the m-th

user can only search for association with any SBS i : i ∈ Nm, where Nm ⊂ I.

6.3 Problem Formulation

A global content library is defined by the set Q = {1, · · ·, Q}. |Q| is the cardinality of

set Q that defines the total content that can be cached by an SBS. However each SBS is

able to place a subset of contents from Q restricted by their cache size, i.e. their storage
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capacity. An MNO regulates contents and decide which contents are going to be included

in a global pool. Let Cq denotes the size of the q-th content in bytes, q ∈ Q. To calculate

the cache capacity of an SBS we define a cache-association and cache-placement vector

respectively as

x = (xmiq:m ∈M, i ∈ Nm, q ∈ Q), (6.1)

and

y = (yiq: i ∈ Nm, q ∈ Q), (6.2)

where xmiq is the association decision of m-th user to the i-th SBS for the q-th content, yiq

is the content-placement decision of the i-th SBS for the q-th content. xmiq ∈ {0, 1} is a

binary decision variable which defines whether the m-th user requesting the q-th content

is going to associate with the i-th SBS or not. yiq ∈ {0, 1} is a binary decision variable

which defines whether the i-th SBS is going to place the q-th content or not. Each SBS’s

cache size is bounded by the following equation:

∑
q∈Q

yiqCq ≤ Θi, (6.3)

where Θi denotes the storage capacity of SBS i. Suppose that SBS i allocates a bandwidth

denoted by wmi for userm. Therefore the data rate of userm for content download purpose

is given by the following equation:

Rmiq = wmi log(1 + Υi), (6.4)

Suppose that the m-th user wants to retrieve the q-th content from the i-th SBS. The

delay for retrieving the m-th content is:

tmiq =
xmiqyiqCq

wmi log(1 + Υi)
, (6.5)
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Notice that the delay is dependent on the content size Cq and the allocated bandwidth

wmi for the m-th user at the i-th SBS. To simplify the delay equation given by (6.6), it

is assumed that all users will be allocated the same amount of bandwidth, which is the

minimum bandwidth to satisfy the threshold delay requirement. Assume that Wmin is

the minimum required bandwidth for all users. Substituting Wmin in (6.6) we get:

tmiq =
xmiqyiqCq

Wmin log(1 + Υi)
. (6.6)

To associate with SBS i, the following delay requirement must be satisfied:

(tτ − tmiq) > 0, (6.7)

where tτ is the threshold delay, which is computed in terms of the average download

delay per user, and tmiq is the delay for the m-th user for retrieving the q-th content

from the i-th SBS. Therefore the m-th user will only associate with the i-th SBS when

the content retrieval delay satisfies (6.7). The NBG-based optimisation for the proposed

caching problem is given in Section 6.5 using (6.7) as a utility function.

6.4 Preliminaries on McCormick Relaxation

In order to apply linear relaxation for optimisation problems regarding bilinear products,

McCormick envelopes [141], [143] are commonly used and the relaxation process is termed

as McCormick relaxation. Consider variables a, b ∈ R whose bilinear product is ab. Each

variable has a lower bound and an upper bound defined in the following form respectively:

aL ≤ a ≤ aU , (6.8)

and

bL ≤ b ≤ bU . (6.9)
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Then the McCormick relaxation can be achieved by substituting the bilinear product ab

with its surrogate z : z ∈ R in the optimisation problem. Furthermore the following

envelopes are added as constraints

z ≥aLb+ abL − aLbL,

z ≥aUb+ abU − aUbU ,

z ≤aUb+ abL − aUbL,

z ≤abU + aLb− aLbU .

(6.10)

6.5 Joint Cache-Association and Cache-Placement Al-

gorithm

In this section, we model the cache-selection procedure into a Nash bargaining Game.

In order to formulate the optimisation model in the form of a GNBS, we define the

agreement utility function for user m as Um(xmiq, yiq) := (tτ −
∑

i∈Nm
∑

q∈Q tmiq). This

implies that the m-th player wants to associate with any of its neighbouring SBS i ∈ Nm

for retrieving the q-th content if and only if the content-retrieval delay remains under some

threshold tτ . Though each user can only associate with an SBS, it can simultaneously

bargain with other users, who are competing for association with different SBSs. Note

that if a user selects an SBS i ∈ Nm then it will not select any SBS j ∈ Nm. Thus the

association process satisfies the independence of irrelevant alternative axiom of the NBG.

The disagreement utility for the m-th user is U0
m := tmin = 0. The interpretation of the

disagreement utility is that the m-th user will not associate with the i-th SBS if the delay

condition is not satisfied; i.e. if the download delay is higher or equal to the delay for

MBS association, the deal between any m-th user and any i-th SBS will break down. Now
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the joint optimisation problem is formulated as follows:

max
x,y

∑
m∈M

log

(
Um(xmiq, yiq)− U0

m

)
, (6.11a)

s.t.
∑
q∈Q

yiqCq ≤ Θi, q ∈ Q, i ∈ Nm, (6.11b)

∑
i∈Nm

xmiqyiq = 1, q ∈ Q, i ∈ Nm,m ∈M, (6.11c)

∑
q∈Q

xmiq ≤
Wmax
i

Wmin
, q ∈ Q, i ∈ Nm,m ∈M, (6.11d)

∑
i∈Nm

tmiq ≤ tτ , q ∈ Q, i ∈ Nm,m ∈M, (6.11e)

xmiq ∈ {0, 1}, q ∈ Q, i ∈ Nm,m ∈M, (6.11f)

yiq ∈ {0, 1}, q ∈ Q, i ∈ Nm. (6.11g)

Notice that the ratio
Wmax
i

Wmin gives us the number of users who can be served by SBS i. Thus

denote Si =
Wmax
i

Wmin , which is the number of users that SBS i serves. We substitute the

value of the utility functions and obtain the following optimisation problem:

max
x,y

log

(
tτ −

∑
i∈Nm

∑
q∈Q

tmiq

)
(6.12a)

s.t.
∑
q∈Q

yiqCq ≤ Θi, q ∈ Q,m ∈M, (6.12b)

∑
i∈Nm

xmiqyiq = 1, q ∈ Q, i ∈ Nm,m ∈M, (6.12c)

∑
q∈Q

xmiq ≤ Si, q ∈ Q, i ∈ Nm,m ∈M, (6.12d)

∑
i∈Nm

tmiq ≤ tτ , q ∈ Q, i ∈ Nm,m ∈M, (6.12e)

xmiq ∈ {0, 1}, q ∈ Q, i ∈ Nm,m ∈M, (6.12f)

yiq ∈ {0, 1}, q ∈ Q, i ∈ Nm,m ∈M. (6.12g)



6.5. Joint Cache-Association and Cache-Placement Algorithm 147

The optimisation problem presented by (6.12a)-(6.12g) is the proposed caching model

formulated based on NBG, where each user’s utility is generated by successfully down-

loading the desired content within the threshold delay. However each users’ utility also

depends on the decision of an SBS to place the content in its cache. Constraint (6.12b)

imposes a restriction on maximum number of contents which can be cached at any SBS

i must not exceed its cache capacity. Constraint (6.12c) explains that any user can only

download a content from one SBS, given that SBS i decides to place the desired content

of user m. Constraint (6.12d) imposes a restriction on a maximum association of SBS i,

i.e. how many users can associate with a particular SBS depends on the total bandwidth

of that SBS. Constraint (6.12e) states that the delay experienced by each must not exceed

the threshold delay. Constraints (6.12f) and (6.12g) are binary decision variables for cache

association and cache placement respectively.

The optimisation problem given by (6.12a)-(6.12f) involves two binary decision-making

parameters. There exists a bilinear product in the objective function as well as in a

constraint function, which makes the problem extremely hard to solve. However due to the

characteristics of the GNBS, i.e. since it deals with the maximisation of logarithmic utility

functions, it can be shown that under certain conditions the utility functions in GNBS can

preserve concavity. Nevertheless the presence of bilinear terms in the objective function

(6.12a), as well as in the constraint function (6.12c), makes both functions non-convex

and hence the problem (6.12a)-(6.12f) is a non-convex integer programming problem. To

comply with Nash’s axioms, the problem must be transformed into convex programming.

Therefore we apply a well-known linear relaxation technique involving bilinear terms called

McCormick envelopes. Section 6.4 provides preliminary notes on McCormick relaxation.

We apply these procedures to convert our problem into a convex programming in the

following section.
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6.5.1 Convex Relaxation Applying McCormick Relaxation

To obtain linear relaxations for bilinear terms xmiqyiq, we introduce its surrogate zmiq.

Applying McCormick relaxation, we obtain:

zmiq ≥ 0, (6.13)

zmiq ≤ xmiq, (6.14)

zmiq ≤ yiq, (6.15)

and

zmiq ≥ xmiq + yiq − 1. (6.16)

Adding (6.13)- (6.16) as constraints and replacing the bilinear product with its surro-
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gate, we obtain the equivalent convex program as follows:

max
x,y,z

∑
m∈M

log

[
tτ −

∑
i∈Nm

∑
q∈Q

zmiqCq
wmi log(1 + Υi)

]
, (6.17a)

s.t.
∑
q∈Q

yiqCq ≤ Θi, i ∈ Nm, q ∈ Q, (6.17b)

∑
i∈Nm

zmiq = 1, q ∈ Q, i ∈ Nm,m ∈M, (6.17c)

∑
q∈Q

xmiq ≤ Si, q ∈ Q, i ∈ Nm,m ∈M, (6.17d)

∑
i∈Nm

zmiqCq
Wmin log(1 + Υi)

≤ tτ , q ∈ Q, i ∈ Nm,m ∈M, (6.17e)

xmiq ∈ [0, 1], q ∈ Q, i ∈ Nm,m ∈M, (6.17f)

yiq ∈ [0, 1], q ∈ Q, i ∈ Nm,m ∈M, (6.17g)

zmiq ≥ 0, q ∈ Q, i ∈ Nm,m ∈M, (6.17h)

zmiq ≤ xmiq, q ∈ Q, i ∈ Nm,m ∈M, (6.17i)

zmiq ≤ yiq, q ∈ Q, i ∈ Nm,m ∈M, (6.17j)

zmiq ≥ xmiq + yiq − 1, q ∈ Q, i ∈ Nm,m ∈M. (6.17k)

Now the above optimisation problem is solvable by applying Lagrange relaxation method

which is described in the following section.

6.5.2 Distributed Solution: Lagrangian Relaxation Approach

This section details the Lagrange relaxation procedure for obtaining a distributed solution

for the convexified problem (6.17a)-(6.17k). We relax constraints (6.17i), (6.17j) and



150 Chapter 6. Fair Cache Association and Content Placement in 5G HetNet

(6.17k) and obtain the following Lagrange function:

L(x,y, z,α,β,γ) =∑
m∈M

log

[
tτ −

∑
i∈Nm

∑
q∈Q

zmiqCq
Wmin log(1 + Υi)

]
+

∑
m∈M

∑
i∈Nm

∑
q∈Q

[
αmiq(zmiq − xmiq) + βmiq(zmiq − yiq)+

γmiq(xmiq + yiq − zmiq − 1)

]
,

(6.18)

where α � 0,β � 0,γ � 0 are the nonnegative KKT multipliers for the constraints. We

rearrange the Lagrangian (6.18) in the following form:

L(x,y, z,α,β,γ) =∑
m∈M

[
log

(
tτ −

∑
i∈Nm

∑
q∈Q

zmiqCq
Wmin log(1 + Υi)

)
+
∑
i∈Nm

∑
q∈Q

zmiq(αmiq+

βmiq + γmiq)

]
+
∑
m∈M

[ ∑
i∈Nm

∑
q∈Q

xmiq(−αmiq + γmiq)

]
+

∑
m∈M

[ ∑
i∈Nm

∑
q∈Q

(−yiqβmiq + yiqγmiq − γmiq)
]

⇒ L(x,y, z,α,β,γ) =∑
m∈M

[
F ′(zmiq) +G′(xmiq) +H ′(yiq)

]
,

(6.19)

where,

F ′(zmiq) =

[
log

(
tτ −

∑
i∈Nm

∑
q∈Q

zmiqCq
Wmin log(1 + Υi)

)
+
∑
i∈Nm

∑
q∈Q

zmiq(αmiq + βmiq + γmiq)

]
,

(6.20)

G′(xmiq) =

[ ∑
i∈Nm

∑
q∈Q

xmiq(−αmiq + γmiq)

]
, (6.21)
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and

H ′(yiq) =

[ ∑
i∈Nm

∑
q∈Q

(−yiqβmiq + yiqγmiq − γmiq)
]
. (6.22)

We can write the dual function as

d(α,β,γ) = max
x,y,z
L(x,y, z,α,β,γ). (6.23)

Now the dual problem can be written as

min
α,β,γ

d(α,β,γ) (6.24a)

s.t.
∑
q∈Q

yiqCq ≤ Θi, q ∈ Q, i ∈ Nm, (6.24b)

∑
i∈Nm

zmiq = 1, q ∈ Q, i ∈ Nm,m ∈M, (6.24c)

∑
q∈Q

xmiq ≤ Si, q ∈ Q, i ∈ Nm,m ∈M, (6.24d)

∑
i∈Nm

zmiqCq
Wmin log(1 + Υi)

≤ tτ , q ∈ Q, i ∈ Nm,m ∈M, (6.24e)

xmiq ∈ [0, 1], q ∈ Q, i ∈ Nm,m ∈M, (6.24f)

yiq ∈ [0, 1], q ∈ Q, i ∈ Nm, (6.24g)

zmiq ≥ 0, q ∈ Q, i ∈ Nm,m ∈M. (6.24h)

Notice that the Lagrangian function (6.19) exhibits an especial structure. Utilising it, the

dual problem is separable in terms of z, x and y. Thus (6.24a)-(6.24h) is decomposed

into three subproblems.
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Subproblem 1:

min
α,β,γ

∑
m∈M

F ′(zmiq), (6.25a)

s.t.
∑
i∈Nm

zmiq = 1, q ∈ Q, i ∈ Nm,m ∈M, (6.25b)

∑
i∈Nm

zmiqCq
Wmin log(1 + Υi)

≤ tτ , q ∈ Q, i ∈ Nm,m ∈M, (6.25c)

zmiq ≥ 0, q ∈ Q, i ∈ Nm,m ∈M. (6.25d)

Subproblem 2:

min
α,γ

∑
m∈M

G′(xmiq) (6.26a)

s.t.
∑
q∈Q

xmiq ≤ Si, q ∈ Q, i ∈ Nm,m ∈M, (6.26b)

xmiq ∈ [0, 1], q ∈ Q, i ∈ Nm,m ∈M. (6.26c)

Subproblem 3:

min
β,γ

∑
m∈M

H ′(yiq), (6.27a)

s.t.
∑
q∈Q

yiqCq ≤ Θi, q ∈ Q, i ∈ Nm, (6.27b)

yiq ∈ [0, 1], q ∈ Q, i ∈ Nm. (6.27c)

Notice that after applying McCormick relaxation the bilinear term vanishes. Perform-

ing dual-decomposition further reduces the complexity of solving a large optimisation

problem by decomposing the convexified problem into separate subproblems. Instead of

solving three subproblems centrally we further separate the subproblems for each user.

Thus any m-th user has to solve the following subproblems:
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Subproblem 1 of m-th User:

min
α,β,γ

F ′(zmiq), (6.28a)

s.t.
∑
i∈Nm

zmiq = 1, (6.28b)

∑
i∈(Nm

zmiqCq
Wmin log(1 + Υi)

≤ tτ , (6.28c)

zmiq ≥ 0. (6.28d)

Subproblem 2 of m-th User:

min
α,γ

G′(xmiq), (6.29a)

s.t.
∑
q∈Q

xmiq ≤ Si, (6.29b)

xmiq ∈ [0, 1]. (6.29c)

Subproblem 3 of m-th User:

min
β,γ

H ′(yiq), (6.30a)

s.t.
∑
q∈Q

yiqCq ≤ Θi, (6.30b)

yiq ∈ [0, 1]. (6.30c)

Thus Lagrangian relaxation provides a powerful tool to decompose a centralised opti-

misation problem into independent user problems. Here we apply the subgradient method

to compute and update the dual variables α, β and γ. In the k-th iteration the dual

variables are updated as follows:

αmiq(k + 1) = [αmiq(k) + ρα(k)gα(k)]+, (6.31)
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where αmiq(k) is the k-th iterate, gα(k) is any subgradient at αmiq(k) and ρα(k) is an

appropriate step size of the k-th iteration. The step-size selection is detailed in Section

4.4.2 of Chapter 4.

βmiq(k + 1) = [βmiq(k) + ρβ(k)gβ(k)]+, (6.32)

where βmiq(k) is the k-th iterate, gβ(k) is any subgradient at βmiq(k) and ρβ(k) is an

appropriate step size of the k-th iteration.

γmiq(k + 1) = [γmiq(k) + ργ(k)gγ(k)]+, (6.33)

where γmiq(k) is the k-th iterate, gγ(k) is any subgradient at γmiq(k) and ργ(k) is an

appropriate step size of the k-th iteration. The processing delay of solving the independent

user problem is the same as solving a Lagrangian relaxation, which can be solved in

polynomial time. Therefore each of the subproblems is solvable in polynomial time.

6.6 Numerical Results

This section analyses the numerical results of the joint cache placement and association

problem in terms of user association and average delay performance. The caching per-

formance is numerically simulated for a caching-enabled HetNet, which is composed of

two SBSs and one MBS. The content library has two contents and each SBS can only

place one of the contents according to their individual cache capacity. It is assumed that

the content request made by each user to both SBSs follows Zipf’s distribution. The role

of content distribution is very important to maximise the cache hit rate at an SBS. To

compute and compare SBS cache hit rate, Zipf distribution is necessary since it models a

system when there are unobserved and underlying variables. Zipf distribution is a most

widely used model [72], [73], [122] for calculating cache hit rate which arises from Zipf’s

law, describing a relation between rank order and frequency of occurrence [147]. It states
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that, when observations are ranked by their frequency, the frequency of a particular ob-

servation is inversely proportional to its rank [147]. Thus Zipf distribution describes the

popularity of a content where a content is ranked first and then its frequency, i.e. how

many times a content is requested can be can calculated by Zipf’s law. Zipf’s distribution

states that the relative probability for requesting the q-th content request is proportional

to 1
qη

where η is a positive value and 0 ≤ η ≤ 1. Thus the Zipf’s distribution can ex-

plicitly determine the content popularity. The Zipf’s distribution function is expressed as

follows [148]:

rq =
1

qη

( |Q|∑
q=1

1

qη

)−1

, q = 1, 2, (6.34)

where rq denotes the request generated for the q-th content and |Q|= 2 for our scenario.

Here q = 1 means that content 1 is more popular than content 2 and will be requested

more frequently. The content sizes are C1 = 115, C2 = 100. The minimum bandwidth

for each association is Wmin = 20 and the bandwidth of each SBS is 100. The threshold

delay tτ = 10.

Now we generate content-download requests for 20 users and observe the user associ-

ation to each SBS for content 1 and content 2. It is important to examine the potency

of the proposed utility function in terms of SBS association, since it is the goal of this

chapter to increase SBS association for content caching. Therefore we will investigate the

user association in each SBS for different user settings and given system parameters. We

use five different user settings to analyse the performance of the content-caching system.

The five different user settings are: 1-user, 5-user, 10-user, 15-user and 20-user. The

NBG-based caching algorithm will give bandwidth allocation and optimal association,

and plotting against various user settings will allow us to calculate the user association

in %. This gives us a user bound, i.e. the number of users who can be served by an SBS,

depending on the cache availability, for given system parameters.
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Figure 6.1: User association considering cache placement when Wmin = 20.

Thus for a given number of users we calculate user association for each content to

each BS. The result obtained is plotted in Fig. 6.1. Notice that content 1 is requested

more than content 2. This is due to the fact that content 1 ranks higher than content

2 according to Zipf’s distribution. Notice that in 10-user setting, one user requesting

content 1 joins MBS. This phenomenon occurs since SBS 1 can not accommodate more

users without violating the minimum bandwidth constraint. For SBS 2, this situation

occur in 20-user setting since fewer number of users request content 2.

This gives us an idea to design a content caching system using content popularity.

Suppose that an SBS can place more than 1 content. Placing multiple popular contents

will certainly increase SBS association if Wmin is small. Such a case is demonstrated in

Fig. 6.2, where Wmin = 10. Notice that SBS 2 is able to serve all the content request.
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Figure 6.2: User association considering cache placement when Wmin = 10.

This will increase individual user delay but more users can be assigned to SBS as long as

threshold delay constraint is satisfied.

Remark 3. An important observation is that a decision of an SBS about placing the most

popular content will increase its cache association. As a result it can overload an SBS in

this process. On the other hand if there are multiple SBSs and if all of them decide to

place the most popular content, then some SBSs are going to be under-utilised. Thus there

exists a trade-off between content popularity and efficient SBS utilisation. Therefore the

content-placement decision needs to be carefully optimised for efficient SBS utilisation. On

the other hand, utilising tτ congestion can be avoided and SBS utilisation can be improved.

Fig. 6.3 shows the average data rate performance of users associated with SBS 1 and

SBS 2. It has been found that users requesting content 1 suffers from higher average
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Figure 6.3: Average delay performance of users.

delay. Notice that at the 10-user setting SBS 1 serves 5 users and SBS 2 serves 4 users. In

addition, content 1 has a bigger size than content 2. As a result, users requesting content

1 experience more delay.

6.7 Summary

In this chapter, an NBG-based joint content-placement and user-association problem is

considered. It is found that the formulated optimisation problem is non-convex due to the

presence of the bilinear terms. Therefore, a linear relaxation method called McCormick

relaxation is first used to convexify the problem. After that Lagrange relaxation method

is applied to decompose the centralised problem into independent user problems. Finally

a small-scale optimisation of the proposed system is performed using MATLAB. The
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findings are plotted for different user settings to show how the proposed system works for

given system parameters. The idea, presented in the form of an NBG in this chapter, can

be improved further if SBSs cooperate to maximise caching opportunity.





Chapter 7

Thesis Conclusion and Future Work

This chapter presents a summary of the research outcomes of this thesis. In addition,

brief notes on the direction of future work are provided.

7.1 Thesis Conclusions

This thesis focuses on the key enabling technologies for 5G HetNets. As explained in the

literature review, both offloading and content-caching technologies provide an inexpensive

upgrade to enable exciting network features and enhance the data rate of users without

relying on new spectrum. It is clearly pointed out in the recent literature that legacy

resource-allocation schemes fail to fully utilise precious RF spectrum. As a consequence

they give an inefficient spectrum utilisation in the small-cell tier. Thus offloading and

the content-caching mechanisms fit nicely into the pool of prospective technologies to

unlock the potential of small-cells. To engineer an inexpensive and efficient solution

for the existing spectrum-scarcity problem, this thesis proposes novel resource allocation

techniques for 5G HetNets, summarised as follows:

• A price-based offloading scheme is proposed for macrocell-controlled offloading in

161
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Chapter 3, where each user performs network selection based on EGT. The pricing

scheme proposed in Chapter 3 is viewed as a control mechanism from the macrocell

perspective and has two objectives. Firstly it enables macrocell-controlled offload-

ing, i.e. a macrocell controls its population share by means of pricing. A macrocell

first adopts linear pricing, which reduces with an increasing number of macrocell

users. As soon as the macrocell PS increases to a certain proportion, it triggers a

high threshold price for users. It has been observed that the effect of a threshold

price is more severe to users who suffer from interference from nearby SBSs. There

arises a situation for a user when associating with the SBS, i.e. the interferer, be-

comes more beneficial in terms of the utility gain than remaining associated with a

macrocell. An EGT-based network-selection algorithm is provided which shows that

a significant proportion of users will select small-cells under the proposed pricing

strategies. The existence, uniqueness and stability criteria of the proposed algorithm

are derived. Various network configurations have been tested to analyse the flexibil-

ity, scalability and efficiency of the proposed pricing algorithm. Simulation results

showed excellent performance in terms of offloading users efficiently to SBSs and it

certainly outperforms the contemporary RSS-based user-association technique.

• Video streaming services and video-on-demand services have gained massive popu-

larity among consumers in recent times. As a consequence video contents are adding

up to 70% of overall mobile data traffic. As a result an MBS cannot guarantee high

quality and sustainable performance to all users. Therefore a new outlook is re-

quired on content-based services, which should focus on SBS-based caching rather

than MBS-based caching. Considering this fact in Chapter 4, a novel caching strat-

egy is developed to maximise the locally available caching opportunities provided

by small-cells. A novel utility function is designed to ensure SBS association for

content downloading. The inclusion of an MBS’s average content-download delay in
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the utility-function design enables an MNO to devise a SBS-centric content-caching

algorithm. An NBG-based algorithm is proposed to ensure fair allocation of resource

to the associated users. Both centralised and distributed algorithms are developed

for the proposed NBG-based optimisation scheme. Numerical results are provided

outlining the trade-off between the threshold delay and the SBS bandwidth. Sim-

ulation results also show a clear benefit for utilising a threshold delay to maximise

SBS association. In addition two different service strategies are proposed based on

varying the threshold delay, where a flexible threshold delay can be implemented

for services such as video-on-demand and a stringent threshold delay can be used

for services such as video streaming. In summary the proposed algorithm provides

a framework for SBSs to play a central role in content caching in a 5G HetNet.

• A major pitfall of the NBG-based joint optimisation scheme proposed for cache asso-

ciation and fair bandwidth allocation in Chapter 4 is that it comes with an inherent

computational complexity. The distributed solution proposed using Lagrange re-

laxation is solvable in polynomial time. However it has a very high computational

overhead. To solve that problem, a heuristic algorithm is proposed in Chapter 5

where the association and bandwidth allocation are solved separately. It is shown

that the HFC algorithm allocates bandwidth to users in a waterfilling-like manner.

It has been analytically proved that the convergence of the bandwidth allocation

follows that of Newton’s method. As a result, a faster convergence is guaranteed

when using the distributed algorithm proposed in Chapter 4.

• The caching algorithm proposed in Chapter 6 considers a scenario where associating

with an SBS for content downloading depends on the content-placement decision

of SBSs. A joint optimisation problem is formulated into an NBG-based game-

theoretic optimisation model. Due to the presence of bilinear terms in the objective
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function as well as in the constraint function, the problem becomes a non-convex

nonlinear integer programming problem. To find an optimal solution, each bilinear

term is replaced by its convex envelopes found by applying McCormick relaxation.

The convexified problem is then solved by using Lagrange relaxation. A distributed

algorithm is proposed based on the subgradient method.

7.2 Future Research Directions

Both offloading and content-caching techniques are regarded as potential candidate tech-

nologies to be featured in 5G networks. This thesis has investigated those topics from an

engineering mindset to provide low-cost, efficient and robust networking solutions. Of-

floading and content-caching technologies have the capabilities to transform the wireless

network experience to the next level without expanding the spectrum domain (mm-wave)

or applying complex technology such as massive-MIMO to harness the SE gain. Inspired

by the HetNet potential and spectrum-sharing benefits, this thesis provides a novel price-

based offloading scheme and a threshold-delay-based utility-function design for content

caching. Both schemes can be used as a benchmark to further enhance the efficiency of

proposed schemes so that they can be improved to develop state-of-the-art offloading and

content-caching schemes respectively. In addiction, the application of game-theory-based

analytical methodology can be used as a framework to instill the much-desired network

intelligence in future wireless networks. Based on the research findings, several aspects

of the algorithms can be improved further.

• The offloading scheme proposed in Chapter 3 achieves the design objectives. It has

been shown that the macrocell has the much-needed control factor to maintain its

optimum population share. However the threshold data rate and pricing parameters

for small-cell association and macrocell association can be optimised to give an
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optimum population share in each tier. Furthermore appropriate software and test-

beds need to be designed for field trials.

• The content-caching schemes proposed in Chapters 4-6 can be utilised to develop

various content-based services, where the threshold delay can be chosen based on

the type of content request made by the users. In other words the efficiency of

the edge caching can be enhanced greatly by an appropriate choice of threshold

delay. Co-located SBSs can form clusters and jointly decide on placing different

category of contents in a cooperative manner. Forming clusters to place and deliver

contents is an excellent alternative to tackle the content diversity issue rather than

placing a large number of SBSs. In this way, each SBS is able to place different

types of contents rather than placing the same contents in all SBSs, via cooperation

and coordination. This will allow users to download a large portion of contents

from the small-cell tier, which will eventually increase the small-cell cache hit rate.

Therefore an effective clustering or SBS grouping scheme is needed to deliver an

optimal performance in SBS-based caching. Furthermore there exists a challenge to

develop a faster algorithm so that real-time implementation is possible for an SBS-

based content-retrieval system. A delay can arise in the form of congestion, queuing

delay, backhaul delay. In addition, delay can also arise if a requested content is

not available in an SBS. Then the SBS can either redirect the requesting user to a

nearby SBS or the SBS can download the file itself and broadcast it to the user who

requested the content. Therefore the delay model proposed in Chapter 4 can be

upgraded to a more refined delay model. Thus the schemes proposed in Chapters

4-6 can be used a framework and they can be improved further for developing a

full-fledged content-caching system for 5G networks.
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Appendix A

List of Acronyms

AAA Authorization and accounting

AI Artificial intelligence

APs Access points

BSs Base stations

BRUTE Best responding user association with traffic estimation

CAPEX CAPital EXpenditure

CPs Content providers

CRE Cell range expansion

CR Cognitive radio

CRN Cognitive radio networks

EGT Evolutionary game theory

EPC Evolved pocket core

ESS Evolutionary stable strategy

FLP Facility location problem

1G First generation

4G Fourth generation

167
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5G Fifth generation

GAP Generalised assignment problem

GNBS Generalised Nash bargaining solution

HetNets Heterogenous networks

ICN Information centric networking

ILP Integer linear programming problem

IoT Internet of things

LTE Long term evolution

MBS Macrocell base station

MNOs Mobile network operators

MU Macro users

NBG Nash bargaining game

NBS Nash bargaining solution

NE Nash equilibrium

ODE Ordinary differential equations

OPEX OPerating EXpenditure

PRBs Physical resource blocks

QoE Quality of experience

QoS Quality of service

RF Radio frequency

RSS Received signal strength

SBSs Small cell base stations

SE Spectral efficiency

SO Self organizing

SON Self organized networks

SINR Signal to interference plus noise ratio
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SNR Signal to noise ratio

SP Service provider

2G Second generation

3G Third generation

UEs User equipments

URLLC Ultra reliable and low latency communications

VLC Visible light communication

WISDOM Wireless innovative system for dynamic operating megacommu-

nications
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