
1
Introduction

The advent of wireless communication and the proliferation of handheld devices has

significantly advanced the growth of nomadic communications. The capability of these

handheld mobile devices to self-organise themselves on-the-fly in the absence of an

infrastructure, and to extend their communications beyond their wireless radio range

has potentially led to the development of Mobile Ad hoc Networks (MANET).

Mobile devices in these networks are commonly referred to as nodes and are predom-

inantly deployed in conditions that include emergency scenarios, such as earthquakes

and other natural disasters, unmanned terrain explorations and defence related appli-

cations etc. Furthermore, the self-organised, multi-hop and infrastructure-less features

have evolved the MANET into being the basis for sensor networks [97, 115, 229, 259,

295, 364, 390, 409], Vehicular Ad hoc Networks (VANET) [325], peer-to-peer wireless

networks [81, 345], pervasive networks [99] and mesh networks [6, 63, 121].
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However, the successful deployment of civilian and commercial MANET is still in

its infancy stages, because the same features that support the development of MANET

emerge as a hindrance for their deployment. In other words, these features give rise

to a range of issues, such as, (a) broken and sporadic links that result from a mobility-

induced dynamically-changing topology [322], (b) insecure and promiscuous wireless

communications [173], (c) self-organised, multi-hop and infrastructure-less features of

MANET being reliant on the cooperation between the mobile nodes [168], and (d) slow

advancement in battery technology causes battery power to be a constrained resource

among the heterogeneous mobile nodes [98]. Extensive research has been carried out to

date to address these issues; the nuclei of this research focus on security [121, 427, 434],

Quality of Service (QoS) and reliability [158, 232, 264, 295, 363, 377, 392, 436, 454],

mobility management and topology control [4, 336], network connectivity and routing

[157, 206, 219, 223, 267, 364, 375, 410, 422], multicasting [49, 109, 117, 263, 291], power

management [95, 126, 139, 197, 281, 402], and localisation and node auto-configuration

[50, 198, 232, 276, 414, 415].

1.1 State of Art

Security is one of the most indispensable research areas and plays a central role in

determining the success of civilian and commercial MANET [418]. Unfortunately, se-

curity solutions that have been proposed for wired networks are not directly inheritable

into the MANET, because of the variant attack patterns and the new types of adver-

sary models. In other words, mobile nodes struggle to enlist trusted intermediaries for

communication with various destinations, because trusted intermediaries are a prereq-

uisite for keeping those communications alive and free from active attacks. This has

strongly influenced the development of security solutions for the routing layer so that

secure end-to-end services between applications can later be realised over a trustworthy

secure routing layer.

Several secure routing protocols [76, 105, 154, 155, 159, 161–164, 179, 180, 215, 260,

282, 284, 337, 367, 397, 399, 445, 446] have been proposed to assist a mobile node in
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discovering secure routes to various destinations. The protocols meet the objective by

devising a set of rules and deploying a suitable cryptographic mechanism. The latter

is used to authenticate intermediate nodes and to verify the integrity of the discovered

routes. Hence, it is noted that the functionality of secure routing protocols relies heavily

on the existence of a robust key management service. Key management is responsible

for initialising and distributing keys (or secret associations) between nodes, and there

after refreshing those keys and performing key revocations. It is a rather difficult service

to attain in the MANET, at least, for the complexities involved in scaling the service

to indeterminate MANET. It has been noted that such an indeterminate characteristic

of the MANET results from the autonomous feature of the nodes to enter and leave the

network at any time after deployment. Furthermore, the self-organised feature of the

MANET contradicts the assumption of a Centralised Authority (CA). To add-on broken

and sporadic links that are the by-products of a mobility-induced dynamically-changing

topology inhibits the basic structure of the distributed online trusted authorities. Since

key management and secure routing protocols are only designed to defend against

predefined active attacks and also to act as a prevention system (or a first-layer of

defence for the MANET), they are neither tailored to stimulate cooperation among

the mobile nodes nor designed to support a mobile node in defending against either

selectively misbehaving nodes or emerging attacks.

Incentive-based payment systems [77, 79, 102, 103, 151, 248, 318, 320, 349, 441,

443, 452, 453, 456] step-in to motivate cooperation among mobile nodes by, (a) provid-

ing incentives for mobile nodes that forward the packets of other nodes, and (b) forcing

mobile nodes to pay to forward self-generated packets. Nevertheless, most if not all pay-

ment systems are custom-made to defend against only a special category of adversary

known as selfish nodes1 and, consequently, only to redress the non-cooperation that

result from packet dropping. In addition, most of these payment systems are either

1Selfish nodes are specific to MANET owing to the heterogeneous battery resources and compu-

tational capability of the nodes. Selfish nodes with low battery power attempt to save power by

not forwarding those packets generated by other mobile nodes. Alternatively, selfish nodes with high

battery power tend to hijack the wireless medium for transmitting only self-generated packets.
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reliant on a tamper-proof hardware or a CA to meet their objective. Finally, they also

struggle to manage pricing issues and the distribution of incentives.

The success of Intrusion Detection Systems (IDS) as a second-layer of defence in

wired networks has potentially influenced the migration or development of such systems

in the MANET [11–13, 16, 73, 94, 104, 153, 195, 262, 286, 289, 290, 361, 362, 370, 371,

388, 389, 400, 403, 421]. The IDS can assist a mobile node in detecting instances

of active attacks by analysing the evidence that was collected from the past actions

of other mobile nodes. For instance, the simplest form of IDS in the MANET is

based on promiscuous monitoring. Although IDS can collect evidence corresponding

to the dynamically-changing behaviours of the other nodes, it fails to facilitate a mobile

node to measure the trustworthiness of other mobile nodes and hence to react to them

accordingly. In this manner, it remains analogous with secure routing, key management

and payment systems, all of which have eventually led to the development of trust

management systems for the MANET [39, 82, 83, 107, 112, 116, 125, 137, 140, 169,

178, 190, 204, 220–222, 235, 252, 272, 273, 301–305, 308–311, 327, 335, 347, 372, 373,

379, 380, 401, 404, 412, 425, 461, 468]. Although trust management systems lack

consensus on the definition of trust at a more fundamental level, they adhere to most

of the following characteristics to act as a detection-reaction system for the MANET,

(a) they collect evidence based on the behaviour of the other mobile nodes through an

IDS and also from the opinions (which are often regarded as recommendations) received

from other nodes, (b) they then subjectively evaluate and rate the evidence and use those

ratings to predict the future behaviour of those mobile nodes and (c) finally they make

routing decisions based on the policies defined for that corresponding routing context

and the behaviour anticipated for those mobile nodes involved in that context.

Likewise, in other security systems, solutions that adhere to the trust management

systems are not free from issues. Most of these solutions have been proposed as an

alternative to prevention based systems and, hence, tend to rely solely on observable

and classifiable evidence that may be prone to masquerading. On the other hand, the

dissemination of recommendations in these solutions opens the door to issues such as
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honest-elicitation2, free-riding3, and recommender’s bias4. In most of these solutions,

evidence-to-opinion mapping process struggles to solve the following, (a) how to handle

selectively-behaving benign and malicious nodes, (b) whether to represent the trust met-

ric in either discrete or continuous values and, (c) whether to give more weightage to

new evidence with respect to old evidence or vice versa. Whenever a mobile node that

deploys one of these trust management based solutions is separated from a one-hop

node because of mobility and meets again with the same one-hop node after separa-

tion, the returning mobile node misses representing its ignorance on the one-hop node’s

change in behaviour by not revising its opinion for the one-hop node. Generally, the ig-

norance results from the uncertainty that the one-hop node might have either retained

its old behaviour or changed its behaviour caused by compromise (or redemption) after

the separation. Finally, most of these trust management-based solutions outlay only

the basic policies to make trust-based decisions for routing; but fail to consider the

option of outlaying comprehensive policies that can be used to enhance the security

decisions of the prevention based systems.

1.2 Proposed Approach

Few integrated security systems exist for MANET with the following compositions, (a)

secure routing and trust management systems [241, 425], (b) secure routing and IDS

[15, 195, 246, 368, 429], (c) key management and trust management systems [3, 107]

and, (d) incentive-based payment and trust management systems [461]. To the best

2We collectively refer false-praise and false-accusations as honest-elicitation. For example, a benign

node may forward a high recommendation (false praise) in favour of an adversary so that it can prevent

the adversary from reacting with a low recommendation (false accusation) in the future. Likewise,

the adversary may also forward a high recommendation (false praise) for a colluding adversary or a

low recommendation (false accusation) to defame a benign node.
3Free-riding is seen as a non-cooperation exhibited at a meta-level, where a free-riding node accepts

recommendations from other nodes, but fails to reciprocate with recommendations when requested

by them.
4In comparison with honest-elicitation, those recommendations are provided by an honest recom-

mender but derived from an optimistic or pessimistic evaluation of collected evidence.
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of our knowledge, a two-layered (first-layer of prevention systems and second-layer of

detection-reaction systems) trust enhanced-security architecture is yet to be seen for

the MANET. The two-layered approach is required for all prevention and detection-

reaction systems to complement each other to deliver a trustworthy, secure and opera-

tional routing layer amidst those previously-mentioned inherent issues. Therefore, the

objective of our research is twofold, (a) to systematically study the security threats, at-

tacks and adversaries in the MANET and accordingly analyse the strength of solutions

that have been proposed within the different categories of security systems and, (b) to

propose novel practical techniques to meet the shortcomings of the proposed security

solutions and, thence, to develop a practical two-layered Trust Enhanced security

Architecture for the MANET (TEAM). Next, § 1.3 presents an overview of our

thesis organisation.

1.3 Thesis Overview

In Chapter 2, we will present different types of security threats and attacks that are

both passive and active in nature. We will then study the network layer oriented

adversaries that include internal and external attackers, and compromised and selfish

nodes. We will also introduce the basic security concepts to set up a platform for

analysing various security systems, such as, key management, anonymous, secure rout-

ing, incentive-based payment, intrusion detection and trust management systems. In

sequent, we will present our analysis and insights into the functionalities, advantages

and shortcomings of these different security systems. Finally, we will establish the

security requirements that are fundamental to our proposed trust enhanced security

architecture.

In Chapter 3, we will introduce our obligation-based fellowship model to motivate

cooperation among the mobile nodes. The fellowship technique obligates a mobile

node to forward the packets of other mobile nodes and to not flood them with a high

rate of self-generated packets to receive similar network services from those mobile

nodes. We will then detail the main components of our fellowship model, which are (a)
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rate-limitation, (b) enforcement, and (c) restoration. The rate-limitation component

defends against flooding attacks, while the enforcement component mitigates packet

drop attacks. Fellowship enables a mobile node to determine the threshold for the

rate-limitation component depending on the number of available one-hop nodes and

the bandwidth of the wireless channel. Furthermore, the rate-limitation component

allows a mobile node to establish threshold values with one-hop nodes without intro-

ducing additional control packets. On the other hand, the enforcement component

takes into account the past behaviour of the one-hop nodes (that is, the packet for-

warding ratio (PFR)5) and the availability of the channel before deeming those one-hop

nodes as packet droppers. Whenever a node commits to forwarding a packet for its

previous-hop, but fails to do so owing to unforeseen conditions (such as contention and

congestion), then the restoration component extends the node’s commitment in favour

of its previous-hop’s subsequent packet. All these components rely on a promiscuous

monitoring-based IDS to detect the abnormalities. We will also present the operation

of our fellowship technique in the presence of mobile nodes with heterogeneous battery

power and its defence against Denial of Service (DoS) attacks. Unlike the incentive-

based payment system, the fellowship technique eliminates pricing issues and does not

rely on any tamper-proof hardware or a CA to motivate the selfish nodes to cooperate

with other mobile nodes. Finally, we will demonstrate the performance of our fellow-

ship technique against flooders and packet droppers, and its strengths and limitations,

using large-scale Network Simulator 2 (NS2) [316] simulations. The simulation setup

investigates the performance metrics such as the packet delivery ratio (PDR)6 for four

scenarios that vary, (a) the percentage of malicious nodes in the network, (b) the max-

imum velocity of the mobile nodes, (c) the pause time between the mobility of nodes

and, (d) the simulation area of the network to impact the density of the mobile nodes.

In our simulations, the PDR of the fellowship and the Dynamic Source Routing (DSR)

[181] nodes is evaluated independently against the packet droppers for all scenarios to

5The ratio of the total number of packets sent to the next-hop node and the total number of packets

forwarded by the next-hop node.
6The average ratio of the total number of packets forwarded to a destination by a source node to

the total number of packets at the destination.
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demonstrate the better performance of the fellowship nodes. In the case of a flooding

attack, the PDR of the flooders is evaluated independently against the fellowship and

DSR nodes to demonstrate the effective defence of the fellowship nodes.

In Chapter 4, we will propose our trust management-based Secure MANET Routing

with Trust Intrigue (SMRTI) to enhance the security decisions of the DSR protocol in

the MANET. The SMRTI enables a node to formulate its opinion for (or to establish

trust relationship with) one-hop and multi-hop nodes by, (a) collecting behavioural ev-

idence from one-to-one interactions with one-hop nodes, (b) observing the interactions

that pertain between one-hop nodes and, (c) receiving recommendations for multi-hop

nodes. The evidence collected from the one-to-one interactions enables the SMRTI to

classify one-hop nodes as either benign or malicious. Also, the behavioural evidence

collected by observing the interactions between the one-hop nodes allows the SMRTI

to shortlist those malicious one-hop nodes that are likely to misbehave in future inter-

actions. On the other hand, the SMRTI not only exploits the benefits of the recom-

mendations by locating multi-hop benign nodes even before interacting with them, but

also eliminates the issues inherent in recommendations (such as recommenders bias,

honest-elicitation, free-riding and additional overhead) by deploying a novel approach

to communicate the recommendations. It is important to note that the approach elim-

inates the need for the dissemination of additional packets or headers that are required

to communicate the recommendations. We will then present how the evidence-to-

opinion mapping function formulates the evidence into an opinion, where the latter is

referred as reputation in the SMRTI. The evidence-to-opinion function also measures

the relative rate of change in the behaviour of other mobile nodes so that selectively-

behaving benign and malicious nodes are classified into separate categories and are

therefore excluded from sensitive communications. The function prevents selectively-

behaving nodes from taking a greater advantage based on their past benign behaviours

and assures that mistakenly evaluated evidence does not conceal the impact of future

evidence. The evidence-to-opinion function accounts for the uncertainty introduced

into a node’s opinion (or the trust relationship established with) about another node

because of the mobility-induced dynamically-changing topology. We will also show
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on how the SMRTI enables a node to predict the future behaviour of other nodes by

measuring their trustworthiness through different types of opinions (direct, observed,

and recommended) held for them. In the SMRTI, the evidence collected from personal

experiences (direct interactions and observations) takes a higher precedence over the

recommendations received from others and direct interactions precede the interactions

observed between neighbours. The SMRTI enhances the security of the communica-

tions by making efficient decisions based on the policies defined for routing contexts

and the trustworthiness of the nodes involved in those contexts. Following are the

routing contexts for which decisions are made, such as whether, (a) to accept or reject

a route from a route discovery, (b) to record or ignore a route from a forwarded packet,

(c) to forward or discard a packet, (d) to forward a packet for a previous-hop, (e) to

send a packet to a next-hop and, (g) which route to choose for the communication.

In Chapter 5, we will present an adversary model to demonstrate the strengths and

limitations of the SMRTI, and its performance using extensive NS2 simulation results.

The simulation setup of the SMRTI is similar to the fellowship, except it evaluates

additional performance metrics, (a) latency7 and (b) the successful route discovery

(SRD)8 for the SMRTI and DSR nodes along with the PDR. The total number of nodes

in network is fixed at 100 and, on average, 20 communications are kept alive between

randomly-chosen sources and destinations. The adversary is designed to modify the

routing headers such that this leads to the disruption of the route discovery and the

data flow. The SMRTI demonstrates a PDR of above 50% for up to 70% of the

malicious nodes.

In Chapter 6, we will present the integration of the fellowship and the SMRTI

models to arrive at the detection-reaction layer of our envisaged TEAM. The integra-

tion effects two main changes in the fellowship, (a) forwarding the evidence for packet

dropping and flooding attacks to the SMRTI and, (b) utilising SMRTI’s trust-enhanced

7The average time taken by the packets to reach from source to destination.
8The average ratio of the total number of routes discovered to the total number of route discovery

cycles initiated.
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decisions to defend against malicious nodes and also to enforce selfish nodes to cooper-

ate with other mobile nodes. Initially, the rate-limitation component of the fellowship

uses the SMRTI to measure the trustworthiness of the one-hop nodes and thus cus-

tomises its threshold value for each of those one-hop nodes. Similarly, the enforcement

component of the fellowship considers the PFR of the next-hop nodes and also queries

the SMRTI to measure their trustworthiness before forwarding packets to them. Ad-

ditional evidence received from the fellowship allows the SMRTI to further deepen the

separation between the selfish and malicious nodes and, in turn effectively assist the

fellowship to force the selfish nodes to cooperate with other mobile nodes.

In Chapter 7, we will introduce our identity-based multi-service secure routing

protocol which we refer as Scasec as a prevention layer for our envisaged TEAM. We

will then present the operation of our TEAM and, in particular, the integration of

the prevention and detection-reaction layers. Since route discovery through controlled

flooding has led to the inevitability of broadcast authentication, we resort to a public-

key based system and choose identity-based multi-service public key system among

them to facilitate the different levels of sensitivity requirement for communications.

The Scasec provides the following, (a) it allows intermediate nodes to authenticate

the source and the destination nodes, (b) it facilitates intermediate nodes to establish

symmetric-key based secret associations with source and destination nodes and, (c)

enables the intermediate nodes to forward security headers to the source and destination

based on the established security associations. Note that the symmetric-key based

security associations reduce the overhead compared with the public-key based systems.

Since self-organised mobile nodes only believe in themselves, they rely on the SMRTI

to measure the trustworthiness of other mobile nodes and to decide whether or not

to establish secret associations with those mobile nodes. Furthermore, the notion of

using an identity-based multi-service public-key system reflects the notion of different

levels of trustworthiness in the communications. Alternatively, the Scasec forwards the

evidence of the fabrication and modification attacks to the SMRTI and then uses the

SMRTI to choose trustworthy routes for secure communications.

In Chapter 8, we will analyse the flooding and packet drop attacks in the MANET
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that support anonymous communications. We will then extend our fellowship tech-

nique to defend against flooding attacks in anonymous MANET. The anonymous rout-

ing protocol chosen for our extension is the Anonymous Secure Routing (ASR) [460].

Simplicity, light-weight, a higher degree of identity anonymity, location privacy, route

anonymity and the assured security of established routes are the factors that led to the

choice of the ASR. Our approach efficiently identifies and isolates a malicious node that

floods the network. Also, it considers the benign behaviour of an expelled node and

rejoins that node into the network. Because our adapted fellowship-based technique

does not require any additional packets to communicate the behaviour of the flooders,

it does not incur any additional overhead. Finally, we will validate the performance of

our adapted technique through detailed NS2 simulations. In the first scenario, the per-

formance of the fellowship-extended and ASR nodes is analysed against the persistent

flooders by varying the threshold limit. The second scenario imitates a similar setup,

except that the flooders are allowed to exhibit a selective flooding behaviour.

In Chapter 9, we will incorporate subjective logic into the SMRTI to resolve the

notion of uncertainty in the trust relationships established between newly-joining and

existing mobile nodes. In the MANET, the existing nodes may not have a record of

past evidence to trust or distrust a newly joining node. By pessimistically assigning

a low level of trust or by optimistically assigning a neutral or high level of trust to a

new node poses several issues. The purpose of the pessimistic approach is to compel a

newly-joining node to exhibit a consistent benign behaviour from the moment it enters

the network. However, in this approach, it is not always clear how the less trusted

newly-joining node is selected for communications when nodes with high trust values

already exist in the network. If a new node is not preferred for communications because

of its low level of trust, it then lacks the opportunity to gain the trustworthiness of

the existing nodes. Alternatively, with the optimistic approach, the aim is to promptly

identify whether a newly-joining node exhibits a malicious behaviour from the moment

it enters into the network. Prompt identification is feasible, because the neutral or high

level of trust assigned for a newly-joining node decreases rapidly once the malicious
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behaviour increases. However, the optimistic approach fails to discriminate a newly-

joining node from the existing nodes, whose dynamically-changing selective behaviour

has warranted the same level of trust. Because the aspect of ignorance and the associ-

ated uncertainty are intrinsic to the establishment of trust relationships in the MANET,

the failure to represent such an uncertainty in a trust relationship between two mobile

nodes may not always reflect their actual relationship and, consequently, the executed

decision may not always be accurate. We will then present the sound mathematical

foundation of subjective logic to explicitly represent and manage a node’s ignorance in

its trust relationships with other nodes. We will also show our improvements to the

subjective-logic to adapt it to the MANET. Finally, we will present our adapted version

of subjective-logic based SMRTI to the Ad hoc On-demand Distance Vector (AODV)

[296] and demonstrate its performance against the modifications, packet dropping and

flooding attacks, using NS2 simulations.

In Chapter 10, we will summarise our thesis by highlighting the design and opera-

tions of our models and, their extensions. We will then outline our future work mainly

from the perspective of simulations and the reasons are, (a) to further understand the

impact of the parameters of the models, their extensions and the network, (b) to eval-

uate additional performance metrics, (c) to compare the performance results with the

related models. We will then present our plan to explore the related security areas in

the MANET. We expect to extend the secure routing protocol’s capability to deliver

secure data transfer and also to further confirm its operations through simulation re-

sults. Similar to the fellowship’s extension to the MANETs that support anonymous

communications, we will be examining the possibility of extending the SMRTI and

the TEAM to the anonymous communications. In sequent, we will also discuss the

possibility of developing a policy manager for the purpose of coupling our architecture

to the variety of applications at the top layer. Furthermore, we will present our plan to

couple a tamper-proof hardware as the bottom layer to defend against strong-identity

related issues.
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2.1 Introduction

In this chapter, we first describe the security issues that are prevalent in the MANET

and the security systems that have been proposed to mitigate those security issues,

and finally their limitations. Although the features such as, (a) wireless communica-

tion, (b) mobility, (c) lack of infrastructure and (d) absence of power cables, serve as

the substratum for the development of MANET, they ironically open door to several

security issues. As explained below, these issues have severe impact on the design of

security systems for the MANET and, hence, prevent them from inheriting the security

solutions that have been proposed for wired networks.

To begin with, wireless networks that are well-known for eliminating wired cables

are vulnerable to eavesdropping, whereas wired networks necessitates an adversary to

13
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gain physical access to the cables to achieve the same. This confirms the absence of

clear line of defence in the MANET as in the case of wired networks. Furthermore, the

adversaries would be able to take advantage of the promiscuous wireless medium to

inject modified or spoofed packets. All these demands for an efficient security system

at every mobile node so that those mobile nodes can defend against such threats.

Second, mobility is the factor that facilitates nodes to locate potential network

services. Nodal mobility when combined with the wireless medium allows nodes to enter

and leave the network at their will. Ironically, all these lead to a dynamically changing

topology in the MANET that is characterised by lack of shape and size. Although

mobility has been shown to increase the capacity of MANET [114], it is irrefutable that

mobility-induced dynamically changing topology results in broken links and sporadic

connections. This in turn opens door for adversaries to report valid links as broken links

for the sake of disrupting genuine communications. Also, the lightweight and portable

characteristics of mobile nodes make them vulnerable to capture and compromise.

Since the self-organised, infrastructure-less and multi-hop communication translates

into the elimination of centralised servers and absence of dedicated devices for rout-

ing and network management, all mobile nodes are required to co-operate with each

other for the correct execution of routing and network management. Interestingly, this

becomes a pre-requisite for the establishment and sustainability of the MANET. In

turn, such intrinsic requirement manifests as a vulnerability, and accordingly, several

simulation results [210, 254, 357, 449] have demonstrated on how adversaries would be

able to degrade the network performance dramatically by exploiting the vulnerability.

Notably, any security system that is designed to mitigate such exploitation or in other

words designed to motivate cooperation among mobile nodes has to consider the fact

that a centralised CA is infeasible in the self-organised and infrastructure-less MANET.

Finally, battery-powered mobile are portrayed to eliminate the usage of power cables

in order to complement the nomadic communication. However, the heterogeneity that

prevails in the MANET inspires adversaries to maximise their battery or other resources

by either not forwarding packets on the behalf of other nodes or only transmitting self-

generated packets. Such a behaviour has a profound effect in the network performance,
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and at extreme conditions, it may also lead to a partitioned or an inoperative MANET.

In synopsis, the heterogeneity in the battery, storage, and computational resources of

the MANET challenge the design of any security system for the MANET.

To further understand the impact of these inherent features on the design of se-

curity systems, we briefly summarise different types of attacks that are prevalent in

the context of MANET and then some fundamental security concepts for the design

of security system in the following §2.2. Since exhaustive research has been carried

out in the security of MANET, we concentrate only on few well-reviewed approaches.

Initially, we focus our study on prevention-based approaches, then detection-based ap-

proaches and finally reaction-based approaches. Although the main objective of our

thesis is to develop a two-layered security architecture that can defend against prevail-

ing and emerging active attacks, we discuss few well-reviewed approaches that enable

the MANET to defend against passive attacks and, thereof to support anonymous

communications in §2.3. In §2.4, we detail some well-known secure routing protocols

to iterate their role in preventing multi-hop communications against conventional at-

tacks. We then discuss the significance of key management systems in complementing

the functionality of secure routing protocols in §2.5. Section 2.6 will introduce incentive

and game-theory based systems that focus on stimulating cooperation among nodes.

We will then conclude the section with a discussion on their limitations and how they

fail to complement the prevention-based systems. In §2.7, we will discuss the recent

trend of adopting defence-in-depth approach, such as, including the IDS in the secu-

rity design of MANET. In sequent, we will introduce the reputation-based systems and

then the trust management systems that are developed to address the shortcomings

of prevention-based systems. As a part of the literature review, we will introduce the

concepts and methodology confined to the traditional trust management systems and

also the limitations of trust management systems. Section 2.8 will summarise our lit-

erature study in terms of security requirements that will be fulfilled in the design of

our two-layered security system for the MANET.
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2.2 Attacks and Adversaries

In general, attacks can be broadly classified into internal and external based on their

origin. The external attacks are launched by nodes that are not part of the network,

while internal attacks are originated by malicious or compromised nodes that are part

of the network. In reality, it is hard to defend against internal attacks when compared

with the external attacks. Orthogonally, attacks can also be classified as either passive

or active depending on their nature. Although we concentrate only on the security

systems that have been proposed to defend against the routing-layer specific active

attacks, we briefly discuss the scope of passive attacks in the following, and then the

security solutions that have been proposed to defend against passive attacks in § 2.3

for the sake of completeness.

2.2.1 Passive Attacks

In [201], Kong et al. demonstrated how external and internal adversaries can conduct

passive attacks in the MANET. In particular, they showed how external adversaries are

capable of launching passive attacks even in the presence of an end-to-end encryption

because of the routing headers being in plaintext, at least for the purpose of routing. In

addition, they described how external adversaries are also capable of performing flow-

based timing analysis for extracting information when group encryption is employed.

However, they pointed out that such restrictions fail to hold against the internal attack-

ers and only levy additional overhead to the network. For instance, internal attackers

can passively eavesdrop to trace the motion pattern and location of monitored nodes.

In addition, they can also analyse multiple routes and therefore, partially visualise the

dynamically changing topology of the network. Furthermore by colluding with other

adversaries, such internal attackers can effectively understand, (a) where the monitored

mobile nodes are heading to and at what rate those monitored nodes are moving, (b)

how many mobile nodes are relatively stationary to their location and the correspond-

ing list of their neighbours, (c) the rate at which those monitored nodes communicate

with the destination and especially through their neighbours, (d) to which destinations



2.2 Attacks and Adversaries 17

do those monitored nodes communicate, (e) how far those destinations and monitored

nodes are positioned from each other in terms of hop-count, and (f) the type of com-

munication between those monitored nodes and destinations. This situation aggravates

if the internal adversaries can integrate geographical information into their analyses

and note that such analyses are critical in the MANET that support defence-related

applications.

2.2.2 Active Attacks

In the MANET, active attacks are highly prominent in the MAC [84, 135, 143, 145,

207, 208, 319, 331] and routing layers [1, 7, 274, 277, 307, 406, 419]. Given that our

objective is to secure the routing layer, we classify routing layer specific active attacks

into three broad categories, (a) modification, (b) fabrication and (c) interruption of

routing packets.

• Modification Attack: In this case, the adversary alters the contents of routing

messages and injects them back into the network to disrupt either the routing or

data flow phase (for example, injecting a route request packet with maliciously

increased sequence number).

• Fabrication Attack: Here the adversary generates routing messages with the

identity of other nodes and injects them into the network to disrupt the routing

phase (for example, injecting spoofed packets).

• Interruption Attack: In this case, the adversary interrupts the routing or net-

work management by not performing the basic routing operations. (for example,

packet dropping).

Depending on the objective of an adversary, active attacks can be also alterna-

tively classified as given below, and such a classification usually blends modification,

fabrication or interruption attacks. In our thesis, we interchangeably refer to mobile

nodes that perform active attacks as malicious nodes and collectively active attacks as

misbehaviours.
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• In a routing loop attack, an adversary modifies the route discovery packets so that

it can cause the intermediate nodes to dissipate their valuable battery resources

by making them to forward those modified packets along a loop.

• Adversaries may also alter routing packets to attract the packets of other nodes

towards them and then to drop those attracted packets. Otherwise, they may

selectively drop those attracted packets to conceal themselves from being identi-

fied. The former is known as blackhole attack, while the later is known as grayhole

attack.

• Spoofing attack is one of the most vulnerable attacks that permits a node to

become an authorised entity in the network and allows it to take advantage of

the authorised services.

• Detour attack routes packets along a sub-optimal path to ensure that one set

of nodes are never reachable. In gratuitous attack (i.e. variation of the detour

attack), the adversary modifies the routing header to lengthen the route so that

the lengthened route is not chosen for the data flow. Such attacks allow the

adversary to flee from forwarding packets for other nodes.

• In hop-count based on-demand routing protocol such as AODV, the adversary can

suppress the propagation of valid route requests by quickly propagating a route

request that contains the bypassed hop-count increment. Since the adversary

rushes the route request ahead of valid route requests by not incrementing the

hop-count, it is known as rushing attack.

• In the absence of authentication, the adversary can corrupt another node’s legit-

imate information through blackmail attack.

• Wormhole attacks are tunnelling attacks, in which the adversary tunnels routing

packets to another adversary that is positioned at the other end of the network.

The latter disseminates the received routing packet to corrupt the routing table

of its neighbours and hence prevents them from discovering valid routes.
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• Route salvaging attack allows the adversary to invoke falsified route salvations so

that they can disrupt the network functioning.

• Similarly, falsified route error generation attack causes the source node to re-

initiate the route discovery by generating route errors that falsely report valid

links as broken links. Alternatively, valid route error suppression attack is a

variation of the above, where valid route errors are suppressed from reaching the

source node when the link is actually broken.

• Flooding attacks cause intermediate nodes to burn their battery resources by

driving them to forward flooded packets. In some cases, it also blows out the

routing table as a result of overflow.

• Packet dropping is similar to blackhole and grayhole attacks since the adversary

drops the received packets, except that the adversary fails to modify the routing

headers to attract those packets towards it.

Apart from malicious nodes, there is another type of adversary in the MANET that

is known as selfish nodes. These nodes are the resultant of the heterogeneity in battery,

computational, and storage resources in the MANET. Selfish nodes that are powered

with low-battery resource attempt to save their resources by not forwarding packets

on the behalf of other nodes (i.e. packet dropping). Similarly, selfish nodes that are

powered with high-battery resource aim to hijack the wireless medium by boycotting

the MAC layer’s contention resolution mechanism and then to maximise the network

utility by propagating only self-generated packets. Note that although selfish nodes

differ from malicious nodes in terms of their intention, the effect of their intentions is

synonymous with the malicious nodes.

2.2.3 Security Concepts

Similar to traditional wired networks, the security services that are envisaged to defend

against adversaries in the MANET are, (a) confidentiality, (b) integrity, (c) authenti-

cation, (d) non-repudiation, (e) availability, and (f) authorisation.
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• Confidentiality ensures the privacy of information such that the information is

only delivered to the intended recipient. This is generally achieved by employing

symmetric and asymmetric-key based cryptographic mechanism.

• Integrity maintains the information intact and assures the recipient that the

information is free from any modification. Although symmetric and asymmetric-

key based cryptographic mechanisms can be employed, one-way hash based cryp-

tographic mechanism is preferred over other mechanisms.

• Authentication enables a node to verify the identity of the claimant and hence

prevents an adversary from masquerading as a trusted mobile node.

• Non-repudiation ensures that a mobile node cannot deny the sent message in

future. Public-key based certificates are traditionally employed to render non-

repudiation service.

• Authorisation policies at the routing layer is not as comprehensive as the appli-

cation layer, for instance, it assists a source node to shortlist intermediate nodes

according to the sensitivity and type of communications. Trust management

systems incorporate such policies to enhance the routing decisions.

• Availability assures that network services are available to the mobile nodes

in the presence faulty mobile nodes, issues inherent to the MANET or adver-

saries. Related proposals measure the trustworthiness of nodes based on their

behavioural pattern and, hence, efficiently route around the nodes that disrupt

the availability of network service.

2.3 Anonymous Secure Routing in MANET

Although passive attacks are traditionally mitigated by anonymous routing, any se-

curity design that incorporates anonymous routing is forced to rely on the following,

(a) well-reviewed cryptographic mechanism, (b) robust and scalable key management
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mechanism, and (c) one-time valid routing information to defend against traffic anal-

ysis. In general, most of the solutions that have been proposed for the MANET to

deploy anonymous routing are inspired from the Chaum’s mix-net technique [92, 93]

or public-key based protocols. In the mix-net, the traffic from a source to a destination

is passed through one or more mixes. Unlike traditional routers, a mix reorders and

re-encrypts the incoming packets to separate the relation between the incoming and

outgoing packets. In [176, 177], Jiang et al. have extended the concept of mixes to

the MANET, while Anonymous On Demand Routing (ANODR) protocol [199, 200]

assigned pseudonym using mixes to conceal the identities of communicating nodes. In

[352], Shokri et al. established a framework such that nodes in a path are virtually

bounded to their immediate neighbours like a chain. Hence they are not required to

know any other information about source, destination and other parts of the chain.

Later, they deployed an on-demand routing protocol known as Chain-based Anony-

mous Routing (CAR) over the established framework to discover untraceable routes.

However, the computational overhead levied by CAR makes it impractical for the

MANET. Anonymous Secure Routing (ASR) protocol [460] is similar to DSR, except

that ASR neither contains the source nor destination addresses. In addition, the inter-

mediary nodes do not append their identities to the messages; however they retain the

state information of those messages for later response. Pairing-based key agreements

[36] have been employed in [450] to propose an anonymous authentication protocol for

neighbours so that neighbours can authenticate each other without revealing their iden-

tities. The secret keys and pseudonyms that are established during the neighbourhood

authentication protocol are then used to perform anonymous on-demand routing known

as MASK. In [348], Seys and Preneel have proposed Anonymous Routing Protocol for

MANET (ARM) that provides higher efficiency than the ANODR and the ASR. Also,

the ARM addresses the drawback of the MASK (i.e. the tight synchronisation of keys

and pseudonyms between neighbouring nodes) using random padding and time-to-live

values. Other noteworthy research works in the area of anonymous communications in

the MANET can be referred at [9, 59–61, 374].
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2.4 Secure Routing in MANET

Given that routing protocols [2, 42, 44, 52, 87, 132, 219, 244, 258, 267, 333, 345, 422] do

not, (a) authenticate intermediate nodes, (b) verify routing messages, and (c) protect

data transmissions, the routing layer opens door to wide range of passive and active

attacks. Secure routing protocols [21, 75, 76, 105, 120, 136, 150, 154, 155, 159, 161–

164, 179, 180, 215, 250, 260, 282, 284, 337, 367, 397, 399, 439, 440, 445, 446, 455] step-

in to defend against active attacks that are related to modification and fabrication of

routing messages. They heavily rely on a robust key management system to utilise the

secret associations established between the mobile nodes. They define appropriate steps

and employ suitable cryptography mechanism, and then utilise the secret associations

to authenticate the intermediate nodes or (and) verify the integrity of routing messages.

As a result, they are able to assist mobile nodes in discovering secure paths, and then

data transmissions are protected by employing end-to-end encryption to the payload

using the secret associations [57, 236, 283, 285]. Several research papers [19, 78, 146,

160, 174, 192, 193, 256, 265, 321, 384, 442] from the literature discuss the strengths

and limitations of these approaches and, we detail a few well-reviewed secure routing

protocols in the following.

2.4.1 Authenticated Routing for Ad-hoc Networks (ARAN)

In ARAN [337], certificates are used to bind a node’s IP address to its public-key.

The source node provides authenticity and freshness to the route request by signing

the, (a) IP address of the destination, (b) nonce, and (c) timestamp. At every hop,

the intermediate nodes wrap their signature over the signature provided by the source

node before broadcasting the route request. Hence, the intermediate nodes accept the

route request only after verifying their previous-hop’s signature, and then verifying the

authenticity and freshness of the route request using the signature provided by the

source node. For example in Table 2.1, node C broadcasts the route request received

from its previous-hop B only after verifying the authenticity of B, and then the au-

thenticity and freshness of the route request using the signature provided by S. Note
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that the intermediate node next to the source node verifies only the authenticity and

freshness of the route request.

Route Request Phase

S → ∗ :
{(
RREQ,D,CertS ,Nonce,Timestamp

)
KS

}
A → ∗ :

{[(
RREQ,D,CertS ,Nonce,Timestamp

)
KS

]
KA

,CertA

}
B → ∗ :

{[(
RREQ,D,CertS ,Nonce,Timestamp

)
KS

]
KB
,CertB

}
C → ∗ :

{[(
RREQ,D,CertS ,Nonce,Timestamp

)
KS

]
KC
,CertC

}

Route Reply Phase

D → C :
{(
RREP,S,CertD,Nonce,Timestamp

)
KD

}
C → B :

{[(
RREP,S,CertD,Nonce,Timestamp

)
KD

]
KC
,CertC

}
B → A :

{[(
RREP,S,CertD,Nonce,Timestamp

)
KD

]
KB
,CertB

}
A → S :

{[(
RREP,S,CertD,Nonce,Timestamp

)
KD

]
KA

,CertA

}
Table 2.1: Secure Route Discovery using ARAN.

The same procedure is carried-out in reverse for the route reply, except that the

route request is a broadcast and the route reply is a unicast. The main drawback in

ARAN is that fails to address how a CA is deployed in a self-organised MANET and

therefore exposed to the corresponding issues, such as, (a) issuing new certificates, (b)

refreshing and (c) revoking certificates.

2.4.2 Secure Ad-hoc On-demand Distance Vector (SAODV)

SAODV [445, 446] achieves the following such as, authentication, integrity, confiden-

tiality and non-repudiation using the public-key based certificates. Hence, the source

and destination are able to verify and authenticate each other by signing the mutable

fields of the route request and route reply respectively. The signature also contains

the seed of a one-way hash chain to prevent modification of the hop-count. At every

hop, the intermediate nodes increase the hop-count by hashing the previous hash chain

value. Therefore, the one-way nature of the hash chain prevents the intermediate nodes
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from reducing the hop-count.

For instance, if the hash chain values h0, h1, · · · , hi, · · · , hn are generated, such

that, hi = H[hi+1], then the hop-count authenticator hi corresponds to a hop-count

of n − i. This can be verified using the hash chain anchor h0 and length n from the

signature. Let us consider the route request phase in Table 2.2, where node B verifies

the hop-count using the hash chain authenticator hn−2, anchor h0 and length n, because

h0 = Hn−2[hn−2].

Route Request Phase

S → ∗ :
{(
RREQ,RouteID,S,SeqS ,D,OldSeqD, h0, n

)
KS
, 0, hn

}
A → ∗ :

{(
RREQ,RouteID,S,SeqS ,D,OldSeqD, h0, n

)
KS
, 1, hn−1

}
B → ∗ :

{(
RREQ,RouteID,S,SeqS ,D,OldSeqD, h0, n

)
KS
, 2, hn−2

}
C → ∗ :

{(
RREQ,RouteID,S,SeqS ,D,OldSeqD, h0, n

)
KS
, 3, hn−3

}

Route Reply Phase

D → C :
{(
RREP,D,SeqD,D, lifetime,S, h0, n

)
KD

, 0, hn

}
C → B :

{(
RREP,D,SeqD,D, lifetime,S, h0, n

)
KD

, 1, hn−1

}
B → A :

{(
RREP,D,SeqD,D, lifetime,S, h0, n

)
KD

, 2, hn−2

}
A → S :

{(
RREP,D,SeqD,D, lifetime,S, h0, n

)
KD

, 3, hn−3

}
Table 2.2: Secure Route Discovery using SAODV.

SAODV struggles to address the issues related to public-key based certificates and

is prone to same distance fraud, where the forwarding node fails to increment the hop-

count to make the route appear shorter in length. Also, it is vulnerable to malicious

increment of hop-count, which may be carried out by selfish nodes to discourage the

route from being chosen for the data flow.

2.4.3 Ariadne

Ariadne [164] secures DSR by employing a broadcast-based authentication mechanism

known as TESLA [297–299], which relies on loosely synchronised clocks and delayed

key disclosures. Note that TESLA allows intermediate nodes to authenticate other

intermediate nodes that are enlisted in the route. Also, Ariadne calculates message
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authentication code (HMAC ) against the, (a) identities of source and destination, and

(b) sequence number using the secret key shared between the source and destination

and, this prevents the modification of routing messages.

Route Request Phase

S : h0 = HMACKSD

(
RREQ,S,D, id, time

)
S → ∗ :

{
RREQ,S,D, id, time, h0, (), ()

}
A : h1 = H

[
A, h0

]
; MA = HMACKAtime

(
RREQ,S,D, id, time, h1, (A), ()

)
A → ∗ :

{
RREQ,S,D, id, time, h1, (A),

(
MA

)}

B : h2 = H
[
B, h1

]
; MB = HMACKBtime

(
RREQ,S,D, id, time, h2, (A,B),

(
MA

))
B → ∗ :

{
RREQ,S,D, id, time, h2, (A,B),

(
MA,MB

)}

C : h3 = H
[
C, h2

]
; MC = HMACKCtime

(
RREQ,S,D, id, time, h3, (A,B, C),

(
MA,MB

))
C → ∗ :

{
RREQ,S,D, id, time, h3, (A,B, C),

(
MA,MB,MC

)}

Route Reply Phase

D : MD = HMACKSD

(
RREP,D,S, time, (A,B, C),

(
MA,MB,MC

))
D → C :

{
RREP,D,S, time, (A,B, C),

(
MA,MB,MC

)
,MD, ()

}
C → B :

{
RREP,D,S, time, (A,B, C),

(
MA,MB,MC

)
,MD,

(
KCtime

)}
B → A :

{
RREP,D,S, time, (A,B, C),

(
MA,MB,MC

)
,MD,

(
KCtime ,KBtime

)}
A → S :

{
RREP,D,S, time, (A,B, C),

(
MA,MB,MC

)
,MD,

(
KCtime

,KBtime
,KAtime

)}
Table 2.3: Secure Route Discovery using Ariadne.

Route requests are broadcasted by the source with an expected time of arrival to

the destination. In sequent, the intermediate nodes authenticate other nodes that

are enlisted in the route by using the valid TESLA key of those nodes. Intermediate

nodes drop a route request only if they have either seen the route request already or

failed to confirm the validity of a TESLA key. Otherwise, they append themselves

to the route and add the HMAC value of the header to the HMAC list of the route

request. In addition, they also replace the previous hash value with the hash value

generated using their identity and previous hash value (i.e. hi = H[Nodeid, hi−1]). The
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hash value and HMAC list prevent intermediate nodes from altering the route. As

shown in Table 2.3, destination D accepts the route request only after verifying the

hash value hi = H

[
Nodeid, H

[
Nodeid−1, H

[
Nodeid−2, · · · , H[h0]

]]]
, where h0, is the

HMAC generated by the source. The authors call this process as per-hop hashing since

no single intermediate node is omitted from the route request. Optionally, destination

may also wait for the intermediate nodes to release their TESLA keys before responding

back with the route reply. Note that the route reply carrying the HMAC list is unicasted

along the reverse path to the source.

Authors of Ariadne claim that TESLA remains secure irrespective of the end-to-

end delay. However, the delay parameter and the assumption in TESLA that a node

should be able to determine which keys a sender might have already published impact

the network performance. Furthermore, it has been shown that solutions based on

loosely synchronised clock that require re-synchronisation to avoid the clock drift are

prone to a special type of DoS attack known as desynchronisation attack [417]. The

authors have also proposed a solution known as packet leashes [162] to defend against

wormhole attack by using similar technique.

2.4.4 Secure Routing Protocol (SRP)

SRP [282] delivers a secure path from source to destination based on the assumption

that source and destination have a secure association prior to the deployment. Unlike

other secure routing protocols, SRP does not levy heavy computations at the inter-

mediate nodes. As shown in Table 2.4, source maintains a pair of identifier for each

route request, (a) query sequence number and (b) random query identifier. The HMAC

computed against the, (a) source, (b) destination and (c) two query identifiers using

the secure association is utilised to verify the integrity and authenticity of the route

request. The query sequence number ensures the freshness of the route request and

the random query identifier assists the intermediate nodes to identify queries that have

been already forwarded. If the route request is valid, the destination then responds

back with a route reply in the same manner. The source node discards the route replies

that fail to match with the pending query identifiers and, verifies the integrity of the
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route reply using the HMAC generated by the destination.

Route Request Phase

S : MS = HMACKSD

(
RREQ,QDSeq

, QID,S,D, ()
}

S → ∗ :
(
RREQ,QDSeq

, QID,S,D, (),MS
}

A → ∗ :
(
RREQ,QDSeq

, QID,S,D, (A),MS
}

B → ∗ :
(
RREQ,QDSeq

, QID,S,D, (A,B),MS
}

C → ∗ :
(
RREQ,QDSeq

, QID,S,D, (A,B, C),MS
}

Route Reply Phase

D : MD = HMACKSD

(
RREP,QDSeq

, QID,D,S, (A,B, C)
}

D → ∗ :
(
RREP,QDSeq

, QID,D,S, (A,B, C),MD
}

D → ∗ :
(
RREP,QDSeq

, QID,D,S, (A,B, C),MD
}

D → ∗ :
(
RREP,QDSeq

, QID,D,S, (A,B, C),MD
}

D → ∗ :
(
RREP,QDSeq

, QID,D,S, (A,B, C),MD
}

Table 2.4: Secure Route Discovery using SRP.

2.4.5 Building Secure Routing out of an Incomplete Set of

Security Association (BISS)

BISS [397] extends Ariadne to networks where there is an incomplete set of security

associations by using certificates that were obtained from an off-line CA. The rate of

convergence depends on various factors such as node density, mobility, and network

connectivity. As shown in Table 2.5, BISS facilitates a source to establish secure as-

sociation with a destination using its certificate, provided there is a secure association

between every intermediate node and the destination. The intermediate nodes and

destination utilise the certificate appended by the source to authenticate the route

request. In addition, the destination authenticates the intermediate nodes using the

secret associations that were previously established with them. On successful authenti-

cation of the source and intermediate nodes, the destination responds with a signature

protected route reply. In addition, the intermediate nodes that do not have secure

associations with the source node append their certificates to the route reply. The
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source node authenticates the destination and the intermediate nodes by using either

the certificate or security association depending on the integrity fields. Although BISS

increases the security associations, it also increases the overall network overhead.

Route Request Phase (A, B, and C have secret associations with D)

S : σS =
{
RREQ,S,D, id, ()

}
KS−private

S → ∗ :
{
RREQ,S,D, id, (), (σS), (CertS)

}
A : MA = HMACKAD

{
RREQ,S,D, id, (A)

}
A → ∗ :

{
RREQ,S,D, id, (A), (σS ,MA), (CertS)

}
B : MB = HMACKBD

{
RREQ,S,D, id, (A,B)

}
B → ∗ :

{
RREQ,S,D, id, (A,B), (σS ,MA,MB), (CertS)

}
C : MC = HMACKCD

{
RREQ,S,D, id, (A,B, C)

}
C → ∗ :

{
RREQ,S,D, id, (A,B, C), (σS ,MA,MB,MC), (CertS)

}
Route Reply Phase (B has secret association with S)

D : σD =
{
RREP,S,D, id, (A,B, C)

}
KD−private

D → C :
{
RREP,S,D, id, (A,B, C), (σD), (CertD)

}
C : σC =

{
RREP,S,D, id, (A,B, C)

}
KC−private

D → B :
{
RREP,S,D, id, (A,B, C), (σD, σC), (CertD,CertC)

}
B : MB = HMACKBS

{
RREP,S,D, id, (A,B, C)

}
B → A :

{
RREP,S,D, id, (A,B, C), (σD, σC ,MB), (CertD,CertC)

}
A : σA =

{
RREP,S,D, id, (A,B, C)

}
KA−private

A → S :
{
RREP,S,D, id, (A,B, C), (σD, σC ,MB, σA), (CertD,CertC ,CertA)

}
Table 2.5: Secure Route Discovery using BISS.
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2.5 Key Management in MANET

It is evident that secure routing protocols are heavily reliant on the secret associations

that are established between the mobile nodes to bootstrap an attack-resistant net-

work service. Therefore, a robust key management service becomes a pre-requisite

to establish the secret associations between the mobile nodes so that the service

is, (a) established on the fly without exposing the keying material to unauthorised

nodes or compromised nodes, (b) capable of performing key refreshment and revoca-

tion dynamically, and (c) competent to scale well with varying network size and den-

sities. Numerous solutions have been proposed based on the public-key cryptography

[18, 41, 53, 91, 96, 147, 152, 167, 216, 224, 225, 238, 385, 396, 407, 420, 438] and

especially based on the threshold cryptography [101, 218, 268, 344] and the identity-

based cryptography [54, 55, 110, 196, 431] mechanisms. Alternatively, some solu-

tions focus on a particular aspect of key management such as, key establishment

[37, 119, 124, 175, 230, 253, 306, 313, 346, 360, 395, 398, 426, 466], key distribution [88,

89, 110, 324, 329, 365, 413], group key [20, 40, 62, 118, 122, 123, 194, 231, 269, 293, 464],

authentication [86, 341, 387, 405], certificate discovery [166] and certificate revocation

[18, 100]. As noted in [90, 130, 343], the self-organised feature of the MANET opposes

the on-line CA based key management service. Alternatively, the need for one-to-many

verification of broadcasted routing packets discourages pairwise keys at least to avoid

unique signatures for each receiver. Hence, we confine to distributed certificate and

identity-based public-key schemes in the following.

2.5.1 Partially-Distributed Public-Key System

Zhou and Hass [458] distributed the private-key of a CA to a set of nodes known as

server nodes and then made the public-key of the CA available to all the nodes in the

network. The server nodes are capable of generating partial certificates using their own

share of the CA’s private-key, and k such partial certificates can then generate a valid

certificate based on the threshold cryptography. One of the server nodes combines these

partial certificates to generate the certificate and hence known as the combiner. Server
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nodes possess their own separate public/private-key pair and assumed to know the

public-key of other servers, so that they can communicate the shares of CA’s private-

key among themselves. Also, the server nodes are responsible for storing the certificates

of all the nodes in the network.

In this approach, a mobile node possesses a valid certificate when it joins the network

and this certificate is valid only for a certain period of time. Once the certificate

expires, the mobile node has to renew its certificate by obtaining shares from k servers

and then submitting them to a combiner. The combiner, after joining the partial

certificates, checks the validity of the generated certificate to avoid the inclusion of

the invalid partial signature generated by any compromised server. Since k shares of

CA’s private-key are used to generate the certificate, the threshold cryptography can

tolerate up to k − 1 compromised servers.

Yi and Kravets [437] extend the above solution to delegate the role of certificate

construction to the mobile nodes and to specify a certification protocol for retrieving

the shares of CA’s private-key from the server nodes known as MObile Certificate

Authority (MOCA). Hence they eliminate the need for combiner nodes in the network.

Similar to DSR, the certification protocol involves a broadcast certification request

(CREQ) initiated by a mobile node, and the corresponding certification reply (CREP)

generated by a MOCA that contain the share of CA’s private-key. In order to reduce

the flooding of CREQ, a mobile node unicasts β − specific MOCAs based on the

cached routing and also to increase the probability of receiving at least k responses,

that is, β = (k + α). If a mobile node fails to collect enough shares, then it resorts to

the default approach, that is, flooding.

Secure and Efficient Key Management (SEKM) [420] forms a multicast group using

MOCAs, in which a mobile node forwards CREQ to a MOCA, and the MOCA in turn

forwards CREQ to additional (k + α) MOCAs. However, SEKM fails to state how a

MOCA is aware that it is the first server to receive the CREQ. Although MOCA pro-

poses a simple certification revocation list, partially-distributed CA based mechanism

struggle to synchronise the servers. The key strength of threshold cryptography (n, k)

rests on the choice of k. It is unclear on how to choose the parameter (n, k) because it
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is a trade-off between the security and availability of the servers. The factors that are

likely to be considered in choosing (n, k) are at least the bandwidth, mobility, node

density, nature of wireless connectivity, and physical security of the nodes.

2.5.2 Completely-Distributed Public-Key System

Luo et al. [240] and Kong et al. [203] extend the capability of server nodes to all

the mobile nodes in the network. Thus the private key of the CA is shared among

all the nodes and a valid signature is generated by combining k such shares according

to the threshold cryptography mechanism. They limit the share requests to one-hop,

and in parallel enforce mobile nodes to monitor the behaviour of their neighbours

to decide whether to provide a share or not. Although the design saves bandwidth

and accommodates scalability, it is unrealistic to assume that each mobile node has

k neighbours to renew a certificate. Otherwise, it suffers from the earlier-mentioned

drawbacks.

2.5.3 Identity-based Public-Key System

In identity-based public-key system, the identity serves as the public-key in order to

remove the necessity for certificates, and also to eliminate the overhead and scalability.

Identity-based cryptography consists of a Private Key Generator (PKG) to generate

the private-key signatures corresponding to the user identities, i.e. the public-keys.

A detailed description of identity-based cryptography can be found at [56]. In [196],

Khalili et al. divide the PKG of identity-based cryptography into k thresholds based

on the threshold cryptography mechanism discussed earlier. Hence, a mobile node

collects k shares from the PKG nodes to derive a private-key for its identity. However,

the proposal fails to demonstrate the integration of identity-based cryptography into

threshold cryptography, and struggles to address the previously-mentioned issues such

as key revocation, PKG update, etc.
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2.5.4 Transitive-Chain based Public-Key System

In [396], Capkun et al. suggest an approach similar to Pretty Good Privacy (PGP)

[467]. The mobile nodes generate their own public/private-key pairs and issue cer-

tificates to trustworthy nodes similar to PGP. However, they store certificates rather

than publishing the certificates in a centralised repository. Whenever two mobile nodes

anticipate to validate their certificates, they merge their local certificate repositories to

find a valid certificate chain. Therefore, the strength of this proposal primarily rests on

the construction of local repositories. The authors propose various algorithms to con-

struct local repositories and to analyse the performance of their proposed algorithms.

In Maximum Degree Algorithm, the authors consider each node to store several

directed and mutually disjointed paths of certificates in its local repository such that

each path leads to nodes that have the highest number of disjointed paths of certificates.

In Shortcut Hunter Algorithm, certificates are stored into the local repositories based

on the number of short chain certificates that are connected to the nodes. Although

the proposal addresses simple certification revocation, and renewal, it is unclear on how

synchronisation is achieved among the mobile nodes. Although the proposed approach

suits with the self-organised characteristic of the MANET by not assuming the existence

of an on-line or off-line CA for bootstrap, the proposed approach is only probabilistic

and not deterministic, and strong as its weakest link. If anyone of the mobile nodes is

compromised in the chain then it eventually leads to a false authentication. Otherwise,

the chain itself is open to the issues of trust transitivity, where there is no requirement

for a mobile node to trust a recommended node in the same manner as it trusts the

recommender. The same authors have also shown how mobility can be taken advantage

to establish secret associations in [398].

2.5.5 Limitations

Although the above-mentioned public-key based systems eliminate the limitations of

a CA, they struggle to address some aspects of key management, such as, key refresh-

ment, revocation, and certificate synchronisation in the MANET. This is so important
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given that mobile nodes are prone to physical capture and compromise. Perhaps the

difficulty arises because of the sporadic connections induced by dynamically changing

topology and autonomous structure of the network where nodes are allowed to enter

and leave the network at their will. Hence any vulnerability in the key management ser-

vice can permit adversaries to disintegrate the strength of the secure routing protocols.

Furthermore, key management and secure routing systems are incapable of defending

against a set of adversaries that disrupts either the key refreshment or revocation by

interrupting the operation in the form of packet dropping or flooding. The same holds

true whenever a genuine link is reported as a broken link. Since secure routing pro-

tocols are only designed to prevent against predefined attacks and also assume that

all the nodes in the network would carry-out the routing and network management,

they overlook the correct execution of the critical network functions such as packet

forwarding. For this reason, secure routing protocols also fail to enforce cooperation

among nodes and, therefore, allow a separate category of adversary known as selfish

nodes to maximise their utility in the resource constrained MANET.

2.6 Incentive and Game-theory based Systems

Recall that incentive-based [51, 77, 79, 102, 103, 127, 151, 209, 248, 278, 318, 320, 334,

349, 408, 416, 441, 443, 452, 453, 456] and game-theory based [10, 14, 80, 172, 255,

257, 358, 359, 391, 457] systems have been proposed to stimulate cooperation among

the mobile nodes. In the following, we briefly discuss the working of Nuglets [77], and

Sprite [456] for the sake of completeness.

In [77], virtual currencies known as nuglets are used to stimulate cooperation among

the mobile nodes. These nuglets can be deployed in one of the following ways, (a)

Packet Purse Model (PPM) in which the source of the packet is charged and (b)

Packet Trade Model (PTM) in which the destination of the packet is charged. The

proposal assumes a tamper-resistant hardware at each node to assure a fair usage of

nuglets. In PPM, the source node propagates a packet with sufficient count of nuglets

so that the intermediate nodes can debit the nuglets from the packet for forwarding
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that packet. However, if the packet runs out of nuglets then that packet is dropped.

The key advantage of this approach is that it forces the originator to pay for each

propagated packet thereby defending against junk transmissions. The main drawback

of this approach is the necessity for the originator to pre-determine the count of nuglets.

Alternatively in the PTM, each hop buys the packet and sells it to the next-hop. If

the receiving node could not sell a packet, it tries for another node, otherwise it drops

the packet. The main advantage is that there is no need for the source to predict the

required count of nuglets for transmission, but on the other hand, the approach fails

to prevent the network from being overloaded with unwanted transmissions.

Sprite eliminates the usage of a tamper-resistant hardware by providing incentives

to stimulate cooperation among the selfish nodes. However, the proposed approach

relies on the presence of a CA known as the Credit Clearance Service (CCS) to charge

the mobile nodes that generate packets and credit the intermediate nodes that produce

receipts for forwarding those packets. Hence they discourage the destination to pay

for the propagation of a packet in order to defend against DoS attacks and also to

discourage the source node from colluding with the intermediate nodes.

In general, incentive-based or game-theory systems assume nodes to be economically

rational, and consider either a tamper-proof hardware or trusted third parties to make

incentives unforgeable. Furthermore, incentive-based systems struggle to address the

issue of pricing [165], and other related issues, such as, how to deal with the deprivation

of incentives, etc. They express poor insight with respect to boundary nodes, especially

when boundary nodes are willing to cooperate with other nodes to earn incentives but

unable to do so due to the lack of opportunities. In addition, most of the incentive-

based systems confine only to selfish nodes that attempt to retain their battery resource

by not forwarding packets for other nodes. They fail to defend against malicious nodes

that disrupt the transmissions of other nodes by either dropping or flooding packets.
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2.7 Reputation and Trust Management Systems

Since history of security has shown that a completely intrusion-free system is infeasible

[428] no matter how carefully the prevention mechanism is designed, therefore there is

an urge to opt for defence-in-depth strategy in the MANET. The main reason for the

shortcoming of secure routing and incentive based systems is that they either fail to

capitalise the available knowledge or fall short to dynamically detect the misbehaviours.

This has led to the development of several detection-based systems [13, 17, 104, 111,

213, 237, 251, 286, 288, 323, 342, 366, 371, 400, 411, 430] for the MANET and, most

of them based on the anomalies [11, 12, 369, 370, 388, 389] and signatures [16, 46,

361]. Few of those detection-based systems are inspired by the natural immune system

of vertebrates [58, 300, 338–340]. Realising the importance of merging prevention

and detection systems, some proposals integrate IDS into secure routing approaches

[195, 246, 368, 429], while few others combine IDS with cooperation based approaches

[8, 73, 189, 289, 290, 362, 403]. However, these proposals fall short by failing to measure

the trustworthiness of nodes using the dynamically changing behaviours of those nodes

so that they could effectively react to those behaviours accordingly. This has eventually

led to the growth of trust management systems [3, 38, 39, 64–71, 82, 83, 107, 112, 113,

116, 125, 134, 137, 140, 169, 178, 190, 204, 212, 214, 220–222, 233–235, 239, 241, 242,

252, 261, 270–273, 292, 294, 301–305, 308–311, 327, 328, 335, 347, 372, 373, 379, 380,

401, 404, 412, 424, 425, 461, 468] in the MANET, which are synonymously referred as

detection reaction, and reputation systems in the literature.

Since trust management systems proactively detect and reactively isolate (or select)

malicious (or benign) nodes, these systems are also known as self-policing systems [72].

Although these systems lack consensus on the definition of trust at a more fundamental

level, they adhere to all or some of the following steps. First, these systems tend to

collect evidence for the behaviours of other nodes through passive monitoring, acknowl-

edgements, or IDS [8, 94, 191, 444]. They may also consider evidence from other nodes

and define suitable approach for the evidence distribution. This is often regarded as

recommendations. Second, trust management systems subjectively evaluate and rate
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the evidence, and then utilise those ratings to predict the future behaviour of other

nodes. Finally, they make decisions based on the policies defined for the context and

the behaviour anticipated for those nodes that are involved in the context. In this

section, we investigate the concepts of trust and reputation, and the methodology in

trust management systems from the perspective of distributed computing to establish

the groundwork for our analysis and their significance in the MANET.

2.7.1 Concepts – Trust and Reputation

Trust management and trustworthy computing are becoming increasingly significant in

a distributed environment as they assist in making sensible interactions with unknown

parties by providing a basis for more detailed and automated decisions [332]. The

concepts, trust and reputation are closely related in trust management systems [266]

and they are firmly rooted in sociology and psychology. Although there is no universal

definition for these concepts due to their rich connections to different disciplines, we

confine to their meaning within the computing discipline.

In traditional trust management systems, trust enables a trustor to reduce uncer-

tainty in its future interactions with a trustee, who is beyond the control of trustor but

whose actions are of interest to the trustor and also affects the state of the trustor. In

other words, trust is a subjective probability which enables the trustor to take a binary

decision by balancing between the known risks and the opinion held for the trustee.

Here, only known risks are considered for making decisions as it is difficult to prove

unknown risks, and therefore, the opinion presents the trustor’s relationship with the

trustee based on the trustor’s experiences. The other factors influencing the decision

are time and context, where context accounts for the type of interaction between the

trustor and trustee, and the nature of application.

In reputation systems, reputation is defined as the opinion held by the trustor to-

wards the trustee depending on its past experiences with the trustee [266]. In other

words, reputation represents the trustor’s direct relationship with the trustee. Simi-

larly, the trustor’s relationship with a second trustee based on its direct relationship

with a first trustee and the first trustee’s direct relationship with the second trustee is
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known as indirect relationship. These relationships are established by enabling nodes

to share their opinions in the network.

Although trust and reputation are used interchangeably in the MANET, we pre-

cisely define them in the following because they complement each other based on the

above inference. Therefore, trust can be defined as the prediction of a node’s future

action in a context such as forwarding routing messages without modification, while

reputation then becomes the opinion held for the node based on the node’s past actions

and the one that influences the prediction [233]. For this reason, we consider the trust

definition in [22] to be more appropriate and timely, “Trust is the firm belief in the

competence of an entity to act as expected such that this firm belief is not a fixed value

associated with the entity but rather subject to the entity’s behaviour ( i.e. the reputation

held for the entity) and applies only within the context and at a given time”.

2.7.2 Components of Trust Management Systems

Trust management systems are characterised by the following components, (a) evidence

manager to collect and classify evidence, (b) mathematical model to formulate the ev-

idence into opinion, and then to apply them to predict the result of future interaction,

and (c) policy manager to define decision policies for making decisions. Traditional

trust management systems were monotonic as they were only designed to authenti-

cate users for granting access to services using digital certificates. Here, the digital

certificate is the evidence, and the cryptography mechanism evaluates the certificate

and makes necessary opinion regarding the identity of the user. Finally, the policy

manager defines simple decision policy such as, granting access to the user whose iden-

tity matches with the digital certificate. Such a simple trust management system may

be warranted in a closed organisation with a CA, but the same fails to hold in a dis-

tributed system where no hierarchical relationships exists between entities. Although

the policy system [47, 48] later expanded significantly, the decisions were yet based on

the credentials presented by the user.

Meantime the development of IDS to meet the shortcoming of prevention systems

has led the researchers to consider IDS to contribute behavioural evidence for the
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trust management systems. The reason for the merge arises from the inflexibility

of IDS to take full advantage of the behavioural evidence and the inability of the

trust management systems to adapt to peer-to-peer distributed networks. Accordingly,

Lin et al. [226–228] refer such behavioural evidence as soft evidence and credentials

used for authentication as hard evidence. Other approaches expanded their focus to

different dimensions whilst evaluating the trustworthiness of a system, such as the

context [382, 383], formal framework [138], social resemblance [138] and ignorance

[183–185, 187, 188].

2.7.3 Significance in the MANET

Given the concepts and methodologies in trust management systems have been briefed

above along the lines of few well-established proposals [5, 22, 45, 106, 129, 133, 141,

142, 144, 148, 149, 186, 211, 245, 266, 317, 332, 351, 376, 386, 393, 394, 432, 462, 463]

from the literature, let us now consider their significance in the MANET. Majority

of the trust management systems proposed for the MANET are decentralised and de-

ployed at every node to make subjective decisions. Most of these systems consider only

behavioural evidence, and collect the evidence through passive monitoring, acknowl-

edgements, or IDS. Note that the behavioural evidence collected by passive monitoring

are based upon the assumption that the evidence are observable and classifiable. Al-

ternatively, the feature to accommodate IDS to collect behavioural evidence facilitates

trust management systems to handle new type of attacks in the MANET. This is in

contrast to secure routing and payment systems, where the protocol design has to be

changed for every new type of attack. Furthermore, few trust management systems

[64–72] consider the evidence related to a system failure as malicious behaviour in or-

der to realise a reliable and trustworthy MANET. Most of these trust management

systems [3, 39, 64, 66, 68–71, 82, 83, 107, 112, 116, 125, 134, 137, 140, 169, 178, 190,

204, 214, 220–222, 233–235, 239, 241, 242, 252, 261, 270–273, 292, 294, 301–305, 308–

311, 327, 335, 347, 372, 373, 379, 380, 401, 404, 424, 425, 461, 468] also facilitate mobile

nodes to exchange opinions with other nodes (in the form of reputation ratings) so that

they can enhance their decisions. However, they neither rely on higher authorities nor
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required to reach consensus with other nodes to make a decision. The reputation rat-

ings that are disseminated to communicate opinions with other nodes as referred as

recommendations and they facilitate the nodes to establish indirect relationships.

Trust management systems in the MANET employ various mathematical models

such as graph-theory based models [234], entropy-based models [372, 373], Bayesian-

logic based models [70, 71], etc, to quantify the evidence into opinion and represent the

resulting opinion as a relationship between the nodes. Finally, these systems execute

simple decision policies, such as, whether to, (a) accept or reject a newly discovered

route, (b) send or forward a packet on behalf of other nodes, accept or ignore a recom-

mendation from another node, (c) delete or retain paths containing misbehaving nodes,

(d) abstain or warn others about the misbehaving nodes, and (e) which path to choose

for communication. Capra [83] models trust management systems based on human

behaviour; however, it is not certain whether such system will meet the requirements

of the MANET because humans do not seem to always make fully rational trust deci-

sions [182]. In the following, we choose few recently proposed and some well-reviewed

systems for analysis from the literature. In our analysis, we use the terms, opinion,

reputation and relationship interchangeably based on the above-established hypothesis.

2.7.4 State of the Art

2.7.4.1 Quantifying Trust in MANET

Virendra et al. [401] have proposed a trust model in which trust relationships are

utilised to enable nodes to establish keys with other nodes. In their proposal, they

eliminate the following assumptions, such as, (a) centralised trusted authority to es-

tablish keys, and (b) nodes are non-malicious at the time of key establishment. The

decentralised trust model at every node adopts a five-phased approach to establish

and maintain trust relationship with other nodes, and the phases are, (a) initiation

and monitoring, (b) query and evaluation, (c) updating, (d) restructuring, and (e)

re-establishment. The model implements a metric to represent the opinions or rela-

tionships in the range of 0 to 1, and further sub-divides the range into three regions,
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(a) bad, (b) uncertain, and (c) good respectively. However, the model lacks sound

mathematical proof for the chosen metric.

During the initiation and monitoring phase, a node fixes its relationship with other

nodes to the median of the uncertain region. It promiscuously monitors the packet

transmissions of neighbours to collect the evidence of trustworthiness for their benign

and malicious behaviours. Also, it abstains from sending sensitive data to neighbours

until keys are established with them, for which its relationship with them has to be

in the good region. The query and evaluation phase facilitates the node to collect

recommendations from neighbours. However, recommendations are collected only from

the neighbours for which the relationship is in the good region. Also, recommendations

are treated secondary to the evidence collected through promiscuous monitoring. The

updating phase regularly evaluates the relationship depending on the evidence incoming

through monitoring and recommendations. As the relationship shifts towards the good

region, the periodicity of evaluation is reduced. The restructuring phase addresses

the uncertainty that may enter into the relationship, whenever, (a) neighbours move

out of the transmission range, and (b) neighbours had previously moved out of the

environment are now back into the transmission range. Instance when the neighbours

are out of range, the node exponentially decays its relationship to the floor of the region

(bad, uncertain, or good) to which the trust relationship belongs to. Alternatively, the

decayed relationship is resumed when the neighbours come back into the node’s vicinity.

Finally, the re-establishment phase is an optional phase in which a malicious neighbour

re-establishes relationship with the node by performing a linear benign behaviour.

The node then utilises its trust relationship to establish pair-wise and group-keys,

where keys are established with the neighbours for which trust relationship is in the

good region. Pair-wise keys are established with neighbours using mechanism such

as duckling [360]. In group-key establishment, one of the nodes in the group invites

all the neighbours to form a cluster, based on the trust relationships which is known

as Physical Logical Trust Domains (PLTD). Rest of the neighbours may accept the

invitation to join the group or in turn invite the node to join their PLTD. The model

also permits a node to participate in more than one PLTD.
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The model’s novelty rests on its scheme to employ behavioural and recommendation

based trust relationships to establish pair-wise and group-keys among nodes. However,

it is unclear how the model defends against nodes that perform malicious attacks

by spoofing packets with the identities of other nodes before the key establishment

phase. Other drawbacks are the model’s inability to handle recommendation issues

such as honest-elicitation, free-riding , and recommender’s bias. Finally during the re-

establishment phase, it is unclear on how nodes select a malicious node for forwarding

packets while trustworthy neighbours are in the neighbourhood.

2.7.4.2 Establishing Trust in Pure Ad-hoc Networks

Pirzada and McDonald [305] have proposed a trust model to improve reliability in the

pure MANET. The model performs three tasks, namely (a) trust derivation, (b) trust

quantification, and (c) trust computation. Trust derivation is synonymous to the ev-

idence manager and collects evidence for each type of packet (e.g. route request and

route reply packets) in all the categories such as forwarding data packets, forwarding

routing packets without modification, providing gratuitous route replies, and salvaging

route errors. Here, the opinion is referred as trust and measured in continuous values

between -1 and +1. Similar to [401], the model fails to provide a sound mathematical

proof for the chosen trust metric. Trust quantification formulates opinion for each cat-

egory by combining the trust metric held for different packet types within the category.

To achieve this, the operation assigns a weight for each packet type such that it repre-

sents the concepts, (a) utility and (b) importance, as referred by Marsh in [245]. The

value for the weight ranges from 0 (unimportant) to +1 (important). Here, the utility

refers to the cost and benefits associated with the context, and importance refers to the

significance of the context based on time. Finally, the trust computation is responsible

for computing the trustworthiness of a node by combining the trust quantified for each

category. For this, it adopts the same strategy of assigning weights to each category

before combining them together.
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Unlike the previous model [305], the system design composes of only evidence man-

ager and weak computational logic. It overlooks one of the trust management com-

ponents, decision manager, because it fails to take advantage of the established trust

relationships between nodes. It is not clear whether the evidence manager, i.e. the

trust derivation considers recommendations, and also how the accuracy of gratuitous

route replies and salvaged route errors are verified especially in a pure MANET where

there is no pre-established relationship among nodes. This is because nodes can ma-

liciously report a genuine link as broken link and introduce tampered routes through

gratuitous route replies and salvaged route errors. Similar to [305], Pirzada and Mc-

Donald also fail to demonstrate the strengths and limitations of their proposed models

through simulation results.

2.7.4.3 Propagating Trust in Ad-Hoc Networks for Reliable Routing

Pirzada et al. enhanced their earlier trust model [305] in [301] to address the question of

decision manager and recommendations. Their latter model incorporates the previous

model as a trust agent to collect the behavioural evidence and in sequent to compute

the direct trust for a node. Here, reputation agent is responsible for sharing direct trust

values as recommendations with other nodes, and the opinion derived from recommen-

dations is known as derived trust. To achieve this, the recommendation is scaled with

the direct trust held for the recommender. In order to keep fallacious recommendation

requests and recommendations at bay, the authors suggest HashCash1. The combiner

then combines direct and derived trusts from trust and reputation agents respectively

to arrive at the aggregate trust. Finally, trustworthy routes are chosen by assigning

weights to each link in the route based on the aggregate trust and then employing

shortest path algorithm using the assigned weights.

Pirzada et al. further extended their latest model in [309] to elaborate the dis-

semination of recommendations and demonstrated the effectiveness of their extended

1A CPU cost function that computes a proof-of-effort token using a cryptographic hash function.

The requester tries different combinations of trial string to find a token, and then sends the token to

the recommender, which can easily verify the token by performing a single hash operation.
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model through simulation results. In their extended model, nodes disseminate recom-

mendations by appending the direct trust values for other nodes along with the data

packets. This successfully reduces the overhead that may otherwise occur by forward-

ing separate packets to disseminate recommendations. The simulation results show

that DSR coupled with the trust model perform 10% better than the normal DSR.

Since the model excludes malicious nodes by resorting to only trustworthy routes, it

is interesting to know how the model will include repenting malicious nodes in the

future. Also, it is speculative whether a node appends its direct trust for all the nodes

along with the data packet or only for a few selected nodes. Finally, the notion of

disseminating recommendations opens door to honest-elicitation, free-riding, and bias

of the recommender.

2.7.4.4 Performance Analyses of the CONFIDANT Protocol (Cooperation

Of Nodes: Fairness In Dynamic Ad-Hoc NeTworks)

Buchegger and Boudec adopted defence-in-depth strategy to enhance the strength of

prevention mechanism by proposing a trust management system known as CONFI-

DANT [64, 67]. They utilise the trust model to defend against attacks, such as, (a)

traffic deviation, (b) route salvaging, (c) unusual frequent route updates, (d) silent route

tampering, (e) lack of error messages, and (f) no forwarding of control or data pack-

ets. The motivation for their proposal is derived from Richard Dawking’s The Selfish

Gene [108], in which suckers and cheaters are demonstrated as losers, while grudgers

as winners.

The CONFIDANT collects evidence from direct experiences, and recommendations.

Later, relationships are established based on the evidence that are then used for trust

decisions. These operations are achieved through four interdependent modules, (a)

monitor, (b) reputation system, (c) path manager, and (d) trust manager. Monitor col-

lects evidence by passively monitoring the transmission of a neighbour after forwarding

a packet to the neighbour. It then reports to the reputation system that consists of a

rating-list and blacklist, only if the collected evidence represents a malicious behaviour.

Reputation system changes the rating for a node if the evidence for a node’s malicious
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behaviours exceeds the pre-defined threshold value. It is important to note that the ev-

idence collected for a malicious behaviour from a direct experience has more influence

than the evidence collected from a recommendation. In sequent, the path manager

makes a decision to delete the malicious node from the path. Also, the path manager

assists the node in making decision such as whether to forward a received packet by

cross-checking the upstream node’s identity (previous-hop) in the blacklist. The rep-

utation system calls for a time-out operation to handle false accusations, fault rating

and list blow-up. Finally, the trust manager is responsible for forwarding and receiv-

ing recommendations to and from trustworthy nodes. Here, the recommendations are

known as ALARM messages and the trustworthy nodes are referred as friends. The

ALARM messages received from friends are evaluated for trustworthiness before being

sent to the reputation system. The trust decisions pertaining to the trust manager

are, (a) providing and accepting routing information, (b) accepting a node as a part

of route, and (c) taking part in a route originated by some other node. The authors

demonstrate the effectiveness of the model through extensive simulation results. Inter-

estingly, CONFIDANT nodes drop around 100 packets in the presence of 90% malicious

nodes, while DSR nodes drop 10000 packets in the presence of 10% malicious nodes.

Also, CONFIDANT nodes deliver 75% of data packets in the presence of 60% malicious

nodes.

Similar to the models discussed earlier, a friend’s ALARM message may not reflect

the actual status as the friend may be biased. In order to address honest-elicitation, the

authors have extended the model in [70, 71] to accommodate recommendations that

are in agreement with their opinions and accepted from friends whose trustworthiness

are measured separately for forwarding honest recommendations. However, such a

design fails to consider recommendations that report unusual behaviour because of

the disagreement. Furthermore, the model fails to handle free-riding behaviour. The

notion of refreshing the rating-list and blacklist using time-outs are reconsidered in

their later revision [68] to avoid the re-entry of malicious nodes.
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2.7.4.5 Information Theoretic Framework of Trust Modeling and Evalua-

tion for the MANET

Yan Lindsay et al. have developed a trust model for improving the security of MANET

routing protocols in [373]. Similar to related models, the proposed trust model estab-

lishes trust relationships using the evidence collected through monitoring and recom-

mendations. The established trust relationships are then used to choose trustworthy

routes and to isolate malicious nodes. The model differs from related model by laying

axioms for measuring, propagating, and combining trust. This is because the au-

thors believe that it is hard to compare trust metrics from various trust models and

believe that the fundamental definition of trust is incomplete. Similar to [190, 220–

222, 379, 380], they define trust as uncertainty and measure the uncertainty using

entropy. The evidence collected for malicious and benign behaviours are probabilisti-

cally mapped by following a modified Bayesian approach. The modification allows the

model to give low importance to past evidence and more importance to recent evidence.

The probabilistic estimate of Bayesian approach is then mapped to entropy.

In the case of recommendations, the authors ascertain that the trust established

through a recommendation should not be more than the trust held for the recommender

or the recommendation. Also, they state that the trust built using the multiple rec-

ommendations received from the same node should not be greater than the trust built

using the recommendations received from independent nodes. To prevent nodes from

knowing a requesting node’s favourite recommenders, the node disseminates a Trust

Recommendation Request (TRR) that contains a chosen list of nodes for which its rec-

ommendation trust is greater than the threshold, and also includes few other nodes for

which it is interested to update its recommendation trust. The requesting node receives

recommendations only from the list of nodes that are specified in the TRR packet and

restricted by the defined time-to-live (TTL). Note that it is up to the recommender

to respond back to the TRR. Later the recommendation trust of the recommenders

is updated depending on the interaction with the node for which the recommendation

was received.

The authors have performed intensive simulations using three types of malicious
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nodes (a) packet droppers, (b) recommenders that are liars and (c) blend of liars and

packet droppers. Simulation results show that malicious nodes do not form clusters

because once nodes are identified for malicious behaviours then there will be no more

routes through them. In the case of selectively malicious behaviours, few of the benign

nodes are mistakenly considered as malicious nodes. Finally, the authors observe mo-

bility to produce false negatives against benign nodes for dropping packets. However,

mobility is believed to decrease the overhead of requesting more recommendations be-

cause nodes move around and meet other nodes frequently. Interestingly, the paper

lays definition for trust and specifies the properties for propagating trust. However,

recommendations are prone to recommender’s bias, honest-elicitation and free-riding

problems. In addition, it is unclear how TRR and TTL are protected against modifi-

cation attacks.

2.7.5 Limitations

In this section, we summarise our analysis of various trust models that have been pre-

sented above. Although trust management systems in the MANET have introduced

a defence-in-depth strategy to enhance the security of communications, they are still

incomplete due to some certain limitations and shortcomings. We discuss these limita-

tions and shortcomings and point towards the possible future directions. Interestingly,

trust models [128, 217, 326, 447] that have been proposed in last couple of years are

still prone to some of the limitations discussed in the following.

2.7.5.1 Behavioural Evidence

Most of the trust management systems in the MANET consider only behavioural ev-

idence since they are observable and classifiable. However, it is not possible collect

evidence for all observable behaviours or the collected evidence may not be accurate

due to, (a) ambiguous collisions, (b) receiver collisions, and (c) limited transmission

power. Ambiguous collisions occur when a node receives a packet while it passively

monitors the transmission of another node. Alternatively, receiver collision occurs when
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a passively monitored node transmits a packet to its next-hop, at the same time the

next-hop is receiving another packet from some other node. In such situation, even if

the passively monitored node fails to retransmit the packet, it can increase its repu-

tation at the monitoring node. Finally, a selfish node can circumvent the monitoring

node by varying its transmission power such that the signal reaches the monitoring

node but not to the selfish node’s next-hop. Note that the malicious node requires to

know the transmission power range to reach each of its neighbours.

The severity increases when trust management systems collect only behavioural

evidence and fail to consider credentials or secret associations to authenticate nodes.

In the absence of authentication, evidence may be collected from a spoofed packet and,

hence, the corresponding trust relationships and resulting decisions may be inaccu-

rate. This clearly advocates the need to authenticate intermediate nodes and to verify

routing messages using secure routing protocols and only few models [3, 107, 241, 425]

acknowledge such a requirement. For this reason, it is necessary to collect both hard

and soft evidence so that trust management systems can also be employed to assist

secure routing protocols in enlisting only trustworthy nodes to the routes.

2.7.5.2 Recommendations

In the MANET, if nodes happen to rely only on the evidence collected from direct

interactions, then they can defend against malicious nodes only after interacting with

them. For this reason, mobile nodes exchange their opinions for other nodes with their

neighbours in the form of recommendations. In this manner, they partially avoid en-

countering malicious nodes without interacting with them. However, recommendations

are effective only if the trust model is capable of deploying some strategies to elimi-

nate or at least cope with, (a) false accusations or false praise, which we collectively

refer as honest-elicitation, (b) free-riding in which neighbours fail to reciprocate with

recommendations and (c) recommender’s bias resulting from recommender’s subjective

evaluation of evidence.

A straightforward defence against honest-elicitation in the literature is to consensus

the received recommendations so that valid recommendations are differentiated from
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falsified recommendations. However, this approach is vulnerable to collusion attack, if

the recommendations generated by colluding malicious neighbours surpass the recom-

mendations disseminated by benign neighbours. Hence, it becomes important not to

penalise any recommender as honest recommendations may fail to emerge due to the

consensus approach. Alternatively, a mobile node can defend against honest-elicitation

by only considering recommendations that are in agreement with its belief. Such an

approach would overlook the recommendation that may otherwise report the infrequent

malicious behaviour of a selectively-benign neighbour. Recommender’s bias is another

issue pertaining to recommendations. Unlike honest-elicitation, here the recommender

may disseminate an honest recommendation which is derived from either an optimistic

or pessimistic evaluation of collected evidence. Such recommendations are critical in

transitive trust relationships, where a node receiving a recommendation believes that

the recommender has evaluated the trustworthiness of recommended node in the same

manner it evaluates the trustworthiness of recommender. Free-riding confronts the

advantages of recommendations as it adheres to the specifications of routing protocol

for forwarding packets but fails to follow the specification outlined for the trust model.

One of the solutions to thwart free-riding is to opt for recursive design so that nodes

are enforced to communicate recommendations with other nodes as they are enforced

to forward packets for other nodes. Finally propagating recommendations opens door

to many questions such as whether to, (a) restrict recommendations to single or mul-

tiple hops, and (b) attach opinions for all nodes or report only malicious nodes. The

answer towards such questions rests on the balance between the overhead incurred in

disseminating recommendations and the importance of informing other nodes regarding

malicious nodes.

These issues lead us to question whether recommendations are necessary at all in

the trust management systems. However, the benefit of defending against malicious

nodes even without interacting with them prioritises the necessity to consider recom-

mendations. Perhaps, the direction to look for solution is to investigate the trade-off

between the advantage of considering recommendations to establish trust relationships

with unknown nodes and the benefit of ignoring recommendations as a result of their
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vulnerabilities. In comparison with the related trust models, we emerge to establish the

balance by addressing the issues pertaining to recommendations and at the same time

taking advantage of the benefits of communicating recommendations in Chapter 4.

2.7.5.3 Modelling Ignorance in Trust Relationships

Most if not all trust models, often fail to represent the aspect of ignorance and the

associated uncertainty, which are intrinsic to the establishment of trust relationships

in the MANET. Hence, a trust relationship between two nodes may not always reflect

the actual relationship and consequently the executed decision may not always be

accurate. For instance, consider a new node joining the network. The existing nodes in

the network may not have a record of past evidence to trust or distrust a newly joining

node. Assigning an arbitrary level of trust for the new node poses several issues. The

trust models address this issue either by pessimistically assigning a low level of trust

[294] or by optimistically assigning a neutral [401] or high level of trust [301] to the

new node. The purpose of pessimistic approach is to compel the new node to exhibit

a consistent benign behaviour from the point it enters the network. However, in some

of these models, it is not always clear as to how the less trusted new node is selected

for communications when nodes with high trust values exist in the network. If a new

node is not preferred for communications due to its low level of trust, then it lacks the

opportunity to gain trust with the existing nodes. Alternatively, with the optimistic

approach, the aim is to promptly identify whether the new node exhibits malicious

behaviour from the point it enters into the network. Prompt identification is feasible

because the neutral or high level of trust assigned for a new node decreases rapidly as

the malicious behaviour increases. However, the optimistic approach favours existing

malicious nodes to re-enter the network with a new identity. These issues arise as trust

models explicitly fail to represent an existing node’s ignorance about a newly joining

node’s behaviour. The issue also extends to nodes that have already established trust

relationship with one another depending on their interactions, and recommendations.

For example, when a node moves away from a neighbour (due to mobility), it is unclear

whether to consider the neighbour with the same level of trust or distrust during the
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next interaction (when it returns). It may be that the neighbour could retain its current

behaviour which may be either benign or malicious. Considering the neighbour to

be benign, there is a chance for the neighbour to be compromised prior to the next

interaction. Alternatively, if the neighbour is considered to be malicious, then it may

be repenting and expecting for an interaction to improve its relationship. Another

possibility is that the neighbour may be malicious as a result of compromise, and it may

be redeemed prior to the next interaction. These issues are often addressed by either

increasing or decreasing the trust or distrust of the nodes in proportion to the duration

for which they are out of communication. The seriousness of this approach is that a

node’s ignorance of other nodes is represented by either increasing or decreasing its

trust or distrust for them, which indeed denotes to their benign or malicious behaviour

respectively. Hence the failing to explicitly represent the notion of ignorance and the

associated uncertainty has a fundamental impact on the trust model. Recently few

trust models [82, 220, 373, 379] have considered this issue by modelling ignorance in

the established trust relationships. However, they are vulnerable to at least one of the

issues related to the recommendations.

2.7.5.4 Selective Malicious Behaviours

Majority of the trust models consider mobile nodes to exhibit persistent malicious or

benign behaviours. This is not true in the MANET where nodes are either prone to

capture and compromise or redeemed after being compromised. Modelling trust man-

agement systems to handle such selective malicious behaviours enable prompt detection

and isolation of compromised benign nodes. Alternatively, it enables the detection of

malicious nodes that may perform benign behaviours to remain unidentified or to gain

trustworthiness in its neighbourhood for a future objective. Similar approach can be

employed to detect selfish nodes that aim for maximum utility by selectively dropping

the packets received from neighbours. Although few models [64, 66, 68–70] measure

the relative rate of such selective malicious behaviours, they fail to take advantage of

their measurement by policing such nodes into a separate category. By defining effi-

cient policies, these nodes can then be included in a communication only if there is no
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available path through other nodes and it is an non-sensitive communication.

2.7.5.5 Evidence to Opinion Mapping

Only few models [39, 64, 66, 68–70, 82, 220, 233, 234, 270, 271, 373, 373, 379] are built

on strong mathematical proofs to map evidence to opinion. Remaining models provide

weak basis for evidence to opinion mapping and also fail to provide valid reasoning for

the continuous or discrete values chosen for the trust metric. This consequently leads to

inconsistencies in the evaluations and introduces difficulty in comparing the results with

other models. The other issue in managing opinions is, whether to give more weightage

to recent or past behaviours. Past behaviours are given more weightage in order to

avoid recent wrong observation to overshadow past benign behaviours; however, it is

also important to prevent nodes from taking leverage of past benign behaviours. Since

trust evolves continuously in a dynamically changing MANET, it is advantageous to

give more importance to recent behaviours. In such case, even if a benign node’s

behaviour has been mistakenly evaluated for malicious behaviour, the model should

be designed to allow benign nodes to regain their reputation through their future

benign behaviours. In other words, the logic should not reverse the existing opinion

upside down. Another important factor that needs consideration while choosing the

mathematical logic is the ability of the logic to prioritise different types of opinion. For

example, opinion formulated from one-to-one interactions should take more weightage

than the opinion formulated from recommendations.

Finally, not many models [242, 247] enable nodes to call for a strict decision to

exclude malicious nodes in their communication and to deny the requests received from

malicious nodes. Such models has to be designed to take advantage of the established

trust relationships so that they could efficiently make decisions to, (a) accept or reject

a discovered route, (b) record or ignore a route from a forwarded packet, (c) to forward

or discard a packet, (d) to forward a packet for a previous-hop, (e) to send a packet to a

next-hop, (f) refresh or revoke a secret association with a node, and (g) which route to

choose for the communication. In summary, dynamic and efficient trust management

systems can be realised only if the decision policies evolve with the evidence manager
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that has been designed already to accommodate IDS for detecting new type of attacks.

2.8 Motivation and Security Requirements

In this section, we summarise the security requirements upon which our two-layer trust

enhanced security architecture will be built. Note that these security requirements

are motivated from the literature study of related prevention and detection-reaction

systems. We envisage to meet the following requirements in our proposed architecture.

• The systems and sub-systems of the architecture must complement and oper-

ate within the assumptions and inherent limitations of the MANET. For ex-

ample, the systems must consider mobility and dynamically changing topology,

resource heterogeneity, promiscuous wireless medium and self-organised nature

of the MANET in their design. On the other hand, these systems are expected

to be designed on realistic and achievable assumptions. Furthermore, they are

anticipated to scale and adapt to the dynamically changing environment of the

MANET. For instance, taking into account the internal and external factors,

such as, congestion and contention in their operations. Finally, they must be

decentralised, independent and subjective, i.e. node centric to complement the

heterogeneity factors of the MANET.

• The designed systems must resolve the existing problems for which they are

proposed rather than introducing new vulnerabilities to the architecture. Also,

they must not rely on any online centralised or distributed trusted authorities

for their successful operation, but they are permitted to take leverage of an

offline trust entity to bootstrap authentication. These credentials can be used to

establish secure associations and thereof to establish secure data communications.

• Given that it is hard to eliminate the dissemination of additional control mes-

sages in the case of prevention systems (such as, secure routing protocols), the

detection and reaction systems are anticipated not to add further overhead to

the architecture. In other words, the detection and reaction systems must be
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designed to communicate the control information without disseminating addi-

tional messages for those control information. As per the label, detection and

reaction systems must be designed to identify and isolate malicious nodes until

those malicious nodes are observed to be repenting for their past misbehaviours.

Therefore, these detection and reaction systems are also expected to accommo-

date compromised mobile nodes that have been reset.

• In the case of trust management system, all available, observable and classifiable

evidence must be contributed towards the formulation of opinions. Unlike most

of the related models, the trust model must be integrated with other models

and/or systems for the collection of evidence. This includes the flow of informa-

tion from secure routing protocols, IDS, cooperation based systems, etc. Such

evidence must be used in identifying and excluding malicious nodes even before

interacting with them. Similarly, the opinions formed from the collected evidence

must be used in classifying the nodes and choosing them for sensitive communi-

cations. For example, selectively misbehaving nodes can be explicitly excluded

in the case of sensitive communications and can be included in a non-sensitive

communication, only if there is no other alternative route. As discussed in the

previous section, the trust model must consider the notion of ignorance whilst es-

tablishing trust relationships and also when the relationships change as a result of

unforeseen factors, such as, mobility. Furthermore, the trust model must resolve

the issues related to recommendations (i.e. free-riding, honest-elicitation and rec-

ommender’s bias) and take advantage of the second-hand information to identify

malicious and benign nodes. Unlike most of the related models, the proposed ap-

proach must rest on a strong mathematical foundation for mapping evidence into

opinions and also in measuring the trust. To meet the non-monotonic require-

ment of trust, the model must give importance to the recent evidence but not

to the point that it over-writes the opinion. Furthermore, the evidence emerging

from one-to-one experience must be taken at the highest priority in shaping the

opinion, whilst the second-hand evidence plays the subsequent role. Finally, we
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Figure 2.1: Components of Envisaged Trust Enhanced Security Architecture.

anticipate the trust model to incorporate a policy manager that can assist various

components and/or systems of our architecture to make better decisions depend-

ing on the context and time. For example, secure routing protocol can piggyback

trust model to enlist trusted intermediate nodes to the route, key management

systems can resort to the trust model during key re-establishment, etc.

As shown in Figure 2.1, we identify the key management component as the centre of

our architecture since it plays a significant role in bootstrapping authentication between

mobile nodes. However, in a pure MANET such privilege may not be available and

mobile nodes may rely on self-generated certificates to achieve the same goal. As

expected, the secure routing component is tightly coupled with the key management

and together form the prevention system of the architecture. The prevention system

heavily relies on the cryptographic mechanisms to attain their objectives. On the other

hand, the operational and trust components take advantage of the secure associations

provided by the key management systems to authenticate other mobile nodes. These

together form the detection and reaction system, in which the operational component

focuses on achieving cooperation among the mobile nodes and therefore aims to produce

a functional MANET. The trust component interfaces with all these components to
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collect evidence and then to assist these components in return to make better decisions.

The detection and reaction system will be built upon a basic IDS, i.e. neighbourhood

monitoring, to detect and gather evidence for malicious and benign behaviours.

In our design, we will interchangeably refer one-hop nodes as neighbours and the

neighbourhood as environment. All the different types of MANET-oriented adversaries

will be commonly referred to as malicious nodes and their behaviours as misbehaviours.

We assume that a bi-directional link exists between mobile nodes and all the nodes in

the network are equipped with an omni-directional antenna. Furthermore, the mobile

nodes in our design are expected to exercise an uniform transmission range, although

the mobility may vary from a node to node. In the following chapters, we will introduce

and detail the design and working of our architecture.

2.9 Conclusion

In this chapter, we have successfully presented the impact of MANET’s inherent fea-

tures on the design of security systems and the different types of attacks that are

prevalent in the same context. We have also established the basis for the design of

security systems by introducing the fundamental concepts of security. Given that ex-

haustive research has been carried out in the security of the MANET, we focussed only

on few well-studied approaches. To begin with, we discussed the impact of passive at-

tacks and the solutions that have been proposed to render anonymous communications

in the MANET. We then presented our study on prevention-based approaches, fol-

lowed by detection-based approaches and reaction-based approaches. We have detailed

some well-known secure routing protocols to iterate their significance in preventing

multi-hop communications against conventional attacks and their reliance on robust

key management systems to attain their objective. We then presented the incentive

and game-theory based systems that focused on stimulating cooperation among nodes

and, concluded the section with a brief discussion on their limitations and how they

fail to complement the prevention-based systems. We have detailed the defence-in-

depth approach (such as, including the IDS in the security design of MANET) and
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then presented the notion of reputation and trust management systems to address

the shortcomings of prevention-based systems. We have established the context for

trust management systems in the MANET by exploring the concepts and methodol-

ogy in traditional trust management systems. Various trust models including recently

proposed and few well-reviewed have been analysed and compared to study the state

of trust management system in the MANET. We have presented the analysis of these

trust models and discussed their limitations and shortcomings. Finally, we summarised

our study in terms of security requirements that will be fulfilled in the design of our

two-layered security system for the MANET.



3
Fellowship: Mitigating Packet Drop and

Flooding Attacks

3.1 Introduction

Regardless of few fundamental challenges, secure routing protocols [21, 75, 76, 105, 120,

136, 150, 154, 155, 159, 161–164, 179, 180, 215, 250, 260, 282, 284, 337, 367, 397, 399,

439, 440, 445, 446, 455] only focus on securing a functional MANET. In other words,

flooding and packet drop attacks that deter the availability of network services can

successfully over-ride such secure routing protocols. Therefore it is apparent that the

sole design of secure routing protocols (to keep unauthorised intermediate nodes at bay

and to ensure the integrity of discovered routes) is inadequate to guarantee cooperation

among mobile nodes. The fact that secure communications thrive only when a network

57
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is available clarifies well the severity of packet drop and flooding attacks, and therefore

the urgency to enforce cooperation among mobile nodes. The severity of such attacks

can further be realised from the dependency chain, where the success of secure routing

protocols relies on a robust key management service, which, in turn, is defined by the

self-organised feature of the MANET.

Several incentive-based payment systems [51, 77, 79, 102, 103, 127, 151, 209, 248,

278, 318, 320, 334, 349, 408, 416, 441, 443, 452, 453, 456] have been proposed to

motivate cooperation among mobile nodes. As discussed in Chapter 2, these systems

introduce incentives to motivate the mobile nodes to forward packets for other nodes

and, in turn, demand the same mobile nodes to pay incentives to other nodes for

propagating their packets. It appears that incentive-based payment systems shift the

problem to another plane rather than solving the original problem. It is for this reason

that these systems either rely on a tamper-proof service to protect and authenticate

incentive tokens or struggle to manage the pricing and distribution of the incentive

tokens. Proposals [18, 41, 91, 100, 166, 216, 385, 395, 438] that rely on an off-line or

on-line CA to protect incentive tokens remain analogous with the issues that hinder

the deployment of a robust key management service. Nevertheless, distributed on-

line CAs does not change the state of the art significantly, because they, too, are

restricted by the same issues for which the incentive-based payment systems have been

designed. Although tamper-proof hardware emerges as a likely candidate to protect

incentive tokens, it is unclear on how well it will fit to resolve the economic theory-

based questions, such as, (a) how are tokens priced (b) how are tokens distributed and

made available across the network (c) how the deprivation of the tokens is prevented,

and so on. Even if incentive-based payment systems adopt a suitable economic model

to realise the potential of tamper-proof hardware, it is too early to conclude that these

systems would be the final. At least for this reason, incentive-based payment systems

solve only the non-cooperation that results from packet drop behaviour, and only when

such behaviour is exhibited by the selfish nodes. Furthermore, we agree with Huang et

al.’s argument [165] that there is no need for an incentive system at all, especially at the

early stages of the MANET, where excessive complexity may inhibit the development
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of the MANET.

Game-theory based systems [10, 14, 80, 172, 255, 257, 358, 359, 391, 457] have

also been proposed to bring about cooperation among the mobile nodes. Although

such approaches appear to be effective, their feasibility becomes questionable owing to

their heavy reliance on the assumption that mobile nodes are rational. It is plausible

to design mobile nodes that engage mobile users1 in every rational decision; however,

such an approach is discouraged as a viable solution because it would become a causal

factor for security to be overlooked in the long-run with competitive functionality

and usability. At least in the case of the unmanned MANETs, it is apparent that

game-theory based systems are not the forerunners. Nevertheless, it is important to

acknowledge the fact raised by game-theory based systems that packet droppers and/or

flooders are the symbolic representation of rational attackers.

The emergence of IDS [13, 17, 104, 111, 213, 237, 251, 286, 288, 323, 342, 366, 371,

400, 411, 430] as a second-layer of defence has provided the platform for the develop-

ment of various reputation and trust management systems. Given the fact that IDS

only contributes to a detection vector, reputation systems step in to rate and classify

the detections, whilst trust management systems take advantage of those reputation

ratings and predefined security policies to make decisions for future events. Since

reputation and trust management systems identify themselves as a reactive layer (in

which they are expected to collect evidence from all security events to make best pos-

sible decision in the future), it is more appropriate to decouple them from preventive

approaches. Such a modular approach has already proved its effectiveness; for exam-

ple, secure routing and key management mechanisms independently focus on securing

communications and managing security credentials, respectively. For this reason, we

believe in designing a preventive layer that can enforce cooperation among the mobile

nodes that can later be coupled with reputation and trust management systems to

improve the overall security stance of the mobile nodes.

1Mobile users are likely to operate mobile devices in the case of commercial and civilian-based

MANET deployments, although the same does not hold true in the case of unmanned deployments.
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In this chapter, we propose an obligation-based mechanism known as the fellow-

ship to enforce cooperation among the mobile nodes. The main focus of the fellowship

is to explore and demonstrate the feasibility of mitigating packet drop and flooding

attacks within the capability of the MANET. In other words, the approach targets

complementing the self-organised feature of the MANET by not imposing an additional

layer of communication for managing or exchanging information and, in parallel, keep-

ing the packet droppers and flooders at bay. This contrasts with related models where

an additional layer of communication exists to materialise cooperation among the mo-

bile nodes. Furthermore, our approach is decentralised in the sense that it does not

require any off-line or on-line CA for bootstrapping or administration. It also differs

from distributed approaches [51, 77, 79, 102, 103, 255, 257, 435, 453, 456] that make

the final decisions based on the consensus reached by the mobile nodes. With this

perspective, the fellowship-enabled mobile nodes execute their instance of fellowship

model that is totally independent of the execution of the fellowship instance at the

other nodes.

In the following §3.2, we will present an attacker model. Section 3.3 will introduce

and detail our fellowship model. In §3.4, we will demonstrate the effectiveness of

the fellowship model against packet droppers and flooders and, thereby its role in

motivating cooperation among mobile nodes (by means of detailed simulation results).

We will then discuss some of the limitations of the fellowship model in §3.5. Section 3.6,

then provides some concluding remarks and summarises the chapter.

3.2 Adversary Model

Our adversary model consists of two types of mobile nodes, malicious and selfish.

Again, each of these nodes is capable of performing one of the following attacks, packet

drop and flooding. Although the objectives of the malicious and selfish nodes may

be different, their behaviours produce the same results. In the case of a packet drop

attack, both malicious and selfish nodes are destined to take the role of an intermediate

node to materialise the attack. On the other hand, they undertake the role of a source
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node to launch a flooding attack.

Malicious nodes primarily concentrate on disrupting the availability of the net-

work services by draining the resources of other nodes (through packet drop attacks)

or preventing other nodes from accessing the transmission channel (through flooding

attacks). In particular, a class of malicious nodes can exhibit intermittent or selective

attack behaviour; such malicious nodes are known as selectively-misbehaving malicious

nodes. These nodes were noted for dropping packets that were received from a few

specific node(s), while forwarding packets received from other mobile nodes. On the

other hand, selectively-misbehaving malicious nodes can also exhibit time-dependent

sporadic behaviour towards most of the nodes, and persistent behaviour towards a few

selective node(s). They are also known for flooding packets to a few specific node(s) to

block the availability of the wireless channel to those specific node(s). As noted earlier,

selectively-misbehaving malicious nodes can also sporadically congest the channels of

all neighbouring nodes. Recall that a flooding attack is different from a jamming at-

tack, where the former either congests a node’s bandwidth using unicast packets or

an entire neighbourhood through broadcast packets, and the latter makes the wireless

channel unavailable by over-powering the Radio Frequency (RF) signal at the physical

layer.

Selfish nodes are unique to the MANET because of the heterogeneity of battery

and computing resources among the mobile nodes. However, they echo the behaviour

of malicious nodes by either dropping the packets that were received from other mobile

nodes (for retaining their battery resource) or hijacking the transmission channel using

their high battery resource (for propagating their high volume of self-generated pack-

ets). To hijack the transmission channel, selfish nodes skip the Medium Access Control

(MAC) layer’s contention resolution mechanism. Although selfish nodes are motivated

to carry out their own communications, their total dependency on the network ser-

vices implicitly reveals that their higher priority would be to avoid exclusion from the

network. As seen from this perspective, selfish nodes differ from malicious nodes and

hence it is apparent that they can be forced to comply with any preventive measure

that is proposed to enforce cooperation among the mobile nodes. From here onwards,



62 Fellowship: Mitigating Packet Drop and Flooding Attacks

we will refer to both selfish and malicious nodes as adversaries, until a situation arises

to resolve them independently.

3.3 Fellowship Model

Our model is designed to operate at the interface of the MAC and network layers so

that it is independent of the routing protocols. It is founded on the principle that

every mobile node in the network is obliged to contribute services toward the network

to derive such services back from the network. Such an obligation not only enforces

the mobile nodes to forward packets on behalf of the other nodes but also assures them

to expect the same from those nodes for forwarding their packets. Since the obligation

satisfactorily restricts the mobile nodes from over-riding the shared wireless channel,

in return it guarantees the availability of the wireless channel to them. Mobile nodes

that are not obliging with other nodes are progressively isolated from deriving further

network services from those nodes. Since the obligation lays the groundwork for the

mobile nodes to cooperate regardless of their objective, the model is referred to as

fellowship.

3.3.1 Fundamental Concepts

Since fellowship is designed to enforce cooperation among the mobile nodes, it focuses

on identifying the mobile nodes that fail to comply with its design. Depending on

whether a mobile node absorbs an offered service or reciprocates with a similar service

after using the offered service, it is feasible to classify the mobile node as either coop-

erating or non-cooperating. Therefore, the fellowship persuades the mobile nodes to

commit a proportion of their resources for discovering and isolating adversaries with

certainty. In other words, adversaries are trapped, based on the behaviour exhibited

by them towards the offered service. Note that it is the same resource that acts as the

causal factor for the heterogeneity among the mobile nodes and gives rise to a special

class of adversary known as selfish nodes. More precisely, fellowship uses battery re-

sources to discover the mobile nodes that forfeit their obligation towards the network.
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Note that it is feasible to bring in any other resource or combination of resources as

the measurement factor; however such an investigation is beyond the scope of this

thesis. Although fellowship does not strictly focus on defining the proportion of the

resources committed by a mobile node for other nodes in the network, it affirms that

the payoff is proportional to the committed resource, that is, on how well the mobile

node can be assured of the behaviour of those nodes in network. Such a design not

only complements the resource heterogeneity of the mobile nodes, but also supports

the self-organised feature of the MANET, especially in the pure MANET 2. However,

the same may not be true in the case of the managed MANET 3 where a mobile node’s

resource commitment for discovering the behaviour of other nodes can be dictated at a

granular level. This is because the total count of the mobile nodes is most likely to be

known ahead of deployment. Hence those mobile nodes can be either programmed to

commit a proportion of their resource equally to all the remaining nodes or to prioritise

their committed resource to specific nodes. However, for scenarios where incremental

deployment is adopted, those mobile nodes can be directed to refine and define their

resource commitment whenever new nodes become available in the network.

In addition, the fellowship’s obligation-based approach is free from both the authen-

ticity and integrity concerns that confine the related models, where control messages

are the key factor for operation. Remember that related models evaluate packet drop-

pers either by incrementing or decrementing their metrics based solely on the count

of the packets forwarded or dropped by those adversaries. Also, recall from § 3.2 that

selfish nodes look for possible vulnerabilities so that they can exploit or over-ride other

nodes for network services, and alternatively aim to evade isolation and remain in the

network. We envisage that such selfish nodes will comply with related models but will

also exploit the defence by intelligently deriving more resources from other nodes. For

instance, they can forward packets for other nodes and in return force those nodes to

forward packets that have larger payloads. Such an imbalance can allow these selfish

2A pure network has no pre-established infrastructure and the network is created on the fly.
3A managed network excludes unauthorised nodes via pre-deployed keys or certificates, but does

not eliminate authenticated peers that may be malignant.
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Figure 3.1: Components of Fellowship Model.

nodes to gain more network service than might otherwise have been gained by drop-

ping packets that were received from those nodes. Note that the fellowship’s approach

for measuring the network services that have been used in terms of resources in turn

allows them to defend against such intelligent exploitation.

3.3.2 Overview of Components

As shown in Figure 3.1, the fellowship comprises three components, rate-limitation,

enforcement, and restoration. The rate-limitation component is responsible for defend-

ing against flooding attacks that are conducted by non-obliging nodes, that is, those

mobile nodes that fail to share the wireless channel with neighbours. In such a condi-

tion, the rate-limitation component reduces the resource committed for those flooders

in proportion to their flooded packets. The enforcement component is accountable for

mitigating the packet drop attacks that are launched by the non-obliging nodes, that

is, those mobile nodes that fail to forward packets for other nodes. It takes into account

the past forwarding ratio of those non-obliging nodes, and the availability of shared

wireless channel before reducing the resource committed for those packet droppers in

proportion to the dropped packets. The enforcement component relies on an IDS-based

monitor [248] to confirm whether a next-hop has forwarded packets on its behalf. The
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scenario where the mobile nodes are obliged to forward packets on behalf of the other

nodes but are unable to do so owing to unforeseen conditions (such as a hot-spot4 [375],

and the overflow of the packet transmission queue), they extend their obligation to-

wards the future packets that will be received from those nodes (provided the channel

becomes available) with the help of the restoration component. In other words, the

fellowship increments the resource commitment for those nodes in proportion to the

packets that are discarded as a result of contention and congestion.

3.3.3 Data Structures

The data structures of fellowship are, the resource-contribution list, packet-replica

queue, and packet-transmission queue. The following discusses the significance and

role of these data structures.

For instance, the resource-contribution list of a fellowship-enabled node A is a

container of multi-attributed tuples, where each of these tuples uniquely maps to one

of the other known nodes in the network and is identified by the nodal-identity (such as,

node I). In each of these tuples, one of the attributes, known as the contribution-share

(AηI), holds the value of the resource committed by A for discovering the behaviour

of the mapped node I. We will present the significance of remaining attributes in the

next §3.3.4. The following presents the approach adopted by A when arriving at AηI .

As given in (3.1), if EA(t0) is the battery energy of A at the time of deployment (t0),

then CA−Self presents the proportion of energy that A has dedicated for self operations

(such as receiving packets for which its destination, transmitting own packets, mobility,

reciprocating network services, etc), while CA−Contribution denotes the proportion of

energy that A has allocated for investigating the behaviour of the remaining nodes in

the network. Assuming that A has discovered n other nodes in the network, then for

every I ∈ n such that I 6= A, it populates AηI with an allocated share of resource that

is given by (CA−Contribution ·EA(t0))/n. In the case of the pure MANET, AηI may vary

dynamically as A discovers more nodes over a period of time.

4Hotspots appear when excessive contention exists, prompting congestion when insufficient re-

sources are available to handle the increased traffic load.
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EA(t0) =
{[
CA−Self · EA(t0)

]
+
[
CA−Contribution · EA(t0)

]}
;

1 = (CA−Self + CA−Contribution) (3.1)

Apart from the resource-contribution list, node A also uses a variable known as

the contribution-common (χ) for managing its overall resource contribution to all the

remaining nodes. The variable χ acts as a sink for penalised resources and a source

for bonus resources. In other words, whenever A observes I to be a packet dropper

or flooder, then the rate-limitation or enforcement components of its fellowship model

reduces AηI in proportion to the flooded or dropped packets, and sequentially incre-

ments χ with the reduced proportion. Similarly, whenever A has to discard I’s packet

owing to congestion, it then increments AηI in proportion to the discarded packet, and

sequentially decrements χ with the corresponding proportion. Next §3.3.4 presents

a detailed discussion on how AηI is managed, based on the notifications received for

increment and decrement from the fellowship’s components.

Node A stores recently-transmitted packets at the packet-replica queue, so that

its enforcement component can use the queue to confirm whether a next-hop J has

forwarded packets on its behalf. The duration for which the packets are retained at the

packet-replica queue is proportional to the average time taken to discover a route, which

is governed by the routing protocol. For instance, where the link-error notification is

received that node J is unreachable, node A’s enforcement component iterates through

the packet-replica queue and purges those packets for which the next-hop is J . Node

A’s enforcement component checks the availability of the shared wireless channel to

determine the contention rate and the packet-transmission queue to determine the

congestion rate, before deeming that the next-hop J is a packet dropper. The same

approach is adopted by the restoration component before dispatching a packet. We

will explain later that these are not the only checks that are performed by node A’s

enforcement component before deeming the next-hop J is a packet dropper.
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3.3.4 System Design

In this section, we present a detailed description of the fellowship’s components and

then their combined operations. The operations are demonstrated from the perspective

of a pure MANET with the anticipation that meeting the demands of a pure MANET

will implicitly convene the requirements of a managed MANET.

3.3.4.1 Rate-limitation Component

The objective of a mobile node’s rate-limitation component is to affirm that its neigh-

bours oblige in sharing the wireless channel and should those neighbours fail to do so,

it then exerts non-cooperation towards those neighbours in the future.

The fellowship’s rate-limitation component at a mobile node is activated whenever

the mobile node receives packets for forwarding on behalf of the other nodes. Depending

on the contention rate deduced for the shared wireless channel and the congestion rate

inferred from the packet transmission queue, the mobile node can specify an unanimous

reception-threshold (τ) for the other nodes, that is, the rate at which it can receive

packets for forwarding on behalf of those nodes in a given time interval. Given that

the transmission rate of the other nodes is within τ , the mobile node’s rate-limitation

transfers those received packets to the enforcement component for forwarding. It is

important to note that the mobile node’s rate-limitation component disregards both

the source and upstream route details for those received packets, regardless of being

operated at the network layer. This is because the mobile node holds the upstream

nodes as responsible for segregating or prioritising the packets before they request it

to forward those packets on their behalf.

It is also possible for a mobile node to allocate a different τ for every other node in

the network by taking into account the past behaviours of those nodes. Note that such

a design would require the fellowship model to integrate with a reputation-based trust

model so that its rate-limitation can take the feedback from the trust model and assign

the node-specific τ . Chapters 4 and 5 present our trust model, which is then integrated

with the fellowship to realise a trust enhanced defence against the packet droppers and
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flooders. Chapter 6 presents the integration of the fellowship with our trust model.

Until then, let us assume that a fellowship-enabled mobile node A assigns a common

τ for other nodes, and it is denoted as AτI for node I. However, as discussed below,

there are instances where a mobile node would assign a specific AτI for node I even in

the absence of integration with a trust model.

Although the self-organised feature of the MANET allows a mobile nodeA to opt for

a subjective AτI based upon the contention and congestion values, it is unfair to expect

node I to be aware of AτI in the absence of any explicit notification. Therefore, node

A’s rate-limitation introduces another threshold known as the negotiation threshold

(ρ) through which it indirectly notifies node I or, alternatively, enables node I to

adaptively learn the value of AτI . Whenever node I’s packet transmission rate exceeds

AτI , node A then discards those packets that exceed AτI during the given time interval.

However at the next interval, node A continues to accept I’s packets for forwarding,

provided those packets are within AτI . This indirect signalling operation continues for ρ

intervals, so that node I can infer node A’s AτI and synchronise its packet transmission

rate with AτI . Note that the approach allows node I to infer the value of AτI even

in the absence of a CA and the lack of an exchange of additional control packets. Let

us now perceive on how node I responds to node A’s advertised AτI , provided node

I has fellowship enabled, and alternatively how it reacts if it is one of those selfish or

malicious nodes.

3.3.4.1.1 Respondent – Fellowship-enabled Mobile Node Assuming node I

to be benign, in which case it must have the fellowship enabled, it is expected to trace

its packet transmission rate with the help of its enforcement component. Note that the

enforcement component interfaces with an IDS-based monitor to promiscuously capture

node A’s transmissions. Since node I would retain a copy of all transmitted packets

at the packet-replica queue for a duration equal to route discovery, its enforcement

component would be able to verify those packets that have been forwarded on its

behalf by node A and, similarly those packets that have been discarded by node A.

From this information, node I would then be able to infer node A’s packet reception
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rate (node A’s AτI for node I), and tailor its packet transmission rate according to

AτI . To begin with, even if node I’s enforcement component fails to trace the rate

of packets that were forwarded and subsequently discarded by node A as a result of

collisions at the physical interface, the continual exhibition of this operation by node

A for ρ intervals assures that node I can successfully infer AτI .

In addition, node I records nodeA’s reception rate (AτI) as the reciprocate reception

(Iτ recpA ) in its contribution-list as another attribute together with IηA for A. This

ensures that node I reciprocates with the same reception rate (IτA = Iτ recpA = AτI)

when forwarding packets on the behalf of A in the future, and therefore restricts A from

gaining any momentum by lowering AτI . Regardless of node I’s uniform τ for other

nodes (including for A), it would resort to Iτ recpA to reciprocate A’s AτI . Therefore as

noted earlier, mobile nodes do not necessarily allocate a uniform τ for the other nodes

even in the absence of integration with a trust model. However if channel contention

and congestion would prevent node I from honouring IτA = Iτ recpA for node A (and

the same also holds true for the requests received from the other nodes), then node I

would resort to a common τ that can be lower than Iτ recpA (the same applies for other

nodes too). Observe that node I would maintain a constant value for ρ intervals for

all nodes, unlike the reception rate that is likely to change from one node to another,

depending on the rate offered by those nodes. Nevertheless, our design does not restrict

an implementation from tailoring the value of ρ based on the behaviour or relationship

held with other nodes.

We defer our discussion on how node I’s enforcement component semantically dif-

ferentiates node A’s packet discards from the packet drops to §3.3.4.2. Although dis-

carding a packet is syntactically the same as dropping a packet, it is differentiated in

our model, based on the semantics whether a node drops a packet owing to unforeseen

conditions such as the contention and congestion or for other reasons, such as for saving

the battery resource and/or disrupting the network services.

3.3.4.1.2 Respondent – Malicious Node Unlike the previous scenario, consid-

ering node I to be of type malicious leaves us with the probability that I is likely
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to disregard A’s AτI . This is because malicious nodes are engineered to disrupt the

availability of the shared wireless channel. For instance, a malicious node I can be

expected to flood A by means of unicast packets with an aim of propagating the impact

of the flooding to node A’s downstream nodes. In this case, node I’s transmission rate

is supposed to exceed A’s AτI for more than ρ intervals; otherwise node I would not be

behaving much different from a fellowship-enabled node to substantiate its malicious-

ness. Recall that node A would discard all those packets that exceed AτI during every

interval for up to ρ intervals, but ensuring the transference of packets that comply AτI

within every interval to the enforcement component. Once node A realises that the

indirect negotiation with node I has failed, it takes the stance that I is an adversary

that is targeting to disrupt its access to the shared wireless channel. Therefore as a

preventive measure, node A continues to discard I’s packets that exceed AτI at ev-

ery interval following the ρth interval. In addition, node A decrements its AηI for I

for every discarded packet (Pk) by using a demerit-factor (λ) and the energy (E(Pk))

spent in receiving Pk. In parallel, node A increments χ with the proportion of resource

decremented from AηI . All these are given in (3.2),

AηI(ta+1) =
{
AηI(ta)−

[
λ · EA(Pk)

]}
; λ > 1;

χ(ta+1) =
{
χ(ta) +

[
λ · EA(Pk)

]}
; ta+1 > ta; (3.2)

Thereafter, node A continues to discard those packets that exceed AτI during every

interval until node I tunes its packet transmission rate to A’s AτI . Since node A

decrements AηI in proportion to the amount of discarded packets, it is possible for AηI

to run into a negative value. In such a situation, node A records the timestamp in

a variable known as the blacklist timestamp (ATI), which is another attribute of the

contribution-list. Although the rate-limitation takes the necessary measure to forward

node I’s packets that are received within AτI and hence transfers those packets to the

enforcement component, the latter makes the final decision on whether to forward those

packets on the behalf of node I by looking into AηI . As we will explain later in detail,
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the enforcement component prevents node A from forwarding packets on behalf of node

I when AηI is negative. In summary, the combined effect of node A to discard packets

that exceed AτI and to decrement AηI for every discarded packet ensures that node I

obliges to AτI . Otherwise, node I would be draining all its energy in flooding, where

node A will be discarding those packets that exceed AτI following the ρth interval or all

packets once AηI becomes negative. Not only node A prevents the impact of flooding

from being propagated beyond a hop, that is, by containing the flooded packets at the

point of origin, but also isolates node I for the exhibited behaviour. Given that mobile

nodes may be compromised and used to perform such malicious actions and that later

they may be redeemed, the design allows an infinitesimal growth of AηI as given in

(3.3). The time period for which node I remains benign with node A determines the

growth of AηI into positive, and any sign of flooding during the transition is adequate

to push node I to reinvent the cycle.

AηI(ta+1) =
[
etδ + AηI(

ATI)
]
; 10−6 < δ < 10−9;

∃t ∈ T,
(
t = ta+1 − ATI

)
∧
(
ta+1 >

ATI
)
∧ (I 6= malicious) ; (3.3)

Therefore, it is feasible to anticipate node I’s compliance with node A’s AτI , but

to behave different from a fellowship-enabled node by persistently throttling A’s band-

width with a packet transmission rate equal to AτI . We argue that node I cannot take

much leverage from the above scenario, because AτI is dependent on various factors,

(a) node A’s contention and congestion rate, (b) Aτ recpI , i.e. IτA offered by node I to-

wards A in the past ; even if there was no interaction between A and I in the past,

future response of I is adequate to initialise Aτ recpI , (c) the influence of total count of

A’s neighbours in determining AτI , which is discussed below, and (d) node I’s packet

dropping behaviour that influences AηI and is explained in detail in §3.3.4.1.3.

So far we have seen only one category of malicious behaviour, where a malicious

node overwhelms a specific mobile node and therefore the downstream nodes with uni-

cast packets. In the next category, a malicious node adopts a similar approach but
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targets its entire neighbourhood with broadcast packets with an aim to block a section

of network. Nevertheless, fellowship-enabled mobile nodes (that are positioned in the

malicious node’s environment) activate their rate-limitation component on receiving

the broadcast packets and proactively prevent the propagation of those flooded broad-

cast packets. Although these fellowship-enabled nodes take independent measures to

mitigate the propagation of flooded broadcasts, their indirect synchronisation not only

isolate the malicious node but also causes an unproductive battery drain and therefore

a shorter lifetime for the malicious node. In the case of selective flooding, the only

difference that can be observed at a fellowship-enabled node is the time taken by its

rate-limitation to isolate the selectively flooding malicious node, where the isolation

delay primarily results from the malicious node’s selective behaviour and not from the

fellowship’s design.

3.3.4.1.3 Respondent – Selfish Node Let us now perceive node I as being selfish

with the objective of understanding the possible response that a selfish node would

exhibit against the fellowship node’s reception rate (node A’s AτI in this scenario).

The selfish node I is expected to be highly resourced (owing to the rationale that it

hijacks the shared wireless channel from its neighbours) to disseminate a high volume of

packets by boycotting the MAC’s contention resolution mechanism. Note that node I

would be making the maximum benefit from the imbalanced environments, for instance,

a neighbourhood that is occupied by the less-resourced nodes, such as Personal Digital

Assistants (PDAs), and IP-enabled cellular devices.

Since selfish nodes are tailored to exploit network services but at the same time to

do their best to avoid being isolated, node I’s behaviour is anticipated to fit in between

the behaviour spectrum of the fellowship-enabled and the malicious nodes. Therefore

node I is aware of the consequence of exceeding AτI , because it not only witnesses

those packets that exceed AτI being discarded by node A, but also receives a penalty

proportional to those flooded packets, which will thereafter affect its future requests

to node A. As a result, node I is expected to throttle node A only with a packet

transmission rate that equals to AτI , especially after learning node A’s reception rate
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within ρth interval. In other words, node I is enforced to comply with AτI to avoid

from being detected as selfish by node A. As explained earlier, node I cannot influence

node A’s choice of AτI unless it had lured A by contributing a high IτA in the past,

which is likely to contradict with its objective. Even offering a high IτA is inadequate

for node I to be assured that node A would reciprocate with the same reception rate

(i.e. AτI = Aτ recpI = IτA) for the reasons mentioned earlier.

In summary, selfish nodes are pushed to imitate either the behaviour of a fellowship-

enabled or a malicious node. They are likely to imitate the former, given that no

mileage is derived from imitating the behaviour of a malicious node. The same argu-

ment holds true for selectively misbehaving selfish nodes.

3.3.4.1.4 Selection of Reception-Threshold (τ) In this section, we demon-

strate how the fellowship’s design can be extended to enable a mobile node to deter-

mine the value for τ depending on the number of neighbours in the environment and

the channel bandwidth that is available in the absence of contention and congestion.

Recall that mobile nodes are capable of detecting the total count of active neighbours

at any point in time from the requests received for forwarding packets, recent link-layer

acknowledgements, and fresh reports received for broken links. The advantage of this

design is that it allows a mobile node, for example node A, to make use of the available

bandwidth more efficiently, especially when the environment is packed with either high

or low density of neighbours. For instance, node A would be able to honour node

I’s IτA with Aτ recpI at a low neighbour density (or equally split the bandwidth for its

neighbours at high node density). Therefore the possible values that node A’s AτI

can take for node I are, 0 6 AτI 6 Bandwidth(A). At one extremity, node A may

be completely clogged with a congested packet transmission queue, thus preventing it

from rendering any service to node I. At the other extremity, it may be able to render

its entire share of channel for forwarding node I’s packets.

Although we assume a one-to-one mapping between the MAC and the IP addresses

in pure MANETs, it is feasible for mobile nodes to spoof the MAC addresses in pure
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MANETs where the appropriate mechanism is absent for preventing nodes from spoof-

ing their identity. We include some optional policies to the fellowship’s rate-limitation

to minimise the effect caused by the adversaries that would randomly change their

MAC address and therefore their IP address. The first policy allows rate-limitation

to separate the neighbours into two categories, known and unknown. The policy then

restricts the rate-limitation to assigning a minimum reception rate (τ > 0) to unknown

or new neighbours, and to advocate a progressive increase in τ for those neighbours de-

pending on the factors influencing the choice of τ . The policy is based on the rationale

that known or old neighbours are privileged to reap a high τ for their demonstrated

benign behaviour, while new neighbours are expected to demonstrate their behaviour

to earn a high τ . The second policy imposes rate-limitation to restrict the count of

new neighbours (φ) considered at any interval. Given the limited acceptance of φ and

restricted τ for each new neighbour, malicious and selfish nodes are disadvantaged

from spoofing their identity. Even if those adversaries opt to spoof their identity, the

advantage that they can derive is extremely constrained by the additional policies of

fellowship and thereof mitigating the impacts of flooding.

3.3.4.2 Enforcement Component

The objective of a mobile node’s enforcement component is to affirm that its neighbours

oblige in forwarding its requests and if those neighbours fail to cooperate then it exerts

non-cooperation towards those neighbours in the future.

On receiving a packet from rate-limitation component, a fellowship-enabled node’s

enforcement component first checks the resource that it has committed for the previous-

hop, and then checks the resource committed for the next-hop, before making the

move to forward the packet on behalf of the previous-hop. Once the packet is deemed

for transmission, the enforcement component transfers the packet to the restoration

component, which then checks for the availability of the wireless channel and the

compliance of its packet transmission rate with the next-hop’s reception-rate before

dispatching the packet to the wireless medium. For instance, node A’s enforcement

checks whether its AηI for the previous-hop I and AηJ for the next-hop J are positive,
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before determining to forward a packet on behalf of the previous-hop I.

At node A, PFR is an important factor that influences the resource value (AηJ )

committed for next-hop J . As shown in (3.4), the PFR (AγJ ) of node J from the

perspective of node A is defined as the ratio of total count of packets forwarded by

node J on the behalf of node A (AαJ ) to the total count of packets transmitted to

node J by node A (AβJ ).

AγJ =

(AαJ
AβJ

)
(3.4)

Assuming AηI and AηJ are positive, the enforcement component transfers the

packet to the restoration component. Once the restoration component transmits the

packet to the next-hop J (provided the shared wireless channel is free from contention

and also its packet transmission is in compliance with node J ’s reception rate, J τA),

it increments AβJ to reflect the transmission. As explained below, the enforcement

component relies on an IDS-based monitor to verify whether the next-hop J has for-

warded a packet on its behalf, and if the verification turns out to be successful, it then

increments AαJ accordingly.

Let us now summarise the attributes of the contribution-list and the parameters

of our model. Table 3.1 presents node A’s tuple for node I, which is extracted from

its contribution-list, and then Table 3.2 lists the general parameters that are used in

fellowship model.

3.3.4.2.1 Packet Dropping or Discarding Next-hop Let us investigate the

scenario where node A reads the next-hop J as failing to forward packets on its behalf.

The root causes for node A to read node J as a packet dropper are, (a) node A

might have experienced a collision at the physical interface that would have prevented it

from reading J ’s transmission, (b) node J might have experienced channel contention

and therefore it would have discarded incoming packets owing to the congested packet

transmission queue, (c) node A might have exceeded node J ’s J τA and therefore node

J would have discarded those packets that were received from node A as explained in
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Table 3.2: Parameters for Fellowship Model

Parameters Description

Negotiation Threshold (ρ) Maximum interval for indirectly notifying reception threshold (τ).

Demerit Factor (λ) Penalty awarded for every flooded or dropped packet.

Merit Factor (σ) Credit for discarded packet (due to congestion).

Contribution Common (χ) Sink or source for penalised or awarded resources.

Transmission Threshold (ν) Cut-off point to mark a neighbour as packet dropper.

Neighbour Count (φ) Total count of neighbours known at any given point.

§3.3.4.1.1 or, (d) node J might have been an adversary that was dropping A’s packets

to drain A’s battery resources. Although node A can determine that its packet might

have been dropped by the next-hop, it adopts a progressive approach to determine the

root-cause of the packet drop owing to the above-mentioned ambiguities. Therefore,

node A takes a two-level of approach to confirm whether or not the next-hop J is not

cooperating with its requests, that is, a packet dropper. Similar to the rate-limitation’s

combined deployment of AτI and ρ to detect whether previous-hop I is flooding or not,

the enforcement component relies on AγJ and the transmission threshold (ν) to detect

whether or not the next-hop J is a packet dropper. In other words, A deems a next-

hop J as a packet dropper whenever its AγJ for J drops below ν. Although, node

A assumes a uniform ν for every other node in the network, it can be tailored to

assign a unique value to node J (AνJ ) and the same can be applied for other nodes.

Nevertheless, node A considers a uniform ν for every other node in this scenario for

the ease of explanation.

For all the above-mentioned cases, node A proceeds to increment AβJ , but not

AαJ , regardless of the root-cause, because node A never deems the next-hop J as

a packet dropper until its AγJ for J drops below ν. Here ν engulfs the uncertainty

factors (collision, contention and congestion, and node J ’s negotiation of J τA) that

account for the discarded packets. For example, if ν = x such that 0 < x < 1 then

x presents the transmission rate, while (1 − x) accounts for the factors that inhibit

transmission.
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3.3.4.2.1.1 Cases A and B In the first two cases, although nodeA is uncertain

of whether or not node J has forwarded a packet on its behalf at the time of collision,

it fails to increment AαJ to discourage adversaries from taking advantage of such a

loophole for dropping packets. Similarly, node A fails to increment AαJ when node J

discards its packets as a result of contention and congestion. In spite of the fact that

node A has not been communicating with node J ’s congestion, it infers the channel

contention and therefore node J ’s congested packet transmission queue. It performs

the inference by sampling the total number of packets that were dissipated by node J

per interval. In this situation, the enforcement component advocates the restoration

component to reduce the rate of packets that will be forwarded to the next-hop J . Note

that node A’s restoration component can be modelled to reduce its transmission rate

by imitating the traditional contention window concept. In both of the above cases,

node A purges the copy of the packet that was stored in the packet-replica queue.

A special category for the second case results when the next-hop J fails to forward

packets on the behalf of node A because its downstream neighbour is a packet dropper.

Node A can infer such a situation by sampling the next-hop J ’s transmissions with the

help of an IDS-based monitor to check whether J is dropping all its requests or only

discarding requests that pertain to a particular flow. The former remains synonymous

with the fourth case that will be discussed below, while the latter points out the

next-hop J ’s relationship with its downstream neighbour. In this situation, node A’s

enforcement component prevents the restoration component from transmitting further

packets that belong to the identified flow because those packets will be dropped at the

next-hop J . This not only allows node A to save its battery resources, but also permits

it to propagate the information indirectly back to the source; the same approach is

adopted at all upstream nodes. Such an approach would also allow the source to switch

to an alternate path for communication with the destination. An alternative design

to this sub-case is to make the intermediate nodes trigger a route error message back

to the source whenever they deem their next-hop is a packet dropper. Although the

propagation of a route error would be elegant, it again opens the door for adversaries

to launch a further disruption to the packet flow.



3.3 Fellowship Model 79

3.3.4.2.1.2 Case C The third case points out where node A overwhelms the

next-hop J with a packet transmission rate that exceeds node J ’s packet reception rate

J τA. Node A infers the advertised J τA by overhearing node J ’s transmissions via an

IDS-based monitor. From overheard packets, node A’s enforcement component learns

that the next-hop J has forwarded only a fixed proportion of packets (i.e. J τA) on its

behalf, but has discarded the remaining proportion during every interval. Therefore,

the enforcement component instructs the restoration component to equalise its packet

transmission rate to J τA. Consequently, it also records the value of J τA at Aτ recpJ so

that it can reciprocate with the same reception rate to J ’s future requests. Similar to

the first two cases, the enforcement component restrains AαJ from being incremented

for every overwhelmed packet that was discarded by the next-hop J , and also purges

the duplicate packet that is stored in its packet-replica queue. However, it increments

AαJ for every packet that was forwarded on its behalf by the next-hop J . In other

words, the enforcement component does its best to infer the information available from

within its disposal to learn whether it has overwhelmed the next-hop J before deeming

J as a packet dropper.

3.3.4.2.1.3 Case D The final case presents the scenario where the next-hop

J resembles an adversary that either saves its battery resources or drains the battery

resources of the previous-hop by dropping the received packets. Analogous to the other

three cases, node A’s enforcement component not only investigates the environment’s

contention for shared wireless but also matches with the next-hop J ’s advertised J τA.

Although it has not been mentioned earlier, the enforcement component employs the

following steps in all cases. Whenever the next-hop J is noted for dropping a packet,

the enforcement component not only refrains from incrementing AαJ and purging the

copy of the duplicate packet from its packet replica queue, but it also checks whether

AγJ is greater than ν. For instance, when node A’s AγJ for the next-hop J fails to

exceed ν, the enforcement component proceeds to reduce AηJ that is given in (3.2) by

λ and the energy (EA(Pk)) spent in transmitting the packet that is later dropped by J .

Consequently, nodeA increments χ with the proportion of the resource decremented for



80 Fellowship: Mitigating Packet Drop and Flooding Attacks

the dropped packet. Given that node A has clarified the possibility of accidental factors

for packet loss (such as of packet collision, contention for shared wireless channel, and

the transmission of packets at a rate greater than next-hop J ’s J τA) by using ν and

also has observed continuous non-cooperation behaviour from the next-hop J , it then

proceeds to prevent further packet loss by reducing the resource committed (AηJ ) for

J . This not only protects node A from transmitting further packets to next-hop J

but also restrains it from cooperating to J ’s future requests.

3.3.4.2.1.4 Discussion Let us investigate the robustness of the enforcement

component against the different types of adversaries. As noted above, the persistent

malicious next-hop J is promptly identified for dropping packets and, accordingly, is

isolated from playing the role of next-hop to node A’s future requests or vice versa.

However, the same may not hold true if J is a selfish node because it is motivated to

save battery resources and also designed to rely on the cooperation from other nodes

to capitalise on the saved battery resources for its communications. Therefore, the

enforcement component forces the selfish node J to cooperate or accept the risk of

being isolated. In the case of selective misbehaviours, detection is proportional to

the rate of misbehaviour and ν. Although such selective misbehaviour cannot deter

communications to the extent of persistent misbehaviour, it can disrupt sensitive com-

munications. The integration of the fellowship with the trust model (which will be

discussed in Chapter 6) can overcome such a situation and ensure a reliable path for

sensitive communications, provided there exists a reliable path in the network. Recall

that ν determines the cut-off when the next-hop J is suspected as a packer dropper

and then a negative AηJ marks the isolation of J .

3.3.4.2.2 Requestor – Adversary Let us now examine a scenario that is the

opposite to the scenario presented in §3.3.4.2.1. Node A’s enforcement component

discards a packet that is received from its previous-hop neighbour I, whenever its AηI

for I reads negative. Let us investigate the factors that would cause AηI to take a
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negative value, (a) node I must have been flooding that would have caused the rate-

limitation to reduce AηI in proportion to those flooded packets and/or, (b) node I must

have been dropping A’s packets that would have caused the enforcement to reduce AηI

in proportion to those dropped packets.

Node A justifies its decision to discard those packets that were received from the

previous-hop I because it satisfactorily confirms I’s flooding and/or packet dropping

behaviour before deeming I as a flooder and/or packer dropper. Note that the decision

is the represented by the assignment of negative value to AηI . Recall that nodeA would

have obtained the first-level of confirmation for flooding when node I had failed to

comply with AτI , which was advertised for ρ intervals. The second-level of confirmation

for flooding would have been obtained when I’s packet transmission rate persistently

exceeded AτI and, therefore, received a penalty for those flooded packets (those packets

that exceeded AτI in every interval following ρth interval). Similarly, node A would

have obtained a first-level of confirmation for packet-dropping when I had failed to

comply with ν. The second-level of confirmation for packet-dropping would have been

obtained when I’s AγI persistently exceeded ν.

3.3.4.3 Restoration Component

The objective of a mobile node’s restoration component is to contribute further re-

sources towards a neighbour’s future request whenever the neighbour’s current packet is

discarded as a result of an unforeseen condition, such as the contention and congestion.

On receiving a packet from the enforcement component, the restoration component

is responsible for dispatching the packet to the shared wireless channel. The restoration

component first investigates the packet transmission queue to learn about the conges-

tion level and then the Network Allocation Vector’s (NAV) value [375] to understand

the availability of the shared wireless channel. Given that the packet transmission

queue is free from congestion and the shared wireless channel is void of contention,

the restoration component then transmits the packet to the next-hop J and sequen-

tially increments AβJ . In addition, it ensures that the packets are transmitted within

the reception rate (J τA) of the next-hop J and also stacks a copy of those packets
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at the packet-replica queue to aid the enforcement component’s future investigation.

An exception to the stacking process occurs whenever a next-hop evolves as the fi-

nal destination for a packet. Note that in such situation, the packet will never be

propagated further. Optionally, the restoration component is designed to increase the

packet transmission rate after every ρth interval, provided the environment is free from

contention and the next-hop J maintains J τA. In other words, the design enables the

mobile nodes to request (or offer) additional service from (or for) other mobile nodes

whenever the situation is conducive for placing such requests (or offers). Therefore,

node A makes an indirect appeal to the next-hop J requesting an increase in the re-

ception rate (J τA) and, henceforth reciprocates with the same reception rate (Aτ repJ )

to J ’s requests in the future. For some reason, if the next-hop J fails to honour node

A’s request, then node A withholds from incrementing AβJ for those packets that had

exceeded (J τA) following ρth interval. This ensures that node A precisely captures the

next-hop J ’s packet forwarding behaviour (AγJ ) without any noise. Another option is

to enable the restoration component to provide feedback to the trust model regarding

reliable next-hops so that the information is included by the trust model for influenc-

ing the routing protocol while selecting the next-hop for the routing packets. We will

discuss the design of such an approach in Chapter 6 where we integrate the fellowship

model with our trust model, to be presented in the next Chapter 4. Orthogonally,

the packet transmitted by restoration component can undergo collision with one of the

neighbour’s transmissions. Such a condition is beyond the control of the fellowship

and, therefore, the design leaves the resolution to the routing protocol.

Contrary to the above scenario, if the packet transmission queue is reported as con-

gested or a high contention exists for the shared wireless channel, then the restoration

component discards the packet (Pk) and increases AηI for the previous-hop I as given

in (3.5). The increased resource for the packet owner I is defined by the merit factor

(σ) and the energy (EA(Pk)) that would have been spent by node A in transmitting

Pk. Consequently, node A reduces χ with the proportion of the resource increased for

the sake of the discarded packet (Pk). In the fellowship, σ < λ, to ensure that any

awarded resource does not mask past misbehaviours.
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AηI(ta+1) =
{
AηI(ta) +

[
σ · EA(Pk)

]}
; σ > 1;

χ(ta+1) =
{
χ(ta)−

[
σ · EA(Pk)

]}
; ta+1 > ta; (3.5)

In sequence, the restoration component notifies the rate-limitation component to

reduce the reception rate (AτI) for the previous-hop I in proportion to the congestion

and contention. Node A is likely to experience contention whenever heavy traffic flows

through it and/or the surrounding environment. Such a scenario prevails when node

A happens to be geographically positioned at the centre of the network. In such case,

the rate of the incoming requests exceeds the rate of the outgoing packets owing to

the contention and, thereafter, the received packets find themselves congested at the

packet transmission queue. Although the incoming packets are discarded because of

the congested packet transmission queue, the packets that are already stacked in the

transmission queue will be retained for dispatch until one of two events occurs, (a) the

expiry of those packets or (b) the channel is free from contention.

In the above design, node A’s restoration component could have been designed

to invoke a control message to the previous-hop I informing it of the contention and

congestion, and therefore requesting a reduced packet transmission rate. However, such

an approach does come with issues. First, the dissemination of the addition control

packet to each previous-hop neighbour according to each incoming flow may further

aggravate the contention and congestion. Second, the dissemination of an additional

control packet may also open the door to other types of DoS attacks.

3.3.5 System Operation

In this section, we will summarise the interaction of the fellowship’s components using

the scenario shown in Figure 3.2. Since we are not interested at the flow level, we focus

our discussion only on the node-to-node interactions, in particular, the interactions of

the fellowship-enabled node A with its neighbours X , I, Y , N , J , and M. Here,
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Figure 3.2: Interaction among Fellowship, Malicious and Selfish Nodes.

nodes X , I, and Y are the previous-hop neighbours to A and the nodes N , J , M are

the next-hop neighbours to A. Among these neighbours, nodes I and J are assumed

to have the fellowship-enabled while the remaining neighbours belong to the adversary

category. Among those adversaries, X and M exhibit malicious behaviour, whereas Y

and N demonstrate selfish behaviour.

Let us now focus on the operation of node A’s rate-limitation to the incoming

requests. As expected, node A reciprocates with AτI = Aτ recp
I = IτA to honour

the reception rate (IτA) offered by node I in the past. Moreover, node I must be
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aware of the fact that node A will reciprocate the reception rate. Given that nodes

A and I have been fellowship-enabled, node I adheres to the protocol specification

and transmits the packets to node A at the rate, IτA = Iτ recpA . Therefore, node A’s

rate-limitation transfers the node I’s packets to its enforcement component, which is

again expected to transfer those packets to the restoration component. This is based

on the assumption that node A’s AηI for node I must have been positive, and also

making another assumption that node A has a positive contribution share for a next-

hop (or downstream node). The restoration component dispatches those packets to

the respective next-hop, provided the channel is available for transmission. Assuming

the channel is free from contention and the packets are transmitted to the fellowship-

enabled next-hop J , the previous-hop I can now confirm that node A has forwarded

packets on its behalf, and the same for node A when node J later forwards those

packets to its next-hop.

Although it is not feasible to discuss all the possible combinations that would pre-

vent the occurrence of the above scenario, most of the common factors that would

influence the above scenario are, (a) nodes A and I might not have interacted in the

past, (b) either node A or I experiences a high volume of packets or heavy contention

and congestion, (c) node A may encounter a malicious or selfish next-hop for the pack-

ets that were received from node I or (d) either node A may increase AτI or node I

may request for an increase in AτI . Let us now briefly consider each of these cases.

3.3.5.1 Case A

The instance where nodes A and I have never interacted would, in turn, mean that

AτI is set to an initial value that is likely to be the product of node A’s share of the

channel bandwidth, and its contention and congestion rate. Since node I would be

reciprocating the same (Iτ repA = AτI) to node A’s future requests, there is no incentive

for node A to manipulate with AτI .
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3.3.5.2 Case B

In the case of heavy traffic flowing into node A (which is also possible, if node A

forwards packets for other neighbours such as X and Y), it is expected to reduce AτI to

balance the service that is offered to the requesting neighbours. As pointed out earlier,

node I would be reciprocating the same (Iτ repA = AτI) to node A’s future requests.

Remember this model can be overridden by introducing the concept of priority among

the packet flows, where node A can be designed to prioritise node I’s packets over

packets received from other neighbours, and therefore keeping AτI free from reduction.

Although the investigation for prioritising packet flows is beyond the scope of this

thesis, it is important to point out that such QoS-based packet flow models can be

complemented using the trust relationships identified by the trust models.

Regardless of whether the QoS-based packet flow is in place or not, node A is

expected to lower AτI for node I at the time of the contention and congestion. As

expected, node I complies with the advertised AτI and reciprocates the same to node

A’s future requests. Node A is likely to experience a congested state if X or Y floods

unicast or broadcast packets within its environment. Although the flooding inhibits

node A from assuring the already advertised AτI to node I, node A ensures that

the flooding is restrained within a hop and therefore is not propagated to the rest of

network. As explained in the previous §3.3.4, node A would forward packets on the

behalf of X (or Y) as long as those packets are within AτX (or AτY) and AηX (or

AηY) is positive. Regardless of whether X exhibits a pertinent or selective malicious

behaviour, it is likely to expend the battery resource by flooding unicast or broadcast

packets within the environment of node A. In the case of the broadcast packets being

disseminated by X , node I participates in restricting those flooded broadcasts from

being propagated across the network. Alternatively, node Y may comply with AτY to

avoid isolation by node A.
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3.3.5.3 Case C

Similar to the previous case, node A may be encountering an adversary as the next-

hop for those packets that were received from node I. The adversaries M and N

are expected to drop those packets that were received from node A. However, the

malicious M drops those packets that were received from node A more aggressively

than the selfish node N owing to its malignant behaviour. On the other hand, the

selfish node N is likely to comply with node A to avoid isolation. Node A reduces

AηM for M as AγM becomes lower than ν, which would, in turn, lead to a negative

AηM. This would cause node A to hold back its transmissions to node M and, in

turn, convey the information indirectly back to node I. As explained in the previous

§3.3.4, node I would be able to sample node A’s transmissions, and learn that A is

able to transmit packets for other mobile nodes and also on its behalf when the next

downstream node is other than M.

3.3.5.4 Case D

This case represents a scenario where the interaction between nodes I andA are neither

affected nor influenced by any adversary or high volume of traffic. In such a situation,

it is reasonable for node A to increase AτI depending on the availability of the channel

bandwidth with the expectation that node I would reciprocate the same in the future.

Alternatively, node I can place an indirect request to node A following the ρth interval.

It is then left to node A to honour or dishonour node I’s request. This scenario can be

more precisely modelled with the integration of the trust model, where node I’s past

responses can be captured to make a better decision.

Next §3.4 introduces the simulator, the tools that were used for analysing the

simulation results, scenarios that were used to study the impact of adversaries and

then the simulation results that demonstrate the effectiveness of the fellowship model

against adversaries.
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(a) Mobile Node – DSR (b) Mobile Node – Malicious (c) Mobile Node – Fellowship

Figure 3.3: Constituents and Extensions to a Mobile Node.

3.4 Simulation

The NS2 [316] is an open source tool that supports the simulation of various traffic

sources, transport, routing and MAC protocols, and the queue management mecha-

nisms over wired and wireless networks. We have used the NS2 to investigate the

performance of the fellowship-enabled mobile nodes against the malicious nodes for

the following reasons, (a) the NS2 contains the implementation of various standard

MANET protocols, such as 802.11 MAC, DSR and AODV, (b) it has been widely used

to study the performance of those MANET protocols and, (c) used for the analysis of

various security models in the MANET.

3.4.1 Simulator Overview

The NS2 has been built on two languages, C++, and the OTcl interpreter (an ob-

ject oriented extension of Tcl), where the object oriented discrete event simulator is

written in C++, and the simulation scripts are executed through the OTcl interpreter.
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The simulation scripts and simulator are tightly coupled as a result of the one-to-one

correspondence between the compiled class hierarchy of the C++ and the interpreted

hierarchy of the OTcl. The compiled class hierarchy contains the detailed definition

and operation of various protocols for both wired and wireless extensions. The NS2 re-

quires an extension of an existing protocol or implementation of a new protocol to take

place at the compiled class hierarchy. Furthermore, the extension or implementation at

the compiled class hierarchy of the C++ reduces the packet and event processing time,

and thereby enhances the simulation efficiency. We have implemented the fellowship

and adversary models as an extension of the pre-packaged 802.11 MAC at the C++

layer. On the other hand, the OTcl interpreter is used to define, configure and setup

the routing protocol, application-based traffic, network topology, simulation scenarios

and parameters for the MAC 802.11, fellowship and adversary models. This suits for

our implementation well, because the OTcl interpreter allows rapid changes to the

simulation setup and scenarios despite its tardiness. Given that the NS2 is a single-

threaded discrete event simulator, the results are repeatable, provided the simulation

setup and scenarios including the node configuration, traffic generation pattern and

the randomisation are reproduced.

In the next §3.4.1.1, we will briefly present the constituents of a mobile node (Fig-

ure 3.3(a)) that forms the core of the NS2’s wireless extension. A detailed description

of the mobile node’s constituents and their operation is available at [316]. In our simu-

lations, a mobile node without a fellowship model but with only the DSR as the routing

protocol and the 802.11 MAC in between the network and physical layers is referred

to as the DSR-MAC node. The adversary model is implemented as an inbuilt module

between the interfaces of the MAC 802.11 and the routing protocol, where it can be set

or unset from the OTcl interpreter using the simulation scripts. A mobile node with

the adversary code activated is known as a malicious node (Figure 3.3(b)). Fellowship

is implemented as a separate set of wrapper C++ classes and called depending on

whether it is activated from the OTcl interpreter’s scripts, and a fellowship-enabled

mobile node is referred to as the fellowship node (Figure 3.3(c)).



90 Fellowship: Mitigating Packet Drop and Flooding Attacks

3.4.1.1 Mobile Node

A mobile node is similar to a node used for wired networks except that it has added

functionalities for mobility, and the capability to transmit and receive packets on a

wireless channel. The constituents of a mobile node with DSR as the routing protocol

are, (a) agent module, (b) port classifier, (c) routing protocol, (d) link layer, (e) Address

Resolution Protocol (ARP), (f) interface queue, (g) MAC layer, (h) network interface,

(i) radio propagation model and, (j) antenna.

• The agent module is responsible for the generation and reception of the network-

layer packets and therefore acts as the endpoints of a communication flow.

• A range of routing protocols including DSR, Destination Sequence Distance Vec-

tor (DSDV) [406], TORA [198], and AODV is available for the mobile node.

There is no address classifier in the case of the DSR and, hence, the DSR be-

comes the sink for all received packets. The DSR handles the packets for which

it is the destination by either passing those packets to the agent module via the

port classifier (in the case of data packets) or replying with a route reply (in the

case of route request). Given that a mobile node is positioned as an intermediary

in the route, the DSR then forwards the received packets along the route men-

tioned by those packets. Alternatively, the DSR handles the data packets that

are received from the co-existing agent module by either forwarding those packets

to next the mobile node as per the route or initiating a new route discovery.

• The link layer of the mobile node receives the outgoing packets from the DSR

and passes them to the interface queue (IFQ) below. In the opposite direction,

the link layer collects the incoming packets from the MAC layer and pipes them

back to the DSR. The link layer resolves the IP address to the MAC address by

employing the ARP module.

• For each outgoing packet, the link layer refers to the ARP to insert the destina-

tion’s MAC address. For the instance, where the destination’s MAC address is
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unknown, the ARP broadcasts the destination’s IP address to discover the MAC

address.

• The interface queue prioritises the routing protocol’s packets, that is, the DSR’s

packets over the packets generated by the agent module and also supports a

filter to remove packets that contain a specific destination address. The interface

queue’s priority scheduling is implemented over the First-In-First-Out (FIFO)

scheduling and the drop-on-overflow buffer management that are typical to most

of the current Internet routers.

• We have chosen the IEEE 802.11 Distributed Coordination Function (DCF) [279]

as the MAC layer protocol for the mobile nodes. It sends out the Request-To-

Send (RTS) and waits for the Clear-To-Send (CTS) packets before unicasting the

data packets and receiving the corresponding acknowledgement (ACK) packets.

Note that in the case of broadcasts, it directly sends out the packets. It detects

the medium’s availability by using both the physical carrier sense and the NAV

that is also known as the virtual carrier sense. Also, the DCF permits the

promiscuous tapping of the packets so that they can be passed on to the DSR

module for analysis.

• The network interface is the hardware interface to the wireless channel. It marks

an outgoing packet with information such as the transmission power. It han-

dles packets that are transmitted by other interfaces with the help of the radio

propagation model. The incoming packets are regarded as collision-free by the

propagation model depending on their transmission power. In the NS2, a mobile

node’s network interface represents the Direct Sequence Spread Spectrum (DSSS)

of a Lucent Wave LANs network adapter card.

• The radio propagation model uses the Friss-space attenuation at proximity and

the two-ray ground propagation model to cover a farther distance.

• Finally, the mobile nodes consider the omni-directional antenna with unity gain

for receptions and transmissions.
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3.4.2 Additional Tools

We have used the Rational Rose Enterprise [171] for the design of the UML class

diagrams, and for the code generation of the adversary and fellowship models. Class

and sequence diagrams are available at Appendix A and code snippets at Appendix B.

We have used the GCC compiler [314] for compilation and the Rational ClearQuest

[170] for the submission and tracking of the bugs. We initially used the CVS [243]

and then switched to the Subversion [381] for version control. We relied on the GDB

[315] and the Valgrind [355] for debugging, and the Python [131] for developing trace

analysis scripts. Appendix C contains both the simulation and trace analysis scripts

that have been employed in the simulation setup (§3.4.3) and analysis (§3.4.4). Finally,

we deployed the Gnuplot [353] for drawing graphs and executed all of these tools on

an Ubuntu Server Edition [354].

3.4.3 Simulation Setup

In this section, we present the general simulation parameters, parameters chosen for the

802.11 MAC and the fellowship, and finally the simulation scenarios. The simulation

parameters for the NS2, 802.11 MAC and the fellowship are summarised in Table 3.3.

3.4.3.1 General Simulation Parameters

The simulation parameters specified in this section apply to all types of nodes (mobile,

fellowship and adversary nodes) that are considered in our simulation until otherwise

stated. Since the MANET lacks a standard benchmark for defining the simulation pa-

rameters, we have inherited those simulation parameters that have been predominantly

adopted in the related security models [159, 164, 302].

We have considered the random waypoint model as the mobility model for the

mobile nodes. In the random way point model, a mobile node starts from a random

point, waits for a duration determined by the pause time, then chooses another random

point, and moves to a new point with a velocity uniformly chosen between 0 and the

maximum velocity (Vmax). We have selected 250 m as the radio transmission range for
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Table 3.3: Simulation Parameters for NS2, MAC, Fellowship and Adversary

NS2 Parameters

Mobility Random waypoint

Radio Transmission Range 250m

Traffic Type Constant Bit Rate (CBR)

Date Rate 2Mbps

Payload Size 512 bytes

Total Number of CBR Connections 20

Minimum Duration for a CBR Connection 75s

Maximum Duration for a CBR Connection 125s

Total Simulation Time 300s

Average Maximum Velocity Vmax 20m/s

Average Pause Time 10s

Average Simulation Area 1200 ∗ 1200m2

Total Number of Nodes 100

MAC 802.11 Parameters

Interface Queue Length 50

Energy Consumed on Receiving a Packet 0.945J

Energy Consumed on Receiving a Packet 1.400J

Energy Consumed when Idle 0.045J

Initial Energy 1000J

Average Reception Time 0.004864s

Fellowship Parameters

Packet-replica Queue’s Packet Expiration Time 1s

Contribution-share (AηI) 5J

Negotiation threshold (ρ) 3 Intervals

Demerit factor (λ) 1.8

Merit factor (σ) 1.2

Transmission threshold (ν) 0.70

Malicious Parameters

Probability of Malicious Action 100%

Distribution of Malicious Action Random
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a mobile node, and the Constant Bit Rate (CBR) as the traffic between the sender and

receiver with a data rate of 2 Mbps and a packet size of 512 bytes. The CBR flows have

been chosen to study the performance of the SMRTI in the presence of connectionless

communication. These flows were dynamically varied between a randomly-chosen set

of senders and receivers, instead of being maintained between the fixed set of senders

and receivers for the entire simulation period. As demonstrated in the next §3.4.4, we

observed this design to discover the multiple routes and to expose the DSR-MAC and

fellowship nodes to many malicious nodes. We have allocated 300 s for the simulation

duration, and 75 s and 125 s as the minimum and maximum duration for the CBR

flows respectively. This realistically allowed a few terminating and commencing flows

to overlap, rather than following a batch execution. The Vmax and pause time are varied

between 0 m/s to 50 m/s and 0 s to 40 s respectively, depending on the simulation

scenario. Similarly, the simulation area is varied from 500 ∗ 500m2 to 5000 ∗ 5000m2.

Nevertheless, the total number of nodes for all simulation scenarios is fixed at 100.

The NS2’s version of the DSR ignores the unidirectional routes, so that mobile nodes

can respond with acknowledgements to those received data packets (IEEE 802.11). The

NS2 also incorporates the flow state extension [156] of the DSR, where an identity is

established for a flow to reduce the source routing overhead. We have also enabled

the DSR routing protocol to assist the fellowship model to promiscuously monitor the

transmissions of the other nodes.

3.4.3.2 Parameters for MAC 802.11 and Fellowship

The interface queue inherits the default value mentioned in the NS2 as its length. The

energy consumed for receiving and transmitting a packet are computed based on the

packet length, which is given by the CBR traffic parameters and the time taken to

transmit the packet. All nodes are provided with an initial energy of 1000 J, of which

they trial 5 J of their energy (contribution-share) for every other node in the network

to determine the behaviour of those nodes.

The time period for the packet expiration is fixed at one second, based on the value

derived from our preliminary simulation tests. On the other hand, the negotiation
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threshold is set to three intervals to balance between the strict and relaxed requirements

for indirect notification. The demerit (λ) and merit (σ) factors are established such that

σ > λ; thus mobile nodes are discouraged from exhibiting non-cooperative behaviour.

Finally, the transmission threshold (ν) is fixed at 70% to accommodate the uncertainty

that steps-in owing to the characteristics of the wireless medium.

3.4.3.3 Performance Metrics

The performance metrics evaluated for all scenarios mentioned below are:

The Packet Delivery Ratio (PDR) is the average ratio of total number of the

CBR packets received by the destination to the total number of the CBR packets sent

by the source.

However, the performance metrics such as the packet or byte overhead are not

evaluated in our simulations because the fellowship nodes do not generate additional

packets or headers to communicate control information as in the related models. In

the following, we present two sets of simulation results each comprising four different

scenarios and demonstrating the effectiveness of the fellowship model against the packet

droppers and flooders, respectively.

3.4.4 Simulation Results – Packet Drop Attack

The simulation setup for this category comprises the following two compositions, fel-

lowship and malicious or the DSR-MAC and malicious. These compositions are in-

dependently simulated with identical parameters for each of the scenarios mentioned

below. To be precise, the malicious nodes are modelled to exhibit only the packet drop-

ping behaviour. The total number of nodes for each of the above-mentioned composi-

tions is fixed at 100, although the proportion between the malicious and the fellowship

(or DSR-MAC) nodes may vary depending on the simulation scenario. All these en-

abled us to compare the performance of the fellowship and the DSR-MAC nodes, that

is, to study and compare the performance of the fellowship-enabled nodes with the

fellowship-disabled nodes. The performance comparison between fellowship and the
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DSR-MAC compositions for each scenario is derived from an average of 20 executions.

The simulation scenarios considered for the performance analysis are as follows.

Scenario I. In this scenario, we evaluated the performance of the fellowship and the

DSR-MAC nodes against the increasing proportions of the malicious nodes from

0 to 100 in increments of 10, with a pause time of 10 s, a Vmax of 20 m/s, and

a simulation area of 1200 ∗ 1200m2. Note that the proportion of the fellowship

or the DSR-MAC nodes decreases with an increasing proportion of the malicious

nodes to maintain the total count of nodes at 100. The objective of this scenario

is to discover the proportion of the malicious nodes after which the performance

of the fellowship and the DSR-MAC nodes fall noticeably.

Scenario II. This scenario presents the impact of the mobility on the fellowship’s (or

the DSR-MAC) performance against the malicious nodes. We have maintained

the proportion of the malicious to the fellowship (or the DSR-MAC) nodes to

three uniformly-distributed values, (a) 15%, (b) 25% and, (c) 35% of the total

nodes in the network. For each of these distributions, we then analysed the

performance of the fellowship (or the DSR-MAC) nodes by varying the Vmax

from 0 m/s to 50 m/s in increments of 5 m/s with a pause time of 10 s, and the

simulation area of 1200 ∗ 1200m2.

Scenario III. Similar to the previous scenario, proportion of the malicious to the

fellowship (or DSR-MAC) nodes is maintained at three uniformly-distributed

values, (a) 15%, (b) 25% and, (c) 35% of the total nodes in the network. For

each one of these distributions, we then analysed the performance of the fellowship

(or DSR-MAC) by varying the pause time from 0 s to 40 s in increments of 4

s. This scenario throws an insight into the influence of the pause time on the

performance of the fellowship (or DSR-MAC) nodes.

Scenario IV. In contrast to Scenario III, we varied the simulation area from 500 ∗

500m2 to 5000∗5000m2 in increments of 500∗500m2 but retained those remaining

parameters. This scenario evaluates the impact of the network connectivity and
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thereafter, the influence of the node density on the performance of the fellowship

(or DSR-MAC) nodes in the presence of the malicious nodes.

3.4.4.1 Scenario I

A steep reduction is seen in the DSR-MAC’s PDR (Figure 3.4(a)) as the percentage of

malicious nodes (or number of adversaries) increases in the network. The root-cause

for such a reduction in the PDR results from the DSR-MAC nodes lacking the appro-

priate mechanism to detect and defend against the packet droppers. Recall that as the

proportion of adversary increases, the probability of harbouring an adversary in every

route increases. In the case of the connectionless CBR traffic, this situation is further

worsened because a source DSR-MAC is not privileged with an acknowledgement from

the destination DSR-MAC for every packet that was dispatched.

In comparison with the DSR-MAC nodes, the fellowship nodes sustain a better

PDR although they experience the impact of the packet droppers. The fellowship nodes

deliver on average a 20% better PDR than the DSR-MAC nodes. In particular, they

deliver 30% better PDR when they are the majority in the network (their proportion

exceeds the total count of adversaries in network). The strength of the fellowship nodes

exists in detecting a packet dropper (next-hop or downstream node) and indirectly

notifying the source of the CBR traffic through an upstream or previous-hop. As a

result, the fellowship-enabled source node is provided with the information that the

route is embedded with an adversary. This, in turn, triggers the source node to use

alternative routes to stream the CBR traffic to the destination or to initiate a new

route discovery in the absence of alternative routes.

An interesting characteristic can be observed for fellowship nodes whenever the net-

work is dominated by 90% of adversaries. The fellowship nodes exhibit a low PDR in

comparison to the PDR exhibited by the DSR-MAC nodes. At such a high concentra-

tion of packet droppers, the fellowship nodes disadvantage themselves by attempting

to discover new routes for queuing up packets. Since each discovered route is likely to

host a packet dropper, the salvaging approach adopted by the fellowship nodes adds
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(a) Scenario I – PDR Vs Packet Droppers (b) Scenario II – PDR Vs Vmax

(c) Scenario III – PDR Vs Pause Time (d) Scenario IV – PDR Vs Simulation Time

Figure 3.4: Performance of Fellowship and DSR-MAC Nodes against Packet Droppers.
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fuel to the congestion, thereby witnessing the consequence in returns as a low PDR.

Given that the DSR-MAC nodes adhere to the original routes, they harvest few stable

routes that are provided by remaining 10% DSR-MAC nodes. Therefore, they avoid

the self-inflicted congestion such as that inflicted by the fellowship nodes and success-

fully out-perform the fellowship nodes for once. Also recall that the fellowship nodes

outperform the DSR-MAC nodes with a notable margin when the proportion of the

adversaries is between 10% and 50% of the network.

3.4.4.2 Scenario II

Analogous to the previous scenario, the current scenario investigates the performance

of the DSR-MAC and fellowship nodes against the adversaries with varying mobility,

precisely when the proportion of the malicious nodes is between 10% and 50%. There-

fore, three proportions of adversary are chosen, 15%, 25% and, 35%, against which

the performance of the DSR-MAC and the fellowship nodes are examined. Namely,

the DSR-MAC and the fellowship nodes with those proportions of the packet drop-

pers are referred to as the DSR-MAC-15, DSR-MAC-25 and DSR-MAC-35, and the

fellowship-15, fellowship-25 and fellowship-35 respectively.

As seen in Figure 3.4(b), the DSR-MAC nodes experience a peak value for the PDR

when their mobility is at 0 m/s and a trough value for the PDR at 50 m/s. The root

cause for the peak exhibit at 0 m/s in comparison with the trough at 50 m/s is to do with

the static environment. On the other hand, the high mobility introduces an unstable

environment thereby causing broken links. It also enables the packet droppers to move

around the network, which is another factor that poisons stable communications. As

expected, the performance descends from the DSR-MAC-15 to the DSR-MAC-35 owing

to the increasing proportion of packet droppers.

The fellowship nodes imitate the characteristics exhibited by the DSR-MAC nodes

thereby confirming that the change in mobility has a significant impact on the per-

formance, regardless of the approach adopted as a defence mechanism. However, the

fellowship nodes differ from the DSR-MAC nodes by capitalising on the static environ-

ment provided at 0 m/s. In particular, the peak performance of the fellowship nodes
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exceeds their trough performance by 38% on average, while it is 18% on average in

the case of the DSR-MAC nodes. The key factor relies on the strength of fellowship

nodes to detect and defend against packet droppers more effectively in a static envi-

ronment than in a changing environment. Note that the capability of the fellowship

nodes to detect a packet dropper is proportional to the observations made by those

fellowship nodes that directly rely on the environment’s stability. Although the perfor-

mance of the fellowship nodes suffers under a high mobility as do with the DSR-MAC

nodes owing to the broken links, they again outperform the DSR-MAC nodes at a high

mobility because they can identify and isolate known packet droppers. As expected,

the PDR descends in the following order, (a) fellowship-15, (b) fellowship-25 and, (c)

fellowship-35.

3.4.4.3 Scenario III

The varying pause time exhibits an inverse characteristic with respect to the perfor-

mance obtained for varying mobility, that is, the PDR’s slope at the low pause time

correlates with the slope obtained for the high mobility or vice versa. As seen in Fig-

ure 3.4(c), the DSR-MAC nodes present minor variations in the PDR as the pause

time progresses from 0 s to 40 s. In particular, the DSR-MAC nodes exhibit a sim-

ilar performance at both the low and high ends of the pause time, while there is a

marginally better performance between the low and high ends of pause time. At the

low end of the pause time, high mobility influences the performance. Alternatively, at

the high end of the pause time, over-exposure to adversary-embedded routes influences

the performance. As seen earlier, the PDR of the DSR-MAC-15 is better than the

PDR exhibited by the DSR-MAC-25. Similarly, the DSR-MAC-25 nodes outperform

the DSR-MAC-35 nodes because of the difference in the proportion of packet droppers

in the network.

Unlike the DSR-MAC nodes, the fellowship nodes present a smooth increase in

the PDR as the pause time increases to the maximum value in Figure 3.4(c). The

reason for the PDR to progress with the increasing pause time results because the

time required to detect and defend against packet droppers becomes available for the
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fellowship nodes with the increasing pause times. An exception to the above discussion

can be observed for the PDR when the pause time moves from 0 s to 40 s. Although

the PDR at 4 s is supposed to exceed the PDR observed at 0 s, especially when the

routes are more comparatively stable at 4 s than at 0 s, it does not happen, at least,

for the following reason. The route discovery enforced by the intermediate fellowship

nodes at the fellowship-enabled source node (after identifying a packet dropper on the

route) is likely to fail within 4 s. Such initiation of new route discoveries at 4 s adds

overhead to the highly mobile environment and impacts the performance. Similar to

the previous scenario, the PDR descends in the following order, (a) fellowship-15, (b)

fellowship-25, and (c) fellowship-35.

3.4.4.4 Scenario IV

Figure 3.4(d) presents the performance of the DSR-MAC nodes against varying the

simulation area and henceforth the varying node density. The DSR-MAC nodes start

with a high PDR when they are densely populated and then the PDR falls as the

network area expands. When multi-hopped communications are further stretched as a

result of the expanding network area, more broken links are introduced to hamper the

communication flow. Furthermore, the expansion of the network area yields a discon-

nected network, thereby harbouring only one or two-hop communications. Stretching

the network area therefore converts the sporadically-connected network into a com-

pletely disconnected network that, in turn, yields the minimum PDR for the DSR-

MAC nodes. Although the PDR of the DSR-MAC-15 nodes is better than the PDR

of the DSR-MAC-35 nodes, the expanding network area and thereby the decreasing

nodal density masks the difference between the DSR-MAC and the packet droppers.

Otherwise, this scenario signifies the importance of an operational network, even for

an adversary to perform its role.

As seen in Figure 3.4(d), the fellowship nodes outperform the DSR-MAC nodes at

high nodal densities because of their capability to detect and defend against packet

droppers. However, as the simulation area expands, the longer unstable routes fail to

complement fellowship’s approach to re-discover new routes whenever a packet dropper
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is encountered. Further expansion in the network area worsen the fellowship’s remedia-

tion approach of discovering alternative routes, because such alternative routes become

unavailable in a partially-disconnected network. The expansion of the network area

not only affects the fellowship nodes but also the adversaries because the total count

of the active communications is reduced to the total number of available interconnec-

tions among nodes. The performance of the fellowship nodes are synonymous with the

DSR-MAC nodes beyond a point where the network is totally disconnected and only

single-hop communications are possible, that is, the point where the role of an adversary

becomes meaningless. As expected, the PDR of the fellowship-15 nodes demonstrates

a better performance than the PDR of the fellowship-25 and the fellowship-35 nodes.

3.4.5 Simulation Results – Flooding Attack

Unlike §3.4.4, this section focuses on understanding the flooding behaviour of the ma-

licious nodes and the effectiveness of the fellowship nodes against them. Similar to the

simulation setup described for packet droppers in §3.4.4, two types of nodal composi-

tions are considered here, fellowship and malicious, and the DSR-MAC and malicious.

These compositions are simulated with identical parameters for each of the simulation

scenarios mentioned below.

In contrast to the scenarios discussed so far, the flooders take the role of the source

node and, therefore, the following scenarios examine the performance or the PDR

achieved by the flooders in the networks that are filled with the fellowship and DSR-

MAC nodes. Flooding is defined as the transmission of 10 or more packets per second,

while normal packet transmission rate is defined as 4 packets/sec. Except for the change

in the duration assigned for the communication flow (150 s), the following scenarios

inherit all the parameters from Table 3.3 and resemble the scenarios defined for packet

droppers,

Scenario V. The impact of the flooders against the DSR-MAC and fellowship nodes is

evaluated in this scenario. This setup remains synonymous with Scenario I except

that the flooders are incremented from 0 to 10. Recall that the objective of this
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(a) Scenario V – PDR Vs Flooders (b) Scenario VI – PDR Vs Vmax

(c) Scenario VII – PDR Vs Pause Time (d) Scenario VIII – PDR Vs Simulation Area

Figure 3.5: Performance of Fellowship and DSR-MAC Nodes against Flooders.
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scenario is to discover the impact of the flooders in two independent networks

that are filled with fellowship and DSR-MAC nodes respectively.

Scenario VI. This scenario presents the impact of mobility on the performance of

the flooders in the presence of the fellowship (or DSR-MAC) nodes. We have

maintained the proportion of malicious to the fellowship (or DSR-MAC) nodes

to three uniformly-distributed values, (a) 1, (b) 3, and (c) 5 of total nodes in the

network. For each of these distributions, we then analysed the performance of

the flooders by varying Vmax from 0 m/s to 50 m/s in increments of 5 m/s with

a pause time of 10 s, and simulation area of 1200 ∗ 1200m2.

Scenario VII. Similar to the previous scenario, the proportion of the malicious to

the fellowship (or DSR-MAC) nodes is maintained at three uniformly-distributed

values. For each of these distributions, we then analysed the performance of the

flooders by varying the pause time from 0 s to 40 s in increments of 4 s. This

scenario throws insight into the influence of the pause time on the performance

of the flooders.

Scenario VIII. In contrast to Scenario VII, we varied the simulation area from 500 ∗

500m2 to 5000 ∗ 5000m2 in increments of 500 ∗ 500m2 but retained the remain-

ing parameters. This scenario evaluates the impact of the network connectivity

and the node density on the performance of the flooders in the presence of the

fellowship (or DSR-MAC) nodes.

3.4.5.1 Scenario V

As seen in Figure 3.5(a), the flooders perform better against the DSR-MAC nodes than

the fellowship nodes. Flooders experience 90% and above the PDR when their count is

three or less in the network. In particular, a network filled with the DSR-MAC nodes

offers a high PDR of almost 100% when only one flooder is present in the network. This

means that entire network bandwidth is available for the flooder to exploit. However,

the PDR of the flooders reduces steeply as their count increase from three to six, and

beyond that they exhibit marginal variations. We refer to the point beyond which the
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slope of the PDR falls steeply as the volatile point, and the point after which the slope

of PDR remains relatively steady as the saturation point. After the volatile point, the

increase in the count of the flooders imposes a further overhead on the network, which

introduces congestion and contention among the DSR-MAC nodes. However, the PDR

is observed to show a minimal variation beyond the saturation point as the count of

the flooders increases. The reason for the minimal variation results from the fact that

the DSR-MAC nodes propagate packets until they are congested and then begin to

discard packets thereafter.

The fellowship nodes successfully bring down the PDR of a flooder to 8%, thereby

demonstrating the effectiveness of the rate-limitation component. Although the flood-

ers experience a two-fold increase in their PDR when their count is incremented to

the volatile point, the resultant PDR is below par and incomparable with the PDR

achieved against the DSR-MAC for the same volatile point. Flooders experience an

upward PDR up to the volatile point owing to the following factors, (a) the availabil-

ity of indisputable network bandwidth and, (b) the leverage provided by the mobility to

move around the network and to exploit the fellowship nodes. Note that the exploita-

tion is bounded by the reception rate of the fellowship nodes. Thereafter, the PDR of

the flooders undergoes a minimal variation up to the saturation point, and then dis-

integrates smoothly as the count of fellowship nodes increases beyond the saturation

point. The contention and collision induced by the additional flooders, because of their

struggle with each other to hijack the shared wireless channel explains why their PDR

is below par. In summary, the fellowship nodes mitigate the impact of the flooders and

restrict the propagation of the flooded packets; while, on the other hand, the flooders

successfully exploit the DSR-MAC nodes to experience a high PDR.

3.4.5.2 Scenario VI

In a continuation with the previous scenario, three proportions of flooders are tested

against the DSR-MAC and the fellowship nodes. These proportions are determined,

based on the volatile and saturation points marked in Figure 3.5(a), and therefore the

following counts are taken for the flooders, (a) 1, (b) 3, and (c) 5. The simulation
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setup of the DSR-MAC nodes containing these proportions are individually identified

as, (a) DSR-MAC-1, (b) DSR-MAC-3 and, (c) DSR-MAC-5. Similarly, the simulation

setup of the fellowship nodes containing these three proportions are identified as, (a)

fellowship-1, (b) fellowship-3 and, (c) fellowship-5.

As shown in Figure 3.5(b), the flooders fail to perform better against the increasing

mobility amidst the DSR-MAC nodes. It is obvious that the performance of the flooders

in the DSR-MAC-1 setup is better than the DSR-MAC-3 and DSR-MAC-5 setups.

However, it is not only that these setups differentiate among themselves in terms of

performance, but also in terms of the rate at which the performance declines with

increasing mobility. Especially, in the case of the DSR-MAC-5, the performance falls

steeply against the increasing mobility. The performance of the DSR-MAC-3 setup

takes the road of a gradual reduction. The key factor for the reduced performance

arises from the mobility-induced broken links. Remember that as velocity increases, the

soaring mobility introduces a highly dynamic network that is characterised by unstable

short-lived routes that are known for triggering a high rate of route discoveries. The

rationale for the steep fall in the performance of the flooders at high velocities results

from the fact that their proportion is high. With a high proportion of flooders and

mobility, the network is not only stressed with a high rate of broken links but also

with traffic that chokes the bandwidth. Therefore, the network ultimately enters into

a congested mode with flooded traffic trying to move around the network, while the

new route discoveries in the wake of the broken links are attempting to lay a route to

propagate that flooded traffic.

Interestingly, the flooders demonstrate an opposite characteristic against the fellow-

ship nodes, except for the following. As expected, the performance of flooders against

the fellowship nodes is poorer and lower than the DSR-MAC nodes. Unlike the per-

formance seen against the DSR-MAC nodes, the flooders improve their performance

as the mobility increases, provided the remaining nodes in the network are fellowship

nodes. Recall that the rate-limitation component of the fellowship model is responsible

for the clipping-off of the flooded packets, where the operation is known to excel over a
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period of time. In other words, as the time period increases, the rate-limitation trans-

forms the knowledge gathered during the preventive clip-off phase into isolating the

flooders during the reactive phase. In particular, when the contribution-share (η) for

those flooders becomes negative, they fail to accept further packets from those flooders.

Therefore, as the duration of the vicinity reduces between the fellowship nodes and the

flooders because of the increasing mobility, the fellowship nodes are not provided with

an opportunity to react to the behaviour of those flooders. In other words, the mobility

allows the flooders to meet the unknown fellowship nodes and to capitalise on the rate-

limited bandwidth offered by them. Furthermore, the fellowship nodes are expected

to offer a high rate-limited bandwidth as the mobility increases, owing to the illusion

created by the mobility that there are few neighbours in the environment. Henceforth,

at the extreme end of the mobility, the fellowship nodes tend to assign their share of

bandwidth to the flooders.

Another interesting factor is that the flooders exhibit a similar performance in

both fellowship-5 and fellowship-3 setups; however, they marginally perform better

in fellowship-3 setup than in fellowship-5 setup. Note that an inverse of the above is

expected, such as a better performance in the fellowship-5 setup than in the fellowship-1

setup, and a similar performance relation between the fellowship-3 and the fellowship-1

setups. The prime factor that downgrades their performance in the fellowship-5 setup

stems from the fact that bandwidth is distributed to match up with the increasing

volume of traffic.

In summary, it can be concluded that high mobility impedes the performance of the

flooders in a defenceless environment, while it favours them in a defensive environment.

3.4.5.3 Scenario VII

As seen in Figure 3.5(c), the flooders improve their performance when the pause time

increases between their mobility in a network filled with DSR-MAC nodes. At the

low-end of the pause time, the network is noted for a high count of unstable links.

Therefore, the resulting route discoveries add stress to the performance, while at the

high-end of the pause time, such stress is not viable owing to the relatively stable links.
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As expected, the performance of the flooders in the DSR-MAC-1 setup is better

than the performance observed from the DSR-MAC-3 and DSR-MAC-5 setups. The

same can be observed in terms of their performance between the DSR-MAC-3 and

the DSR-MAC-5 setups. However, the slope of their performance in each of these

three simulation setups varies considerably for the following reason. Remember that

the added overhead to the performance is proportional to the volume of the flooded

packets, which, again, is proportional to the total count of the flooders in the network.

Flooders exhibit an opposite characteristic against the fellowship nodes, that is,

they drop their performance as the pause time increases. The root-cause is due to the

inverse relationship of the pause time with mobility. As the pause time increases, the

time period available for the fellowship nodes to interact and react to the behaviour

of flooders increases, which is the similar to the observation obtained for the low-end

of the mobility in the previous scenario. Similarly, flooders perform marginally better

in the fellowship-3 setup than in the fellowship-5 setup, which again contradicts the

expectations. The causal factor for such observations stems from the fact that the

bandwidth sharing increases with the increasing number of communication flows.

In summary, the high-end of the pause time that acts as the platform for the

flooders to exploit the bandwidth of the DSR-MAC nodes in turn serves as the tool

for the fellowship nodes to rate-limit and isolate those flooders.

3.4.5.4 Scenario VIII

The performance of flooders against both the DSR-MAC and the fellowship nodes

reduces with an increase in the simulation area in Figure 3.5(d). In a tightly-packed

network where the node density is high, an elevated performance is experienced by the

flooders. Although they experience an ideal PDR against the DSR-MAC nodes, the

same is not the case with the rate-limiting fellowship nodes.

As the simulation area expands, the traffic flows are characterised with a signifi-

cant latency owing to the multi-hop routes. Further expansion introduces either longer
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routes with unstable links or smaller disconnected clusters. As a result, a few connec-

tions fail to complete the circuit, thereby causing a reduction in performance. Inter-

estingly, the expanding simulation area transforms sparingly-connected network into a

completely-disconnected network, in which, if at all, only single-hop connections are

possible due to the node proximity. In such a situation, flooders perform invariably

against both the DSR-MAC and the fellowship nodes. This further throws insight into

the importance of a functional network for any operation to be executed, regardless of

the objective.

3.5 Limitations

In this section, we analyse the limited extension of the fellowship to the pure MANET.

We leave other limitations, such as constraints of promiscuous monitoring-based IDS

to next Chapter 4, because such limitations are common to both the fellowship and

SMRTI.

3.5.1 Pure MANET

Although the fellowship well suits the pure MANET, it is not fool-proof against ad-

versaries. The fellowship’s efficiency is restricted to single-hop, because the pure

MANET lacks the centralised or distributed on-line or off-line authorities of the man-

aged MANET. For this reason, the fellowship holds the previous-hop mobile nodes

as responsible for transmitting packets irrespective of who is the originator of those

packets. Given that the fellowship-enabled mobile nodes cannot authenticate their up-

stream neighbours prior to their previous-hop neighbour, it transfers the responsibility

for categorising and prioritising the packets to the previous-hop before receiving those

packets.

The above discussion does not guarantee that the fellowship-enabled mobile nodes

are bullet-proof, especially against the one-hop neighbours. Although the security of

the link layer is beyond the scope of this thesis, it has been shown that the MAC

addresses are subject to spoofing attacks, similar to the IP addresses of the network
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layer. Therefore, the adversaries can feasibly spoof the MAC addresses to defeat the

fellowship’s operation. As explained in §3.3.4.1.4, the fellowship mitigates such attacks

in terms of the policies that restrict the service offered to any unknown neighbour.

Note that these limitations are specific to the type of network in which the fellowship

operates and are not intrinsic to the fellowship. In other words, the fellowship operates

better than the related models whilst considering the environment of the pure MANET,

where the related models are predominantly tailored to handle the adversaries only in

the managed MANET. Hence, the fellowship model is expected to excel in the presence

of the managed MANET, where the network is characterised with pre-established secret

associations among the mobile nodes. We discuss such a setup in Chapter 7. As

noted earlier, Chapter 6 presents the integration of the fellowship and the SMRTI. The

performance of the SMRTI integrated fellowship with the AODV as the routing protocol

and the subjective-logic [183–188] as an extension will be discussed in Chapter 9.

3.5.2 Preventive Vs Reactive Approach

Although the fellowship is characterised as a prevention model, it is embedded with

a reactive approach. The rate-limitation component of the fellowship proactively pre-

vents a flooding attack, while the enforcement component of the fellowship resorts to

a reactive approach to mitigate the packet drop attacks. As a result, the enforcement

component is in a catch-up situation in comparison with the rate-limitation component.

Hence, the fellowship nodes are compelled to being exposed to a notable behaviour of

the packet droppers before excluding those packet droppers from the communication

flows.

3.5.3 Formal Basis

Another limitation of the fellowship is the lack of a formal basis for its parameters

and their thresholds and relationships among them. Note that the current approach

defines the threshold values based on the simulation results that are the estimate of the

averages. Alternatively, a formal basis can allow a precise definition for the threshold



3.6 Conclusion 111

values by understanding the relationships between the various parameters and their

thresholds. In other words, a formal study of thresholds would enable us to determine

the optimal thresholds. Nevertheless, such a formal study warrants another thesis

because of the complexity involved as a result of the linear and non-linear relationships

between the numerous parameters in the fellowship model.

3.5.4 Resource as Metrics

Recall that battery energy is used as the resource that a mobile node can offer to other

mobile nodes to estimate their nature, that is, whether they are benign or malicious.

In our model, the contribution common (χ) is used as a source or sink for the offered or

penalised resources respectively. In reality, there is no need for such a variable, provided

a formal relationship is established among the involved parameters. In Chapter 6, we

show how trust metrics can be used as metrics instead of the battery resource.

3.6 Conclusion

Although the fellowship is subject to the above limitations, most of those limitations are

uniform for the related models. Furthermore, the fellowship outperforms those related

models by resolving their shortcomings and operating within the inherent feature of the

MANETs. In particular, the fellowship defends against both types of adversaries, the

malicious, and the selfish nodes, and therefore, the possible packet drop and flooding

attacks.

In summary, we have described how the fellowship operates as a decentralised and

independent module at every node. In each mobile node, the fellowship is characterised

by three components, the rate-limitation, enforcement and the restoration. The rate-

limitation component is shown to be effective against flooders by restricting the rate

of the received packets. Also, the rate-limitation has shown its impact against flooders

by restricting those flooded packets from being propagated beyond a single hop. Fur-

thermore, the rate-limitation has also proved its reactiveness to flooders by allowing

them to expend their energy and not by including them in the future communication
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flow.

The enforcement component of the fellowship has been shown to mitigate packet

drop attacks by identifying the packet droppers and excluding those packet drop-

pers from their communication. In addition, the enforcement component assists the

fellowship-enabled mobile nodes to discard the requests that are received from the

packet droppers. Recall that the rate-limitation has been shown to exhibit a similar

behaviour towards the flooders. The fellowship-enabled mobile nodes have shown the

usage of the restoration component whenever they accept packets for forwarding, but

fail to do so because of unforeseen conditions, such as congestion.

Unlike the incentive-based models that use tamper-proof tokens to motivate co-

operation among mobile nodes, fellowship-enabled nodes use their internal battery

resources to achieve the same objective. Although the notion of incentives appear

to be similar between fellowship and related models, fellowship’s design is free from

incentive-related issues, such as, (a) the need for a tamper-proof token, (b) the necessity

to manage the token pricing, (c) the demand to distribute tokens and (d) the requisite

to prevent nodes from being deprived of tokens. For these reasons, fellowship-enabled

nodes manifest their battery resources as incentives, such that those resources are con-

tributed towards benign nodes to reciprocate their cooperation. Alternatively, they

withdraw their resources to isolate packet droppers (or flooders).

This chapter further presents the distinguishing feature of the fellowship, where

additional control packets or extra headers are not used to communicate the existence

of the packet droppers to the upstream nodes. The information is communicated by the

fellowship-enabled nodes to their previous-hop via superimposing with the approach

adopted for the reception-rate negotiations. The downside of such an approach is

the delay involved in communicating the presence of packet droppers through indirect

negotiation. Furthermore, the policies adopted by the fellowship nodes with respect to

bandwidth sharing and unknown neighbours have shown better performance results.

Finally, we have demonstrated the performance of the fellowship model using sim-

ulation results. Various simulation setups have been constructed against the flooders

and packet droppers by taking into account the self-organised characteristics of the
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dynamically changing MANET. Those simulation results confirm that flooders strug-

gle to thrive in the presence of the fellowship nodes. On the other hand, it has been

shown that the fellowship nodes excel even in the presence of the packet droppers.

Furthermore, those results confirm that there is a need for an operational network for

any functionality to be realised. All performance metrics seen in the simulation results

indicate that the fellowship would be a better defence against flooding and packet drop

attacks (i.e. against adversaries such as malicious and selfish nodes).

Although we have not demonstrated colluding attacks in our simulations, fellow-

ship’s design inherently defends against colluding packet droppers (and flooders). Given

that fellowship-enabled nodes evaluate their experiences and not their neighbour’s ex-

periences, they formulate subjective opinions. Furthermore, they neither request for

feedbacks from other fellowship-enabled nodes nor from other colluding nodes. There-

fore, their decisions are not influenced by other nodes. In other words, regardless of

whether or not a packet dropper (or a flooder) colludes with another packet dropper

(or flooder), the colluder is only rewarded with resources that are proportional to its

behaviours towards a fellowship-enabled node. For this reason, a colluder exhibits the

behaviour of a selective packet dropper (or a selective flooder) from the perspective of

a fellowship-enabled node. As demonstrated in this chapter, fellowship-enabled nodes

can successfully mitigate selective packet droppers (and flooders) and, therefore, they

can effectively defend against the colluding packet droppers (and flooders).
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4
SMRTI: Secure MANET Routing with

Trust Intrigue

4.1 Introduction

As discussed in Chapter 2, the shortcoming of the key management, secure routing,

incentive-based payment and the IDS to measure the trustworthiness of other mobile

nodes has eventually led to the growth of trust management systems [3, 38, 39, 64–

71, 82, 83, 107, 112, 113, 116, 125, 134, 137, 140, 169, 178, 190, 204, 212, 214, 220–

222, 233–235, 239, 241, 242, 252, 261, 270–273, 292, 294, 301–305, 308–311, 327, 328,

335, 347, 372, 373, 379, 380, 401, 404, 412, 424, 425, 461, 468] for the MANET. These

systems are designed to proactively detect and reactively isolate malicious nodes despite

the lack of consensus on the definition of trust at a more fundamental level. Although

115
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trust management systems have introduced a defence-in-depth strategy to enhance

the security of the MANET communications, they are still incomplete owing to a few

shortcomings discussed in Chapter 2.

In this chapter, we propose a reputation-based trust management system known

as the Secure MANET Routing with Trust Intrigue (SMRTI) to resolve the

shortcomings of the related trust management based models and, thence, to enhance

the security of the MANET communications. An exception to the list of shortcomings

covered by the SMRTI in this chapter involves the authentication of the collected

evidence, which will be covered in detail in Chapter 7 together with the integration

of the SMRTI and the key management and secure routing systems as a part of the

Trust Enhanced security Architecture for MANET (TEAM).

The rest of this chapter is organised as follows. In the next §4.2, we will outline

the approach adopted for the SMRTI. In §4.3, we will present the design of the SM-

RTI’s detection-reaction based architecture. Section 4.4 details the DSR’s adaptation

to complement and tightly couple with the decision-making operation of the SMRTI

for various event-specific contexts. In §4.5 and §4.6, we will explain in detail the reac-

tion and detection components of the SMRTI, while the operation of reputation-update

module that is common to both these components is then discussed in detail in §4.7.

Finally, §4.8 explores the limitations of the SMRTI and §4.9 then gives some concluding

remarks and summarises this chapter.

4.2 Proposed Approach

In this section, we will outline the approach adopted for the SMRTI, in which we will

briefly discuss the collection and formulation of the evidence into opinions, and then

the transformation of those opinions into trust-based decisions.
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Figure 4.1: Evidence Collection and Formulation.

4.2.1 Evidence of Trustworthiness

A SMRTI-enabled mobile node collects the evidence of trustworthiness for other mo-

bile nodes to formulate its opinion and establish a relationship with them. As seen in

Figure 4.1, evidence is collected in the following manner, (a) using a simple promis-

cuous monitoring-based IDS module [247] and, (b) through recommendations. Note

that the resolution to collect evidence from the IDS adds flexibility to the SMRTI,

because the SMRTI can evolve against emerging attacks by readily advancing the IDS

module without changing its internal operations. Similar to the related models, the

behavioural evidence collected by passively monitoring the transmissions of neighbours

after forwarding packets to those neighbours is known as direct evidence. This enables

a node to precisely classify its neighbours as either benign or malicious. In addition,

the SMRTI collects the behavioural evidence of the neighbours by passively observing

their interactions; the collected evidence is known as observed evidence. The reason

for observing those interactions between the neighbours is to shortlist those neighbours

that are likely to misbehave in a future interaction and thus to defend against them,

even before interacting with them. Analogous to the observed evidence that shortlists

a malicious node even before an interaction, the recommended evidence is derived from

the recommendations commune as a list of benign nodes even before interacting with

them. In comparison with the related models, the SMRTI deploys a novel approach to

communicate recommendations and thereby to resolve those issues that are associated

with the recommendations. Notably, the approach deployed for the SMRTI neither

disseminates extra packets nor includes additional headers to communicate the recom-

mendations. Therefore, it eliminates the free-riding problem and operates within the



118 SMRTI: Secure MANET Routing with Trust Intrigue

Figure 4.2: Process of Making Trust based Decisions.

specifications of the basic routing protocols. Furthermore, the SMRTI is able to defend

against the recommender’s bias and honest-elicitation problem, because the opinions

are never disseminated as recommendations.

4.2.2 Evidence-to-Opinion Mapping

The evidence-to-opinion mapping function in the SMRTI quantifies the collected ev-

idence to represent the resulting opinion as reputation. Therefore, in Figure 4.1, the

node I’s reputation for node J symbolises its relationship with J . Given that I col-

lects three types of evidence (direct, observed and recommended) for J , it establishes

three types of relationships with J , namely, (a) direct, (b) observed and, (c) recom-

mended reputations, respectively. It then uses those reputations to predict the future

behaviour or trustworthiness of J . The SMRTI resolves the issues pertaining to the

evidence-to-opinion mapping function by, (a) representing an opinion in the continuous

reputation values between −1 and +1 as in [373], (b) measuring the relative rate of

change in the behaviour of the other mobile nodes, and classifying selectively-behaving
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Figure 4.3: Architecture of SMRTI.

benign and malicious nodes accordingly into separate categories, (c) accounting the un-

certainty introduced into a relationship with another mobile node owing to the mobility

or absence of evidence and, (d) giving more weightage to recent evidence, but ensur-

ing that continuous benign or malicious behaviours do not conceal future malicious or

benign behaviours.

4.2.3 Trust Decisions

The SMRTI assists a node to make effective decisions for various event-oriented contexts

by defining efficient policies for each of those contexts, and therefore measuring the

trustworthiness of the nodes identified by those context-oriented policies (Figure 4.2).

Note that the SMRTI’s capability to define policies for future contexts that are relevant

to emerging attacks potentially moulds it as an efficient trust-based decision-making

system. The SMRTI is independent of the centralised and distributed online trusted

authorities to make those trust-based decisions, and does not rely on any tamper-proof

hardware for its operation. In this chapter, we will explore the detection-reaction

based architectural design of the SMRTI using the DSR protocol. We will describe

the interlock between the SMRTI and the AODV in Chapter 8, where the SMRTI is

extended to incorporate the subjective-logic to measure the uncertainties in the trust
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relationships that exist between the newly-joining and existing nodes. We will use the

terms, (a) opinion, (b) reputation and, (c) relationship interchangeably; they will also

mean the same throughout this thesis. The instance of the SMRTI is deployed at every

node and its operation at each node is distributed, decoupled and independent of the

operation at the other mobile nodes.

4.3 Architectural Design

The SMRTI’s architectural is composed of two main components, (a) detection and (b)

reaction. The detection component constitutes the evidence collection and evidence-

to-opinion mapping operations, while the reaction component constitutes the decision-

making operation.

4.3.1 Detection Layer

The SMRTI asynchronously captures evidence for the benign and malicious behaviours

of other mobile nodes using a promiscuous monitoring-based IDS module and through

recommendations. It then expresses its opinion for those mobile nodes by quantifying

the captured evidence as reputation depending on their behaviour and the context of

the event. Hence, we define ‘reputation’ as an ‘opinion’ held for another mobile node,

where the opinion is based on the evidence captured from that node’s behaviour and it

is subjective.

As seen in Figure 4.3, the SMRTI’s detection component is responsible for captur-

ing and quantifying the evidence as reputation. It accomplishes the required opera-

tions through its modules, (a) reputation-capture, (b) reputation-evaluation and, (c)

reputation-update, and the data structures, (a) packet-buffer, (b) reputation-table and,

(c) reject-list. The reputation-capture module incorporates a promiscuous monitoring-

based IDS module to collect evidence for an examined node’s benign and malicious

behaviours. It then quantifies and represents the collected evidence as the reputation,

while the reputation-evaluation module aggregates a recent reputation with a previ-

ously held reputation to revise the opinion that is held for the examined node. Prior to
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the aggregation, the reputation-evaluation module calls the reputation-update module

to account for the duration over which there has been no evidence since the last revi-

sion. The packet-buffer is used to store packets so that they can be used for comparison

with the packets that are overheard by the reputation-capture through the IDS module.

The reputation-table is used by the reputation-evaluation and reputation-update mod-

ules to retrieve the reputation of an examined node. A node formulates three types of

reputation towards an examined node, (a) direct, (b) observed and, (c) recommended,

which depend on the perspective by which the evidence was captured for the examined

node, i.e. whether the evidence was collected from direct interaction, observation or

recommendation. As detailed in §4.7, the reject-list contains the identity of the nodes

that have misbehaved during one of the stages of the ongoing communication flow and

therefore excludes them until the completion of the corresponding communication flow

regardless of their high reputation.

4.3.2 Reaction Layer

The SMRTI synchronously assists the DSR protocol to make the following decisions,

such as, whether to, (a) accept or reject a newly-discovered route from route discovery,

(b) record or discard a route from a forwarded packet, (c) send a packet to or forward

a packet on behalf of other nodes, (d) participate or refrain from a communication flow

initiated by other mobile nodes, (e) include or exclude selectively-behaving nodes in a

communication flow, (f) consider or ignore evidence, (g) update the latest sequence

number contained in a route request or maintain the last seen sequence number for a

source and, (h) which route to select for a self-initiated communication. The decision

for each of these event-specific contexts depends on the policy and the trustworthiness

held for the shortlisted nodes by that context-oriented policy. Hence, we define ‘trust’

as the ‘expectation’ that a node will behave as predicted, with the factor then influenc-

ing the expectation being the reputation held for that node. Since trust is subjective

and depends on the opinion held for other mobile nodes and also applies only to a

given context and time, it is expressed as a function of reputation. Hence, the trust-

worthiness of a mobile node is determined from the reputations (direct, observed and
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recommended) held for that node.

As seen in Figure 4.3, the SMRTI uses the reaction component to respond back with

a decision to queries that are received from the DSR protocol. The reaction component

performs the required operations through its modules, (a) trust-evaluation, (b) trust-

over-reputation and, (c) reputation-update, and the data structures, (a) reputation-table

and (b) reject-list. For each event-specific context that requires a decision, the trust-

evaluation module extracts the specific nodes from the route depending on the policy

detailed for that context. It then executes the decision for the context, based on the

trustworthiness of those extracted nodes. The trust-over-reputation module computes

each of the extracted node’s trustworthiness using the reputations (direct, observed

and recommended) held for them. The module relies on the reputation-table for its

computation and reputation-updates to account for the period for which there has been

no change in those reputations. The reject-list is used by the trust-evaluation module

to exclude the nodes that have misbehaved during one of the stages of corresponding

communication flow. Note that discrete values can only provide a small set of possible

values, while the reputation and trust evolves continuously. Therefore, both reputation

and trust values are represented by continuous real values [−1,+1] as detailed in [373].

4.4 System Operation

This section presents the adaptations that have been incorporated into the DSR pro-

tocol to complement and tightly couple with the decision-making operation of the

SMRTI for various event-specific contexts. For all contexts including, (a) sequence

number update for a source, (b) route recording, selection and pruning for a data flow,

(c) packet propagation, (d) handling sensitive communications and, (e) route mainte-

nance packets, the SMRTI first confirms that the mobile nodes that are specified by

the context-oriented policies are not enlisted in the reject-list. This approach enables

the SMRTI to prevent the inclusion of mobile nodes that have misbehaved during one

of the stages of the ongoing communication flow.
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Figure 4.4: Adaptation of DSR to Record Valid Sequence Number.

4.4.1 Sequence Number Update

Let us consider the operation of updating the sequence number for a source at the

SMRTI-enabled intermediate and destination nodes. The SMRTI instructs the inter-

mediate and destination nodes to update the sequence number for a source from a route

request only if the route request establishes an active route for the data flow. This

not only prevents the intermediate nodes from recording a maliciously-incremented se-

quence number, but also allows the broadcast of other valid route requests that belong

to the same route discovery cycle. Given that one of the SMRTI-enabled intermediate
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nodes can capture evidence for sequence number modification and accordingly enlist

the adversary to its reject-list, thereafter the propagated malicious route request is

prevented from establishing an active route between the source and the destination.

Note that the policy to record the sequence number from a route request that has

established an active route that, in turn, prevents the intermediate nodes from ignor-

ing the duplicate route requests and hence counteracting the purpose of the sequence

number. For this reason, the adaptation is extended to make the intermediate nodes

broadcast a route request only if the route request’s sequence number is greater than

the previously recorded sequence number, but not equal to the sequence number that

is contained in a recently-broadcasted route request.

Let us consider the scenario presented in Figure 4.4, where all nodes except the

adversary B are enabled with the SMRTI. The intermediate nodes that are positioned

along the paths, (a) S 7→ M 7→ A 7→ B 7→ Z 7→ E 7→ C 7→ D and (b) S 7→ O 7→ X 7→

N 7→ C 7→ D propagate a route request to destination D without updating the sequence

number for source S. In this scenario, the route request that is propagated along the

path S 7→ O 7→ X 7→ N 7→ C 7→ D contains a valid sequence number, whilst the

other one that is propagated along the path S 7→ M 7→ A 7→ B 7→ Z 7→ E 7→ C 7→ D

holds a sequence number incremented by B. Given that node A is positioned as a

previous-hop to B, it would collect evidence for B’s malicious behaviour and enlists

B into its reject-list. Although D responds back with a route reply to both malicious

and valid route requests, node A effectively blocks the route reply received from B.

Therefore, the route reply that relates to the valid route request establishes the path

S 7→ O 7→ X 7→ N 7→ C 7→ D for the data flow and the corresponding sequence number

is then recorded at O, X , N , C, and D. Alternatively, if B is benign, node C then

propagates the first-seen route request along the path S 7→ O 7→ X 7→ N 7→ C 7→ D

and effectively blocks the duplicate route request received along the path S 7→ M 7→

A 7→ B 7→ Z 7→ E 7→ C 7→ D. Thus, the SMRTI-directed DSR behaves similar to the

pure DSR in the absence of an adversary and effectively defends against the update

of a maliciously-incremented sequence number in the presence of an adversary. For

instance, in Figure 4.4, if the SMRTI is disabled at all nodes, then the DSR would



4.4 System Operation 125

allow the intermediate nodes (Z, E and C) to record the sequence number from the

route request propagated by adversary B. In addition, it would also compel C to discard

the valid route request that was received along the path S 7→ O 7→ X 7→ N 7→ C 7→ D.

4.4.2 Route Recording

Let us consider the operation of recording a route at the SMRTI-enabled source, desti-

nation and intermediate nodes. The source and destination nodes discover new routes

through the route discovery process, while the intermediate nodes capture routes from

the forwarded packets. Although the source records a newly-discovered route at the

end of the route discovery process, the destination is deferred from recording the route

until it witnesses the data flow through that route, and the same holds true for the

intermediate nodes. This policy ensures that the destination and intermediate nodes

consider only the operational routes for the route cache, because those are the only

routes that are piggybacked with data packets. Note that in the case of the source,

the route reply piggybacks the route request to deliver an operational route. In all the

above cases, the SMRTI adheres to the policy of evaluating the trustworthiness of all

the nodes that are listed in the route (except the mobile node at which it conducts the

evaluation) before registering the route into the route cache. The SMRTI adopts this

strategy to prevent the entry of routes that may otherwise contain nodes that have

been misbehaving, except in the current communication flow.

As shown in Figure 4.4, the SMRTI-enabled destination D and the intermediate

nodes, O, X , N and C wait for the data flow to record the piggybacked operational

route S 7→ O 7→ X 7→ N 7→ C 7→ D from a data packet, provided that the route

is trustworthy. Alternatively, the SMRTI-enabled source S records the piggybacked

operational route S 7→ O 7→ X 7→ N 7→ C 7→ D directly from the route reply at the

end of the route discovery process, provided that the route is trustworthy.
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4.4.3 Route Selection

Let us now consider the operation of the route selection at a SMRTI-enabled source. To

begin with, the source node initially checks its route cache for a route to the destination,

whenever it wishes to send data packets to the destination. On finding a route, the

source then evaluates the route’s trustworthiness using the SMRTI. Recall that a route’s

trustworthiness is determined by evaluating the trustworthiness of all nodes that are

positioned in the route, except for the node that is conducting the evaluation (the

source node). Although a route’s trustworthiness is evaluated whenever the route is

recorded into the route cache, the SMRTI adheres to the policy of evaluating the

route’s trustworthiness prior to every deployment. The reason for the re-evaluation

is that trust is non-monotonic, and hence the trustworthiness of a route is likely to

change at anytime between the point of entry and deployment. The route with the

highest trustworthiness is then chosen for the communication, given that there are

multiple trustworthy routes to the destination. If the trustworthiness held for two

routes is at the same level, then the route with the shortest path is selected for the

communication. One of the routes can be arbitrarily chosen for communication if

the path lengths are identical. Alternatively, the less-congested path can be selected

to reduce the communicational delay, because the shortest paths are often prone to

congestion. It is noted that the selection of less-congested path warrants the presence of

a load balancing mechanism [157]. A new route discovery is initiated to the destination,

only if untrustworthy routes exist or routes are unavailable to the destination. In the

case of the former, the SMRTI instigates the route cache to purge the untrustworthy

routes.

4.4.4 Route Pruning

Let us consider the operation of pruning a route at the source by one of the SMRTI-

enabled intermediate nodes. In the case of the data flow, if an intermediate node’s next-

hop modifies the data packet’s route header and, accordingly, the intermediate node

captures the evidence for modification, then the SMRTI instructs the intermediate node
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Figure 4.5: Adaptation of DSR to Handle Route Modification Attacks.

to enlist the malicious next-hop into its reject-list. In sequence, the SMRTI triggers the

intermediate node to initiate a route error to the source so that the latter is notified on

the status of data flow. In addition, the route error enables the source node to prune

the downstream segment of the route that starts from the position of the reported

malicious node. Finally, it also induces the source node to choose an alternate route

for the data flow. We will discuss in the next §4.4.5, that only the route error generated

by the benign intermediate node would reach the source, so that it can influence the

source to switch to an alternate route. Note that the DSR has provision to extend the

route error to accommodate additional notifications, other than for broken links.

Let us consider Figure 4.5, where adversary X is assumed to modify the routing

header of a data packet before forwarding the packet to its next-hop N . In such an

instance, the previous-hop O would capture X ’s malicious behaviour in the form of

direct evidence. Note that O can capture direct evidence, even for a modified payload,

which may be either plain or end-to-end encrypted. However, the hop-by-hop encrypted

payload is beyond the reach of O’s promiscuous monitoring-based IDS. The collected

direct evidence then influences O to enter X into its reject-list and eventually prevents

it from forwarding subsequent data packets to X . In addition, O also generates and

propagates a route error that reports X as unacceptable to S, so that S can choose an
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alternate route for the data flow.

4.4.5 Packet Propagation

Now, consider in sequence the operation of receiving and forwarding packets at the

SMRTI-enabled intermediate, source, and destination nodes. At the intermediate

nodes, the SMRTI details a set of policies to decide whether to forward a packet on

behalf of (or to send a packet to) another node. To accept a packet, it evaluates the

trustworthiness of the previous-hop from which the packet was received. Likewise, the

SMRTI also evaluates the trustworthiness of the next-hop to which the packet must be

sent. Since the previous-hop’s (or next-hop’s) trustworthiness is determined by using

its reputations and hence from the collected evidence, the SMRTI can thus identify the

malicious or misbehaving previous-hop (or next-hop). In such an instance, the SM-

RTI excludes the malicious previous-hop (or next-hop) from the communication flow.

Therefore, the SMRTI directed trust evaluations at the intermediate nodes allow them

to effectively defend against the reception (or propagation) of the route discovery pack-

ets from the malicious nodes and hence prevent the establishment of routes that are

embedded with malicious nodes. On the assumption that the DSR discovers multiple

routes between the source and the destination nodes, the data flow is then likely to be

undeterred by another trustworthy route. Finally, the SMRTI assists the intermediate

nodes to make a decision whether to participate or refrain from a communication flow

by evaluating the trustworthiness of the source and the destination. The reasoning

is that the intermediate nodes forward the packets only to bridge the communication

between the source and the destination.

As shown in Figure 4.6(a), the SMRTI-enabled intermediate node N initially eval-

uates the trustworthiness of its previous-hop X . This is in accordance with the expec-

tation that the received upstream packet is likely to be free from modification only if X

is trustworthy. Similarly, N then evaluates the trustworthiness of its next-hop C that

is in accordance with the expectation that the transmitted downstream packet is likely

to reach the destination D without modification, only if C is trustworthy. Finally, N
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decides to participate in the communication flow between the source S and the desti-

nation D, depending on the trustworthiness held for them. As explained previously in

§4.4.4, it is the non-monotonic characteristic of the trust that drives N to perform a

sequence of trust evaluations prior to the propagation of every packet.

Similarly, in Figure 4.6(b), the SMRTI-enabled source S adheres to the policy

of evaluating the trustworthiness of the next-hop O and the destination D before

propagating a packet. Alternatively, in Figure 4.6(c), the SMRTI-enabled destination

D adheres to the policy of evaluating the trustworthiness of the previous-hop C and

the source S before accepting a packet.

This set of evaluations for the packet propagation holds true for all events except

for the route request event. The source and intermediate nodes vary the evaluations

during the route request event, because the next-hop is unknown owing to the broadcast

nature of the route request. In such a situation, the intermediate nodes only evaluate

the trustworthiness of the previous-hop and communication flow (for the source and

destination). Similarly, the source only evaluates the trustworthiness of the destination.

4.4.6 Sensitive Communications

In the case of a sensitive communication, the SMRTI instructs the source and the

intermediate node to refrain from routes that contain selectively-behaving benign or

malicious nodes. Nonetheless, the evidence for a selectively-misbehaving node’s benign

behaviour (or selectively well-behaving node’s malicious behaviour) is evaluated as dis-

cussed in §4.6. Later, a route containing a selectively-misbehaving node is recorded

or packets are forwarded on the behalf of (or sent to) a selectively-misbehaving node,

only if the selectively-misbehaving node increases its trustworthiness at the evaluating

source and the intermediate nodes by exhibiting a persistent benign behaviour. Other-

wise, selectively-misbehaving nodes are given an opportunity by the source node only

when no alternative routes exist for an insensitive communication flow.
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Figure 4.6: Adaptation of DSR to Propagate Trustworthy Packets.
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Figure 4.7: Adaptation of DSR to Defend Against Falsified Route Error.

4.4.7 Route Maintenance

Recall that the SMRTI assists the DSR in making efficient trust-based decisions by

defining effective policies for all event-specific contexts. These policies are responsible

for validating the credibility of a given context by adapting the operation of the DSR

and evaluating the trustworthiness of the nodes that are relevant to the given context.

It is the sequence of the multi-stage route discovery followed by the data flow that

facilitates the SMRTI in validating the credibility of any given context. In the same way,

the SMRTI also validates the evidence collected from direct interactions, observations

and recommendations before considering them for direct, observed and recommended

reputations, respectively. This will be discussed in detail in §4.6.

However, in comparison with all contexts that have been discussed so far, the route

maintenance context stands separate, because it is difficult to validate the credibility

of a broken link that is reported in a route error packet. The difficulty results from

the single-staged design of the route error event and, therefore, the lack of additional

information to validate the genuineness of a broken link. For this reason, most of the

secure routing systems [21, 75, 76, 105, 120, 136, 150, 154, 155, 159, 161–164, 179, 180,

215, 250, 260, 282, 284, 337, 367, 397, 399, 439, 440, 445, 446, 455] struggle to cope

with route maintenance-related attacks.
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Regardless of the difficulty associated with the validation of a route maintenance

context, the SMRTI mitigates the impact of the falsified route error by instructing

the intermediate and destination nodes to conduct the sequence of trust evaluations

mentioned in §4.4.4. Therefore, the SMRTI-enabled intermediate nodes propagate a

route error depending on the trustworthiness held for the following nodes, (a) source

of route error, (b) previous-hop from which the route error was received, (c) next-

hop to which the route error must be sent and, (d) the destination of route error.

Similarly, the SMRTI-enabled destination accepts a route error only if its previous-

hop and the source of the route error are trustworthy. In the case of a falsified route

error, the SMRTI directs the node that has been falsely reported as unreachable by

the route error to broadcast a one-hop hello packet. Given that the SMRTI-enabled

neighbours can observe the route error propagated by an adversary and the subsequent

hello packet broadcasted by the reported node (that has been notified as unreachable

by the route error), the SMRTI-enabled neighbours effectively collect evidence for

the adversary’s malicious behaviour. For instance, in Figure 4.7, the likelihood of

a falsified route error being dropped at one of the intermediate nodes (or the target)

and the certainty that the adversary’s (X ) observed reputation would be decreased at

all observing neighbours, (P and Y) is believed to discourage the adversary (X ) from

propagating the falsified route error.

4.5 Reaction Component

As we have mentioned earlier, the reaction component synchronously responds with

trust-based decisions to the queries received from the DSR protocol.

4.5.1 Trust-evaluation Module

The trust-evaluation module makes trust-based decisions for the various event-specific

contexts depending on the policies defined for those contexts, which were detailed in

§4.4. It declares a context as trustworthy only if the trustworthiness of the context is

at least the predefined threshold value, threshold-limit (∆). Prior to each evaluation,
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the module also confirms that the nodes identified by the context-specific policy are

not enlisted in the reject-list. Although ∆ can be varied depending on the context and

the type of event, a uniform ∆ is assumed for the ease of explanation.

Let us consider the evaluation of a communication flow’s trustworthiness. The

trust-evaluation module at an intermediate node I computes the trustworthiness of

a communication flow f, (TIFlowf (ta+1)), according to (4.1). Parameter α shifts the

priority between a packet’s source Src and destination Dest depending on the type of

event. For instance, the source Src is given a higher priority during the route request

event, while the destination Dest is given a higher priority during the route reply

event. The trust-evaluation module at node I computes the trustworthiness of the

source Src, (TINodeSrc(ta)), and the destination Dest, (TINodeDest(ta)), by calling the

trust-over-reputation module.

TIFlowf (ta+1) =
{[
α · TINodeSrc(ta)

]
+
[
(1− α) · TINodeDest(ta)

]}
;

0 < α < 1; ta+1 > ta; (4.1)

Similar to (4.1), the trust-evaluation module at node I computes the trustwor-

thiness of a route R, (TIRouteR(ta+1)), which is given in (4.2). Recall that the

trust-over-reputation module is used to compute the trustworthiness of each node J ,

(TINodeJ (ta)), that is positioned on the route. The parameter βJ signifies the priority

assigned to the trustworthiness of each of those nodes that are positioned in the route.

However for ease of explanation, the trustworthiness of all nodes that are positioned

in the route are assumed to have the same priority.

TIRouteR(ta+1) =
∑

(J∈R)∧(J 6=I)

[
βJ · TINodeJ (ta)

]
1 =

∑
(J∈R)∧(J 6=I)

(βJ ) (4.2)
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4.5.2 Trust-over-reputation Module

A node initialises its reputations (direct, observed and recommended) for other mo-

bile nodes to at least ∆ during the initial stages of the deployment. The trust-over-

reputation module at node I retrieves the reputations (direct, observed and recom-

mended) held for node J from the reputation-table via the reputation-update module,

and then computes the trustworthiness of J , (TINodeJ (ta+1)). As explained in detail

in §4.7, the reputation-update module revises those reputations in proportion to the

duration for which there has been no evidence owing to either mobility or the lack of

communication. In (4.3), ωRRIJ (ta) refers to the reputation of type RR (direct, observed,

or recommended) held for J by I. Parameter γRRIJ signifies the priority given to each

type of reputation during the computation of a node’s trustworthiness. As explained in

the §4.6, the reputations are prioritised in the following order, (a) direct, (b) observed

and, (c) then recommended. This is based on the belief that personal experiences (di-

rect interactions and observations) take a higher precedence over the recommendations

received from others, and direct interactions precede over those interactions observed

between neighbours.

TINodeJ (ta+1) =
∑[

γRRIJ · ωRRIJ (ta)
]

1 =
∑[

γRRIJ
]

(4.3)

4.6 Detection Component

The detection component collects, quantifies, and represents the evidence as the rep-

utation for each of the following types, (a) direct, (b) observed and, (c) recommended.

In the following, we will explain the role of the reputation-capture and the reputation-

evaluation modules for each type of reputations.
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Figure 4.8: Reputation-capture: Evidence Collection for Direct Reputation.

4.6.1 Direct Reputation

Direct reputation is defined as the opinion held by a node for another node depending

on the summary of evidence captured and quantified from their one-to-one interactions.

As seen in Figure 4.8, the reputation-capture module collects evidence for the direct

reputation through the passive monitoring-based IDS, where the overheard packet is

verified against the duplicate packet stored in the packet-buffer. In the absence of

link layer encryption that can be expensive, the payload can also be verified. Never-

theless, the plainness of the routing headers (regardless of encryption) for the routing

purpose, in turn convenes the verification. The collected evidence is then quantified

into a positive or negative value depending on whether it accounts for a benign or

malicious behaviour, respectively. A positive (or negative) value, which accounts for

the reputation of the latest evidence, is then passed on to the reputation-evaluation

module for aggregation with the accrued direct reputation. As we will explain in detail

in §4.7, prior to the aggregation, the reputation-update module revises the accrued

direct reputation of a monitored node in proportion to the duration for which there
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has been no evidence.

The evidence is quantified into a positive value, pos(event), only if the overheard

packet (that relates to the downstream packet that was sent earlier to the next-hop)

has been transmitted by the next-hop without any modification. The magnitude of the

positive value depends on the type of event. Alternatively, a negative value, neg(event,

action), is assigned if the evidence confirms as a malicious behaviour. Unlike the

positive value, the negative value not only depends on the type of event but also on

the type of malicious action.

In case of misbehaviour, the malicious node responsible for the misbehaviour is

inserted into the reject-list so that it can be excluded from the communication flow.

As mentioned earlier in §4.4, the entry of malicious node into the reject-list during

the route discovery cycle prevents the modified route from becoming the active route

for the data flow. Similarly, enlisting the malicious node into the reject-list during the

data flow triggers the propagation of the route error to the source of the communication

flow. In both cases, the source is either triggered to choose an alternate trustworthy

route (if there is one) or enforced to initiate a new route discovery.

As given in (4.4), the reputation-evaluation module at node I aggregates the rep-

utation value for a latest evidence (pos(event) or neg(event, action)) with the accrued

direct reputation (ωDirectIJ (ta)) held for node J . The result ωDirectIJ (ta+1) becomes the

accrued direct reputation for future computations. Prior to the computation shown in

(4.4), I revises the accrued direct reputation of J in proportion to the duration for

which there has been no direct interactions between them. This is achieved through

the reputation-update module, which will be explained in detail in §4.7. Note that the

quantification of the new evidence by I is independent of the opinion held for J . This

approach in combination with the limits −1 and +1, prevents the continual benign

behaviours from concealing a future misbehaviour (or continual malicious behaviours

from concealing a future benign behaviour). For example, the maximum direct reputa-

tion that I could set for the consistent benign behaviours of J is limited to +1, after

which the continual benign behaviours of J fail to contribute. The saturated state

denotes the absolute trustworthiness that I has towards J with respect to one-to-one
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Figure 4.9: Reputation-capture: Evidence Collection for Observed Reputation.

interactions. However, an instance of malicious behaviour from J in the near future is

sufficient to disintegrate such absolute trustworthiness. This design enables a node to

detect compromised and selectively misbehaving nodes so that they can be excluded

from sensitive communications.

{J exhibits misbehaviour} ≡{
ωDirectIJ (ta+1) = max

{
[−1],

[
ωDirectIJ (ta) + neg(event, action)

]}}
{J exhibits benign behaviour} ≡{

ωDirectIJ (ta+1) = min
{

[+1],
[
ωDirectIJ (ta) + pos(event)

]}}
(4.4)

4.6.2 Observed Reputation

Observed reputation is defined as the opinion held by a node towards an observed node

depending on the evidence captured and quantified from the observed node’s behaviour
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towards a common neighbour1. The motivation for the observed reputation is derived

from social psychology, where an individual’s behaviour is observed whenever the in-

dividual deviates from normal behaviour. In turn, this demonstrates the psychology

of the observers, who are primarily interested in remembering the individuals known

for misbehaviours. The objective of the observers is to take advantage of their ob-

servations, so that they can be cautious when they interact with the individuals who

are known for misbehaving. The definition of a normal behaviour may be subjective

from the perspective of an observing individual even though a generic definition exists

in terms of social laws. Observers fail to consider the individual’s normal behaviour

unless it is of direct benefit to them. Alternatively, observers do take into account

the individual’s extra-ordinary behaviours that are not expected as a part of normal

behaviours. The objective of such observation is to identify the individuals that are

likely to be trustworthy in a social context.

Consider the scenario from Figure 4.9, where nodes P and Y update the observed

reputation of C based on the interactions observed between their neighbours D and C.

To begin with, P and Y overhear the packet forwarded by D to C, and then the packet

forwarded by C on behalf of D. Nodes P and Y discard the observed evidence, if C

has forwarded the packet without modification. From the perspective of P and Y , C

forwarding D’s packet is not only an instance of normal behaviour, but also relatively

insignificant. Furthermore, the decision to discard the evidence that was observed

for normal behaviour assists in counteracting colluding attacks. Otherwise, D and C

may exchange dummy packets between them to increase their observed reputation at

P and Y . An exception to this rule applies if C generates a route error whenever D

becomes unreachable. Note that the creation of a route error can be considered as

an extra-ordinary behaviour in a resource-constrained MANET. On the other hand,

P and Y assign a negative value for C, if C has performed a modification attack. The

negative value is proportional to both the type of event and the attack. Node C is

appended to their reject-list for exclusion until the completion of the corresponding

communication flow. Node C not only loses direct reputation at its previous-hop D
1Node positioned within the radio transmission range of both observing and observed nodes.
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for each of its misbehaviours, but also the observed reputation at all the observing

neighbours including Y and P . In summary, penalising a malicious node at multiple

nodes (interacting previous-hopD and multiple observing neighbours Y and P) because

of its misbehaviour discourages it from deviating from normal behaviour.

If node J has misbehaved, then the reputation-evaluation module at node I aggre-

gates the reputation value of the latest evidence (neg(event, action)) with the accrued

observed reputation (ωObservedIJ (ta)) held for node J , which is given in (4.5). However,

if J exhibits a normal behaviour, then the accrued observed reputation of J remains

unaltered. An exception applies to this rule if J generates a valid route error. Fi-

nally, the result ωObservedIJ (ta+1) becomes the accrued observed reputation. Prior to the

computation shown in (4.5), I revises its accrued observed reputation for J using the

reputation-update module in proportion to the duration for which there has been no

observed evidence.

{J exhibits misbehaviour} ≡{
ωObservedIJ (ta+1) = max

{
[−1],

[
ωObservedIJ (ta) + neg(event, action)

]}}
{J exhibits benign behaviour} ≡{

ωObservedIJ (ta+1) = min
{

[+1],
[
ωObservedIJ (ta) + pos(event, route error)

]}}
(4.5)

4.6.3 Recommended Reputation

Recommended reputation is defined as the indirect opinion held by a mobile node to-

wards another mobile node based on the derived recommendations. A mobile node that

provides recommendations is referred to as a recommender. Likewise, a recommended

node is referred as a recommendee, and a mobile node that receives recommenda-

tions is known as the requesting node. In general, most models [3, 39, 64, 66, 68–

71, 82, 83, 107, 112, 116, 125, 134, 137, 140, 169, 178, 190, 204, 214, 220–222, 233–

235, 239, 241, 242, 252, 261, 270–273, 292, 294, 301–305, 308–311, 327, 335, 347, 372,

373, 379, 380, 401, 404, 424, 425, 461, 468] communicate recommendations by dissem-

inating additional packets or extra headers. However, these models may corrupt their
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decisions by using those recommendations received from other mobile nodes. First,

they lack the ability to determine the bias of a recommender. Second, they are short of

well-developed approaches for investigating the credibility of a recommender, such as

whether the recommender exhibits honest-elicitation and (or) free-riding. In addition,

the dissemination of the recommendations increases the overhead and degrades the

network performance.

4.6.3.1 Processing Conventional Recommendations

Unlike approaches [38, 328] that eliminate the concept of recommendations, we believe

that understanding the steps involved in disseminating the recommendations is vital

to solve the associated issues. The disseminated recommendation can be defined as

an opinion held by a recommender towards a recommendee, which is then forwarded

by the recommender to a requesting node. The disseminated recommendation reflects

the opinion of a recommender and it may summarise the evidence collected by the

recommender from the direct interactions with the recommended node. Otherwise, it

may also include the summary of the recommendations received by the recommender

from other mobile nodes in favour of the recommended node. Since a disseminated

recommendation presents the snapshot of the recommender’s relationship with the

recommended node, it is therefore reasonable to deduce from the disseminated rec-

ommendation whether the recommender will forward a packet for the recommended

node in the near future, given that their relationship has not changed. This deduction

applies only to identical contexts in which the disseminated recommendation applies.

For instance, in the case of the routing, the context refers to the forwarding of the

packets without any modifications.

The disseminated recommendation is then evaluated by the requesting node to re-

vise the indirect opinion that is held for the recommended node. The reason for the

evaluation is that the requesting node might not have witnessed those events from which

the disseminated recommendation was created. Also, the disseminated recommenda-

tion reflects only the recommender’s evaluation of those events. The requesting node

accepts or rejects the disseminated recommendation based on the trustworthiness held
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Figure 4.10: Reputation-capture: Evidence Collection for Recommended Reputation.

for the recommender. However, if it accepts the disseminated recommendation, it then

scales the disseminated recommendation in proportion to the level of trustworthiness

held for the recommender.

4.6.3.2 Proposed Approach for Deriving Recommendations

As established above, it is reasonable to deduce from a disseminated recommendation

whether the recommender will forward packets on behalf of a recommended node in

the near future. In our approach, we inverse the deduction process to communicate

the recommendations, such that those communicated recommendations are free from

related issues.

Consider the scenario in Figure 4.10, where X unicasts a packet to N , containing

the route S 7→ O 7→ X 7→ N 7→ C 7→ D. In this scenario, N (requesting node)

derives an implicit recommendation for O (recommended node) from its previous-hop

X (recommender), because X has forwarded the packet that was received from its

previous-hop O. Similarly, N derives the recommendation for S from O, given that
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O has forwarded the packet received from its previous-hop, S. Node N validates the

recommendation that is derived for O from X based on the fact that X has forwarded

the packet because it has trusted its previous-hop (O), next-hop (N ) and the com-

munication flow (S and D) (§4.4.4). Similarly, N validates those recommendations

derived from other upstream nodes that can be traversed backwards along the route

to the source of the packet. Since recommendations are derived from the route con-

tained in a received packet, N evaluates the trustworthiness of its previous-hop (X ),

the communication flow (S and D) and the route (as detailed in §4.4) before deriving

the recommendations from the route. Node N then computes its indirect opinion (the

recommended reputation) for the recommended node from derived recommendation,

depending on the trustworthiness held for the recommender.

Let us now consider the revision of the recommended reputation for the recom-

mended node based on the derived recommendation. After deriving the recommenda-

tion for O from X , node N then computes the trustworthiness of X using (4.3). Node

N assigns a positive or negative value to the derived recommendation to demonstrate

its viewpoint, depending on whether the trustworthiness of X is at least ∆. Note that

N ’s positive (or negative) value for the recommendation derived for O from X is iden-

tical with the positive (or negative) value assigned to the rest of recommendations that

were derived for O from other mobile nodes. Hence, N scales the positive (or negative)

value that represents the recommendation derived for O from X using the trustworthi-

ness held for X . The resultant is the reputation value for the recent recommendation

that is derived for the recommended node (O), and the scaling affirms that the assigned

reputation is proportional to the trustworthiness held for recommender (X ). Finally,

N revises the accrued recommended reputation held for O by aggregating it with the

reputation of the latest recommendation. A similar operation is then carried out for

the recommendation derived from O for S.

Equation (4.6) summarises the above-mentioned operations at time ta+1, in which

node I aggregates the accrued recommended reputation (ωRecIJ (ta)) with the reputation

computed from the latest recommendation
[
TINodeH(ta)∗(packet)

]
or
[
TINodeH(ta)∗

(packet)
]

to arrive at the result ωRecIJ (ta+1), where the latest recommendation is derived
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for node J from node H. Later, the result becomes the accrued recommended reputa-

tion for future computations. Prior to the computation shown in (4.6), I revises the

accrued recommended reputation of J using the reputation-update module in propor-

tion to the duration for which there has been no recommendation.

[
TINodeH(ta) > ∆

]
≡{

ωRecIJ (ta+1) = min
{

[+1],
[
ωRecIJ (ta) + TINodeH(ta) · pos(event)

]}}
[
TINodeH(ta) < ∆

]
≡{

ωRecIJ (ta+1) = min
{

[−1],
[
ωRecIJ (ta)− TINodeH(ta) · neg(event)

]}} (4.6)

In our approach, recommendations are primarily derived from the route, provided

the previous-hop, route and packet are trustworthy. However, our analysis reveals

that the proposed approach is not foolproof, because any one of the upstream nodes

(prior to the node that derives recommendations) can maliciously modify the route

between its position and the source node. In such a situation, the downstream nodes

positioned after the malicious node in the route derive recommendations from the

modified route and eventually corrupt their accrued recommended reputation. Notably,

the malicious node’s previous-hop discards the corresponding route reply received from

the malicious node, because the previous-hop would have enlisted the malicious node in

its reject-list based on the captured directed evidence. Similarly, the malicious node’s

neighbours would have enlisted the malicious node in their reject-list after capturing

the observed evidence. Thus, the modified route is prevented from becoming an active

route for the corresponding communication flow. Therefore, it is apparent that the

reputation-capture module’s IDS validates the captured direct and observed evidence

by referring the overheard packet with the buffered packet. In comparison with the

direct and observed evidence, it is noticeable that the reputation-capture module lacks

the reference to validate the evidence captured for recommended reputation. To achieve

this, the recommendations are not derived until the route is valid. Therefore, the

recommendations are derived only once for a communication flow, that is, either during
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the start or at the end of data flow, for which the route has to be error-free and hence

trustworthy, as explained in §4.4.3.

In summary, the proposed approach prevents a node’s recommended reputation

from being corrupted by a recommender’s recommendation, and this, in turn, encour-

ages the node to believe only in its decisions. Hence, the node better resolves the issues

concerned with the recommender’s bias. Given that the recommenders do not dissemi-

nate their opinions as recommendations, they are eventually prevented from exhibiting

both honest-elicitation and free-riding behaviours.

4.7 Reputation-update

In the MANET, the mobility-induced dynamically changing topology and the absence

of a communication flow has an impact on the trust relationships established between

the mobile nodes. This is because the nodes can change their behaviour during the

period of separation or in the absence of a communication flow. For example, when

a node moves away from a neighbour (owing to mobility), it is unclear whether it

must consider the neighbour with the same level of opinion during the next interaction

(when it returns). It may be that the neighbour could retain its current behaviour

that could be either benign or malicious. Assuming that the neighbour is benign

and given that the MANET is prone to inherent issues, then there is a chance for the

neighbour to be compromised prior to the next interaction. Otherwise, if the neighbour

is malicious, then it may be repenting and expecting an interaction to improve its

relationship. Another possibility is that the neighbour may be malicious as a result of

a past compromise, and it may be redeemed prior to next interaction.

The reputation-update module adopts a heuristic approach to resolve the uncer-

tainty in the trust relationships that may result from the absence of behavioural

evidence between the mobile nodes. The reputation range [−1,+1] is divided into

eight equal segments {S1, S2, · · · , S7, S8} of length, θ = 0.25, such that {+1 > S1 >

0.75, · · · , 0.25 > S4 > 0, 0 > S5 > −0.25, · · · ,−0.75 > S8 > −1}. Mobile nodes then
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Figure 4.11: Reputation-update: Effect of Mobility on Reputations.

pessimistically decrement or optimistically increment the accrued reputation (direct,

observed or recommended) for other mobile nodes for which there has been no evi-

dence. However, the increment or decrement is contained in the segment to which the

accrued reputation belongs.

Consider the scenario from the first half of Figure 4.11, in which the nodesN andM

are positioned beyond each other’s radio transmission range (lack of evidence for direct

and observed reputations) and have no common communication flow (lack of evidence

for recommended reputation). From the last half of Figure 4.11, let us assume that N

andM have moved into each other’s transmission range or a communication flow now

exists through them. Now, N has to revise one of the reputations (direct, observed

and recommended) held for M, based on the newly-collected behavioural evidence or

to evaluate the trustworthiness of M to send a packet to or accept a packet from

M. In such conditions, the reputation-update module of N first evaluates the accrued

reputation of M (direct, observed or recommended) against ∆.

NodeM is considered trustworthy by N if its accrued reputation at N is at least ∆.
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This leads N to decrement its accrued reputation forM in proportion to the duration

for which there has been no behavioural evidence. However, this decrement is limited

to the floor of the segment Si to which the accrued reputation belongs. For example,

if the accrued reputation of M is 0.73, then the decrement is limited by the floor of

the segment S2 (> 0.50) to which it belongs. Assuming thatM has been compromised

at the time of separation, then the adopted decrement approach will unequivocally

push down the trustworthiness ofM to the next lower segment Si+1, even for a single

misbehaviour. However, ifM has retained its benign behaviour, then the limit applied

to the decrement approach ensures that the trustworthiness of M is still within the

same segment Si, and allows M to increase the trustworthiness at N by continual

benign behaviours.

Similarly, if M is considered untrustworthy because the accrued reputation of M

is below ∆, N then increments its accrued reputation for M in proportion to the

duration for which there has been no behavioural evidence. However, this increment

is limited to the ceiling of the segment Si to which the accrued reputation belongs.

For example, if the accrued reputation of M is −0.53, then the increment is limited

to the ceiling of the segment S7 (< 0.50) to which it belongs. Assuming that M has

been redeemed at the time of separation, then the adopted increment approach will

unambiguously push up the trustworthiness ofM because of the subsequent continual

benign behaviours. However, ifM has retained its malicious behaviour, then the limit

applied to the increment approach ensures that trustworthiness ofM is still within the

segment Si and will lead the trustworthiness of M further down owing to persistent

misbehaviours.

Given that M is unaware of the accrued reputations held by N and all the above-

mentioned operations are carried out at N , the node M is restricted from taking

advantage of the above-mentioned set of operations. Those segments that are above

and below ∆ are the segregators for selectively-behaving benign and malicious nodes,

respectively. For instance, if ∆ is set to 0.50 then the segments, 0.75 > S2 > 0.50 and

0.50 > S3 > 0.25, can be used to segregate selectively-behaving benign and malicious

nodes. The segment S1 then contains the highly trustworthy nodes, while segments
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{S4, · · · , S8} contain nodes with an increasing level of untrustworthiness.

Equation (4.7) presents the above-mentioned operations at time ta+1, where ωRRIJ (ta)

is the accrued reputation of type RR (direct, observed and recommended) held by

node I for node J . To arrive at the result ωRRIJ (ta+1), (4.7) decrements, increments

or maintains the accrued reputation depending on the evaluation against ∆ and the

duration for which I lacks evidence for the behaviours of J . It defines a decrement

and increment function based on the exponential function, where δ is known as the

reputation growth/decay factor.

{[
ωRRIJ (ta)mod (θ)

]
= 0
}
≡[

ωRRIJ (ta+1) = ωRRIJ (ta)
]
; 0 < δ < 0.01; θ = 0.25;[

ωRRIJ (ta) > ∆
]
≡{

ωRRIJ (ta+1) = min
{[
ωRRIJ (ta) · e−tδ

]
,
[
θ · bωRRIJ (ta)/θc+ δ

]}}
[
0 < ωRRIJ (ta) < ∆

]
≡{

ωRRIJ (ta+1) = max
{[
ωRRIJ (ta) · etδ

]
,
[
θ · dωRRIJ (ta)/θe

]}}
[
ωRRIJ (ta) < 0

]
≡{

ωRRIJ (ta+1) = max
{[
ωRRIJ (ta) · e−tδ

]
,
[
θ · dωRRIJ (ta)/θe − δ

]}}

(4.7)

4.8 Limitations

In this section, we analyse the limitations of SMRTI including its, (a) limited extension

to the pure MANET, (b) constrained promiscuous monitoring-based IDS module, (c) re-

stricted defence against route reply modification, (d) limited availability of the observed

and recommended evidence and, (e) the ambiguity in choosing the initial reputation

value for the other mobile nodes.
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4.8.1 Extension to the Pure MANET

In a managed MANET, centralised or distributed online or offline authorities are used

to establish secret associations between the mobile nodes. Such online or offline au-

thorities are unrealistic in a peer-to-peer civilian or a commercial pure MANET. As a

result, the pre-existing secret associations are not feasible and hence it is difficult to

initiate the security relationships after the deployment of self-organised mobile nodes

in a pure MANET. The SMRTI well suits such a pure MANET because of its capability

to establish relationships between the nodes depending on their behavioural evidence

and then to make decisions based on the established relationships. Nonetheless, the

decisions are vulnerable to imprecision for the reason that a pure MANET lacks the

secret associations to authenticate the collected behavioural evidence. Therefore, the

distinguished features of the SMRTI (§4.6) become infinitesimal in the presence of an

unauthenticated behavioural evidence. This places the SMRTI on par with the trust

management based models [72, 356, 433] that lack a well-defined approach to collect

the evidence and formulate the trust relationship between the mobile nodes. Never-

theless, the SMRTI’s features can still be effective for enhancing the security of a pure

MANET, if an offline CA-based key management mechanism [167, 398] is deployed to

complement the self-organised characteristic of the mobile nodes. Note that the SM-

RTI is also tailored for a managed MANET by integrating it with the key management

and secure routing protocol. This will be presented in detail in Chapter 7.

4.8.2 Limitations on Promiscuous Monitoring

In [247], Marti et al. point out that the evidence collected through promiscuous

monitoring-based IDS may be restricted by the, (a) receiver collisions, (b) ambigu-

ous collisions and, (c) variations in transmission power.

4.8.2.1 Receiver and Ambiguous Collisions

We believe that the virtual carrier-sensing mechanism specified by IEEE 802.11 us-

ing the Request-To-Send (RTS) and Clear-To-Send (CTS) frames effectively resolves
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Figure 4.12: RTS/CTS Defence against Receiver and Ambiguous Collisions.

both the receiver and the ambiguous collisions. For example, on the left hand-side

of Figure 4.12, the RTS/CTS handshake reduces the probability of a collision in the

receiver D’s radio range. The CTS transmitted by D prevents a node P positioned

in its range, but hidden from the transmitter C, from colliding with its transmissions.

This is because P reserves the transmission medium as busy until the end of com-

munication, using the information extracted from the CTS frame. Since RTS/CTS

handshake effectively eliminates the collision at receiver D, the node N (previous-hop

to C) can assure that the promiscuously-overheard packets of C are also received by D.

Note that the initial RTS frame reduces the probability of a collision in the transmitter

C’s radio range. It prevents the nodes (e.g. N ) that are positioned in C’s radio range

from receiving packets from another node that is beyond C’s radio range; the effect is

known as an exposed terminal problem. Interestingly, the exposed terminal problem fa-

cilitates promiscuously-monitoring nodes from defending against ambiguous collisions.

For instance, in the right hand-side of Figure 4.12, node D, which is positioned in the

transmitter C’s radio range, is prevented from receiving a packet from another node P

that is beyond the radio range of both the transmitter C and the receiver D. Never-

theless, the RTS/CTS handshake holds only for unicasts and not for broadcasts such

as route requests.
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4.8.2.2 Varied Transmission Power, Directional Antenna and Mobility

Recently, several power-aware routing protocols [95, 126, 139, 197, 281, 402] have been

proposed, based on the transmission power control (TPC) technique [205]. Since these

protocols dynamically vary the transmission power of the nodes, some neighbouring

nodes may not be able to promiscuously-overhear the transmissions of a node, even

though they are positioned within the node’s transmission power range. Another lim-

itation of the promiscuous monitoring-based IDS is its non-compliance with the di-

rectional antenna to aid packet-overhearing. As described in Chapter 3, the mobility

can also interrupt its operation when a receiving node moves away from the transmit-

ter following packet reception and, for this reason, its operation is discouraged in the

VANET.

4.8.2.3 Security of MAC and Physical Layers

In [84, 145, 207, 208, 319, 331], the authors present a range of DoS attacks that are

launched at the MAC and the physical layers of the MANET. For completeness, we con-

fine the situation to DoS attacks that are specific to the promiscuous monitoring-based

IDS. For instance, the DoS attacks at the physical layer jam the wireless transmissions

[84], while they violate the RTS/CTS handshake at the MAC layer to induce collisions.

In addition, adversaries can vary the transmission power at their physical layer, even

in the absence of a power-aware routing protocol to disrupt the promiscuous operation.

For example, in the right hand-side of Figure 4.12, let us assume that C modifies the

upstream packet received from D before forwarding the packet to the next-hop N .

In such a condition, C can deceive the promiscuously-monitoring D and most of the

observing neighbours by taking advantage of the mobility and varying its transmission

power to reach only N . Finally, the mobility can also aid the adversaries to defeat the

promiscuous monitoring but with a non-cooperation tag, as mentioned in Chapter 3.

The focus of our thesis is on the network layer security and that the security of the

MAC and physical layers is beyond the scope of our thesis. However, we rely on the

security solutions [84, 135, 319] that have been proposed for the MAC and the physical
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layers to date, despite the fact they are incomplete against the above-mentioned lower

layer DoS attacks.

4.8.2.4 Discussion

In summary, the promiscuous monitoring-based IDS is confined to, (a) unicasted data

packets, (b) uniform transmission power, (c) omni-directional antenna, (d) less mo-

bile nodes and, (e) secured MAC and physical layers. Likewise, in the related trust

management models [64–72, 301–305, 308–311], the SMRTI is also constrained by the

limitations of the promiscuous monitoring-based IDS for the evidence collection. In

other words, the promiscuous monitoring-based IDS confines the SMRTI to the be-

havioural evidence that is only detectable, discernible and classifiable. Nonetheless,

the SMRTI differs from the related models in, (a) establishing an effective trust re-

lationship between the nodes and, (b) making efficient trust-based decisions for every

context, but within the boundaries of the MANET’s inherent issues (Chapter 2). In ad-

dition, it is also the effect of several promiscuous monitoring-based trust models that

have propelled and motivated us to build a trust model that can not only meet their

shortcomings but also measure the maximum value proportion of such promiscuous

operations. The next Chapter 5 will present the empirical study of the SMRTI that

deploys the promiscuous monitoring-based IDS for evidence collection. However, we

anticipate that the SMRTI’s flexible design to upgrade the IDS module and also the

ability to collect evidence from other security systems would lead to the improvement

of a more advanced lightweight IDS. This we leave it for our future work. A snapshot

of the SMRTI’s capability to collect from other security systems is presented in Chap-

ter 7, where the SMRTI is integrated with the key management and secure routing

protocols.

4.8.3 Constrained Defence against Route Reply Modification

Although the SMRTI effectively discerns and classifies the detectable modification at-

tacks, it is restrained from efficiently defending against the modification of the route
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Figure 4.13: Constrained Defence against Route Reply Modification Attack.

reply header. As discussed earlier in §4.6.2, an intermediate node enabled with the SM-

RTI and positioned previous to the adversary during a route reply propagation, would

then be able to capture the route modification performed by the adversary. Hence, this

would cause the intermediate node to enlist the adversary into its reject-list. However,

the intermediate node is restrained from notifying the route reply’s target (the source

of the communication flow) with a route error, because the target is positioned after

the adversary on the route. In such a situation, the defence carried out by the SMRTI-

enabled intermediate node depends on the type of transport protocol deployed for the

communication flow.

In the case of the connection-oriented communication, the SMRTI prevents the

intermediate node from receiving any data packets from the adversary during the sub-

sequent data flow. For this reason, the source of the communication flow (the route

reply’s target) fails to receive the acknowledgements for the disseminated data packets.

The source node then propagates data packets along an alternate route (if any exist)
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or initiates a new route discovery for the communication flow.

Alternatively, in the case of a connectionless communication, the lack of acknowl-

edgements prevents the intermediate node from informing the source regarding the

corrupted route and hence the deterred data flow. The SMRTI performs its best to

notify the source by instructing the intermediate node to initiate a route error to the

source, provided that an alternate route exists between them. In the absence of an

alternate route, the SMRTI allows the intermediate node to discard those data packets

received through the adversary. Such a decision, at the least, prevents the downstream

nodes from saving the battery resource; otherwise they would be propagating data

packets that would be dropped at the black hole created by the modified route.

Let us consider the scenario presented in Figure 4.13, in which the adversary X

modifies the route that is contained in the route reply. As expected, the SMRTI-

enabled N captures the evidence for the route modification and accordingly enlists

X into its reject-list. Although S propagates data packets along the modified route

S 7→ O 7→ X 7→ N 7→ R 7→ Q 7→ P 7→ C 7→ D, the node N fails to accept the

data packets from X , based on the entry in its reject-list. Assuming that the deployed

transport protocol is connection-oriented, S then chooses an alternate route (if there is

one) or initiates a new route discovery, based on the absence of the acknowledgements

for the propagated data packets. Alternatively, if the connectionless transport protocol

is deployed, then S implicitly fails to sense the route modification. However, N informs

S through a route error if an alternate route to S exists. Given that N is connected to

S only through the modified route S 7→ O 7→ X 7→ N 7→ R 7→ Q 7→ P 7→ C 7→ D, N

then continues to discard the data packets received from X , rather than attempting to

propagate those packets to a non-existent R.

4.8.4 Limited Availability of Observed and Recommended Ev-

idence

In comparison with the direct evidence (§4.6.1), a relatively low count of observed and

recommended evidence is captured for the following reasons. In the case of the observed
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evidence, an observing node is required to be positioned in the common radio range

of the interacting neighbours. On the other hand, a node is required to participate

in many communication flows to derive the recommendations. Irrespective of these

limitations, the collected observed or recommended evidence is precisely attributed to

the observed behaviour or recommended relationship, respectively. This is because

each of the observed or the recommended evidence is evaluated independently without

allowing past evaluations or reputations to impact the evaluation. However, merging

the recent evaluation with past evaluations enables the node to draft a portrait of the

observed or recommended node. Note that the precision of the portrait depends on

the proportion of the evidence collected so far the observed or recommended node.

In addition, the observed and recommended evidence complement each other, as

discussed below. Although the observing nodes can capture the evidence for both

malicious and benign behaviours, they consider only the malicious behaviours as a pre-

cautionary measure against the malicious nodes and disregard the benign behaviours to

defend against the colluding attacks. Similarly, the recommendations complement the

observations, because the recommended evidence is derived only from the trustworthy

nodes. However, the derived recommendations are attributed to either positive or both

positive and negative values, depending on the threshold-limit set for the packet prop-

agation and the derived recommendations. Let us assume ∆c is the threshold-limit for

evaluating the trustworthiness of the various contexts (§4.4) and ∆r is the threshold-

limit for evaluating derived recommendations. In this particular instance, the interme-

diate nodes propagate through an active route only when the trustworthiness of the

contexts evaluate to ∆c. Since the intermediate nodes derive recommendations only

from a trustworthy route during the data flow (§4.6.3.2), the condition ∆r 6 ∆c is

refined to ∆r = ∆c. This is because ∆c is the minimum trustworthiness defined by the

intermediate nodes to propagate those data packets received from the upstream nodes,

i.e. recommenders. Henceforth, the derived recommendations always meet ∆r and eval-

uate to a positive value. Alternatively, the condition ∆r > ∆c assigns either a positive

or negative value to the derived recommendations, depending on whether or not the

trustworthiness held for the recommenders is at least ∆r, respectively. Furthermore,
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this scenario highlights the capability of the SMRTI to assign a specific threshold-limit

to each of the contexts, and the direction for the threshold-limit assignment depends

on how the order of importance and sensitivity exist among those contexts.

4.8.5 Initial Arbitrary Reputations

Let us consider the instance of a new node joining the network, where the existing

nodes in the network may not have a record of past evidence to trust or distrust the

newly-joining node. In such a situation, assigning an arbitrary level of trust for the

new node poses several issues. In general, trust models resolve this issue by either

pessimistically assigning a neutral or low level of trust or optimistically assigning a

high level of trust to the new node. The purpose of the pessimistic approach is to

compel the new node to exhibit a consistent benign behaviour from the point it enters

the network. However, in some of these models, it is not always clear how the less

trusted new node is selected for communications when the nodes with high trust val-

ues exist in the network. If a new node is not preferred for communications because

of its low level of trust, then it lacks the opportunity to gain trust with the existing

nodes. Alternatively, with an optimistic approach, the intention is to promptly identify

whether the new node exhibits malicious behaviour from the point it enters into the

network. We favour the optimistic approach when prompt identification is feasible, be-

cause the high level of trust is assigned to a newly-joining node decreases rapidly as the

malicious behaviour increases. However, the optimistic approach fails to discriminate

a new node from the existing nodes, whose dynamically changing selective behaviour

has warranted the same level of trust. In synopsis, this issue arises when the trust

models explicitly fail to represent an existing node’s ignorance about a newly-joining

node’s behaviour. Note that the issue also extends to nodes that have already estab-

lished a trust relationship with one another. For example, when a node moves away

from a neighbour, it is unclear whether to consider the neighbour with the same level

of trust or distrust during the next interaction (when it returns). Recollect that we

solve the issues resulting from mobility or absence of evidence by either increasing or

decreasing the trustworthiness of the nodes (§4.7). Nonetheless, the seriousness of this
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approach is that the trustworthiness of other mobile nodes only accounts for the prob-

ability of their benign or malicious behaviour and barely represents ignorance. Hence,

failing to explicitly represent the notion of ignorance and the associated uncertainty

has a fundamental impact on the trust model. All these have motivated us to pro-

pose a subjective-logic based SMRTI model in Chapter 9, so that a node can explicitly

represent and manage the uncertainty in its relationship with the other nodes.

4.9 Conclusion

Although the SMRTI is subject to the above limitations, these limitations are uniform

for all trust models. Furthermore, the SMRTI outperforms those related models by

resolving their shortcomings and operating within the inherent features of the MANET.

The SMRTI is adaptable for all types of routing protocols with minor alterations and

suits both the open and managed networks. For any protocol to feed the information

and trust-related queries into the SMRTI and to receive trust-based decisions in return

from the SMRTI, the protocol must need interfaces. For this reason, some minor

adaptations were made in the DSR protocol.

The SMRTI operates as a decentralised and independent module at every node,

where it collects three types of evidence, (a) direct, (b) observed and, (c) recommended,

to draft the portrait of other mobile nodes. Direct evidence enables the SMRTI-enabled

nodes to identify the malicious and benign nodes, based on direct interactions, while

the observed evidence facilitates the SMRTI-enabled nodes to shortlist the malicious

nodes even before interacting with them. Alternatively, the recommended evidence al-

lows the SMRTI-enabled nodes to deduce trustworthy relationships that exist between

the other nodes. The unique approach adopted by the SMRTI to deduce recommen-

dations assists the SMRTI in eliminating, (a) honest-elicitation, (b) free-riding, (c)

recommender’s bias and, (d) additional message dissemination. The SMRTI collects

direct and observed evidence through the promiscuous monitoring-based IDS and eval-

uates the evidence from each before accepting it. The de-coupled design of the evidence

collection and the formulation facilitates the SMRTI-enabled nodes to upgrade their
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IDS to a comprehensive lightweight IDS because of the availability or whenever there

is a necessity to collect evidence for emergent attacks.

The SMRTI represents its opinion for other nodes by formulating each type of evi-

dence collected for those nodes as a reputation rating. In sequence, it combines a recent

reputation with the past reputation held for those nodes. The limits [−1,+1] applied

to the reputation rating ensure that SMRTI handles the reputation-saturation problem

by preventing the evidence captured for persistent benign or malicious behaviour from

concealing the future malicious or benign behaviours, respectively. The SMRTI also

provides more weightage to a recent evidence captured for those nodes to prevent them

from taking advantage of their past benign behaviours. It also prevents the evidence

collected for a recent benign behaviour from over-riding the past record of the mali-

cious behaviours. For this reason, the SMRTI classifies erratically-behaving nodes into

a separate category, known as selectively-behaving benign or malicious nodes. In syn-

opsis, the SMRTI uses the reputations (direct, observed and recommended) to arrive

at the portrait of those nodes and to establish a relationship with them. Furthermore,

it also resolves the uncertainty introduced into a trust relationship owing to mobility or

the absence of evidence. The corollary of this approach leads to the accommodation of

repenting malicious nodes or also allowing the redemption of the compromised nodes.

The SMRTI uses the policies for the various contexts and trust relationships that

have been already established with other mobile nodes to make efficient decisions for

those contexts. In addition, the SMRTI defines a policy to reactively isolate a mis-

behaved node from a communication flow by using the reject-list, regardless of the

trustworthiness held for that misbehaved node. This approach enables the SMRTI to

accommodate new contexts and accordingly to define efficient policies for counteracting

emerging attacks. Since SMRTI-enabled nodes do not share their reputation ratings

with other nodes, their decisions are never corrupted by the reputation ratings of the

other nodes.

In summary, we have shown how the SMRTI is built on realistic assumptions and

does not rely on a centralised authority or tamper-proof hardware to enhance the

security of the MANET.
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5
Performance Analysis of SMRTI

5.1 Introduction

In this chapter, we analyse the performance of the SMRTI using large-scale NS2-based

simulations. These simulation results confirm that the SMRTI renders a promising

solution for enhancing the security decisions in the MANET. This chapter is organised

as follows. In the following, we describe the adversary model against which the per-

formance of the DSR and the SMRTI nodes are tested. We then briefly discuss the

NS2 simulator and present a detailed description of the simulation setup. Finally, we

discuss and compare the performance of the SMRTI and the DSR nodes against the

adversary model.

159
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5.2 Adversary Model

As mentioned in Chapter 2, the objective of an adversary is to either disrupt the route

establishment or the data flow. Here, we present an adversary model in which the

adversary modifies the route headers to disrupt the route discovery and the data flow.

Those modifications include, (a) the increment of a route request’s sequence number, (b)

the deletion of the intermediate nodes from route and, (c) the insertion of the identity

of the invalid nodes to the route. In Chapter 7, we will consider the propagation of the

spoofed packets by the adversaries. Recollect that the adversary model pertaining to

the interruption attacks was detailed in Chapter 3. In summary, the adversary achieves

its objective by either performing one of the above modifications or a combination of

the modifications, such as the addition or deletion of the route and the increment of

the route request’s sequence number.

5.2.1 Route Discovery Disruption

The adversary disrupts a route discovery as follows. First, it broadcasts the route

request received from a source with a maliciously-incremented sequence number and

then responds back to the source with a route reply that contains the maliciously-

inserted identity of the invalid nodes. Here, the broadcast of the malicious route request

suppresses the propagation of the valid route requests that take the overlapping paths

and belong to the same route discovery phase. In addition, the malicious route request

prevents the destination from replying to the few valid route requests that might have

travelled through the disjointed paths. However, the suppression of the valid route

requests does not come easily, because the adversary is required to propagate the

malicious route request either through a congestion-free path that has the least delay

or a shorter path. The requirement for faster propagation is to establish the modified

sequence number as the highest sequence number at all downstream nodes, including

the destination. Henceforth, the downstream nodes are induced to discard the route

requests that contain the valid sequence number as stale route requests. Remember
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that it is the design specification of the DSR protocol to record the route request with

the highest sequence number as the fresh route request from a source.

Later, the adversary either inserts the identity of the invalid nodes into or deletes

the identity of the intermediate nodes from the downstream fragment of the route

reply (the fragment of the route that is in between the adversary and the route request

originator). Note that the adversary responds back with a tampered route reply for the

propagated malicious route request. The tampered route then eventually prevents the

downstream intermediate nodes from delivering the route reply to the route request’s

originator and, hence, triggers the route request’s originator to initiate a new route

discovery.

The increment to a route request’s sequence number not only suppresses the propa-

gation of the valid route requests that belong to the same route discovery cycle, but also

suppresses the propagation of the valid route requests that belong to the future route

discovery cycles. This impact persists until the source generates a route request with

a sequence number that is higher than the malicious route request’s sequence number.

In such an instance, a vigilant adversary can repeat the above process to persistently

prevent the source from discovering a route. As discussed in Chapter 2, a variation of

the above attack can be perceived as the detour attack in which an adversary modifies

the route headers to ensure that a specific set of nodes are never reached.

An instance of a route discovery disruption is shown in Figure 5.1(a), where the

adversary A increments a route request’s sequence number and propagates the route

request to the destination D through a congestion-free path that has the least delay.

Another route request that belongs to the same route discovery cycle and is propagated

through the congested path S 7→ O 7→ X 7→ N 7→ C is dropped at C, because C has

already seen the malicious route request. Node D then replies to S through A with

a route reply that contains the route D 7→ C 7→ E 7→ Z 7→ B 7→ A 7→ M 7→ S.

However, A modifies the route of the route reply into D 7→ C 7→ E 7→ Z 7→ B 7→ A 7→

M 7→ P 7→ Q 7→ R 7→ S to prevent M from delivering the route reply to S. Another

variation of the route modification that is not seen in this instance is the deletion of

the valid intermediate nodes from the route. The timeout for the route discovery at S
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(a) Modification Attack – Disruption of Route Discovery

(b) Modification Attack – Disruption of Data Flow

Figure 5.1: Route Discovery and Data Flow Attacks.
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would eventually trigger S to initiate a new route discovery cycle, which accordingly

meets the objective of A, i.e. to prevent S from discovering a route to D.

5.2.2 Data Flow Disruption

Similar to the route discovery disruption, the adversary disrupts the data flow by

incrementing the route request’s sequence number and modifying the route of the cor-

responding route reply. Incremented sequence number ensures that the route through

which the malicious route request has been propagated becomes the active route for

the data flow. Recall that the malicious route request must be propagated through a

shorter path or a congestion-free with the least delay to suppress the propagation of the

route requests with a valid sequence number. The adversary then modifies the route of

the corresponding route reply, but differs from the route discovery disruption attack by

modifying the upstream fragment of the route reply (the fragment of the route that is

in between the adversary and the initiator of the route reply). The modification later

triggers one of the nodes that is positioned between the adversary and destination to

discard the data packets. As mentioned in Chapter 2, a variation of the above attack

is the blackhole attack, in which an adversary modifies the route header to embed itself

in the active route to drop the data packets. The grayhole attack is a variant of the

blackhole attack in which the data packets are dropped selectively.

As seen in Figure 5.1(b), the adversary X increments the sequence number of the

route request and propagates it through a shorter path so that the malicious route

request is recorded at all the downstream intermediate nodes, including the destination

D. The adversary X then modifies the corresponding route reply by inserting the

identity of the invalid nodes to the upstream fragment of the route reply to arrive at

S 7→ O 7→ X 7→ N 7→ P 7→ Q 7→ R 7→ C 7→ D. The data packets propagated through

the corrupted route entraps N to communicate with a non-existent P and results in

data flow disruption.
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(a) Modification Attack – Disruption of Route Maintenance

(b) Modification Attack – Gratuitous Detour Attack

Figure 5.2: Route Maintenance and Gratuitous Detour Attacks.
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5.2.3 Route Maintenance Disruption

We have also modelled the adversary to disrupt the route maintenance by modifying

the route error’s header, because very few models explicitly cope with the route main-

tenance attacks described in Chapter 2. In the case of the data flow disruption attack

(detailed in §5.2.2), the mobile node that struggles to deliver the data packets to a

non-existent node generates a route error to report the incident to the source. Since

the adversary is positioned between the source and the reporting node, it effectively

modifies the identity of broken link that is reported in the route error. Therefore, the

route error fails to remove the corrupted link from the route cache of the source and

allows the adversary to maintain the disruption of the data flow. Also, the modified

route error can coincide with a valid link that may, in turn, cause the removal of the

valid link from the route cache of the source.

In Figure 5.2(a), the adversary X intercepts the route error and modifies the broken

link of the route error from P to V . This causes S to trim the routes that contain the

link N 7→ V , and effectively allows S to retain the corrupted route S 7→ O 7→ X 7→

N 7→ P 7→ Q 7→ R 7→ C 7→ D from the route cache. For this reason, the source

succumbs to a data flow disruption attack by propagating data packets along the

corrupted route.

5.2.4 Gratuitous Detour Attack

In contrast to the disruption attacks, the adversary can also perform a gratuitous

detour attack to ensure that the route is not chosen as the active route for the data

flow. In the case of the gratuitous detour attack, the identity of the invalid nodes is

inserted into the route so that the lengthened route encourages the destination to prefer

an alternative shorter route for the route reply. This effectively relieves the adversary

from forwarding packets for other nodes. Recollect that the gratuitous detour attack

is a variation of the detour attack discussed in Chapter 2 and is likely to be performed

by selfish nodes to save their battery resources. However, the success rate of the

gratuitous detour attack is likely to decrease, if, (a) the alternate routes are longer



166 Performance Analysis of SMRTI

(a) Malicious Mobile Node (b) SMRTI-enabled Mobile Node

Figure 5.3: Mobile Node – SMRTI and Adversary Extensions.

than the maliciously-lengthened route and, (b) the destination replies to all received

route requests to form multiple paths.

In Figure 5.2(b), the adversary X lengthens the route contained in the route request

by inserting the identity of the invalid nodes into the route. Assuming that the option

for multiple paths is disabled at the DSR, the destination D would then discard the

longer route S 7→ O 7→ P 7→ Q 7→ R 7→ V 7→ U 7→ W 7→ X 7→ N 7→ C 7→ D and

prefer the shorter route S 7→ M 7→ A 7→ B 7→ Z 7→ E 7→ C 7→ D for the data flow.

Therefore, X is effectively relieved from forwarding packets for other nodes.
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5.3 Simulation Setup

We have used the NS2 to investigate the performance of the SMRTI and the DSR nodes

against the malicious nodes. We have implemented the SMRTI and the adversary mod-

els as an extension to the NS2’s pre-packaged DSR at the C++ layer. On other hand,

the NS2’s OTcl interpreter is used to define, configure and set-up the routing protocol,

application-based traffic, network topology, simulation scenarios and the parameters

for the DSR, SMRTI and adversary models. By inheriting the simulation setup from

§4.4, a mobile node with the DSR as the routing protocol is known as the DSR node.

The adversary model is implemented as an inbuilt module within the DSR and can be

activated or deactivated from the OTcl interpreter using simulation scripts. A DSR

node with the adversary model activated is known as a malicious node (Figure 5.3(a)).

The SMRTI is implemented as a separate set of wrapper C++ classes and called from

the DSR depending on whether it is activated from the OTcl interpreter’s scripts; a

SMRTI-enabled DSR node is known as a SMRTI node (Figure 5.3(b)). We have used

the Rational Rose Enterprise for the design of the UML class diagrams and the code

generation for the adversary and the SMRTI models. The class diagrams are available

at Appendix A and the code snippets at Appendix B. Appendix C contains the simu-

lation and trace analysis scripts that have been employed for the simulations (§5.4).

In the following, we present the general simulation parameters, options that have been

enabled and disabled for the DSR, parameters that have been finalised for the SMRTI

and, lastly, the simulation scenarios. The simulation parameters for the DSR, SMRTI

and adversary are summarised in Table 5.1. The NS2’s simulation parameters follow

from Table 3.3; the parameters being presented for the NS2 in Table 5.1 are those

that are amended for the purpose of evaluating the performance of the SMRTI nodes.

Otherwise, the background materials presented for the NS2 in §4.4 also apply in this

context.
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Table 5.1: Simulation Parameters for NS2, DSR, SMRTI, and Adversary

NS2 Parameters

Minimum Duration for a CBR Connection 20s

Maximum Duration for a CBR Connection 40s

DSR Parameters

Promiscuous Monitoring True

Bidirectional Links True

Snoop Route Errors False

Snoop Routes False

Salvage Broken Links False

Salvage Bad Route Replies False

Reply from Route Cache False

Propagate Route Errors with Route Request False

Zero-ring Search for Route Requests False

Reply only to First Seen Route Request False

Flow State False

SMRTI Parameters

Trust Metric [−1,+1]

Reputation Metrics [−1,+1]

Trustworthy Nodes (0.75,+1]

Selectively Well-behaving Nodes (0.50, 0.75]

Selectively Misbehaving Nodes (0.25, 0.50]

Malicious Nodes (0, 0.25]

Persistent Malicious Nodes [−1, 0)

Threshold-limit (∆) 0.50

Initial Reputations (R0) 0.51

Segment Interval (θ) 0.25

Neg(event, action) 0.10

Pos(event) 0.02

Reputation Decay/Growth Factor (δ) 0.01

Constraints {R0 > ∆}; {Neg > Pos > δ}

Malicious Parameters

Probability of Malicious Action 100%

Distribution of Malicious Action Random
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5.3.1 General Simulation Parameters

The simulation parameters that are specified in this section apply to all types of mobile

nodes (DSR, SMRTI and malicious nodes) until otherwise specified. Since the MANET

lacks a standard benchmark for defining the simulation parameters, we have inherited

the simulation parameters that were predominantly adopted in the related security

models [159, 164, 302].

Recollect from Chapter 3 that the random way-point model is adopted as the mo-

bility model for the mobile nodes, where the velocity was uniformly chosen between 0

and the maximum velocity, Vmax. Similarly, the CBR flows are chosen to study the per-

formance of the SMRTI in the presence of the connectionless communication. These

flows are dynamically varied between randomly-chosen set of senders and receivers,

because we observed such a design to discovers the multiple routes and exposes the

DSR and the SMRTI nodes to the multiple malicious nodes. We allocated 300 s for

the simulation duration, and 20 s and 40 s as the minimum and maximum durations

for the CBR flows, respectively. This realistically permitted a few terminating and

commencing flows to overlap rather than to follow a batch execution. Analogous to

the §4.4, the Vmax and pause times are varied between 0 m/s to 50 m/s and 0 s to

40 s, respectively, depending on the simulation scenario. The simulation area is varied

from 500 ∗ 500m2 to 5000 ∗ 5000m2. Nevertheless, the total number of nodes for all

simulation scenarios has been fixed at 100.

5.3.2 Extensions and Options in DSR

The NS2 incorporates a few extensions for the DSR that have been incrementally-

proposed in recent years. In the following, we briefly list those extensions and we then

detail those extensions that have been considered for our simulations. The NS2’s ver-

sion of the DSR ignores the unidirectional routes, so that the mobile nodes can respond

back with acknowledgements to the received data packets, as noted in IEEE 802.11.

Henceforth, the implementation does not provide an option for the destination to in-

voke a route request to the source. The NS2 also incorporates a flow-state extension
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[156], where an identity is established for a flow to reduce the source routing overhead.

The other extensions include whether:

• Intermediate nodes can, (a) snoop route errors forwarded by other nodes, (b)

snoop routes forwarded by other nodes, (c) send gratuitous route replies, (d) sal-

vage a broken link using an existing route from route cache, (e) consult route

cache before propagating a route request and, (f) salvage bad route replies.

• Source nodes can, (a) propagate the last-seen route error together with the next

route request and, (b) broadcast a non-propagating route request as the first step

during each route discovery.

• Destination nodes can reply only to the first-seen route request.

• Source, intermediate and destination nodes can promiscuously monitor the wire-

less medium.

Given that only bidirectional links are considered, we have enabled the destination

DSR nodes to respond to all route requests rather than to only the first-seen route

request. We have also enabled the DSR nodes to assist the SMRTI model to promis-

cuously monitor the transmissions of the other nodes. We have disabled the remaining

extensions because we are only interested in studying the performance of the basic DSR

protocol and the role of the SMRTI in enhancing the routing decisions of the DSR.

5.3.3 Simulation Parameters for SMRTI

In our simulations, the neg(event, action) that corresponds to a negative value awarded

for a malicious action is fixed at a constant value for simplicity. The parameter,

Pos(event), that attributes the positive value awarded for a benign behaviour is chosen

as a multiple of the neg(event, action) to make misbehaving unattractive. We have

chosen a uniform value 0.50 as the threshold-limit (∆) for all event-specific contexts.

The initial reputation values (direct, observed and recommended) for the SMRTI nodes

are optimistically fixed at 0.51. This enables the SMRTI nodes to effectively detect

the malicious nodes that deviate from a normal behaviour at the point of deployment.
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In terms of segmentation, the segment S3 {i.e. 0.50 > S3 > 0.25} constitutes

selectively well-behaving nodes, while the segment S2 {i.e. 0.75 > S2 > 0.50} constitutes

selectively misbehaving benign nodes. The segment S1 {i.e. +1 > S1 > 0.75} attributes

the list of nodes that are considered trustworthy by a SMRTI node. Finally, the

segments Si {0.25 > S4 > 0, 0 > S5 > 0.25, · · · , 0.75 > S8 > −1} attributes malicious

nodes, where the ascending order of segments corresponds to the ascending order of

maliciousness.

5.3.4 Simulation Scenarios

The following two compositions, (a) the SMRTI and malicious nodes and, (b) the DSR

and malicious nodes, are simulated with identical parameters for each of the simulation

scenarios mentioned below. The total number of nodes for each of the above composi-

tions is fixed at 100, although the proposition between the malicious and the SMRTI

(or DSR) nodes may vary depending on the simulation scenario. All these have enabled

us to compare the performance of the SMRTI and the DSR nodes. The performance

comparison between the SMRTI and the DSR compositions for every scenario is de-

rived from an average of 20 executions. The simulation scenarios considered for the

performance analysis are given below:

Scenario I In this scenario, we evaluated the performance of the SMRTI and the

DSR nodes against the increasing proportions of malicious nodes from 0 to 100

in increments of 10 with a pause time of 10 s, Vmax of 20 m/s and simulation

area of 1500∗1500m2. Note that the proportion of the SMRTI or the DSR nodes

decreases with the increasing proportion of malicious nodes to maintain the total

count of nodes at 100. The objective of this scenario is to discover the proportion

of malicious nodes after which the performance of the SMRTI and the DSR nodes

fall noticeably.

Scenario II This scenario presents the impact of mobility on the performance of the

SMRTI (or DSR) nodes in the presence of malicious nodes. We have maintained

the proportion of the malicious nodes to the SMRTI (or DSR) nodes to three
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uniformly-distributed values, (a) 25%, (b) 50% and, (c) 75% of the total nodes

in the network. For each distribution, we then analysed the performance of the

SMRTI (or DSR) nodes by varying Vmax from 0 m/s to 50 m/s in increments of

5 m/s with pause time of 10 s, and simulation area of 1500 ∗ 1500m2.

Scenario III Similar to the previous scenario, we retained the proportion of the mali-

cious nodes to the SMRTI (or DSR) nodes to three uniformly-distributed values,

(a) 25%, (b) 50% and, (c) 75% of the total nodes in the network. For each

of the distributions, we then analysed the performance of the SMRTI (or DSR)

by varying the pause time from 0 s to 40 s in increments of 4 s. This scenario

produces insight into the influence of the pause time on the performance of the

mobile SMRTI (or DSR) nodes.

Scenario IV In contrast to Scenario III, we varied the simulation area from 500 ∗

500m2 to 5000 ∗ 5000m2 in increments of 500 ∗ 500m2 but retained the values

of the remaining parameters. This scenario evaluates the impact of the network

connectivity and node density on the performance of the SMRTI (or DSR) nodes

in the presence of the malicious nodes.

5.3.5 Performance Metrics

The performance metrics evaluated for each scenario are presented below:

• Packet Delivery Ratio (PDR) is the average ratio of total number of the

CBR packets received by the destination to the total number of the CBR packets

sent by the source.

• Successful Route Discovery (SRD) is the average route discovery cycles

initiated by the source for establishing a CBR flow with the destination.

• Latency is the average time taken by a CBR packet to travel from the source to

the destination.
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However, the performance metrics, such as the packet or byte overhead are not evalu-

ated in our simulations because the SMRTI nodes do not generate additional packets or

headers to communicate recommendations as in the related models. As demonstrated

below, the SMRTI nodes inherit the routing specifications of the DSR without any

alteration.

5.4 Simulation Results

In this section, we discuss the performance metrics obtained for each scenario and then

analyse the performance of the SMRTI nodes in comparison with the DSR nodes, based

on those metrics.

5.4.1 Scenario I

As detailed earlier, this scenario explores the impact of the increasing proportion of

malicious nodes on the performance of the SMRTI and the DSR nodes.

5.4.1.1 PDR

As seen in Figure 5.4(a), the SMRTI nodes outperform the DSR nodes. For example,

the PDR of the DSR nodes decreases from 82% to 20% on introducing 10% malicious

nodes. The drop in the PDR primarily results from the route discovery disruption

attack caused by the malicious nodes. As discussed in §5.2.1, the malicious nodes

modify the route request’s sequence number and the route reply’s route to disrupt

the route discovery cycles in the DSR nodes. In such a situation, the maliciously

incremented sequence number prevents the propagation of a route request that not

only contains the valid sequence number, but also belongs to the same route discovery

cycle. This is because the DSR nodes consider a route request with sequence numbers

less than or equal to the maliciously-incremented sequence number as a stale route

request. This situation persists until the sequence number of a future route request

exceeds the modified sequence number. Furthermore, the modification of the routes

to disrupt the CBR flows (§5.2.2) also reduces the PDR of the DSR nodes. In such a
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(a) Scenario I – PDR Vs Malicious Nodes (b) Scenario I – SRD Vs Malicious Nodes

(c) Scenario I – Latency Vs Malicious Nodes (d) Scenario II – PDR Vs Vmax

(e) Scenario II – SRD Vs Vmax (f) Scenario II – Latency Vs Vmax

Figure 5.4: Performance of SMRTI Nodes against Adversaries and Vmax
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situation, the malicious nodes add unreachable nodes to a route (or delete nodes from

a route) so that the broken links are introduced to the route. Finally, the increase

in the proportion of the malicious nodes further disrupts the PDR of the DSR nodes,

because the only routes that can be established between the DSR nodes are restricted

to one or two-hops in length.

In Figure 5.4(a), the curve ‘SMRTI (Dir, Obs)’ represents the PDR of the SMRTI

nodes based on the evidence captured for the direct and observed reputations. As

detailed in §5.2, the SMRTI nodes capture the evidence for a next-hop’s misbehaviour

(such as the modification of either a route request’s sequence number or route reply’s

route) in their direct reputation and, accordingly, append the malicious next-hop to

their reject-list. Therefore, the SMRTI nodes are able to effectively discard the route

reply received from malicious next-hops and hence defend against route discovery and

data flow disruption attacks. They also capture evidence for the benign behaviour

exhibited by the next-hops during the route discovery cycles and the data flows. For

example, the SMRTI nodes capture evidence for benign behaviours when the next-

hops forward packets without performing any malicious modifications. Furthermore,

the SMRTI nodes augment the direct reputation held for the next-hops by using the ob-

served reputation captured for those next-hops in which they observe the misbehaviours

of those next-hops towards their common neighbours. For instance, the SMRTI nodes

capture evidence when a malicious neighbour modifies a route request received from a

common neighbour. In such an instance, the observing SMRTI nodes ignore the route

request broadcasted by the malicious neighbour. Thus, the direct reputation in com-

bination with the observed reputation enables the SMRTI nodes to exclude the routes

that contain malicious neighbours and also prevents them from receiving and sending

packets to malicious neighbours. The PDR reduces notably when the proportion of the

malicious nodes exceeds 50%. This results from the higher availability of the malicious

neighbours.

The curve ‘SMRTI (Dir, Rec)’ in Figure 5.4(a) displays the PDR of the SMRTI

nodes based on the evidence captured for the direct and recommended reputations.

In comparison with the observed reputation, the recommended reputation allows the
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SMRTI nodes to better identify other multi-hop SMRTI nodes by deriving recommen-

dations for those nodes based on the incoming trustworthy packets. Thus, the recom-

mended reputation in combination with the direct reputation enables the SMRTI nodes

to establish trustworthy routes free from malicious nodes. When the proportion of the

malicious nodes exceeds 50%, the PDR reduces notably for the reason mentioned ear-

lier. The combined effect of the observed and recommended reputations can be seen in

the curve ‘SMRTI (Dir, Obs, Rec)’ (Figure 5.4(a)), where the combined effect renders

a superior PDR for up to 70% malicious nodes. From here onwards, we consider this

combined effect of all the reputations (direct, observed and recommended) to study

the performance of the SMRTI nodes.

In Figure 5.4(a), the DSR and the SMRTI nodes exhibit a similar PDR in the

absence of malicious nodes because the latter eliminates further overheads, such as

the dissemination of additional packets for the communicating recommendations. We

also noticed that the PDR of the SMRTI and DSR nodes never reaches 100%, even in

the absence of malicious nodes, for the following reasons. First, few destinations are

unreachable because the random way-point mobility disrupts the uniform distribution

of the nodes. Second, the nodes tend to choose shorter paths that generally lead

to a high congestion. Finally, the network-centric nodes undergo a heavy contention

because most of the traffic flows through the centre of the network to connect to the

boundary nodes. Solutions based on load balancing and QoS [158, 232, 363, 392] can

be employed to improve the performance in such situation; however, they are beyond

the scope of our thesis.

5.4.1.2 SRD

Similar to the PDR curve observed for the DSR nodes in Figure 5.4(a), the SRD

curve of the DSR nodes falls steeply with the introduction of the 10% malicious nodes

in Figure 5.4(b). Malicious nodes collapse the SRD of the DSR nodes by injecting

incremented sequence numbers and modified routes. Note that the probability of en-

countering a malicious node increases as the proportion of the malicious nodes also

increases. In addition, the proportion of the DSR nodes is also reduced with the
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increase in proportion of the malicious nodes, so that the total count of nodes is main-

tained at 100. The reduction further adds to the disruption of the route discovery.

Although similar characteristics are observed for the SRD and PRD curves of the DSR

nodes, these curves fail to match their values for the following reason. Since the SRD

attributes the reception of a route reply as a successful route discovery, it is prone to

include modified routes other than the valid routes. Note that the malicious nodes

insert those modified routes to disrupt the CBR flows or to launch blackhole attacks.

Alternatively, the PDR attributes the successful reception of the CBR packets at the

destination DSR for which the discovered routes must be valid and active, and hence

the mismatch between the values of the PDR and SRD curves.

In Figure 5.4(b), the SMRTI nodes exhibit a high SRD owing to their ability to

defend against malicious nodes that disrupt the route discovery cycles and CBR flows.

Although the SRD imitates the characteristics of the PRD in Figure 5.4(a), it exhibits

a different magnitude for the following reason, the SMRTI nodes invalidate a route

discovery if a malicious node is encountered in the route. While the proportion of

malicious nodes increases, the proportion of the SMRTI nodes falls and therefore the

low proportion of the SMRTI nodes struggles to discover a valid route around the

malicious nodes.

5.4.1.3 Latency

The latency curves shown in Figure 5.4(c) correspond to the PDR curves (SMRTI

(Dir, Obs, Rec) and the DSR) displayed in Figure 5.4(a). Since the PDR of the DSR

nodes results primarily from the active routes that are one or two-hops in length,

the CBR packets take less time to travel through the DSR nodes and thus the lower

latency. On the other hand, the CBR flows of the SMRTI nodes attribute to a higher

latency for the following reasons, (a) the SMRTI nodes require a longer duration to

discover trustworthy routes as the proportion of malicious nodes increases and, (b) the

trustworthy routes tend to be longer in hop length, because the SMRTI nodes route

mostly around the malicious nodes. This can be confirmed in Figure 5.4(c), where

both the DSR and the SMRTI nodes have the same latency value in the absence of
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malicious nodes. Also there may be negligible time taken for making trust decisions at

every SMRTI node; howeverm this has not been considered in our simulations because

the introduced time is insignificant owing to low computational and storage overheads.

5.4.2 Scenario II

Here, we study the impact of mobility on the performance of the SMRTI and DSR

nodes against the fixed proportions of the malicious nodes.

5.4.2.1 PDR

The DSR nodes perform poorer than the SMRTI nodes against the fixed proportions

of the malicious nodes (25%, 50%, and 75%) with varying Vmax in Figure 5.4(d). The

PDR of the DSR nodes decreases with the increasing proportions of the malicious nodes

from 25% to 75%, which can be confirmed from the curves, (a) ‘DSR (25% Malicious)’,

(b) ‘DSR (50% Malicious)’, and (c) ‘DSR (75% Malicious)’. The DSR nodes exhibit

similar characteristics for other performance metrics (SRD and latency), which we will

explain in detail in the following sections. The increments to Vmax in the intervals of 5

m/s from 0 m/s to 50 m/s exhibit an insignificant influence on the slope of each PDR

curve. The reason relies on the fact that the DSR nodes accumulate the PDR mostly

from one or two-hop based CBR flows that are unlikely to be influenced by the varying

mobility.

As observed from the PDR curves in Figure 5.4(d), (a) ‘SMRTI (25% Malicious)’,

(b) ‘SMRTI (50% Malicious)’ and, (c) ‘SMRTI (75% Malicious)’, the SMRTI nodes

perform better against the 25% than the 50% and 75% malicious nodes. Similar char-

acteristics are inherited for other performance metrics, such as the SRD and latency,

which will be discussed below. When Vmax is incremented in 5 m/s from 0 m/s to 50

m/s, the PDR curves of the SMRTI nodes exhibit a significant change in their slopes

that is different to the PDR curves observed for the DSR nodes. Especially, the change

in slope is evident for the PDR curves when the SMRTI nodes are less mobile between

0 m/s to 10 m/s.
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In Figure 5.4(d), the SMRTI nodes exhibit an excellent PDR when the proportion

of the malicious nodes is not greater than 50% and the Vmax is fixed at 0m/s. First,

the immobility (at 0m/s) allows the SMRTI nodes to a capture recurring identical set

of evidence for the malicious and benign behaviours of the neighbours. Second, the

SMRTI nodes sustain a high PDR at 0m/s because the established routes are not dis-

turbed by mobility. Although the evidence captured for the recommended reputation

may vary because of the dynamic CBR flows, the recurring evidence captured for the

direct and observed reputations influences the SMRTI nodes to deepen the separation

between the malicious and benign neighbours. Therefore, the SMRTI nodes accurately

evaluate the trustworthiness of the neighbours and, henceforth, make precise decisions.

This enables the SMRTI nodes to forward the route discovery and the CBR packets

only to the trustworthy neighbours. As the mobility increases, new neighbours are

introduced to the environment of the SMRTI nodes and lead to the availability of new

evidence. Further increases in Vmax in increments of 5 m/s from 10 m/s to 50 m/s lead

to broken links that results in the loss of data packets and consequently induce new

route discovery cycles. All these collectively contribute to the reduced PDR.

In contrast to the above cases, the SMRTI nodes perform poorly against 75% of

malicious nodes at 0 m/s in Figure 5.4(d). Recall that immobility fixes the position

of the nodes, thereby causing the SMRTI nodes to capture the recurring evidence

for the behaviours (benign and malicious) of the neighbours in their direct and ob-

served reputations. Although the recurring evidence effectively deepens the separation

between the malicious and benign neighbours, the presence of three-fourths of the ma-

licious nodes (on average) in the environment means that the SMRTI nodes struggle to

find trustworthy neighbours for forwarding the route discovery and the CBR packets.

Hence, the SMRTI nodes exhibit a poor PDR, regardless of their capacity to effectively

distinguish malicious neighbours from benign neighbours. Ironically, the PDR for the

SMRTI nodes improves with mobility because the mobility increases the probability of

the SMRTI nodes to meet other SMRTI nodes. Further increments to Vmax introduce

broken links to the CBR flows, which prevents additional improvements to the PDR.
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(a) Scenario III – PDR Vs Pause Time (b) Scenario III – SRD Vs Pause Time

(c) Scenario III – Latency Vs Pause Time (d) Scenario IV – PDR Vs Simulation Area

(e) Scenario IV – SRD Vs Simulation Area (f) Scenario IV – Latency Vs Simulation Area

Figure 5.5: Performance of SMRTI Nodes against Pause Time and Node Density
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5.4.2.2 SRD

Figure 5.4(e) presents the SRD for both the SMRTI and the DSR nodes. The capacity

of the DSR nodes to gradually discover routes falls as the Vmax increments to 20

m/s. However, beyond 20 m/s, the SRD of the DSR nodes remain uninfluenced by the

increasing Vmax. The DSR nodes exhibit a low SRD (i.e. low success rate in discovering

routes) because of their inability to distinguish the valid route requests from those

with maliciously-incremented sequence numbers. Nevertheless, the DSR nodes exhibit

a peak SRD at 0 m/s owing to the immobile static network topology. Interestingly,

the peak value observed for each of the SRD curves fails to map to the corresponding

PDR curves observed for the DSR nodes in Figure 5.4(d). As detailed in §5.4.1.2, the

DSR nodes consider a successful route discovery as any route discovery that establishes

a route between the source and target DSR nodes. Hence, both modified and valid

routes constitute towards the SRD. Since the PDR is derived from only valid routes,

there is an inconsistency between the SRD and PDR curves.

As shown in Figure 5.4(e), the SMRTI nodes are better than the DSR nodes at

discovering valid routes because of their ability to reject route requests that contain

maliciously-incremented sequence numbers, and to discard the route replies that con-

tain the modified routes. The SRD curves of the SMRTI nodes reach either a peak or

a floor value at 0 m/s depending on the proportion of malicious nodes present in the

network. The SRD curve ‘SMRTI (25% Malicious)’ exhibits a peak value at 0 m/s,

which, in turn, demonstrates the capability of the SMRTI nodes to establish valid

routes among the less-populated malicious nodes. Alternatively, the SRD curves, (a)

the ‘SMRTI (50% Malicious)’ and, (b) the ‘SMRTI (75% Malicious)’ correspond to

the floor values at 0 m/s. This illustrates the difficulty that the SMRTI nodes have

to undergo to establish valid routes among the densely populated malicious nodes.

Another interesting finding in the graph is the influence of the increasing mobility

in assisting the SMRTI nodes to discover valid routes amidst the densely populated

malicious nodes.
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5.4.2.3 Latency

In Figure 5.4(f), the latency for both the DSR and SMRTI nodes uniformly ascends

with increasing Vmax. Mobility is known not only to induce broken links, but also to

trigger source nodes to initiate route discoveries to fix those broken links. The SMRTI

nodes exhibit an increased latency towards the higher end of Vmax in the curve ‘SMRTI

(25% Malicious)’ because they successfully discover fresh routes even if the increasing

mobility introduces broken links. However, the high proportion of malicious nodes

restricts the SMRTI nodes from discovering fresh routes, which can be seen from the

curves, (a) ‘SMRTI (50% Malicious)’ and (b) ‘SMRTI (75% Malicious)’. Therefore,

the CBR packets that are buffered within the SMRTI nodes as a result of broken links

are restricted from constituting towards the PDR and hence towards the latency.

5.4.3 Scenario III

In this scenario, we study the impact of pause time on the performance of SMRTI and

DSR nodes against the fixed proportions of malicious nodes.

5.4.3.1 PDR

The PDR of the DSR nodes is no better than the PDR of the SMRTI nodes in Fig-

ure 5.5(a). As expected, the PDR of the DSR nodes decreases with the increasing

proportion of malicious nodes that can be seen from the following curves, (a) ‘DSR

(25% Malicious)’, (b) ‘DSR (50% Malicious)’, and (c) ‘DSR (75% Malicious)’. The

PDR of the DSR nodes exhibits a marginal variation to the pause time that is incre-

mented in intervals of 4 s from 0 s to 40 s. First, the lack of a rest in between the

successive mobility at the lower end of pause time and the probability of enlisting a

malicious node to the route either introduces broken links or restricts the CBR flows

to the routes that are one or two-hops in length. Alternatively, a prolonged rest (that

nearly equals the duration of the CBR flow) between successive mobility exposes the

DSR nodes to a fixed set of malicious nodes and, once again, forces the DSR nodes to

derive the PDR from the one or two-hop based routes.
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As seen in Figure 5.5(a), the SMRTI nodes demonstrate a high PDR against ma-

licious nodes in the presence of a varying pause time. The PDR of the SMRTI nodes

improves as the pause time increases in increments of 4 s from 0 s to 40 s, provided

the proportion of the malicious nodes is not greater than 50% of the total nodes in the

network. This can be observed from the curves, (a) ‘SMRTI (25% Malicious)’, and (b)

‘SMRTI (50% Malicious)’. The basis for rise in the PDR results from the increase in

pause time (i.e. as the duration for which the SMRTI nodes are kept at rest between

successive mobility increases) locks the SMRTI nodes to the same set of neighbours

and hence yields the recurring identical sets of evidence. In particular, the PDR of the

SMRTI nodes is higher when the pause time is 40 s because the pause time equates to

the maximum duration assigned for a CBR flow. However, the SMRTI nodes exhibit

different characteristics when the proportion of the malicious nodes is greater than 50%

of the total nodes in the network. This can be observed from the curve ‘SMRTI (75%

Malicious)’ in Figure 5.5(a). The PDR of the SMRTI nodes gradually decreases with

the increasing pause time, because the SMRTI nodes are locked among the malicious

nodes until the completion of the CBR flows, that is, the SMRTI nodes struggle to

establish valid routes regardless of precisely identifying the malicious neighbours. In

Figures 5.4(d) and 5.5(a), we also discovered that a high Vmax and low pause time, and

a low Vmax and high pause time produce similar impacts on the SMRTI nodes.

5.4.3.2 SRD and Latency

The DSR nodes exhibit a poor SRD in comparison to the SRD of the SMRTI nodes

in Figure 5.5(b). The SRD of the DSR nodes decreases with the increasing proportion

of malicious nodes, which can be observed from the following curves, (a) ‘DSR (25%

Malicious)’, (b) ‘DSR (50% Malicious)’, and, (c) ‘DSR (75% Malicious)’. However,

the SRD of the DSR nodes demonstrates a marginal increase when the pause time is

incremented in intervals of 4 s from 0 s to 40 s. The marginal increase results from

the stable one or two-hop routes that are supported by the prolonged rest introduced

between the successive mobilities.

The SMRTI nodes display a high SRD in Figure 5.5(b) owing to their ability to enlist
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only trustworthy nodes for the data flow. The SRD of the SMRTI nodes remain almost

unaffected, whilst varying the pause time especially when the proportion of malicious

nodes is fixed to 25% and 50%, which can be seen from the following curves, (a) ‘SMRTI

(25% Malicious)’ and, (b) ‘SMRTI (50% Malicious)’. However, the SMRTI nodes are

subject to the influence of the pause time when the proportion of the malicious nodes

is increased to 75%, and can be seen from the curve ‘SMRTI (75% Malicious)’. Recall

that, on average, three-fourths of the malicious nodes are available in the environment

of the SMRTI nodes and the prolonged rest between the successive mobilities lock the

SMRTI nodes to the environment of the malicious nodes.

As seen in Figure 5.5(c), the DSR nodes demonstrate a lower latency compared to

the SMRTI nodes because of the use of the one or two-hop routes for the CBR flows.

The latency curves of the DSR nodes (DSR (25% Malicious), DSR (50% Malicious),

and DSR (75% Malicious)) and the SMRTI nodes (SMRTI (25% Malicious), SMRTI

(50% Malicious), and SMRTI (75% Malicious)) demonstrate similar characteristics

against all proportions of the malicious nodes (25%, 50%, and 75%) in the presence of

a varying pause time. A high latency is observed for both the DSR and SMRTI nodes at

the top end of the pause time as long as the greatest proportion of the malicious nodes

is 50%. The prolonged rest between the successive mobility attributes to stable links

that, in turn, constitute towards a high PDR and therefore, a high latency. Although

it is reasonable to expect a similar characteristic for the latency curves of the DSR and

SMRTI nodes when the proportion of the malicious nodes is set to 75%, an opposite

characteristic is unexpectedly observed because of the high proportion of malicious

nodes in the environment of the DSR and SMRTI nodes.

5.4.4 Scenario IV

This scenario demonstrates the impact of the simulation area and hence, the node

density on the performance of the SMRTI and DSR nodes against the fixed proportions

of malicious nodes.
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5.4.4.1 PDR

In Figure 5.5(d), both the DSR and SMRTI nodes exhibit a peak PDR at the summit

of the node density. A high node density results nodes covering more than half of

the simulation area (500 ∗ 500m2) with their 250 m transmission range and therefore

establish one-hop CBR flows. The SMRTI nodes achieve a high PDR owing to their

ability to communicate only with trustworthy neighbours and to exclude the malicious

neighbours, while the DSR nodes display a low PDR caused by their vulnerability

to disruption attacks. Increasing the simulation area to 1500 ∗ 1500m2 reduces the

PDR of both the DSR and SMRTI nodes owing to the increased initiation of the

route discoveries because of the broken links. The SMRTI nodes exhibit a relatively

poorer PDR as the simulation area increases, because of the reduced density of the

trustworthy nodes in their environment. Further increases in simulation area disperse

the network into clusters, such that the performance is realised only from intra-cluster

communications. The DSR and SMRTI nodes exhibit an identical performance when

the network becomes sparsely connected from 3500∗3500m2 onwards. We observe from

the PDR curves that expanding the simulation area disconnects the entire network

beyond 4500 ∗ 4500m2.

5.4.4.2 SRD and Latency

Figure 5.5(e) demostrates on how the ability of the DSR and SMRTI nodes to dis-

cover valid routes reduces with the increasing simulation area. The SMRTI nodes

demonstrate a higher capability for discovering valid routes at 500 ∗ 500m2, even if the

network is composed of a high proportion of malicious nodes. When the simulation

area is increased to 1000 ∗ 1000m2, the capability of the SMRTI nodes surprisingly

declines with the decreasing proportion of malicious nodes (75%, 50%, and 25%). Al-

though the SMRTI nodes can effectively shortlist malicious neighbours in the case of

the 25% malicious nodes, the route discovery attempts to learn the existence of the

multi-hop malicious neighbours among the densely populated mobile nodes, leading to
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a low SRD. Even if the SMRTI nodes holds a similar approach against the 75% ma-

licious nodes, the low proportion of trustworthy neighbours and the low rate of route

discovery attempts renders a relatively high SRD. Recall that the SRD attributes the

ratio of the successful route discoveries to the initiated route discoveries and, therefore,

the high SRD value from the few initiated route discoveries produced correspondingly

successful routes against the 75% malicious nodes. However, as seen in Figure 5.5(e),

the PDR of the SMRTI nodes against the 75% malicious nodes is lower than the PDR

obtained against the 50% and 25% malicious nodes, respectively. As the simulation

area increases, the SMRTI nodes exhibit the expected characteristics by displaying a

high SRD against the low proportion of malicious nodes. A further expansion to the

simulation area not only disconnects the network, but also restricts the SMRTI nodes

from exhibiting the same SRD as the DSR nodes.

Figure 5.5(f) shows the higher latency for SMRTI for the reasons observed in

§5.4.1.3, such as, (a) a longer duration required for finding trustworthy routes as the

proportion of the malicious nodes increases and, (b) the trustworthy routes tend to

be longer when the SMRTI nodes must route around the malicious nodes. The la-

tency curves for the DSR and SMRTI nodes gradually increase to a peak value as the

node density decreases and then the latency curves display a gradual decrease beyond

the peak value. A lower latency is observed at both the ends of the simulation area

(500 ∗ 500m2 and 5000 ∗ 5000m2) because most routes are one-hop in length. At the

lower end of the simulation area (500 ∗ 500m2), the high node density yields one-hop

communications. Alternatively, at the higher end of simulation area (5000 ∗ 5000m2),

the intra-cluster communications yields one-hop communications. The peak value at

the mid-range simulation areas corresponds to the PDR obtained from the multi-hop

routes.

In summary, this scenario not only portrays the impact of node density in determin-

ing the performance of the SMRTI nodes, but also presents the insight that the scope

of an attack is relevant as long as the network is operational. This confirms that the

defence mechanism designed against the attackers fail to render anything significant

when the network is inoperative.
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5.4.5 Analysis of Selective Behaviours

In this section, we first analyse the role of the reputation decay/growth factor δ in

shaping the reputation of a node when there is lack of evidence for the node’s be-

haviour. We then discuss the significance of categorising selectively-behaving nodes

into separate segments. Recall from §4.7 in Chapter 4 that δ assists a node to expo-

nentially decrement or increment the reputation (direct, observed or recommended) of

another node depending on, (a) whether the reputation value is at least ∆ and, (b) the

period for which there has been no evidence. Selectively-behaving nodes include both

selectively well-behaving and misbehaving nodes, and the line of separation between

them depends on whether their behaviour is benign or malicious.

Here, we present only the, (a) variation caused by δ when there is no direct evi-

dence for a neighbour and, (b) significance of direct evidence in categorising selectively-

behaving neighbours. Note that the same approach holds for the observed and recom-

mended evidence. In parallel, we also demonstrate the relationship between values, (a)

neg(event, action) and, (b) pos(event), where the values correspond to the malicious

and benign behaviours, respectively, and define the slope of the reputation curve that

summarises those behaviours. However, we maintain the constraint that the value

assigned for the malicious behaviour must be greater than the value assigned for the

benign behaviour to make the malicious behaviour unattractive. We further introduce

another constraint in which pos(event) is always greater than δ. This prevents mali-

cious neighbours from taking advantage of the mobility to increase their reputations

at the other nodes. It also prevents the lack of evidence from overriding the previously

held opinion for benign neighbours.

5.4.5.1 Benign and Malicious Neighbours

In Figure 5.6, the fragment AB of the curve ‘Benign (P = 0.02)’ summarises the

evidence collected for a benign neighbour, where the slope of AB is determined by

the values assigned for, (a) benign behaviour, pos(event) = 0.02 and, (b) malicious

behaviour, neg(event, action) = 0.1. Since the curve saturates beyond the point B
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Figure 5.6: Analysis of Selective Behaviours.

(i.e. reaching the maximum reputation value +1), further evidence collected for the

benign behaviours fails to influence the direct reputation for the reasons explained

in §4.5.1 in Chapter 4. Alternatively, if the benign neighbour moves away, then the

reputation begins to fade towards the floor of the segment S1 (i.e. +1 > S1 > 0.75)

depending on the duration of the separation and δ (here, it is fixed at 0.01).

The curve ‘Benign (P = 0.01)’ presents the effect of increasing the difference be-

tween neg(event, action) and pos(event), where pos(event) now equates to δ. Such

a pessimistic design would cause a benign neighbour to exhibit a consistently benign

behaviour to earn a trustworthy reputation. In other words, the direct reputation of

the benign neighbour falls within a selectively well-behaving region as seen from the

fragment AC of the curve in Figure 5.6. Beyond the point C, the curve demonstrates

how mobility degrades the direct reputation proportionally to the duration of the sepa-

ration. The curves, (a) ‘Malicious (N = 0.1)’ and, (b) ‘Malicious (N = 0.75)’ imitate

the characteristics of the curves, (a) ‘Benign (P = 0.02)’ and ‘Benign (P = 0.01)’

respectively, except for the malicious neighbours. However, they exhibit a steep down
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slope (AM and AN in Figure 5.6) because of the high negative values assigned for

malicious behaviour, while the pos(event) is kept constant at 0.02.

5.4.5.2 Selectively-behaving Neighbours

In Figure 5.6, the benefit of categorising neighbours that exhibit sporadic malicious

or benign behaviours can be observed from the regions, (a) selectively well-behaving

and (b) selectively-misbehaving. The selectively well-behaving region hosts neighbours

that perform irregular malicious behaviour and prevents them mixing up with the

trustworthy neighbours. Although selectively well-behaving neighbours are unsuitable

for highly sensitive communications, they can be suitable for less-sensitive communi-

cations. The curve ‘Selectively well-behaving (P = 0.03, N = 0.1)’ summarises the

evidence captured for a selectively well-behaving neighbour. It represents the neigh-

bour’s initial benign behaviours in the fragment AD and the effect of the reputation

fading caused by the separation in fragment DE. Note that a single malicious be-

haviour is enough to bring down the reputation considerably (fragment EF), and then

the neighbour is required to compensate the fall with benign behaviours (fragment FG)

that are determined by the ratio of the pos(event) and the neg(event, action). Here,

the pos(event) and neg(event, action) are fixed at 0.03 and 0.1, respectively.

On other hand, selectively-misbehaving region encompasses neighbours that are ma-

licious but exhibit infrequent benign behaviours not to be blacklisted at other observing

neighbours. Such selectively misbehaving neighbours may be considered for situations

where there is no available path to a destination. The curve ‘Selectively-misbehaving

(P = 0.03, N = 0.05)’ summarises the evidence collected for a selectively-misbehaving

neighbour, where the fragment AH presents the relaxed evaluation of the monitored

malicious behaviour using the neg(event, action) = 0.05. The fragment HI denotes the

ease with which the neighbour gains a direct reputation owing to the low difference

between the pos(event) and neg(event, action). As the neighbour moves away, the

neighbour’s direct reputation grows by δ, rather than fading because the direct rep-

utation is lower than ∆ (§4.7 from Chapter 4). Note that the fragments JK and KL

duplicate AH and HI, respectively.
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5.4.6 Discussion

It is difficult to compare the performance of the SMRTI model with the related models,

because the related models have been analysed using other simulators, such as the

Glomosim [287], Opnet [280], Qualnet [378], and MatLab [249]. Furthermore, our

simulation parameters reflect a large-scale simulation setup in terms of the total number

of nodes, and a varying degree of Vmax, pause time, simulation area and dynamic CBR

flows. Also, the related models consider other routing protocols, such as the AODV.

The Pirzada et al. model [308, 310] is closer to our simulation setup in terms of the

simulator, attacker model, routing protocol and parameters such as, the Vmax, pause

time, transmission range, mobility model, traffic type, payload size and packet rate.

Pirzada et al. fixed their simulation area to 1000∗1000m2, the total number of nodes to

50 with a maximum of 20 malicious nodes, the CBR connections to 30, and simulation

time to 3600 s.

The PDR for the Pirzada et al. model is marginally over 50% and almost near

40% in the presence of the 20% and 40% malicious nodes, respectively. In contrast,

the SMRTI nodes outperform their model for the same proportion of the malicious

nodes by delivering more than 70% of the CBR packets. This is because the combined

effect of the SMRTI’s detection component to detect malicious and benign neighbours

and the reaction component to use only trustworthy neighbours for communication. In

addition, the Pirzada et al. model incurs a 20% packet overhead and a 5% byte over-

head caused by the dissemination of the trust values as the recommendations together

with the route requests. Conversely, the SMRTI nodes do not incur any overhead,

because they never disseminate the additional packets nor headers to communicate the

recommendations.

In summary, it is evident that the SMRTI nodes are capable of not only defending

against malicious nodes, but also of efficient eliminating the overhead. However, the

SMRTI nodes will fail to exhibit a similar performance in the presence of spoofing

attacks, for which an efficient key management mechanism and secure routing protocols

are required to authenticate the identity of nodes. We will discuss the integration of

the SMRTI nodes, key management and secure routing protocols in Chapter 7.
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5.5 Conclusion

In this chapter, we have successfully analysed the performance of our novel trust man-

agement model known as the SMRTI using large-scale NS2-based simulations. First,

we defined the scope of the simulation by describing the route modifications that in-

clude malicious increments of the route request’s sequence number, and the addition

or deletion of nodes into or from a route. We have then shown how adversaries can

take advantage of route modifications to perform one of the following attacks, (a) a

route discovery disruption, (b) a detour, (c) a data flow disruption, (d) a blackhole, (e)

a grayhole, (f) a route error disruption and, (g) a gratuitous detour. Second, we es-

tablished the necessary context for simulations by presenting a concise overview of the

NS2 simulator, the wireless extension of the NS2, components of a wireless mobile node

and additional tools. Given that there is no benchmark for setting up the simulation

parameters, we reasoned the choice of the simulation parameters. We then discussed

the optional extensions that are available in the DSR and presented valid arguments

for the selection of the few extensions that are relevant to our analyses. In sequence,

we also described the simulation parameters that were chosen for the SMRTI and ma-

licious nodes. Finally, we described the various simulation scenarios and performance

metrics that were considered for each scenario.

The SMRTI nodes demonstrate a superior performance (PDR and SRD) to the DSR

nodes in all scenarios. In particular, the SMRTI nodes exhibit a better performance

against the varying proportions of the malicious nodes for the following reasons, (a) the

detection of both benign and malicious neighbours using direct evidence and also from

observed evidence even without interacting with those neighbours, (b) the identification

of the multi-hop benign nodes using recommended evidence, such that the collected

evidence is free from issues related to recommendations and, (c) the reactive decision

policies that enhance the security of the routing. We also found that the increase

in the proportion of the malicious nodes decreases the performance of the SMRTI

nodes owing to the lower proportion of the SMRTI nodes. We discovered that the

SMRTI nodes deliver a higher performance at immobility, provided their proportion
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is at least equal to the total number of the malicious nodes. It is important to note

that a similar performance was observed at the high pause time. Alternatively, if the

proportion of malicious nodes exceeded the total number of the SMRTI nodes, then the

mobility assisted the SMRTI nodes to enhance their performance. Note that similar

characteristic was also observed at the low pause time. Although the SMRTI nodes

demonstrate a peak performance at the high node densities, their performance falls once

the network becomes sparsely connected, with a performance analogous to the DSR

nodes when the network is completely disconnected. Since latency is proportional to

the delivered performance, the SMRTI nodes exhibited a higher latency in comparison

with the DSR nodes for the following reasons, (a) a longer duration was required to

discover the trustworthy routes at a high proportion of malicious nodes and, (b) the

use of longer routes, because the SMRTI nodes routed around the malicious nodes.

We have also covered the notion of uncertainty in a node’s trust relationship with an-

other node, which arises at the time of separation and in the absence of evidence. In par-

ticular, we have studied the role of δ in shaping a trust relationship during the absence

of evidence. We have also pointed out the benefits of classifying selectively-behaving

nodes into separate categories. The simulation parameters, such as δ, pos(event) and

neg(event, action), strongly depend on the environment for which the MANET is de-

signed and, henceforth, we leave those parameters for further investigation for proto-

type implementers. One of the main goals of our simulation is to filter those parameters

that require further investigation and strongly influence the level of the trust relation-

ship established between the nodes. For instance, we believe that the initial reputation

values strongly determine the manner in which the nodes establish the trust relation-

ships among them. Furthermore, SMRTI’s parameters are not uniform across the

network, rather they vary from one node to another. For this reason, these parameters

are not required to converge before the network stabilisation. At any given point in

the network’s lifetime, a SMRTI-enabled node’s parameters neatly summarises its ex-

periences with other nodes, but only based on the opportunities that were available to

it to learn the behaviour of those nodes. In other words, more experiences translate to

higher confidence and vice versa. Therefore, the accuracy of a SMRTI-enabled node’s



5.5 Conclusion 193

parameters is solely governed by the volume of experiences and not primarily on time.

For instance, the SMRTI-enabled node may be positioned within the vicinity of several

neighbours for a long period, but all these nodes could be bereaved from witnessing or

routing any communication. In such a situation, the SMRTI-enabled node would not

have learnt the behaviours of those neighbours even after being in their vicinity for a

longer period.

Finally, we have also compared and contrasted our SMRTI model with one of the

closely-related trust model from the literature. All these confirm that the SMRTI ren-

ders a promising solution to effectively defend against route modifications and thereby

to enhance the security of the communications. In our future work, we foresee adapting

the SMRTI to other reactive, proactive and hybrid protocols, apart from the integration

of the SMRTI with a secure routing protocol in Chapter 7.
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6
Trust Integrated Cooperation Architecture

for MANET

6.1 Introduction

A review of the literature throws insight into the characteristics of detection-reaction

based systems, (a) their accuracy depends on how good their evidence collection ap-

proaches are and, (b) their effectiveness is as good as their decision-making policies.

Recall that such a capability was demonstrated in the SMRTI (Chapter 4), where it was

confined to collecting evidence that was accurate and to capitalising on the inherent

features of the MANET without imposing an additional layer of inter-nodal communi-

cation. In addition, the SMRTI also displayed a framework to evaluate such collected

evidence and then to formulate the evaluation results into opinions for other mobile

195
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nodes. Remember that these opinions are later used to compute the trustworthiness of

those mobile nodes. Most importantly, the SMRTI demonstrated the ability to identify

the appropriate routing contexts for which the trust-based decisions are required, and

then facilitated the trust-enhanced decisions for such routing contexts by determin-

ing the trustworthiness of the mobile nodes that are involved in them. Alternatively,

Chapter 3 introduced and detailed our obligation-based fellowship technique to detect

and defend against both packet drop and flooding attacks exhibited by adversaries such

as the malicious and selfish nodes. Notably, both these models have been designed to

take advantage of the inherent promiscuous feature of the MANET, where an embed-

ded IDS-based monitor collects the evidence for the benign and malicious behaviours.

However, the operations of the SMRTI and the fellowship have clearly indicated the

possibility for the SMRTI and the fellowship to complement each other’s design. In

other words, they have displayed further space for enhancements in their design that

could improve the security of the MANET.

For instance, the fellowship has shown a remarkable potential for defending against

packet drop and flooding attacks. Regardless that it meets its design objective in

Chapter 3, there is always adequate scope for improvement, especially when there is

the possibility for the fellowship to enhance its service-oriented 1 decisions by taking

advantage of the SMRTI’s trust-based decisions. Similarly, the SMRTI has successfully

demonstrated its capability to determining the trustworthiness of other mobile nodes

based on the collected evidence, and thereby using such evidence-based trust metrics to

make trust-enhanced decisions for the different routing contexts. In spite of attaining

its design objective, the extensible design of the SMRTI has always ‘called-in’ for further

improvements. These include innovative approaches that can be introduced to collect

new types of evidence and the corresponding policies that can be used to make better

trust-based decisions. We envisage that an integration of our fellowship and SMRTI

models would open the door for the fellowship to feed the evidence for the DoS (packet

1Providing a relay service by forwarding packets on the behalf of previous-hop, and ensuring that

the wireless medium is shared with its neighbours. In this chapter, we will commonly refer to this

fellowship-based behaviour of a mobile node as service.
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dropping and flooding) attacks into the SMRTI, so that the trustworthiness of the

other mobile nodes are better evaluated. On the other hand, the SMRTI can assist the

fellowship in making trust-enhanced decisions, such as whether to, (a) provide a service

to a previous-hop and, (b) trust a next-hop for propagating a packet on its behalf.

Therefore in this chapter, we present the integration details of the fellowship and the

SMRTI, especially from the perspective of the DSR’s operations. In the next §6.2, we

will review the fellowship from Chapter 3 and the SMRTI from Chapter 4 to establish

the groundwork for the integration. Section 6.3 will describe the interface details of

the fellowship and the SMRTI, and the possible design alternatives. We will then

demonstrate the system operation from the interface perspective of DSR, fellowship

and SMRTI in §6.4. Finally, §6.5 presents some concluding remarks.

6.2 Background

This section briefly summarises our fellowship and SMRTI for the sake of completeness

and can be optionally skipped for the ease of continuity.

6.2.1 Fellowship Model

As stated in Chapter 3, the fellowship operates on the notion of the obligation that

mobile nodes are required to contribute service towards a network to derive such service

back from the network. The model itself is composed of three components, (a) rate-

limitation, (b) enforcement and, (c) restoration.

The rate-limitation component in a fellowship-enabled mobile node has a pre-

defined reception threshold (τ) for every previous-hop that can be located in its envi-

ronment. Here, τ defines the bandwidth that is offered for forwarding packets on behalf

of a previous-hop. The value of τ is indirectly conveyed to a previous-hop over a period

of intervals, which is referred to as the negotiation threshold (ρ). Any previous-hop

that fails to achieve its packet transmission rate with τ within ρ intervals is then forced

to witness those packets that exceed τ being discarded per interval. In addition, the

rate-limitation reduces its resource commitment (based on its contribution share (η))
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for the previous-hop in proportion to every packet that is discarded after ρth interval,

i.e. once the previous-hop is deemed as a flooder. Note that η is used to determine

whether or not to forward packets on the behalf of the previous-hop in the future. Once

the η for previous-hop becomes negative, the rate-limitation ignores all requests that

are received from the previous-hop. This condition remains valid until the previous-

hop demonstrates benign behaviours for a duration that is sufficient to exponentially

raise its η to a positive value at the fellowship-enabled node. Although a uniform τ is

assumed for every previous-hop, it can vary for each previous-hop depending on either

the service offerred by the previous-hop in the past or the availability of a wireless

medium for the packet transmission.

Analogous to the rate-limitation’s τ and ρ, the enforcement component relies on

the transmission threshold (ν) and the packet forwarding ratio (γ) to detect the packet

dropping behaviour of the next-hop neighbours. It then deems them as packet droppers

if η becomes negative. For every packet that is transmitted to the next-hop and

for every packet that is subsequently forwarded by the next-hop on its behalf, the

enforcement component updates γ. Whenever the enforcement component witnesses

its γ for a next-hop falling below ν, it then deems the next-hop as a packet dropper

and accordingly reduces its commitment for the next-hop by reducing η. Similar to

the rate-limitation’s decision to refrain from accepting packets from a previous-hop

whenever η for the previous-hop is negative, the enforcement component refrains from

transmitting packets to a next-hop whenever η for the next-hop is below zero.

Finally, a fellowship-enabled node’s restoration component steps-in to add or con-

tribute further service to a previous-hop if it had promised to forward packets on the

behalf of previous-hop but had failed to do so owing to unforeseen conditions, such

as contention or congestion. The restoration component completes the process by in-

creasing its η for the previous-hop and notifying the rate-limitation to lower τ for all

previous-hops. Refer to Chapter 3 for further details on how all these components react

to different types of adversaries under various possible scenarios.
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6.2.2 SMRTI Model

As stated in Chapter 4, the SMRTI focuses on establishing a trust management system

for the MANET such that it operates within the framework of the MANET without

imposing additional inter-nodal communications and extracts all available evidence

from the network to make trust-enhanced routing decisions. In particular, the SMRTI

collects evidence from the direct interactions with the neighbours, (a) by observing the

interactions that are confined to any two neighbours and, (b) deriving recommendations

by deducing the relationships between any two multi-hop nodes from the manner in

which one mobile node offers service to another. The SMRTI then formulates such

evidence into opinions that are later used to make decisions, such as, whether those

mobile nodes are trustable in a routing context. Remember that the SMRTI relies

on routing policies to identify mobile nodes that are involved in a routing context.

In addition, the SMRTI also resolves the notion of ignorance that enters into trust

relationships, especially when the nodes are separated from each other because of

mobility.

6.3 Interface Integration

In this section, we discuss possible design alternatives for integrating the interfaces of

the SMRTI and the fellowship models. In particular, we detail the interface integration

between the components of the fellowship and the SMRTI.

It is well understood that the SMRTI forms the core of a detective-reactive layer

in our envisaged TEAM. Similarly, the secure routing and key management systems

are anticipated to form the core of the preventive layer of our TEAM (which will be

discussed in the next chapter). However, the fellowship plays a unique role in our

two-layered TEAM because of its internal structure. The fellowship is embedded with

both preventive and detective-reactive approaches, contrary to the secure routing and

key management systems that have been solely designed for prevention purposes and

the IDS and the trust management systems that have been dedicated for detection-

reaction purposes. Therefore, we consider this integration to be the initial point for
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sandwiching the prevention and detection-reaction layers of our envisaged TEAM.

6.3.1 Elimination of Contribution-share (η)

To begin with, η is depreciated from being symbolised as the representation of the

network service that is offered to other mobile nodes. Recall from Chapter 3 that η is

only used by a fellowship-enabled node to keep track of its resource that is committed

for other mobile nodes. Note that the main objective of allocating a fixed resource for

other mobile nodes is to offer a notable service so that the nature of those mobile nodes

can be determined from their exhibited behaviours. In other words, as long as there

exists an alternative metric that can facilitate a fellowship-enabled node to determine

the behaviour of other mobile nodes, then the transition from η to a new alternative

must be viable without affecting the core operation of the fellowship. Given that the

SMRTI has successfully demonstrated the capability of its trust metric to measure

and portrait the behaviour of the other mobile nodes, the SMRTI’s trust metric is

permitted to take over the functionality of η in our integrated model.

Therefore, instances where decisions (such as, whether to, (a) accept packets from a

previous-hop and, (b) forward packets to a next-hop) were made depending on the con-

dition whether η was negative, will from now onwards be over-ridden in the integrated

model with the condition that whether or not the trust metric exceeds ∆. In sequence,

the design replaces the exponential improvement of η (3.3) with the reputation-update

operation (4.7) to facilitate the blacklisted upstream or downstream neighbours to

rejoin the network, provided the neighbours exhibit benign behaviours since being

blacklisted.

6.3.2 Amendments to Rate-limitation Component

Let us now look at the integration of the rate-limitation component into the detection

and reaction components of the SMRTI. Recollect that the basic principle of collect-

ing evidence for a previous-hop’s behaviour and consequently deeming whether or not

such evidence affirms that the previous-hop is a flooder, rests with the rate-limitation.
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This is analogous to the approach deployed during the integration of an IDS-based

monitor with the SMRTI. Note that the monitor holds the responsibility for promis-

cuously capturing packets from its environment and then determining whether those

packets have undergone a malicious route modification before forwarding the evidence

to the detection component. Henceforth, the rate-limitation is amended to forwarding

to the SMRTI’s detection component of all evidence corresponding to a previous-hop’s

flooding or complying behaviour. The evidence that is obtained from the direct in-

teractions with the previous-hop is passed on to the SMRTI’s detection component in

the form of either pos(packet reception) or neg(packet reception, flooding) depending on

the behaviour exhibited by the previous-hop. The SMRTI’s detection component then

aggregates the result (i.e. pos(packet reception) or neg(packet reception, flooding)) into

the accrued direct reputation (4.4).

Although the fellowship’s rate-limitation asynchronously interacts with the SM-

RTI’s detection component, it synchronously queries the SMRTI’s reaction component

to determine the value for τ . Let us consider the possible instances that would be re-

quired for setting up a value for τ , (a) initialising τ for all previous-hops with a uniform

value, (b) updating τ for a previous-hop based on the service offered by the previous-hop

in the past, (c) honouring a previous-hop’s request to increase the value of τ or the

offered service, (d) lowering τ for all previous-hops depending on the notification re-

ceived from restoration component that the contention for transmission medium is high

and, (e) increasing the value of τ for all previous-hops once the channel availability

increases. Among these possible cases, we believe that the last two cases warrant a

node-specific τ rather than a blanket approach for raising or lowering the value of τ .

This is appropriate, especially when a trust model exists to specify the trustworthiness

of a previous-hop.

6.3.2.1 Case A

The first case requires the fellowship’s rate-limitation to initialise a uniform value for

τ for all unknown previous-hops. This is based on the confirmation from the SMRTI’s

reaction component that the trust metric for those previous-hops has been initialised to
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a default value. However, for a previous-hop — where the integration-enabled mobile

node has never made a one-to-one interaction, but has collected observed and recom-

mended evidence through promiscuous observations and recommendations in the past

— the integration-enabled mobile node’s SMRTI sub-system advocates the fellowship

sub-system to initialise a value for τ that is proportional to the trustworthiness held

for the previous-hop.

6.3.2.2 Case B

The rate-limitation performs a minimal interaction with the SMRTI’s reaction compo-

nent in this case because the integration-enabled mobile node is expected to respond

back to a previous-hop with a service that is equivalent to the service derived from

the previous-hop in the past. Although it can be argued that the service offered to a

previous-hop should be proportional to the trustworthiness held for the previous-hop

at any given point of time, the fellowship’s notion of obligation that any service derived

from a previous-hop must be reciprocated over-rides such a design alternative.

6.3.2.3 Case C

Whenever a previous-hop requests an integration-enabled mobile node to forward more

packets on its behalf (or to increase the offered service), the integration-enabled mo-

bile node’s rate-limitation component interacts with the SMRTI’s reaction component

and honours or dishonours the request depending on the trustworthiness held for the

previous-hop. An exception to the above may be expected if the mobile node is sub-

jected to congestion. However, such an exception would violate this premise, because

if the integration-enabled mobile node was not consistent in forwarding packets on

the behalf of the previous-hop, then the previous-hop would not be submitting such a

request to increase the service.

6.3.2.4 Cases D and E

These cases are the resultant of either the wireless medium being unavailable owing

to congestion or being available, because of fewer neighbours being positioned in the



6.3 Interface Integration 203

environment. Note that the restoration component’s notification about the wireless

medium’s contention rate serves as the indicator for channel availability to the rate-

limitation component. Contrary to the approach deployed so far by the fellowship, the

integration-enabled mobile node uses the SMRTI’s reaction component to shortlist the

neighbours based on their trustworthiness and then advocates the fellowship’s rate-

limitation to share the available bandwidth in proportion to their trustworthiness.

This approach not only encourages cooperation with other mobile nodes, but also

strengthens the trust relationships held with them.

6.3.3 Amendments to Enforcement Component

Unlike the rate-limitation, the enforcement component requires minimal changes for the

integration into the SMRTI’s detection and reaction components. Note that the rate-

limitation component is supposed to query the SMRTI’s reaction component to gain

knowledge of a previous hop’s trustworthiness. Alternatively, the enforcement compo-

nent can be tailored to synchronously query the trustworthiness of a previous-hop and

a next-hop before accepting a packet for forwarding on the behalf of the previous-hop

and prior to transmitting a packet to the next-hop for propagation. Given that the

trustworthiness of the previous-hop and the next-hop exceeds ∆ and the next-hop’s

γ exceeds ν, the enforcement component moves the packet to the restoration compo-

nent. It proactively measures ν for every packet that is transmitted to the next-hop

via the restoration component. For the instance where γ fails to meet ν, the enforce-

ment component asynchronously reports the evidence for the packet drop behaviour

to the SMRTI’s detection component, which is then aggregated to the accrued direct

reputation held for the next-hop (4.4). Otherwise the enforcement component imitates

the operations detailed in Chapter 3.

6.3.4 Amendments to Restoration Component

Similar to the enforcement component, the restoration component inherits all those

operations that were detailed in Chapter 3. However, the only improvement that is
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Figure 6.1: Integrated Architecture of SMRTI and Fellowship.

incorporated into the restoration component because of the integration with the SMRTI

is to prioritise the packets for retransmission based on the trustworthiness held for the

previous-hop neighbours.

6.4 System Operation

This section presents a detailed system operation between the integrated model (the

fellowship and the SMRTI) and the DSR as shown in Figure 6.1. The system operation

details the different interactions that take place among the interfaces of the SMRTI,

the fellowship and the DSR. Note that it is exhaustive to cover all possible scenarios

in this section, given that the significant cases have been already discussed in previous

chapters. To begin with, whenever an integration-enabled mobile node receives packets

from a previous-hop, the fellowship’s rate-limitation component becomes activated to

determine the trustworthiness of the previous-hop and also to measure the rate of the

incoming packets. So long as the SMRTI’s reaction component responds to the fellow-

ship’s rate-limitation with a note that the previous-hop is trustable and provided the

previous-hop’s requests are within τ those incoming packets are passed on to the DSR.
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However, the same may not hold true if the previous-hop is not trustworthy, in which

case, those incoming packets are discarded. Alternatively, the previous-hop’s packets

that exceed τ are discarded for ρ intervals, and after the ρth interval, for every packet

that is discarded for the same reason, the rate-limitation reports the flooding behaviour

to the SMRTI’s detection component as a direct evidence towards the previous-hop’s

flooding behaviour. Recall that a fellowship-enabled previous-hop would always learn τ

within ρ intervals and reduce its packet transmission rate accordingly. The same holds

true for a selfish previous-hop, because being in the network is its main objective,

rather than hindering the network’s functionality.

Once the previous-hop has been confirmed as trustworthy and those requests re-

ceived from the previous-hop are deemed to be within τ , the DSR interacts with the

SMRTI’s reaction component to learn the trustworthiness of those packets. In other

words, the DSR requests the SMRTI to evaluate the trustworthiness of the source

and the destination nodes. Recall that an intermediate mobile node participates in a

communication flow only for the sake of propagating packets to and fro between the

source and the destination nodes. Provided a packet is trusted, the DSR then passes

the packet on to the enforcement component with a note to deliver the packet to the

next-hop as directed by the route.

Similar to the fellowship’s rate-limitation component, the enforcement component

is expected to poll the SMRTI’s reaction component to determine the trustworthiness

of the next-hop. Given that the next-hop is trustable, the enforcement component

then moves the packet to the restoration component that, in turn, polls the availability

of the wireless medium for transmitting the packet to the next-hop. In sequence, the

enforcement component collects evidence for the next-hop’s cooperation with the help

of an IDS-based monitor, i.e. whether the next-hop forwards the packet on its behalf.

For the instance, where the next-hop fails to show a sign of cooperation, the enforcement

component is tailored to check for a list of items before deeming the next-hop as a

packet dropper. The check includes, (a) the contention rate for the wireless medium,

(b) the γ for the next-hop, (c) the rate at which requests are transmitted to the next-hop

and, (d) whether the next-hop forwards other packets on its behalf that are destined
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to a different downstream node. As mentioned in Chapter 3, if the next-hop fails to

convince that the packet was not dropped deliberately, the enforcement component

then communicates the direct evidence for next-hop’s packet dropping behaviour to

the SMRTI’s detection component. Note that this communication of information to

the SMRTI’s detection component takes place for every packet that is confirmed to be

dropped by the next-hop. Finally, the restoration component takes the availability of

the wireless medium into account to tune the rate at which the packets are transmitted

to the next-hop or received from the previous-hop, where the tuning is proportional to

the trustworthiness held for the next-hop and the previous-hop, respectively.

6.5 Conclusion

In this chapter, we have successfully shown the capability of both the SMRTI and the

fellowship to complement each other’s design. For instance, the fellowship has shown

its precise potential to take advantage of the SMRTI’s trust-enhanced decisions. On

the other hand, the SMRTI has effectively demonstrated its capacity to integrate the

evidence received from the fellowship so that the evaluation of the trustworthiness of

the mobile nodes is improved. This has been further demonstrated in the presence of

the DSR. However, the performance evaluation of the fellowship-integrated SMRTI is

deferred to Chapter 9, where subjective-logic is incorporated into the SMRTI and the

performance analysis is then evaluated in the presence of the AODV protocol.
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TEAM: Trust Enhanced Security

Architecture for MANET

7.1 Introduction

Several secure routing protocols [21, 75, 76, 105, 120, 136, 150, 154, 155, 159, 161–

164, 179, 180, 215, 250, 260, 282, 284, 337, 367, 397, 399, 439, 440, 445, 446, 455]

have been proposed for the MANET to authenticate the intermediate nodes and to

verify the integrity of the discovered paths. However, the success and failure of these

secure routing protocols relies heavily on the feasibility of a key management scheme

adopted for their operation. Recall from Chapter 2 that key management schemes in

MANET can be classified into three categories, (a) a public-key based scheme, (b) a

symmetric-key based scheme and, (c) a group-key based scheme. Regardless that these

207
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key management schemes attempt to establish secret associations between the mobile

nodes through various approaches (such as, certificate-based [18, 100, 166], threshold-

cryptography based [74, 101, 202, 203, 218, 240, 268, 293, 343, 344, 423, 428, 437,

451, 458, 465], identity-based [54, 55, 96, 110, 152, 196, 431], self-generated certifi-

cates [396, 398], key imprinting [37, 360], etc), they either fail to meet the scalability

requirement or to provide a feasible bootstrap mechanism. Otherwise, they struggle

to accommodate the self-organised characteristic of the MANET, where the nodes are

not only mobile, but can also enter and leave the MANET at any time during the

lifetime of the network. The issue is further aggravated in the MANETs that allow the

inclusion of repenting malicious nodes or reclaimed compromised nodes. Furthermore,

they also struggle in the area of revoking or refreshing secret associations. There-

fore, in this chapter, we adopt an appropriate key management scheme that meets the

self-organised characteristic of the MANET and accordingly tailors a secure routing

protocol depending on whether the network is a pure or managed MANET.

In the following section, we will recommend the key management mechanism and

secure routing protocol that can be deployed for the pure MANETs. In §7.3, we will

present the key management mechanism adapted for the managed MANETs and then

our secure routing protocol in §7.4. Section 7.5 will present the interface integration be-

tween the SMRTI, and key management and secure routing sub-systems in a managed

MANET. Finally, we will conclude this chapter with some remarks and anticipated

future work in §7.6.

7.2 Pure MANET – Preventive Mechanisms

In the case of a pure MANET, we assume that an offline CA exists for bootstrapping

secure communications among the mobile nodes. This is feasible because a mobile

node’s certificate is used only for the purpose of authentication so that spoofing-related

attacks can be defeated prior to their deployment. Alternatively, an identity-based key

management scheme can be adopted for authenticating the mobile nodes. Although

several secure routing protocols exist that can successfully exploit this setup, we refer
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to the BISS [397] for its capability to establish secure associations in the MANET. It

then transforms its operation to the Ariadne [164] if secure associations exist among

all the mobile nodes that participate in a route discovery. Alternatively, the BISS

can be made to transform its operation to the SRP [282] with minor modifications

for cases where end-to-end authentication is required instead of the hop-by-hop based

authentication resulting from the battery constraints. A concise explanation of these

secure routing protocols can be found in Chapter 2.

7.3 SMG: Scalable Multi-service Key Management

Nevertheless, public-key based schemes that are used for broadcasting authentication

during a route discovery phase cannot provide access control for sensitive communica-

tions. The access control for communications may be a requirement for the managed

MANETs where communications can be categorised based on their sensitivity level,

and therefore would require mobile nodes with the appropriate security clearance to

participate in such sensitive communications. For example, the MANETs that are de-

ployed as a part of a military operation may reflect such a property. Another example

is where a source node seeks a route discovery to a destination but presets a condition

that only trusted intermediate nodes can participate in the communication. Therefore,

we adapt Zhang et. al.’s [448] Scalable Multi-service Group Key Management

Scheme (SMG) to the MANET, which is an ID-based key management scheme that

has an inherent traitor-tracing scheme. Furthermore, each mobile node is required

to have only one private key that remains constant throughout its lifetime. The key

management scheme has other properties, such as, (a) a scalability that enables mo-

bile nodes to join and leave the network at their will, (b) it guarantees forward and

backward secrecy and, (c) it permits the addition of new sensitivity levels for communi-

cations without the need for any rekeying process. We will then propose a secure routing

protocol that uses the SMG to secure the communications based on the sensitivity level

requested by the source mobile nodes.

In the following, we briefly introduce the system setup at a mobile node and the
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encryption and decryption process between the mobile nodes. We then present the

adaptations that emerge from the self-organised characteristics of the MANET. Ap-

pendix D presents further details for the encryption and decryption processes, and [448]

can be referred for an in-depth analysis of the SMG.

7.3.1 System Initialisation

In our adaptation of the SMG, a mobile node establishes different levels of sensitiv-

ity for the communications by labelling or grouping other mobile nodes according to

those sensitivity levels. Let l denote the cardinality of the different sensitivity levels1

applied for its communications that are denoted as r1, r2, · · · , rl. For each sensitivity

level, the mobile node then groups other mobile nodes into a Communication Group

(CG) that is denoted as CG1, CG2, · · · , CGl. For instance, the sensitivity levels may

be considered as unclassified (r1), classified (r2), confidential (r3), protected (r4), se-

cret (r5) and top secret (r6), and then the corresponding communication groups are

CG1, CG2, CG3, CG4, CG5 and CG6 respectively. The mobile node can dynamically

join, leave and switch other mobile nodes from one communication group to another,

dynamically based on the feedback from the SMRTI, which will be discussed in §7.4.

Prior to the network deployment, a mobile node generates various parameters and a

matrix S(A) for managing its communication groups. Let us explore those parameters

in the context of a mobile node A and the reviewers are encouraged to refer to [448]

for completeness.

• A master secret key sA ∈ Z

• A public key PApub = (sAPA) that is based on an ID-based encryption algorithm

[56]. Here PA ∈ GA1 , where GA1 is an additive group and alternatively GA2 is a

1Since the cardinality of the sensitivity level is proportional to the application to which a MANET

is applied, specific details related to the types of sensitivity levels are left to the implementer. However,

the lowest level that can be visualised for a communication is where no restrictions apply and any

mobile node is allowed to participate as an intermediary in the communication.
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multiplicative group. These groups have an order pA, such that pA = (2qA) + 1,

and pA and qA are large primes.

• A participant key SAI = (sAQAI ) for another mobile node I, where QAI = H1(I).

Here H1(I) is a one-way function, such that H1 : {0, 1}∗ → GA1 and alternatively

H2 : GA1 → {0, 1}∗,

• A matrix S of order n ∗ l, S(A) =



SA11 SA12 · · · SA1k · · · SA1l

SA21 SA22 · · · SA2k · · · SA2l
...

...
. . .

...
. . .

...

SAM1 SAM2 · · · SAMk · · · SAMl

...
...

. . .
...

. . .
...

SAN1 SAN2 · · · SANk · · · SAN l


In the above matrix S(A), SAMk = 1, if the mobile node M is considered for a

communication flow CGAk and SAMk = 0 for the opposite, where 1 6M 6 n. Parameter

n is initialised to twice the size of anticipated network for reasons to be explained later,

while k denotes the sensitivity of a communication flow, such that, 1 6 k 6 l.

Before mobile nodes can enter into the network, they are pre-loaded with A’s public

key PApub, and each one of them (i.e. node I) with A’s participant key SAI . Note that

A authorises the participation of I in its communication, for instance in CGAk by

activating SAIk = 1 for which it includes SAI during the encryption process. Similar

to A, every mobile node J generates its parameters and matrix S(J ), and pre-loads

PJpub and SJI on to other mobile nodes (for example, node I) before the deployment of

network.

7.3.2 Encryption-Decryption Process

Let SKAk ∈ {0, 1}∗ be the session secret key used for a communication flow that belongs

to group CGAk . As shown in (D.4) in Appendix D, AuthAk can be generated and sent

to mobile nodes that belongs to the group CGAk . All mobile nodes that are authorised

by node A would be able to decrypt AuthAk in order to obtain SKAk and then would

be able to authenticate A.



212 TEAM: Trust Enhanced Security Architecture for MANET

On receiving an AuthAk embedded route request, a mobile node can decrypt the

session key as shown in (D.5) in Appendix D. However, if a mobile node V is not

chosen as a participant for the communication flow that belongs to CGAk by the source

node A, then V will not be able to get the session key. This is because for any xAV that

does not belong to CGAk , then the following holds true:
∑M
I=0 (aAIkx

A
Vk) 6= 0 mod pA as

given in Appendix D.

7.3.3 Discussion

In [448], Zhang et al. refer to the Bilinear Diffie-Hellman (BDH) and the factorisation

problems to characterise the security of this scheme. Note that the security of the BDH

has been proved using a random oracle model in [56]. Let us now study the possibilities

that may affect the system setup, (a) the addition or deletion of a sensitivity level, (b)

the inclusion or removal of mobile nodes from the MANET and, (c) dynamically varying

the selection of mobile nodes for a communication flow.

From the perspective of a mobile node A, the addition or deletion of a sensitiv-

ity level can be administered by simply including or removing a column to its matrix

S(A) (§7.3.1). However, such additions or deletions may not be required in a man-

aged MANET where the sensitivity levels for the communication flows are expected

to be predefined before the network deployment. A managed network that is void of

sensitivity levels (i.e. where all communication flows are treated at the same level) is

characterised by mobile nodes having a matrix of the order n ∗ l, with l = 1.

Let us now consider the case where nodes can enter and leave the network at

will. In this case, the inclusion or removal of nodes from the network must produce a

negligible impact in the matrix S(I) of any participating mobile node I, because of

the assumption that n in n ∗ l is initialised to twice the size of network. Therefore,

even if the network size is only n
2
, the design to initialise every mobile node I with

parameters that are scalable up to n occupants implicitly resolves the raised concern.

For example, if a new mobile node V (such that n
2
< V 6 n) is introduced into the

network, then a mobile node A would be able to implicitly include or exclude V in

its communication flow that belongs to a sensitivity level k, (where 1 6 k 6 l) by
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simply enabling or disabling SAVk in its matrix S(A). A similar argument holds valid

for removing a mobile node H (where 1 6 H 6 n
2
) from the network.

Finally, choosing a mobile node V for a communication flow that has a sensitivity

level e (such that 1 6 e < l) and then switching over V to another communication flow

that has a different sensitivity flow f (such that e < f 6 l) is characterised by enabling

or disabling SAVe and SAVf . However, such a switch over is not without cost, if the

mobile nodes are expected to perform the computation given in (D.4) in Appendix D

for every change in CGAk . Alternatively, the mobile nodes can be pre-loaded with the

result of such computations prior to the network deployment that would not only save

their computation overhead but also facilitate their scalability. Although the heavy

communication overhead can be off-loaded to the pre-deployment stage, the scheme

is subject to a significant storage overhead caused by the requirement to store the

following items, (a) the participant keys SAI that are required for every other mobile

node I, (b) the public keys P Ipub of every other mobile node I and, (c) the participant

key SIA that is generated by ever other mobile node I. Such a storage overhead should

be a negligible concern, given the remarkable growth in storage mediums in recent

years.

7.4 Scasec: Secure Routing in Managed MANET

Considering the DSR as the base routing protocol, the route discovery has two stages,

(a) the source mobile node floods the network with route request (RREQ) packets and

(b) the destination mobile node responds back with a route reply (RREP) packet to the

source node. In this section, we present our ‘Scalable multi-service group key based

secure routing protocol’ for the DSR that is referred as the Scasec.

The Scasec is designed to provide the following, (a) a destination to authenticate

the source and intermediate nodes and also to verify the integrity of the discovered

route before participating in a communication flow, (b) a source to authenticate the

destination and intermediate nodes and also to verify the integrity of the discovered

route before accepting a route for communication flow and, (c) the intermediate nodes
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Figure 7.1: Route Discovery using Scasec.

to authenticate the originator of the control packets (RREQ or RREP) and also all

the upstream mobile nodes together with the integrity of the discovered route. The aim

of such a design is to enable the Scasec to prevent the modification and fabrication

attacks. Note that the modification attacks include the insertion or deletion of control

information to or from the route headers, while the fabrication attacks focus on the

injection of spoofed control packets. The notations used in Scasec are as follows:

• SKS denotes the secret key (§7.3.2) used by node S to generate the message

authentication code HMAC,

• HMACSKS (M) denotes the computation of the HMAC for message M using the

key SKS ,

• MS is the resultant HMACSKS (M) generated by node S.
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7.4.1 Route Request (RREQ) Propagation in Scasec

Let us consider the scenario shown in Figure 7.1, where node S initiates a route

discovery to node D and the corresponding RREQ traverses along the paths, (a)

S 7→ A 7→ N 7→ C 7→ D and (b) S 7→ B 7→ Y 7→ X 7→ C 7→ D. Let us also assume that

no sensitivity level is marked for this communication flow. In other words, every node

I that participates in the route discovery (including the source and destination) gener-

ates a broadcast authenticator AuthI that can be authenticated by every other mobile

node J in the network. For instance, node S generates AuthS1 by setting up SAJ 1 = 1

for all other mobile nodes in its matrix S(S), where {(1 6 J 6 n)∧(J 6= S)} and CGA1

that corresponds to the first column of matrix S(S) represents a communication flow of

zero sensitivity. For simplicity, we denote the authenticator AuthS1 of a communication

flow that has a zero sensitivity level as AuthS and hence AuthI for AuthI1 . Therefore,

we defer the possibility of a source node establishing a communication flow that has a

specific sensitivity level k and the pre-determination of intermediate nodes that would

be included in the communication group CGAk to the §7.5. More appropriately, such

cases will be discussed during the interface integration of the SMG and the Scasec

with the SMRTI, because the trustworthiness of the mobile nodes is warranted before

considering the mobile nodes for a communication flow that has the sensitivity level k,

where 1 6 k 6 l.

As seen from Table 7.1, an RREQ contains the following fields, 〈RREQ tag, ini-

tiator, target, RREQ identifier, intermediate node list, authenticator list, HMAC list〉.

Initiator and target refer to the source and destination mobile nodes in a communica-

tion flow. Similar to the DSR, the source sets the RREQ identifier to a value that is

fresh while initiating a route discovery. The intermediate node list represents the path

taken by an RREQ, while the authenticator list contains a list of the encrypted secret

keys that are appended by every intermediate mobile node when the RREQ propagates

from the source. The HMAC list holds the HMAC generated by every intermediate

mobile node using the secret key encrypted within the authenticator list.

When source S broadcasts the RREQ in Scasec, its neighbours authenticate S via
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S : MS = HMACSKS

(
RREQ,S,D, id, (), (AuthS), ()

)
S → ∗ :

{
RREQ,S,D, id, (), (AuthS), (MS)

}

A : MA = HMACSKA

(
RREQ,S,D, id, (A), (AuthS , AuthA), (MS)

)
A → ∗ :

{
RREQ,S,D, id, (A), (AuthS , AuthA), (MS ,MA)

}

N : MN = HMACSKN

(
RREQ,S,D, id, (A,N ), (AuthS , AuthA, AuthN ), (MS ,MA)

)
N → ∗ :

{
RREQ,S,D, id, (A,N ), (AuthS , AuthA, AuthN ), (MS ,MA,MN )

}

C : MC = HMACSKC

(
RREQ,S,D, id, (A,N , C), (AuthS , AuthA, AuthN , AuthC),

(MS ,MA,MN )
)

C → ∗ :
{
RREQ,S,D, id, (A,N , C), (AuthS , AuthA, AuthN , AuthC), (MS ,MA,MN ,MC)

}

Table 7.1: Route Request Broadcast in Scasec.

AuthS and then the integrity of the RREQ using MS by extracting SKS from AuthS .

Subsequently, they respond back to S with a route for D if one exists. Alternatively,

if no route exists for D, they re-broadcast the RREQ after appending their identity

to the intermediate node list, AuthI to authenticator list, and MI to the HMAC list.

For instance, node A appends its identity, AuthA, and MA before re-broadcasting the

RREQ. Therefore, all downstream nodes that follow node A would not only be able

to authenticate both S and A, but also the integrity of the route using MS and MA.

Once D receives the RREQ, it imitates the operations carried out by the upstream

intermediate nodes to authenticate and verify the discovered path, except that it does

not append any fields to the RREQ, because the RREQ is not propagated further.

On authenticating S and all upstream intermediate nodes and conducting multiple

verification of the route using the HMAC list, D records the route in its route cache

for responding back with a RREP. Note that the failure of either authentication or

verification of the RREQ at any point during the hop-by-hop travel would prevent the

RREQ from reaching D.
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D : MD = HMACSKD

(
RREP,D,S, (C,N ,A), (AuthD), (), AuthDSData

)
D → C :

{
RREP,D,S, (C,N ,A), (AuthD), (MD), AuthDSData

}

C : MC = HMACSKC

(
RREP,D,S, (C,N ,A), (AuthD, AuthC), (MD), AuthDSData

)
C → N :

{
RREP,D,S, (C,N ,A), (AuthD, AuthC), (MD,MC), AuthDSData

}

N : MN = HMACSKN

(
RREP,D,S, (C,N ,A), (AuthD, AuthC , AuthN ), (MD,MC),

AuthDS
Data

)
N → A :

{
RREP,D,S, (C,N ,A), (AuthD, AuthC , AuthN ), (MD,MC ,MN ), AuthDSData

}

A : MA = HMACSKA

(
RREP,D,S, (C,N ,A), (AuthD, AuthC , AuthN , AuthA),

(MD,MC ,MN ), AuthDSData

)
A → S :

{
RREP,D,S, (C,N ,A), (AuthD, AuthC , AuthN , AuthA), (MD,MC ,MN ,MA),

AuthDSData

}

Table 7.2: Route Reply Unicast in Scasec.

7.4.2 Route Reply (RREP) Propagation in Scasec

Analogous to the RREQ, the destination D appends AuthD and MD to the authen-

ticator and the HMAC lists, respectively. This enables the intermediate nodes (C, N

and A) to authenticate D and to verify the integrity of the RREP. Similarly, the inter-

mediate nodes (C, N and A) append their authenticators (AuthC, AuthN , and AuthA)

and the HMACs (MC, MN , and MA) to the RREP for the purpose authentication and

integrity verification. On the successful authentication and verification of the RREP,

all downstream nodes that follow D record the route in their route cache. Although

the RREP is analogous to the RREQ, it differs from the RREQ by traversing a de-

fined path and carrying an encrypted session key SKDSData in AuthDSData to facilitate the

confidentiality for the subsequent data flow. As we will explain later, D’s SKDSData will

only be shared with S to render a confidentiality service for the data flow.

An alternate design for the above approach is to enable D and all intermediate

nodes (C, N , and A) to generate an authenticator that can only be authenticated by

them and S. In other words, they can be made to generate AuthJ for RREP, such that
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SJI1 = 1 in matrix S(I), where I,J ∈ {D, C,N ,A,S} and I 6= J . Although this design

provides a closed approach that allows only the mobile nodes that had participated in

the RREQ phase to confirm their participation in the RREP phase, it does prevent the

mobile nodes from snooping valid routes in their environment. Given that the design

of the key management and secure routing sub-systems is not the primary focus of our

thesis, we leave this design alternative to the implementor’s choice.

7.4.3 Secure Data Flow using Scasec

Source S chooses a route that is shorter in length if multiple routes have been discov-

ered. As we will present in the next §7.5, the same situation would warrant a feedback

from the SMRTI and therefore a higher trustworthy route would be chosen among the

available routes. Recall from §7.3.2 that the SMG permits a mobile node to choose

a list of other mobile nodes with which it can establish a session or a secret key. In-

terestingly, at the extremity of the SMG, for example, a mobile node D can be made

to generate a secret key SKDSData that can only be decrypted by another mobile node

S. In other words, D can be made to generate AuthDSData such that SDI1 = 0 for all I,

where I satisfies the following: {(1 6 I 6 n) ∧ (I 6= D) ∧ (I 6= S)}. Therefore, once

S accepts the RREP, it extracts SKDSData from AuthDSData which is only shared with D.

Node S later uses SKDSData to secure the data flow from eavesdropping.

Given that the parameters can be pre-loaded to the mobile nodes in a managed

MANET, each mobile node I can be prevented from computing AuthIJData for every

other mobile node J in the network. Otherwise, each mobile node I can be pre-loaded

with AuthIJData for every other mobile node J , where I and J satisfy the following:

{(1 6 I 6 n) ∧ (1 6 J 6 n) ∧ (I 6= J )}. Furthermore, these parameters can

be represented in a separate diagonal matrix (data keying matrix K(I)) instead of

superimposing them as another column in the communication group matrix S(I). The

resultant data keying matrix K(I) of the order n ∗ l can be visualised as:
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K(I) =



SI11 = 1 · · · 0 · · · 0
...

. . .
...

. . .
...

0 · · · SIMk = 1 · · · 0
...

. . .
...

. . .
...

0 · · · 0 · · · SIN l = 1


7.4.4 Discussion

It is evident from the above operation that the Scasec defends against both the modi-

fication and fabrication attacks. As shown in Figure 7.2(a), the route that is modified

by the malicious node X becomes unravelled because of the missing components in the

authenticator and the HMAC lists. Consequently, the malicious RREQ gets discarded

at subsequent hop. Alternatively, if X attempts to insert a fabricated RREQ with an

increased id that contains a shorter route with the aim to disrupting the route discov-

ery, then the id field of the RREQ comes into play to prevent such fabrication attacks.

As seen in Figure 7.2(b), the modification becomes much more difficult in the case of

the RREP owing to the unicast nature.

Although not discussed earlier, a route error (RERR) is triggered by a mobile node

to a source node whenever it learns that it has a broken link with its next-hop. The

format of an RERR is, 〈RERR tag, initiator, target, unreachable node, intermediate

node list, authenticator, HMAC 〉. Let us consider the scenario in Figure 7.2(c) where

node N reports to S that C is unreachable. As the RERR traverses the upstream nodes

along the path N 7→ A 7→ S, then each upstream node (i.e. A and S) authenticates

the reporting node N via AuthN and verifies the RERR using MN . Recall that AuthN

and MN protect the RERR against the modification of the RERR.

In summary, it is apparent that the key management and secure routing sub-systems

successfully defend against well-known attacks such as the modification and fabrica-

tion of the network layer packets by means of an authentication and integrity verifi-

cation. However, if the previous scenario is closely observed, then it is obvious that

the upstream nodes (including the source) are incapable of verifying the credibility
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(a) Modification of Route Request

(b) Modification of Route Reply

(c) Propagation of Route Error

Figure 7.2: Scasec Defence against Route Discovery related Attacks.
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of an RERR. Furthermore, they are susceptible to being continuously exposed to the

behaviours of the malicious nodes, regardless that they have already learnt of the pres-

ence of those malicious nodes. This is the key factor that warrants a detective-reactive

approach to render a second-layer of defence. In the following §7.5, we will look into the

interface integration of preventive and detective-reactive sub-systems with the objective

of realising a unified two-layer trust enhanced security architecture for the MANET.

7.5 TEAM

In this section, we present our TEAM where the SMG and the Scasec are integrated

with the fellowship and the SMRTI to make trust-enhanced routing decisions. Anal-

ogous to Chapter 6, the TEAM concentrates on the interface integration, where the

Scasec is made to provide evidence to the SMRTI and, in turn, together with the SMG,

it is also made to take advantage of the SMRTI’s feedback to make trust-enhanced de-

cisions. Although the interface integration is detailed from the perspective of the SMG

and the Scasec, the description applies to any indentity-based or offline-CA based key

management schemes and secure routing protocols. Note that our thesis primarily fo-

cuses on the design of a trust-enhanced secure framework; while the design of the key

management and secure routing sub-systems are supplementary components in our de-

sign. Given that extensive research has been conducted in the area of key management

and that it is not the only focus in our thesis, we have inherited the well-reviewed pro-

posals for pure MANETs and adapted a well-studied SMG for the managed MANETs.

7.5.1 Interface Integration

Rather than visualising the Scasec, the SMG and the DSR as separate sub-systems, we

can consider them as an amalgamated hybrid sub-system for the purpose of interface

integration because of their tight coupling and dependency on each other.

Initially, the main integration objective is to facilitate the Scasec to asynchronously

report benign and malicious behaviours to the SMRTI’s detection component. As



222 TEAM: Trust Enhanced Security Architecture for MANET

Figure 7.3: Trust Enhanced Secure Architecture for MANET.

depicted in Figure 7.3, the Scasec is integrated with the fellowship so that it processes

incoming packets after they have been sanitised by the rate-limitation component, and

dispatches the packets for transmission once the enforcement component has given the

go ahead signal. The Scasec authenticates those incoming packets and verifies their

integrity using the SMG’s parameters. Successful authentication and verification enable

the Scasec to report the result to the SMRTI’s detection component as evidence for the

previous-hop’s benign behaviour (pos(packet reception)), which is then aggregated into

the accrued direct reputation held for the previous-hop (4.4). Alternatively, the failure

to authenticate and verify the integrity of the received packets causes the Scasec to

report the result to the SMRTI as evidence for the previous-hop’s malicious behaviour

(neg(packet reception, modification/fabrication)). Regardless of whether the packet is

modified or injected by any upstream malicious node (other than the previous-hop),

the previous-hop is held responsible for such modification or injection because it was

bound to authenticate and verify the integrity of all the packets before transmitting

them. Therefore, if an incoming packet is discovered to be maliciously modified or

injected, then the previous-hop is held accountable for either exhibiting such behaviour

or colluding with such malicious nodes. Furthermore, the Scasec is made to process
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packets that have been promiscuously captured by the enforcement component via the

IDS module to determine whether the next-hop has forwarded those packets without

any malicious modification. Recall that the fellowship’s enforcement component can

only determine whether the next-hop has forwarded packets on its behalf, but not

whether those forwarded packets have been maliciously modified or not.

Liaising with the DSR, the Scasec synchronously queries the SMRTI’s reaction

component to determine the, (a)trustworthiness of received packet ( i.e. S and D), (b)

trustworthiness of the discovered or snooped route and, (c) highest trustworthy route

among multiple the available routes.

Similarly, the SMG liaises with the DSR to query the SMRTI’s reaction component

for the purpose of identifying the trustworthiness of the other mobile nodes. Depend-

ing on the results received from the SMRTI, those mobile nodes are then catered for

the appropriate sensitivity level k and, accordingly as intermediate nodes into a com-

munication flow that belong to a communication group (CGIk), where 1 6 k 6 l. In

summary, the SMG performs only synchronous communications with the SMRTI for

the purpose of regenerating AuthIk for a communication flow that has the sensitivity

level k by enabling or disabling SIJ k in its matrix S(I) depending on the trustworthiness

held for every other mobile node J .

7.5.2 System Operation

Let us now explore the system operation between the integrated sub-systems (SMRTI,

fellowship, SMG, and Scasec) and the DSR. Recall that the Scasec and the SMG

are used to discover secure paths and therefore to provide secure communications,

while the fellowship is used to defend against both flooding and packet drop attacks.

The TEAM integrates these sub-systems through the SMRTI, which asynchronously

collects evidence of the trustworthiness for the other mobile nodes from these sub-

systems (Scasec, SMG and fellowship) and synchronously responds to their requests.

This factor, in turn, enables them to react accordingly to the behavioural changes of

those mobile nodes. Let us consider the path S 7→ A 7→ N 7→ C 7→ D from Figure 7.1,

in which S is the source and D is the destination for the communication flow. Nodes
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A, N and C are the intermediaries that form the path from S to D.

Node S initially checks its route cache for a route to D whenever it wishes to send

a data packet to D. On finding one or more routes, the DSR passes the route(s) to

the SMRTI to evaluate their trustworthiness. Remember that the trust evaluation for

a route is performed by evaluating the trustworthiness of all nodes that are embedded

in the route, except for the evaluating node (i.e. S). The route with highest level of

trustworthiness is chosen for the communication flow and passed back to the DSR,

provided there is more than one trustworthy route for D. The DSR then requests the

Scasec to incorporate the necessary security services through its cryptographic suite

and shared key from the SMG. Alternatively, if all routes are untrustworthy or there

is no available route to D, then the SMRTI responds back to the DSR with a decision

to initiate a new route discovery to D.

Let us now consider the role of the TEAM in an event such as a route request,

route reply, route error or data flow at one of the intermediate nodes (A, N and C).

To begin with, the rate-limitation component of the fellowship sub-system at every

intermediate node queries the SMRTI to learn the trustworthiness of the previous-hop.

This is in accordance with the expectation that the incoming packets are not exposed to

malicious actions only if the previous-hop is trustworthy. As long as the previous-hop is

assured to be trustworthy and the rate of the incoming packets from the previous-hop

is within τ , the rate-limitation passes those packets to the DSR. Alternatively, if the

previous-hop has moved into an untrustworthy zone, then the incoming packets from

the previous-hop are discarded as detailed in §3.3.4.1. However, if the previous-hop is

deemed trustworthy but seen to flood packets that exceed τ , then those packets that

exceed τ are discarded for ρ intervals and then all packets after ρth interval for the

same reason. All these actions are reported to the SMRTI’s detection component as

direct evidence towards the previous-hop’s direct reputation.

Once packets from a cooperating and trustworthy previous-hop reache the DSR, it

transfers them to the Scasec, which then authenticates the list of the nodes traversed

by those packets and their integrity. On finding evidence of any modification or fab-

rication attack, the Scasec then reports the evidence for the malicious behaviour on
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the previous-hop’s direct reputation. Alternatively, the packets that are deemed as

free from modification and fabrication attacks are evaluated for their trustworthiness.

In other words, the Scasec moves the authenticated packets to the DSR, which then

queries the SMRTI’s reaction component to evaluate the trustworthiness of those pack-

ets. This is because the intermediate nodes (A, N , and C) forward packets only for the

sake of S and D and, furthermore, the trustworthiness held for S and D could have

changed either way because it is non-monotonic. In addition, the SMRTI is requested

to evaluate the trustworthiness of the route contained in the packet, provided it is a

route reply event that confirms the activeness of the route. In the instance where the

route evaluates to trustworthiness, the DSR of the intermediate nodes (A, N , and

C) records the route in its route cache. Once the DSR confirms via the SMRTI that

the packet is trustable, it passes the packet to the fellowship’s enforcement component

instead of calling in the Scasec to append the necessary security fields to the packet

as a part of the preparation for transmission. Although the Scasec can be designed

to compute the necessary authenticator and HMAC fields before moving the packet to

the fellowship’s enforcement, such a design is discouraged because the Scasec’s compu-

tation can go void if the fellowship’s enforcement component learns from the SMRTI

that the next-hop is untrustworthy.

At the intermediate nodes (A, N , and C), the fellowship’s enforcement component

polls the SMRTI’s reaction component to determine the trustworthiness of the next-

hop. This is to meet the expectation that the packet will reach D without being

exposed to malicious behaviour, but only if the next-hop is trustworthy. However, this

step is not applicable for a route request event owing to the broadcast nature of the

route request. On confirmation from the enforcement component that the next-hop is

trustable, the DSR then calls for the Scasec to append the necessary security fields to

the packet before moving the packet to the fellowship’s restoration component. Finally,

the restoration component takes the availability of the wireless medium into account

to tune the rate at which the packets can be transmitted to the next-hop or received

from the previous-hop, where the tuning is proportional to the trustworthiness held for

the next-hop and the previous-hop, respectively.
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Orthogonally, the enforcement component also collects the evidence for the next-

hop’s cooperation with the help of an IDS-based monitor, that is, whether the next-hop

has forwarded the packet on its behalf in the future. In the instance where the next-hop

fails to show a sign of cooperation, the enforcement component is tailored to check for

a list of items before deeming the next-hop as a packet dropper. Those items include

(a) the contention rate for the wireless medium, (b) the γ for next-hop, (c) the rate at

which requests are transmitted to the next-hop and, (d) whether the next-hop forwards

the remaining packets (that are destined to a different downstream node) on its be-

half. As mentioned in Chapter 3, if the next-hop fails to convince that the packet was

not dropped deliberately, the enforcement component then communicates the direct

evidence for next-hop’s packet dropping behaviour to the SMRTI’s detection compo-

nent. Note that this communication of the evidence takes place for every packet that

is confirmed to be dropped by the next-hop. Nevertheless, if the next-hop forwards the

packet without performing any malicious behaviour then the enforcement component

forwards the direct evidence for the next-hop’s benign behaviour to the SMRTI’s detec-

tion component. Note that fellowship’s enforcement component liaises with the Scasec

to determine whether the next-hop has forwarded the packet on its behalf without any

malicious modification.

Once packets reach it, D conducts similar investigations, such as whether, (a) the

incoming packets exceed τ , (b) the incoming packets are free from modification and

fabrication attacks and, (c) the previous-hop and S are trustworthy using its sub-

systems (the fellowship, the SMRTI, the Scasec and the SMG). The sequence of system

operations explained thus far holds valid for networks that are exposed to a high density

of malicious nodes. Optionally, a few evaluations can be turned off depending on the

degree of the maliciousness expected in the environment.

7.6 Conclusion

In this chapter, we have successfully put forth the notion of adopting an offline CA-

based key management scheme for the pure MANETs and consequently, the feasibility
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of building up a secure routing protocol such as the BISS based upon the certificates

provided by the offline-CA. We have discussed how such a combined scheme not only

incorporates the self-organised characteristics of the pure MANETs but also takes

advantage of the inherent mobility to expand the secure associations among the mobile

nodes and to establish secure communications. We considered these solutions for the

prevention layer because they meet the requirements of the pure MANETs by taking

advantage of the inherent issues that otherwise disadvantage the possibility of such

solutions.

In the case of the managed MANETs, we adapted the SMG as the key management

scheme instead of inheriting the readily-available symmetric or asymmetric-based key

management schemes. Notably, the offline CA-based key management scheme that was

recommended for the pure MANETs can well be successfully tailored for the managed

MANETs. However, all these key management schemes failed to render at least any

one of the following features, (a) the broadcast authentication, (b) the one-to-one shared

secret association, (c) the secured group communications, (d) scalability or, (e) the

multi-service, such as communications based on different sensitivity levels. Later, we

discussed how the SMG operates in the context of mobile nodes. SMG implicitly

addresses sybil attacks, where a malicious node takes multiple identities to subvert the

reputation system. Recall that even in the absence of SMG or any key management

system, SMRTI effectively defends against sybil attacks because of its design to exclude

the opinions of other nodes and only to make subjective decisions. In other words,

SMRTI honours the identity that exhibits benign behaviours (and excludes the identity

that is associated with malicious behaviours) in the presence of sybil attacks.

We then presented the Scasec as the secure routing protocol for the managed

MANETs and then its capability for discovering secure paths between the source and

destination nodes. We also demonstrated the strength of the Scasec in the presence of

modification and fabrication attacks and, in addition, its ability to take advantage of

the SMG for establishing end-to-end secure communications to defend against eaves-

droppers. However, if the network is prone to wormhole attacks, then proposal, such

as, packet leashes [162] can be integrated.
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Finally, we introduced our TEAM and discussed the interface integrations between

the preventive and detective-reactive sub-systems. We focused primarily at the level of

enabling preventive the sub-systems from taking advantage of the SMRTI’s feedback

so that they could make trust-enhanced decisions. Alternatively, those preventive sub-

systems were designed to complement the SMRTI by feeding in evidence for both the

benign and the malicious behaviours of the other mobile nodes. All these rendered

a tight-coupling among the sub-systems. At the end, we demonstrated the success

of our unified dual-layer trust-enhanced architecture in terms of its system operation.

Note that our resultant dual-layer architecture is, indeed, a framework that portrays

the feasibility of integrating the various preventive and detective-reactive approach

based sub-systems so that not only can the prevailing attacks be defended, but also

the emerging vulnerabilities can be resolved. In summary, the TEAM realistically

integrates the various preventive and detective-reactive based sub-systems to arrive

at the envisaged unified two-layer trust enhanced architecture and also provides the

platform for the modular integration of the futuristic preventive and detective-reactive

sub-systems for the purpose of defending against emerging attacks.
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Mitigating Flooding Attacks in Anonymous

Communications

8.1 Introduction

A few mission critical applications such as battlefield communications require a high

degree of anonymous communication. Several techniques [330] have been proposed

to achieve anonymous communication in computer networks. Recently, there is an in-

creasing interest in developing protocols that can achieve a high degree of anonymity for

communications in the MANET [9, 59–61, 176, 177, 199, 200, 348, 352, 374, 450, 460].

The main aim of anonymous communication is to achieve a high resistance to eaves-

dropping and traffic analysis. In general, most of the proposed techniques are based

on public key cryptography and/or based on Chaum’s [92, 93] mix-net technique. The

229
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principle behind Chaums mix-net technique is that the traffic from a source to a des-

tination has to pass through one or more mixes, while a mix relays data from different

end-to-end connections. However, unlike the traditional routers, a mix reorders and

re-encrypts the incoming packets in such a way that the corresponding outgoing pack-

ets are unrelated. This is to thwart the attempts of an attacker to follow or map an

end-to-end connection.

Although a reasonable degree of anonymity can be achieved in wired networks, there

are several additional challenges for achieving anonymity in the MANET. These are due

to the nature of the communication in a wireless medium and the limited computational

capability of the mobile nodes. Furthermore, a mix-net should be capable of providing

anonymity even if some of the mixes are compromised. The main reason for this

requirement is that in a hostile environment such as a battlefield, there is a greater

probability for the roaming nodes or mixes to be captured by enemies. Hence, the

traffic has to be passed through a greater number of mixes to lower the probability

of compromising the anonymity. On the other hand, relaying data traffic through too

many mixes can increase the average latency and decrease the average data delivery

ratio. This would also consume greater resources in the mobile nodes. Therefore, it is

necessary to achieve a balance between the high degree of anonymity and low latency.

Some of the recently proposed protocols [9, 59–61, 176, 177, 199, 200, 348, 352, 450]

are successful in achieving a different degree of anonymity with a reasonable level

of latency. However, there are some significant disadvantages associated with these

approaches. First, they are inefficient in terms of performance. Second, they make it

extremely straightforward for an attacker to perform different types of attacks, such

as flooding and packet drop attacks, within the network. Currently available security

tools [11, 12, 369, 370, 388, 389] that can detect these abnormalities cannot be used in

the case of anonymous communication. We will discuss these issues in more detail in

§8.3.

In this chapter, we will consider the Anonymous Secure Routing (ASR) pro-

tocol [460] and analyse how an attacker can severely degrade the performance of the

network by performing flooding and packet drop attacks. We will then demonstrate the
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adaptation of the fellowship model (Chapter 3) to mitigate the flooding attacks in the

MANET that supports anonymous communications. The main reason for opting for

the ASR among the anonymous protocols is that it is simple, light in weight, provides

a higher degree of identity anonymity, location privacy and route anonymity, while

ensuring the security of the established routes in the MANET. Although we analyse

packet drop attacks in this chapter, we concentrate on mitigating only the flooding at-

tacks. The rationale behind dealing with only the flooding attacks and not the packet

drop attacks is that it is hard for an observer to relate an ingoing packet with an

outgoing packet from an observed node. Note that correlating an ingoing packet with

an outgoing packet is a requirement for detecting packet drop attacks that, on other

hand, contradicts the requirements of the anonymity service.

This chapter is organised as follows. In §8.2, we present an overview of the ASR

protocol. In §8.3, we explain on how an attacker can perform flooding and packet

drop attacks and why it is difficult to deal with these attacks. In §8.4, we present our

adaptation of the fellowship model to deal with flooding attacks in the MANET that

supports anonymous communications. Section 8.5 then analyses the performance of

the adapted fellowship model through the NS2 simulations. Finally, §8.6 provides the

concluding remarks.

8.2 Anonymous Secure Routing (ASR) Protocol

The route establishment process in the ASR protocol is similar to the route establish-

ment process in the DSR protocol. The main difference between the ASR and the DSR

protocols is that the route request in the ASR contains neither an initiator’s address

nor a target’s address. In addition, the intermediary nodes do not append their identity

to the route request. In the following section, we confine how the multi-hop anonymous

routes are established between a source (initiator) and destination (target) nodes. For

more detail on data transmissions, route maintenance and the analysis of the degree

of anonymity, we encourage the reviewer to refer to [460].
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Figure 8.1: Route Discovery Cycle in ASR Protocol.

The authors of the ASR assume that a shared secret exists between the source

and the destination nodes. Let us consider on how anonymous multi-hop routes are

established between the source S and the destination D through intermediate nodes.

The following presents the notations used in ASR:

[M ] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . represents a packet

K(M) . . . . . . . . . . . . . . . . . . . . . represents the encryption of M by a secret key K

{M}PK . . . . . . . . . . . . . . . . . . represents the encryption of M by a public key PK

The format of the route request is listed below:
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[RREQ, seq,KSD(D, KS−session, US), KS−session(seq, END), PKI−1, UI−1]

In the above, the RREQ denotes the route request, seq refers to the sequence num-

ber, KSD is the shared secret between the source S and the destination D, KS−session

is the session key to be used for the following data flow, END is included for a later

confirmation that the destination has received the route request, PKI−1 is the one-

time public key and UI−1 is a random number generated by the previous-hop node

nodeI−1. Similarly, PKS is the one-time public key and US is a random number cho-

sen by source S. As we will explain later, PKS will be used by the next-hop to encrypt

the route reply, so that S can decrypt the received route reply accordingly.

On receiving the route request, each intermediate node I checks for the seq. If the

seq is already recorded, then the route request is dropped and no action is initiated.

Alternatively, if the seq is the latest one in the sequence, then I records the seq and

attempts to decrypt the third element of the route request, KSD(D, KS−session, US).

Assuming that the decryption is successful, I then concludes that the route request

is destined for it. The route request is further processed to extract the US and the

validation of the maximum number of hops. On the unsuccessful decryption of the

element KSD(D, KS−session, US), I records the seq, PKI−1 and KS−session(seq, END)

into its route table. I then generates UI based on a standard function and replaces

PKI−1 and UI−1 with PKI and UI , and broadcasts the route request. The process is

repeated until the route request reaches the destination D.

A similar technique can be used to send the route reply. However the authors

have proposed a novel approach to send the route reply to identify and eliminate the

illegitimate route replies. In this approach, the route replies are forwarded, only if, (a)

the intermediate node has previously forwarded the route request and, (b) it can ensure

that the destination has successfully received the route request. The format of the route

reply is listed below: [
RREP, TI+1(seq,K

′
S−session), {TI+1}PKI

]
K ′S−session is the proof that the destination D has recovered the session key from

the third element of the route request. The intermediate nodes validate K ′S−session
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by verifying the element KS−session(seq, END) stored in the route request. TI+1 is a

random number chosen by nodeI+1 and is used as a secret between the intermediate

nodes, I and nodeI+1. After receiving the route reply, each intermediate node I

attempts to decrypt {TI+1}PKI in order to recover the final element of the route reply.

Given {TI+1}PKI is encrypted with PKI , only I can decrypt the packet because I was

the one that had sent PKI to nodeI+1 together with the route request.

If the received route reply can be validated by the above process, then the node I

chooses a random number TI , and adds TI and TI+1 into its route table together with

the other fields for the corresponding seq. In succession, it also computes {TI}PKI−1

and TI(seq,K
′
S−session), and replaces the last two elements of the route reply with

them before broadcasting the route reply. At the end of the route reply phase, each

intermediate node I would have established a shared secret with the upstream previous-

hop nodeI−1 and the downstream next-hop nodeI+1 for a communication flow between

the source S and destination D nodes. Figure 8.1 details the sequence of both the

route request and the route reply phases with an adequate explanation.

After the establishment of anonymous routes, the successive data transmission and

route maintenance are achieved through the shared secrets. Tags are used to minimise

the computation overheads at the nodes for validating and forwarding the data packets,

where the intermediate nodes are required to validate only the tags instead of validating

the complete data packets. In the following section, we will analyse how the attacker

can perform flooding attacks with the ASR.

8.3 Analysis

As discussed in Chapter 2, the ASR provides a high degree of mutual anonymity com-

pared with the other approaches. However, similar to the other approaches, there are

some significant disadvantages with the ASR. Although the authors state that the ini-

tial validation of the route request is made through symmetric key and requires less

computational resources, an attacker can feasibly flood the network with malicious
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route requests. Furthermore, those route requests can target a non-existing destina-

tion. Therefore, those route requests are likely to be forwarded by most of the nodes in

the network, if only, because those route requests are maliciously embedded with a fresh

sequence number. Since it is not feasible to differentiate the packets that originate from

a particular source node or to identify the packets destined for a particular destination

node, it is extremely difficult to deal with flooding attacks. For example, a node receiv-

ing a flood of packets from its upstream previous-hop node cannot determine whether

it is flooded by, (a) its previous-hop or (b) the upstream nodes that are prior to its

previous-hop. In the traditional MANET, where communications are non-anonymous,

flooding attacks are detected based on the rate at which the packets are generated by

the upstream source nodes or received by the destination nodes. Since it is not feasible

to track back to either the source or the destination in an anonymous network, it is

extremely hard to apply the existing approaches to defend against flooding attacks in

the anonymous network.

Similarly, packet drop attacks are detected in the traditional MANET by relating

the incoming and outgoing packets from a node. Since all nodes in an anonymous

network act as a mix, it is impossible to relate an ingoing and outgoing packet from a

mix. Thus, it becomes extremely difficult to determine whether the intermediate nodes

that are acting as mixes are successfully forwarding or dropping the packets.

In summary, both the flooding and the packet drop attacks can severely degrade the

performance of the MANET that supports anonymous communication. In the following

section, we have adapted our fellowship model to deal with the flooding attacks in the

MANET that supports anonymous communications. We will not consider packet drop

attacks in this chapter for the above-stated reasons.

8.4 Adapted Fellowship Model

We inherit the assumption from the ASR that there is a shared secret between any two

nodes, at least because the intermediate nodes can authenticate their neighbours and

can therefore defend against the MAC or IP spoofing attacks. To meet the requirements
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of an anonymous communication, we have made the following changes to the operation

of our fellowship model.

Note that, in the case of anonymous communications, a mobile node can only govern

the rate of the packets that it can accept from a previous-hop, but cannot determine

the rate at which a next-hop can transmit packets on its behalf. Therefore, the need for

the enforcement component becomes obsolete in the adapted version of the fellowship

model and, hence, is disabled during the operation.

The performance overhead and the criticality and sensitivity of a communication

rule out the design option of enabling the intermediate nodes to negotiate bandwidth

sharing with their upstream and downstream nodes. Hence, we believe in initialising

mobile nodes that support the anonymous communications with pre-defined thresholds.

Given that the design discourages the usage of varying thresholds and provided that

the success of the adaptation rests on the minimisation of the performance overhead,

the principle of employing a contribution share (η) is eliminated in our adapted model

together with its offshoots, merit(σ) and demerit(λ) factors. As a result, the restoration

component is retired in our adapted version.

To recapitulate, the above design adaptations fit well for the managed and tightly

controlled anonymous communications, while the original fellowship model presented

in Chapter 3 was primarily designed to accommodate non-anonymous communications

in both managed and unmanaged (pure) MANETs. Therefore, our adapted fellowship

model is reduced to only the rate-limitation component, whose functionality suitably

meets the requirement of the restricting flooded packets without imposing an additional

performance overhead on the MANET that supports anonymous communications.

As in Chapter 3, each incoming packet is passed on to the rate-limitation before

being transmitted to the next-hop. Recall that the rate-limitation diminishes the flood-

ing attacks based on the condition that each node is obligated to share the bandwidth

with its neighbours. Therefore, at the initial stages of deployment, each mobile node is

initialised with a pre-defined set of values for the thresholds (as explained later) for the

other mobile nodes. Such an arrangement eliminates the role of an online CA for man-

aging the thresholds. The reception-threshold (τ) dictates the maximum number of
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Table 8.1: Threshold Parameters for Rate-limitation
Parameter Description

Maximum number of packets permitted to transmit in an interval τ

Maximum number of intervals the flooding node can exceed τ before being black-listed ρ

Minimum number of consecutive intervals a flooding node has to abide τ for being white-listed µ

packets that a node can accept from a previous-hop or transmit to a next-hop during an

interval. In our adaptation, the negotiation threshold (ρ) permits the maximum num-

ber of times a flooder can exceed τ before being black-listed. Note that ρ is introduced

here primarily to reduce the effect of false positives and we recommend a low value

for the threshold. The redemption-threshold (µ) denotes the number of consecutive

intervals for which the flooding node has to abide within τ , for it to be white-listed

or redeemed. Note that µ is fixed to a higher value in comparison to ρ because a

blacklisted flooder has to demonstrate more commitment for it to be white-listed.

8.4.1 System Operation

In this section, we explain the operation of the rate-limitation, in particular, at the

receiving end of a fellowship-enabled node.

Let us now consider the operation of the rate-limitation component. Remember

that the rate-limitation component at every mobile node monitors the packets trans-

mitted by their immediate upstream nodes during an interval. In such a situation,

if the received packets exceed the pre-determined τ within a given interval, then the

subsequent packets are dropped as expected. If the same upstream or previous-hop

exceeds τ by consecutive ρ intervals, then the receiving node deems its upstream neigh-

bour as a flooder. As a result, the upstream neighbour is blacklisted as a flooder and

all the packets received from the upstream neighbour are discarded until the flooder

terminates its behaviour. We recommend ρ intervals before blacklisting a neighbour

to prevent accidental blacklisting of the neighbour. However, the fellowship-enabled

node continues to monitor the behaviour of the blacklisted node during the subse-

quent intervals. Once the flooder demonstrates a repenting behaviour by abiding its
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transmission within τ , then the flooder’s repenting behaviour is taken into account.

To be white-listed or redeemed, the blacklisted flooder is enforced to exhibit benign

behaviour by abiding its transmissions within τ for µ intervals; this is known as the

redemption-threshold. Given that the blacklisted neighbour is observed to be benign,

the monitoring node then whitelists the neighbour and begins to forward packets for

the neighbour. This not only provides an opportunity for the blacklisted neighbour

to rejoin the network, but also forces the blacklisted neighbour to drain its energy to

prove that it has been repenting. However, the redemption does not guarantee that

the flooder will not be blacklisted for future flooding behaviours. Choosing a greater

value for µ in comparison with ρ confirms that the blacklisted neighbour has to repent

for its past flooding behaviour. In the case of a connection-oriented anonymous data

flow, such blacklisting favours the source node choosing an alternative route.

Since anonymous communications are only featured in the managed MANET, a

maintenance routine or notification alert can be triggered whenever a mix fails to

comply with ρ. This is why the mix can either be compromised or faulty; in which

case, an isolation and investigation is warranted. Note that the functionality of the

rate-limitation is aggregated at all the monitoring neighbours against a flooder because

of the broadcasts. This assures that a flooder’s impact is confined to a single hop. In

addition, it not only eliminates the need for techniques to trace back to the source of

the flooder but also drains the resources of the flooder.

The fellowship-extended mobile nodes that receive multiple route requests from the

upstream neighbours can deploy congestion control techniques such as the drop trail.

Even if the route request packets are dropped at some nodes owing to congestions the

routes can still be established through another node, provided a valid path exists. This

is achievable because of the broadcast nature of the route request. Alternatively, if

no paths are available, then the source node can detect the failure based on the non-

reception of a route reply within a specified time. In this case, the source node can

randomly wait for a time interval and then can send another route request.

The adapted model inherits several advantages from the original model that was

discussed in Chapter 3. First, the adapted model is straight forward and complements
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the requirement of the MANETs that support anonymous communications. Second,

the nodes have to maintain only the transmission rate for their upstream neighbours.

Hence, the computation overhead is minimal. Furthermore, our adapted model deals

with a flooding attack by targeting the source of the attack, i.e. containing flooding

packets nearest to the flooder. This approach not only aids in saving considerable

resources for the non-flooding mobile nodes, but also enables them to efficiently identify

and isolate the flooders in the network. Even if the source and destination nodes or two

intermediate nodes collude within an environment, the maximum number of packets

that can be generated by each colluding node is limited by τ . As each of them exceeds τ

by ρ intervals, the adapted approach restricts their packets from being propagated. In

addition, our adapted model provides a mechanism that allows the repenting flooders

to rejoin the network, if they exhibit benign behaviour for the specified time interval.

However, flooders are notably penalised for their past flooding before they can rejoin

the network.

8.5 Simulation

We have used the NS2 to investigate the performance of our adapted fellowship version

against flooders in the MANET that supports anonymous communications. Given

that the extensive simulation results were presented in Chapter 3 to demonstrate the

efficiency and operation of the fellowship model, here, we present only the small-scale

simulation results to substantiate our claim.

8.5.1 Simulation Setup

In this section, we present the parameters chosen for the adapted version of our fel-

lowship model together with the simulation scenarios. Most of the general simulation

parameters and the parameters that are attributed to the flooding behaviour are in-

herited from Chapter 3. All these simulation parameters are summarised in Table 8.2.
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Table 8.2: Simulation Parameters for NS2, Fellowship and Adversary

NS2 Parameters

Mobility Random waypoint

Radio Transmission Range 250m

Traffic Type CBR

Date Rate 11Mbps

Payload Size 1000 bytes

Average Maximum Velocity Vmax 20m/s

Average Pause Time 10s

Average Simulation Area 500 ∗ 500m2

Total Number of Nodes 10

Fellowship Parameters

Reception threshold (τ) Variable

Negotiation threshold (ρ) Variable

Redemption threshold (µ) Variable

Malicious Parameters

Probability of Malicious Action Persistent / Selective

Distribution of Malicious Action Random

The mobile nodes that do not enable our adapted fellowship model, but are incorpo-

rated with the ASR protocol, are called the ASR-MAC nodes. Alternatively, the mobile

nodes that are activated with our adapted fellowship model and the ASR protocol are

known as the fellowship-extended nodes. The nodes that perform the flooding attacks

are called the malicious nodes.

We conducted simulations for the following compositions, namely, (a) fellowship-

extended and malicious nodes and, (b) the ASR-MAC and malicious nodes. These

compositions (i.e. the fellowship-extended and the ASR-MAC nodes) are independently

simulated against the malicious nodes with identical parameters for every simulation

scenario mentioned below. Since identical parameters were maintained, it is feasible to

compare the performance of the fellowship-extended and the ASR-MAC nodes against

the malicious nodes. Within the composition of the fellowship-extended and malicious

nodes, the performance of the fellowship-extended nodes is evaluated for the different
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values of τ , ρ and µ. The simulation result for each of those compositions is derived

from an average of 20 executions.

The performance metrics evaluated for all scenarios are mentioned below:

• Responsiveness is the time taken to detect, deem and inhibit a flooder from

impacting the network.

• Reactiveness is the time taken to detect and redeem a repenting or corrected

faulty node back into the networking.

The performance metrics such as the packet or byte overhead are not evaluated in

our simulations given that the fellowship nodes do not generate additional packets or

headers to exchange control messages. Furthermore, the performance metric (PDR)

evaluated in Chapter 4 could not be considered here due to the anonymous nature of the

MANET communications. However, it is feasible if a marker is explicitly added to the

packets to trace the anonymous communications during the simulations and we leave

it for future work. We considered reactiveness and responsiveness as the performance

metrics to measure the time taken for the anonymous network to become functional in

the presence of flooders. Recall that anonymous communications warrant broadcast of

packets and therefore, those metrics present an insight into the time taken to resume a

functional MANET. The simulation scenarios considered for the performance analysis

are:

Scenario I. In this scenario, we evaluated the performance of the fellowship-extended

and the ASR-MAC nodes against the malicious nodes that persistently flooded

the packets with a pause time of 10 s, a Vmax of 20 m/s, and a simulation area of

500 ∗ 500m2. The objective of this scenario is to discover the responsiveness and

reactiveness of both the fellowship-extended and the ASR-MAC nodes against

the persistent flooders. Given that a maximum of 20 packets can be transmitted

during an interval, the performance of the fellowship-extended nodes is then

analysed for the different values of the thresholds.

Scenario II. This scenario presents the performance evaluation of the fellowship-

extended and the ASR-MAC nodes against selectively flooding the malicious
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(a) Performance against Persistent Flooders (b) Performance against Selective Flooders

Figure 8.2: Performance of ASR-MAC and fellowship-extended nodes.

nodes with a pause time of 10 s, a Vmax of 20m/s, and a simulation area of

500∗500m2. The responsiveness and reactiveness of both the fellowship-extended

and the ASR-MAC nodes are discovered against the selective flooders. Here, the

thresholds for the fellowship-extended nodes are determined, based on their per-

formance against the persistent flooders.

8.5.2 Simulation Results

8.5.2.1 Scenario I

Figure 8.2(a) displays the performance comparisons between the fellowship-extended

and the ASR-MAC nodes against the persistent flooders. As shown in Figure 8.2(a),

the bandwidth of the ASR-MAC nodes is completely dominated by the flooded pack-

ets. When the rate of the flooded packets exceeds their bandwidth, they experience

congestion and therefore discard the subsequent packets. The primary reason for the

ASR-MAC nodes being vulnerable to flooders is that they fail to evaluate the rate of

the received packets and therefore fall short in identifying the upstream flooders.
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Note that the thresholds, τ , ρ, and µ are represented as t, r, and m in both Figures

8.2(a) and 8.2(b). The fellowship-extended nodes measure the rate of the received

packet via τ and take ρ intervals to determine whether the upstream previous-hop is a

flooder. During this interval, the upstream nodes are observed for their behaviour. Any

upstream node that is continuously flooding is identified as a persistent flooder; their

packets are dropped from then onwards until they end their flooding behaviour. Since µ

signifies the penalty time period for which a repenting flooder is forced to demonstrate

the change in behaviour, µ does not have any relevance in the case of a persistent

flooder. The simulation was carried out with different values of τ , ρ, and µ. Although

µ plays an insignificant role in the case of a persistent flooder, the values chosen for τ

and ρ determine the rate of the accepted packets and the total count of intervals taken

to determine the behaviour of the upstream nodes. The choice of values is left to the

implementer to exercise their decision-making such as, whether to deploy an optimistic

or a pessimistic design. In summary, it is evident that the fellowship-extended nodes

effectively identify and isolate persistent flooders and restrict their flooded packets from

being propagated beyond a hop.

8.5.2.2 Scenario II

As shown in Figure 8.2(b), the bandwidth usage of an ASR-MAC node varies in pro-

portion to the rate of the packets received from an immediate upstream or previous-hop

neighbour. Alternatively, a fellowship-extended node effectively detects and isolates its

upstream selective flooder using the thresholds τ and ρ. The role of µ can be visu-

alised in Figure 8.2(b) whenever the upstream selective flooder attempts to exhibit a

repenting behaviour. Recall that µ does not come into play until the deemed selective

flooder complies to τ for ρ intervals, which can be seen from 9 s to 12 s in this case.

The fellowship-extended node then forwards packets for the selective flooder from 13

s onwards. However, the violation of τ at 14 s causes the fellowship-extended node to

observe the selective flooder’s behaviour for ρ intervals. Nevertheless, if the selective

flooder demonstrates a repenting behaviour by complying to τ for ρ intervals after

being blacklisted at 16 s (i.e. from 17 s to 21 s), then µ remains deactivated. From
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the analysis, it is evident that selective flooders are significantly penalised before they

could even rejoin the network. However, they are forbidden from joining the network

as long as they exhibit a repenting behaviour. Based on our study, we recommend the

µ value to be at least twice the value of ρ.

8.6 Conclusion

In this chapter, we have successfully considered the ASR protocol among other avail-

able anonymous protocols for the MANET and have then analysed how an attacker

can effectively perform both flooding and packet dropping attacks. We then performed

our study and presented how it is feasible to mitigate the flooding attacks, but not the

packet drop attacks because of the implicit requirement of the anonymous network to

separate the ingoing and outgoing packets from a mix. We then adapted our fellow-

ship model to mitigate the flooding attacks in the MANET that supports anonymous

communications in which the flooders are efficiently identified and eliminated from

the network. Most importantly, the adapted model complements the requirements of

anonymous communications by not imposing a performance overhead and inherits the

feature of the fellowship to defend against flooding attack nearest to the source of

the attack. Furthermore, the adapted fellowship model does not incur any additional

overhead in terms of the additional packets to identify the benign and malicious be-

haviour of the neighbouring nodes. The adapted model also provides a mechanism that

enables the repenting nodes to rejoin the network and to isolate those rejoined nodes

in the case of flooding behaviour. The simulation results confirm these characteristics

and promises that the adapted fellowship model is efficient for counteracting flooding

attacks in the MANETs supporting anonymity.
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SL-SMRTI: Subjective Logic based SMRTI

9.1 Introduction

As we have discussed in Chapter 2, trust models that have been proposed for the

MANET vary in their properties and also from the way they make trust-enhanced de-

cisions for routing. Although they lack consensus on the definition of trust at a more

fundamental level, most, if not all, these models often fail to represent the aspect of ig-

norance while establishing trust relationships between the mobile nodes. Hence, a trust

relationship between two mobile nodes may not always reflect the actual relationship

and, consequently, the executed decision may not always be accurate.

For instance, the existing nodes in a network may not have a record of past evi-

dence to trust or distrust a newly-joining node. Assigning an arbitrary level of trust

for the new node poses several issues. Related trust models resolve this issue either by

245
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pessimistically assigning a low [294] or a neutral level of trust [401] or by optimistically

assigning a high level of trust [301] to the new node. The purpose of the pessimistic

approach is to compel the new node to exhibit a consistent benign behaviour from

the point of entry. However, in some of these models, it is not always clear how the

less-trusted new node is selected for communications when nodes with high trust values

exist. With the optimistic approach, the intent is to promptly identify whether the

new node exhibits malicious behaviour from the point of entry. Prompt identification

is feasible because the high level of trust assigned for a new node decreases rapidly

as the malicious behaviour increases. However, the optimistic approach fails to dis-

criminate a new node from the existing nodes, whose dynamically-changing selective

behaviour has warranted the same level of trust. All these result because the existing

nodes fail to explicitly represent their ignorance of a newly-joining node’s behaviour.

It also extends to nodes that have already established a trust relationship with one

another. For example, when a node moves away from a neighbour (owing to mobil-

ity), it is unclear whether the neighbour should be considered with the same level of

trust or distrust during the next interaction (when the neighbour returns). It may be

that the neighbour has retained its behaviour that might have been either benign or

malicious. Considering that had the neighbour been benign, there is an equal chance

for the neighbour to be compromised prior to the next interaction. Alternatively, if

the neighbour had been malicious, then it may be also repenting and expecting an

interaction to improve its relationship. These issues are often solved by either increas-

ing or decreasing the trust value of the nodes in proportion to the duration for which

they are out of communication. The main problem with this approach is that a node’s

ignorance about the behaviour of the other nodes is represented by either increasing

or decreasing its trust value for them, which actually should denote their benign or

malicious behaviour respectively. Hence, failing to explicitly represent the notion of

ignorance and thereby uncertainty has a fundamental impact on trust relationships.

In this chapter, we present how our novel Subjective Logic based SMRTI (SL-

SMRTI) enables mobile nodes to explicitly represent and manage ignorance as un-

certainty in their trust relationships with other nodes. Our approach not only enables
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the mobile nodes to distinguish the new nodes from the existing nodes, but also fa-

cilitates their resolution of the ignorance that results when they move away from the

other nodes. Although some sections of this chapter are similar to Chapter 4, they

are included for the sake completeness and to provide the background; however, those

sections can be conveniently skipped for the sake of readability.

The rest of this chapter is organised as follows. Initially, we will recapitulate the

SMRTI in the next section. We will then establish the context for the subjective logic

in §9.3. In §9.4, we will not only present the architecture of the SL-SMRTI but also its

tightly-coupled operation with the AOMDV that facilitates the AOMDV making trust-

enhanced decisions for the various event-specific contexts. In addition, we will discuss

how the SL-SMRTI enabled mobile nodes collect evidence and formulates such evidence

into opinions using subjective logic. Section 9.5 describes an adversary model against

which the performance of the AOMDV and the SL-SMRTI nodes are evaluated. The

section then concludes with remarks on how the SL-SMRTI effectively defends against

the threats posed by the adversary. The simulation setup and performance comparison

between the SL-SMRTI and the AOMDV nodes in the presence of the adversary model

will be demonstrated in §9.6. Finally, §9.7 explores the limitations of the SL-SMRTI

and then §9.8 concludes the chapter.

9.2 SMRTI – Overview

This section recaps the operation of the SMRTI from Chapter 4 for the sake of com-

pleteness. Alternatively, this section can be skipped for ease of readability. As we have

detailed in Chapter 4, the SMRTI-enabled mobile nodes formulate their opinions for

other nodes based on the evidence of trustworthiness collected from the benign and

malicious behaviours of those nodes. In the SMRTI, a direct opinion is formulated de-

pending on the evidence captured from the one-to-one interactions with the neighbours.

Similarly, an observed opinion is formulated depending on the evidence captured by

observing the interactions of the neighbours. For both direct and observed opinions,

the SMRTI relies on the IDS-based monitor mechanism so that the mobile nodes can
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capture evidence for the benign and misbehaviours of their neighbours. Lastly, the ev-

idence captured from the derived recommendations is formulated into a recommended

opinion. The direct opinion enables the mobile nodes to classify their neighbours as

either malicious or benign. Capturing evidence from the interactions of the neighbours

for an observed opinion enables the mobile nodes to identify the malicious neighbours

even before interacting with them. The recommended opinion enables the mobile nodes

to identify and establish trust relationships with other trustworthy nodes. As we have

demonstrated in §4.6.3, the SMRTI prevents a mobile node’s recommended opinion

from being corrupted by a recommender’s recommendation and this, in turn, enables

the node to better resolve the issues concerned with the recommender’s bias. Given

that the recommenders do not disseminate their opinions as recommendations in our

model, they are eventually prevented from exhibiting both honest-elicitation and free-

riding behaviours. The mobile nodes then build a trust relationship with the other

nodes using their opinions (direct, observed and recommended). The SMRTI assists

the mobile nodes to make effective decisions for various event-specific contexts depend-

ing on the policies defined for those contexts and the trust relationship established with

the nodes that are involved in those contexts.

9.3 Subjective Logic and MANET

9.3.1 Overview of Subjective Logic

Subjective logic [183–185, 187, 188] is a probabilistic logic for uncertainty that is ide-

ally suitable for analysing situations that are characterised by incomplete knowledge,

especially for trust and Bayesian networks [312]. Therefore, subjective logic makes it

possible to express uncertainty about the probability values themselves, meaning that

it is possible to reason with argument models in presence of uncertain or partially in-

complete evidence. Subjective logic mathematically formalises the fundamental aspect

of human psychology, where individuals can never determine with absolute certainty

whether a proposition about the universe is true or false. Furthermore, it includes the
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philosophical fact that the truth of a proposition is always expressed by an individual

and hence, it can never be considered as a general and objective belief. For these rea-

sons, we considered subjective logic instead of other models that represent uncertainty,

such as, Bayesian and fuzzy randomness models.

The arguments in subjective logic are subjective opinions about propositions and

these opinions can be of either binomial or multinomial. Note that a binomial opinion

applies to a single proposition and can be represented as a Beta distribution. Alterna-

tively, a multinomial opinion applies to a collection of properties and can be represented

as a Dirichlet distribution. Subjective logic provides an algebra, based on the corre-

spondence between the subjective opinions and the Beta or Dirichlet distributions.

Rooted in the sound mathematical foundation of the Dempster-Shafer belief theory

of evidence [350] and with the ability to explicitly represent and manage incomplete

knowledge or ignorance in evidential beliefs, subjective logic therefore emerges as an

attractive tool for us to handle trust relationships in inherently dynamic, open and

uncertain networks such as the MANET. Since we are concerned with single proposi-

tion such as the trustworthiness of a mobile node, from here onwards we confine such

discussions to binomial subjective opinions.

A binomial subjective opinion denotes the subjective belief, disbelief and ignorance

about the truth of a proposition. An opinion is denoted as ωAx or ω(A : x), where A

is the belief owner and x is the proportion to which the opinion applies. Although

the belief ownership can be normally omitted, it can be included whenever required

and the subject can have a semantic representation of the proportion. According to

the Dempster-Shafer belief theory of evidence, the proposition (x ) belongs to a frame

of discernment (Θ) that contains the possible states of a given system. Hence, the

attributes of an opinion are the subject, proposition and its frame.

9.3.1.1 Binomial Subjective Opinion

A binomial subjective opinion about the truth of x is an ordered quadruple, such that

ωx = (bx, dx, ux, ax). In the quadruple, bx is the belief that the proposition x is true,
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(a) Opinions with atomicity lower than 0.5

(b) Opinions with atomicity equal to 0.5

(c) Opinions with atomicity greater than 0.5

Figure 9.1: Visualisation of Subjective Opinions.
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and similarly dx is the disbelief that x is false. Consequently, uncertainty (ux) is the

proportion of belief that is neither committed to the truth nor falsehood of x, and the

base rate (ax) is a priori in the probability in the absence of evidence and the default

value is the relative atomicity, i.e. 0.5 for binary state spaces. In other words, the base

rate (ax) determines how optimistically the uncertainty is viewed as a belief when the

subjective opinion is used. All of bx, dx, ux, ax ∈ [0.0, 1.0] and satisfy (bx+dx+ux) = 1.

This linear constraint restricts the possible points to a two-dimensional triangular space

as shown in Figure 9.1. When the subjective opinion has (bx + dx) = 1, it then reflects

the traditional probabilities. Instances bx = 1 and dx = 1 are equivalent to binary logic

true and false, respectively. However, the opinion expresses degrees of ignorance when

0 < (bx + dx) < 1, and complete ignorance when (bx + dx) = 0. Finally, the probability

expectation value of an opinion is given as E(ωx) = (bx + uxax).

9.3.1.2 Visualisation of Opinions

Binomial subjective opinions can be visualised on an equilateral triangle as shown in

Figure 9.1. For instance, the opinions about three different propositions, x, y, and z,

can be visualised as three different points within the triangle and represented as triples

(bx, dx, ux), (by, dy, uy), and (bz, dz, uz) respectively. The vertices, b, d, and u, indicate

the belief, disbelief and uncertainty, respectively. Hence, in Figures 9.1(a), 9.1(b)

and 9.1(c), a strong positive opinion (ωy) is represented close towards the bottom

right belief vertex and a strong negative belief (ωz) towards the bottom left disbelief

vertex. The top middle region of the triangle is used to represent opinions (e.g. ωx)

that expresses a high degree of uncertainty.

As mentioned above, a base rate that is also known as the relative atomicity de-

termines how uncertainty is viewed as belief, and is shown as a red pointer at the

bottom along the base line or the probability axis that connects the belief and dis-

belief vertices. The base rate projector line connects the base rate to the uncertainty

vertex. When an opinion is used in a decision, the opinion projects its probability

expectation (E ) onto the probability axis, parallel to the base rate projector line. A

base rate of 0.0 causes uncertainty to be viewed as disbelief and a base rate of 1.0
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causes uncertainty to be viewed as belief. However, a base rate of 0.5 causes uncer-

tainty to be viewed as half as positively as the actual belief. As shown in Figure 9.1(c),

the opinion ωx = (0.5, 0.5, 0.5) unravels as half-believed and half-uncertain, and its

expectation is E(ωx) = (bx + uxax) = [0.5 + (0.5) · (0.5)] = 0.75. However, an entirely

uncertain opinion ωv = (0.0, 0.0, 1.0, av) will yield an expectation that equals the base

rate, E(ωv) = (bv + uvav) = [0.0 + (1.0)av] = av. Hence, the base rate becomes the

default opinion for unknown mobile nodes and therefore, as seen in Figure 9.1(c), we

choose 0.5 as the default value for the binary state spaces. Figures 9.1(a) and 9.1(b)

present the conditions where the base rate is either greater or lower than 0.5.

Alternative visualisations of the three opinion points (x, y, and z ) displayed in the

triangle can be seen as the three bars immediately under the triangle in Figure 9.1.

These bars are coloured to quickly present the nature of an opinion with the marker

above or within each of the bar displaying the element of the two-dimensional fuzzy set

to which the opinion corresponds. The expectation bar is the first bar that indicates the

expectation of the opinion (ωx). The dark blue region on the bar represents the amount

of expectation that is accounted to the belief, while the light blue region represents

the amount of expectation accounted to uncertainty. In the case of the Bayesian

bar (which is the second bar), the black line indicates the overall expectation of the

opinion (ωy) and the green region on the bar represents the amount of belief in the

truth of proposition y. The red region represents the amount of disbelief in the truth

of proposition y. The yellow region between the above-mentioned regions represents

the amount of uncertainty regarding the truth of proposition y. The third and last bar

is a Fuzzy bar that indicates the expectation of opinion (ωz).

As shown in [185], the probability density over binary event spaces can be expressed

as the beta Probability Density Function (beta PDF), and denoted as beta(α, β). There-

fore, the ‘bijective mapping’ between the opinion and the beta(α, β) parameters can

be seen in [185]. Since belief functions are interpreted by beta(α, β) in classical statis-

tical terms, the beta distributions are visualised on a plot to the right of triangle in

Figure 9.1.
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9.3.2 Subjective Logic tailored for MANET

Although subjective logic provides a framework for expressing opinions about any log-

ical statement, the only logical statement that interests us is the trustworthiness of

the mobile nodes. Hence, we omit the subscript x (the proposition) from the opinion

tuple and its parameters. Given that we are only interested in the binomial subjective

opinions and the base rate is kept constant at 0.5, an opinion would then be expressed

as ω = (b, d, u). However, the decentralised design of the SMRTI enables mobile nodes

to express their subjective opinion about every other mobile node based on the mode m

(direct, observed, recommended and global1) through which the opinion is formalised,

triggers us to denote an opinion as follows. A subjective opinion is written as AωmB ,

where A points to the trustor, i.e. the subject belief owner, while B points to the trustee

based on the mode m through which the opinion or trust relationship is established.

Here we present the revised representation of a subjective opinion in the context

of the MANET, given as AωmB in (9.1), wherein the belief (AbmB ) gives the probability

of node A’s trust in node B, depending on B’s benign behaviour captured through

the mode m. Similarly, the disbelief (AdmB ) presents the probability of A’s distrust on

B depending on B’s malicious behaviour captured through the mode m. Finally, the

uncertainty (AumB ) represents the probability of A’s ignorance in B within the mode m.

Belief, disbelief and uncertainty satisfy the conditions in (9.1) and this linear constraint

confines the points to a two-dimensional triangular space, as shown in Figure 9.1.

AωmB =
(AbmB , AdmB , AumB )(AbmB + AdmB + AumB

)
= 1(AbmB , AdmB , AumB ) ∈ [0, 1]

(9.1)

1It is the subjective opinion taken as a whole by combining the different types of opinions such as

direct, observed and recommended opinions.
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9.3.2.1 Subjective Logic Operators for MANET

A number of operators have been defined for subjective logic [185]; some represent

generalisations of binary logic and probability calculus operators, while others are

unique to the belief theory, because they depend on belief ownership. In this chapter,

we are only interested in, (a) mapping evidence to opinion (for direct and observed

modes), (b) deriving opinions based on recommendations and, (c) combining direct,

observed, and recommended opinions into a global opinion (or global opinions into a

single opinion to make event-based decisions). Hence, we inherit those operators that

are relevant to our objective and accordingly tailor them to meet the requirements of

the MANET, if required. For the instances where there is no existing operator, we

define a new operator to meet the requirement.

9.3.2.2 Evidence-to-opinion Mapping Operator

As we seen earlier, the probability density over the binary event spaces can be expressed

as beta PDFs denoted by beta(α, β). If p and n express the total number of positive and

negative past evidence, respectively, at a base rate a, then α and β can be determined

as in (9.2).

α = (p+ 2a)

β = [n+ 2(1− a)] (9.2)

Since we maintain the base rate (a) at 0.5, α and β become (p+1) and (n+1),

respectively. As shown in [185], the opinion and the beta PDF parameters can analyt-

ically undergo the bijective mapping that is given in (9.3).



9.3 Subjective Logic and MANET 255

b =
p

(p+ n+ 2)

d =
n

(p+ n+ 2)

u =
2

(p+ n+ 2)
; u 6= 0

(9.3)

Hence, a totally ignorant opinion ω = (0.0, 0.0, 1.0) with u = 1 is equivalent to the

uniform beta PDF (1, 1). Alternatively, a dogmatic opinion with u = 0 is equivalent

to the spike PDF with infinitesimal width and infinite height expressed by beta(bη, dη),

where η →∞. Dogmatic opinions can thus be interpreted as being based on an infinite

amount of evidence. However, such a situation is hard to achieve in the MANET for

the reasons explained later. In summary, (9.3) allows a mobile node A to express its

opinion AωfB or establish a trust relationship with another mobile node B depending on

the mode f (direct or observed modes for the reasons detailed below) through which it

had collected positive and (or) negative evidence for the latter.

Although A can assign B’s initial opinion, AωfB = (0.0, 0.0, 1.0) as uncertainty, it

would be able to follow (9.3) to build its opinion for B by monitoring the latter’s

behaviour. Nevertheless, (9.4) would not be able to assist A in representing the notion

of ignorance that slips in its opinion for B when it is separated from B owing to

mobility. For this purpose, we introduce a variable k such that the parameters (b, d,

u) of AωfB still satisfies (9.2) and the new evidence-to-opinion mapping can also take

into account the intermittent cycles for which there is lack of positive and negative

evidence. In (9.4), k represents the count of the interval for which A and B are out of

communication with each other. The interval is based on the average time taken for

a communication flow by the node that maps the evidence-to-opinion, (i.e. A in this

case). Furthermore, A applies (9.5) only to formulate direct and observed opinions

because it collects positive and negative evidence only through the direct and observed

modes respectively. In the case of a recommended opinion, A would derive the opinion

from the inferred recommendations that are explained in detail in §9.3.2.4.
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AbfB =
p

(p+ n+ k)

AdfB =
n

(p+ n+ k)

AufB =
k

(p+ n+ k)
; u 6= 0

(9.4)

In summary, the evidence-to-opinion mapping operator (∇) holds true only for

direct and observed opinions and also expresses the notion of ignorance that slips in

when the nodes are separated by mobility. We will describe the process of capturing

and evaluating the evidence prior to mapping it into an opinion later in §9.4.6.

9.3.2.3 Consensus Operator

It is natural for a mobile node to combine different types of opinion (direct, observed

and recommended) into a single opinion known as a global opinion, so that it can make

an objective judgment about another node’s trustworthiness. Otherwise, a mobile node

may be required to combine global opinions that are held for other mobile nodes (which

are involved in an event), thus it can make an objective judgment about the context

of that event. For this purpose, we inherit the consensus operator of subjective logic

that is used to combine different types of opinion into a single opinion.

As given in [185], the consensus operator combines opinions (ωPx and ωQx ) that

belong to different subjects (P and Q) respectively, provided those opinions refer to the

same proposition (x ) but are based on a different set of evidence. Let ωPx = (bPx , d
P
x , u

P
x )

and ωQx = (bQx , d
Q
x , u

Q
x ) be the trust in x by P and Q respectively. The opinion ωP♦Qx =

(bP♦Qx , dP♦Qx , uP♦Qx ) is the consensus between ωPx and ωQx , which resembles the trust that

an imaginary agent |P ,Q| would have in x, as if that agent represented both P and Q.

The symbol ⊕ is used to denote this operator, and hence we get ωP♦Qx = ωPx ⊕ ωQx .

Case I:
(
uPx + uQx − uPx uQx

)
6= 0
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bP♦Qx =

(
bPx u

Q
x + bQx u

P
x

)
(uPx + uQx − uPx uQx )

dP♦Qx =

(
dPx u

Q
x + dQx u

P
x

)
(uPx + uQx − uPx uQx )

uP♦Qx =

(
uPx u

Q
x

)
(uPx + uQx − uPx uQx )

(9.5)

Case II:
(
uPx + uQx − uPx uQx

)
= 0

bP♦Qx =

(
γP/Q · bPx + bQx

)
(γP/Q + 1)

dP♦Qx =

(
γP/Q · dPx + dQx

)
(γP/Q + 1)

uP♦Qx = 0; where, γP/Q = lim
uQx
uPx

(9.6)

To understand the meaning of the relative weight γ, we can consider some process

with possible outcomes {x, x̄}, such that the process produces γ times x as x̄. For

example, let the process be throwing a fair dice in which some mechanism makes sure

that P only observes the outcome of three and Q only observes the outcome of one,

two, four, five, and six. Therefore, P will think that the dice only produces three and

Q will think that the dice never produces three. P and Q will have the conflicting

dogmatic opinions, ωPthree =
(
1.0, 0.0, 0.0, 1

6

)
and ωQthree =

(
0.0, 1.0, 0.0, 1

6

)
respectively,

after infinite observations. Assuming that Q had noticed five times more events than

P ; Q remains five times more dogmatic than P as uPthree, u
Q
three → 0, meaning that the

relative weight γ between P and Q is 1
5
. According to (9.6), the combined opinion

would then be ωP♦Qthree =
(

1
6
, 5

6
, 0, 1

6

)
as expected.

Recollect that the SMRTI-enabled mobile nodes neither propagate their opinions

nor collect the opinions of other mobile nodes. For that reason, we tailor consensus

operator (⊕) to assist a mobile node to combine its three types of opinion (direct, ob-

served and recommended) that are held for another mobile node, where those opinions

refer to the same proposition and are based on a distinct set of evidence. The combined

opinion is referred as a global opinion. Since ⊕ effectively reduces uncertainty, it thus
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enables a mobile node A to increase its confidence on the expectation value, i.e. about

the trustworthiness of another mobile node B.

Let us assume that A’s direct opinion for B is based on the latter’s response to

its requests and is denoted as AωdirB =
(AbdirB , AddirB , AudirB

)
. Similarly, its observed

opinion for B is based on B’s response to the requests received from its neighbours

and is denoted as AωobsB =
(AbobsB , AdobsB , AuobsB

)
. The combined opinion, Aωdir♦obsB =(Abdir♦obsB , Addir♦obsB , Audir♦obsB

)
is referred as the consensus between AωdirB and AωobsB ,

and denoted as AωdirB ⊕ AωobsB .

Equations (9.7) and (9.8) express Abdir♦obsB , Addir♦obsB , and Audir♦obsB . They are based

on whether
(AudirB + AuobsB − AudirB · AuobsB

)
equals to zero or not. In (9.8), the weighted

average of the probabilities is produced when subjective opinions, AωdirB and AωobsB are

probability values AudirB , AuobsB → 0.

Finally, A formulates its global opinion AωgloB for B by combining Aωdir♦obsB with the

recommended opinion AωrecB held for B using ⊕. This operation is summarised in (9.9)

and the process of formulating the opinion from the inferred recommendations will be

explained in detail in §9.3.2.4.

Case I:
[
AudirB + AuobsB −

(AudirB · AuobsB ) ] 6= 0

Abdir♦obsB =

[ (AbdirB · AuobsB )+
(AbobsB · AudirB ) ][

AudirB + AuobsB −
(
AudirB · AuobsB

) ]
Addir♦obsB =

[ (AddirB · AuobsB )+
(AdobsB · AudirB ) ][

AudirB + AuobsB −
(
AudirB · AuobsB

) ]
Audir♦obsB =

(AudirB · AuobsB )[
AudirB + AuobsB −

(
AudirB · AuobsB

) ]
(9.7)

Case I:
[
AudirB + AuobsB −

(AudirB · AuobsB ) ] = 0
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Abdir♦obsB =

(
γdir/obs · AbdirB + AbobsB

)
(γdir/obs + 1)

Addir♦obsB =

(
γdir/obs · AddirB + AdobsB

)
(γdir/obs + 1)

Audir♦obsB = 0; γdir/obs = lim
AuobsB
AudirB

(9.8)

AωgloB =
[ (AωdirB ⊕ AωobsB

)
⊕ AωrecB

]
(9.9)

9.3.2.4 Discounting Operator

Given that mobile nodes are not only deficit in evidence in the dynamically changing

environment but also required to, at least partially, converge their opinions with other

like-minded mobile nodes to make better decisions and harvest the available network

services. For these reasons, the related models [3, 39, 64, 66, 68–71, 82, 83, 107, 112, 116,

125, 134, 137, 140, 169, 178, 190, 204, 214, 220–222, 233–235, 239, 241, 242, 252, 261,

270–273, 292, 294, 301–305, 308–311, 327, 335, 347, 372, 373, 379, 380, 401, 404, 424,

425, 461, 468] have designed the mobile nodes to exchange opinions with other model

nodes in the form of recommendations. It is important to note that such an exchange of

opinions can be valid only when the recommendations are transitive, and can be applied

in environments where the context invariance can be assumed. Such transitivity holds

true for the MANET, because the proposition (i.e. the trustworthiness of the mobile

nodes) is evaluated within the context of the packet forwarding at the routing layer,

which attributes a closed environment. Therefore, we inherit the discounting operator

of the subjective logic that derives a single opinion from two other opinions, where

the first opinion is held by a mobile node for a recommender and the second opinion

is the recommendation communicated by the recommender towards a recommended

node. Note that we would be using the terms, (a) recommended opinion, (b) derived

opinion and, (c) indirect opinion interchangeably, and that they all refer the same in

our model.

As shown in [185], the discounting operator derives a single opinion from two other
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opinions (ωRS and ωSx ) that belong to different subjects (R and S), respectively, and re-

fer to different propositions unlike the consensus operator (⊕). Let ωRS =
(
bRS , d

R
S , u

R
S
)

be R’s referral opinion about S, where the proposition translates into S is knowledge-

able and will tell the requested truth. Alternatively, let ωSx =
(
bSx , d

S
x , u

S
x

)
be the S’s

functional opinion about the proposition x. Now, R can form an indirect functional

opinion about the proposition x by discounting S’s functional opinion about the propo-

sition x with its referral opinion about S. The difficulty involves defining the effect of

R disbelieving that S will tell the truth. This is interpreted as if R believes that S

is uncertain about the trust value of x regardless of S’s actual recommendation. The

derived opinion is denoted by ωR:S
x =

(
bR:S
x , dR:S

x , uR:S
x

)
and the operation is written as

ωR:S
x = ωRS ⊗ ωSx using ⊗.

bR:S
x =

(
bRS · bSx

)
dR:S
x =

(
bRS · dSx

)
uR:S
x =

[
dRS + uRS +

(
bRS · uSx

) ] (9.10)

Recall from Chapter 4 that the SMRTI-enabled mobile nodes never disseminate

their opinions as recommendations to defend against the recommendation-related is-

sues. Rather, the SMRTI-enabled mobile nodes derive an indirect or recommended

opinion for a recommended node based on the recommendation inferred from a recom-

mender’s trust relationship with the recommended node, and their trust relationship

with the recommender. In other words, the SL-SMRTI enabled mobile nodes derive

a recommended opinion for a recommended node by performing the following, where

they deduce, (a) the recommender’s functional opinion about the recommended node

based on the global opinion inferred from the recommender’s trust relationship with the

recommended node and, (b) the referral opinion for the recommender from the global

opinion held for the recommender. Hence, the proposition attribute for both of these

global opinions resolves into the trustworthiness held by one mobile node for another,

except that the trustor and trustee roles are determined by the positions taken by
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the mobile nodes along the transitive path. We defer further explanation on the ap-

proach adopted by the SMRTI for inferring recommendation until §9.4.6 for the sake

of continuity. Since ⊗ increases uncertainty along the transitive path, it also effectively

complements the uncertainty involved in the approach adopted by the SL-SMRTI for

deriving recommended opinions from inferred recommendations.

Assume that A’s global opinion for B is given by AωgloB =
(
AbgloB ,

AdgloB ,
AugloB

)
and

the inferred B’s global opinion for C is given by Bωi−gloC =
(
Bbi−gloC , Bdi−gloC , Bui−gloC

)
.

Here, A derives its recommended opinion for C by following its global opinion for B

and inferred B’s global opinion for C. Consequently, A’s recommended opinion for

C is given by AωB−recC =
(AbB−recC , AdB−recC , AuB−recC

)
, and the operation is denoted as

AωB−recC = AωgloB ⊗B ω
i−glo
C .

AbB−recC =
(
AbgloB ·

Bbi−gloC

)
AdB−recC =

(
AbgloB ·

Bdi−gloC

)
AuB−recC =

[
AdgloB + AugloB +

(
AbgloB ·

Bui−gloC

) ] (9.11)

Equation (9.11) presents the case where A only infers B’s recommendation for its

recommended opinion AωB−recC towards C. Therefore, it is apparent that A would also

infer furthermore more recommendations for C from mobile nodes other than B, which

is not expressed in (9.11). In such a scenario, A would ‘consensus’ the recommended

opinion that has been formulated from the latest inferred recommendation with the

overall recommended opinion AωrecC held for C. Here, the overall recommended opinion

AωrecC expresses the consensus of all past recommended opinions derived for C, which is

initialised to uncertainty at the time of the deployment, i.e. Aω
rec(t0)
C = (0.0, 0.0, 1.0).

Unless required, Aω
rec(ti)
C is denoted as AωrecC for simplicity.

If we assume the recommended opinion AωB−recC that was derived in (9.11) to be

the foremost recommended opinion that has been derived for C since the deployment,

then the previously-mentioned consensus operation would appear as follows,
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Figure 9.2: Formulation of Overall Recommended Opinion.

Aω
rec(tj)
C =

(
Aω

rec(t0)
C ⊕A ωB−recC

)
; tj > t0 (9.12)

In summary, wheneverA derives a recommend opinion for C by following (9.11), it is

subsequently expected to execute (9.12). However, it never happens for the following

reason. In comparison with the evidence-to-opinion mapping operator (∇) which is

given in (9.4) and used to obtain direct and observed opinions, it can be noticed that

the discounting operator (⊗) fails to account for the ignorance introduced during the

absence of recommendations. For this purpose, we propose a new operator known as

the fading operator (�), which is explained in detail below and expressed in (9.13).

Therefore, for every inferred recommendation, A would execute the operations that

are given by the following sequence of equations, (9.11), (9.13), and (9.12).
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9.3.2.4.1 Fading Operator Similar to direct and observed opinions, mobile nodes

must be capable of expressing their ignorance during a deficit of recommendations. It

is necessary for mobile nodes to represent their trust relationship more precisely with

other mobile nodes. The fading operator (�) enables the mobile nodes to express

ignorance in their overall recommended opinion for other nodes whenever there is a

deficit of recommendation. It accomplishes this objective by exponentially increasing

the uncertainty (AurecC ), and at the same time exponentially decreasing both the belief

(AbrecC ) and disbelief (AdrecC ) components of the overall recommended opinion (AωrecC ) in

proportion to the duration for which there has been a deficit of recommendations. The

operation still satisfies the conditions in (9.1) and can be confirmed in (9.13). This

remains in-line with the reasoning that not only does belief reduce in the absence of

positive recommendations, but also the disbelief when only positive recommendations

are inferred.

Let us consider the previous scenario, where A’s overall recommended opinion for

C at time tv is given by, Aω
rec(tv)
C = (Ab

rec(tv)
C , Ad

rec(tv)
C , Au

rec(tv)
C ). Let l represent the

count of intervals for which recommendation is unavailable to update Aω
rec(tv)
C , where an

interval is equal to the average duration taken for a communication flow. Note that the

interval is defined from the perspective of A. Equation (9.13) denotes the operation of

applying � to Aω
rec(tv)
C at time tw to arrive at the revised overall recommended opinion

Aω
rec(tw)
C , and (9.14) presents the details of (9.13).

Aω
rec(tw)
C = �

(
Aω

rec(tv)
C

)
; tw > tv (9.13)

Ab
rec(tw)
C =

[
Ab

rec(tv)
C ·

(
1− e−l

)]
Ad

rec(tw)
C =

[
Ad

rec(tv)
C ·

(
1− e−l

)]
Au

rec(tw)
C =

Aurec(tv)
C +

∣∣∣∣∣∣
(A
b
rec(tw)
C + Ad

rec(tw)
C

)
−(A

b
rec(tv)
C + Ad

rec(tv)
C

)
·
(
1− e−l

)
∣∣∣∣∣∣
 (9.14)

All the above details are summarised in Figure 9.2, where A is shown to derive
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its recommended opinion for C, AωB−recC based on B’s recommendation by using ⊗ as

given in (9.11). Figure 9.2 then presents the operation, where A revises its overall

recommended opinion for C, AωrecC using � as given by (9.13). Finally, A is shown

integrating the recommended opinion that was derived from B’s recommendation with

its revised overall recommended opinion for C using ⊕ as given by (9.12).

9.3.2.5 Comparison Operator

One of the main objectives of a trust model is to make decisions for a system using

the defined policies and held opinions or established trust relationships. The related

models [38, 64–71, 125, 220, 301–305, 308, 309, 311, 347, 373, 401] evaluate trust

relationships by evaluating the opinions against a pre-defined threshold. We follow this

conventional approach and, for this reason, we propose another new operator known as

the comparison operator (>) to our adapted subjective logic. Therefore, > aids mobile

nodes to evaluate their trust relationship with other nodes or context-oriented events as

trustworthy, uncertain or untrustworthy using the global opinion held for those nodes

or the global opinions consented for those context-oriented events respectively.

Assume that A’s global opinion for B is denoted by AωgloB = (AbgloB ,
AdgloB ,

AugloB ).

On applying > to AωgloB , node A elucidates its trust relationship with B as trustworthy,

uncertain or untrustworthy. Thus we get AωgloB > Threshold and the threshold values

are:

[A trusts B]⇔[(AbgloB > Threshold
)
∧
(AdgloB < Threshold

)
∧ (0.5 < Threshold)

]
[A distrusts B]⇔[(AdgloB > Threshold

)
∧
(AugloB < Threshold

)
∧ (0.5 < Threshold)

]
[A uncertain of B]⇔

[
for remaining values of AbgloB ,

AdgloB , and
AugloB

]
(9.15)



9.4 Architecture of SL-SMRTI 265

9.4 Architecture of SL-SMRTI

We begin this section with the formalisation of our SL-SMRTI. We then briefly in-

troduce the working of the AODV and the AOMDV to introduce the context for the

operation of the SL-SMRTI with the AOMDV. We then detail how the AOMDV is

adapted and tightly coupled with the SL-SMRTI for enhancing the routing decisions,

and also on how the SL-SMRTI assists the AOMDV in making those trust-enhanced

routing decisions. Finally, we describe the process of capturing evidence for differ-

ent types of opinion (direct, observed and recommended), which are evaluated by the

SL-SMRTI to make the trust-enhanced decisions.

9.4.1 Formal Representation of SL-SMRTI

Recollect from Chapter 4 that the SMRTI is a decentralised independent component

in every mobile node, where it operates along with an inbuilt IDS monitor mechanism

to collect the evidence of trustworthiness (direct, observed and recommended) that

is captured from the behaviour of other nodes. It then enables the mobile node to

formulate an opinion (direct, observed and recommended) for those nodes for which the

evidence was captured. Finally, the SMRTI assists the mobile node to make subjective

routing decisions to enhance the security of the communication. On the other hand,

recall from §9.3 that subjective logic provides a strong mathematical foundation for

the SMRTI to represent the notion of ignorance in the established trust relationships.

Therefore, the resulting SL-SMRTI at any mobile node I is represented using the

following structure, SL − SMRTII = {nI ,RI}. If n is the set of all nodes in the

network, then nI is the set of all nodes that exist in the network excluding I such that

nI = n−{I}. Finally, RI represents the set of trust relationships that are held between

I and the list of nodes in nI . The following expression presents the trust relationship

RIJ between the nodes I and J , which is given as a tuple with eight attributes:

RIJ = {T,Ω,E,P,N, σ, τ, δ}

In the above expression, the node I’s trust T for node J is given by its global
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opinion IωgloJ for J . Recall that IωgloJ is derived from (9.9), and Ω contains the sub-

opinions (direct, observed and recommended) held for J based on the evidence collected

through the corresponding modes (direct, observed and recommended). Parameter E

denotes the set of events (route request, route reply, route error and data flow) from

which the evidence for benign and malicious behaviours is captured. The sets P and

N contain the respective positive (p) and negative (n) evidence for both direct (IωdirJ )

and the observed (IωobsJ ) opinions. The timestamp set (σ) indicates the period when

the opinions (direct, observed and recommended) were initialised or last revised; hence,

σ has a bijective mapping with Ω. The average duration taken for a communication

flow by I is given by τ . Recall that τ is used to calculate the number of intervals

for which there has been no update for each type of opinion (direct, observed and

recommended). Finally, δ refers to 〈δn, δt〉, where δn denotes the name of cluster, and

δt represents the type of relationship in cluster-based MANET, i.e. whether it is an

intra-cluster or inter-cluster relationship. In the MANETs where a cluster structure is

not adopted, each node is treated as an individual cluster for simplicity.

9.4.2 System Operation

9.4.2.1 AODV

The AODV incorporates the notion of a destination sequence numbers as in the DSDV,

and an on-demand route discovery as in the DSR, but relies on the hop-based routing

for discovering routes between the source and destination mobile nodes. Whenever

a source mobile node fails to find a valid route to the destination mobile node, it

calls upon the AODV to initiate a route discovery. For simplicity, the source mobile

node that initiates the route discovery is interchangeably referred to as the originator

and the destination mobile node as the target. The controlled route request (RREQ)

flooding is the first step in the route discovery process, in which the address and

the sequence number of the originator together with the RREQ ID are used by the

intermediate nodes to detect and discard duplicates. On identifying non-duplicates, the

intermediate nodes establish a reverse route to the originator using the previous-hop
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(from which it had received the RREQ) as the next-hop to the originator along the

reverse route. In addition, if any intermediate node has a route to the target, then the

intermediate node generates a gratuitous route reply (RREP) on behalf of the target

and unicasts it to the originator along the reverse route. In the situation where the

intermediate nodes lack a route to the target, the hop-count field of the non-duplicate

RREQ is incremented by them before re-broadcasting the RREQ.

Once the target receives the RREQ, it crafts and unicasts an RREP to the originator

along the reverse route. Note that the previous-hop (from which the target had received

the RREQ) would be the next-hop towards the originator along the reverse route.

Since the RREP propagates towards the originator, all intermediate nodes establish

the forward route to the target (i.e. to the source of RREP) by using the previous-hop

(from which each of them had received the RREP) as the next-hop towards the target

along the forward route. On receiving the RREP, the originator executes the same

steps to establish the forward route to the target.

The AODV employs a soft state timer called the route expiration timeout to purge

the expired routes. Alternatively, if a mobile node detects a link failure, it purges

the routes leading to the various destinations through the invalid link, and performs

the route maintenance operation using the route error (RERR) packet. The RERR

contains the list of unreachable destinations and their corresponding sequence numbers

propagated along the upstream routes via the previous-hop neighbours. On receiving

the RERR, the upstream nodes invalidate the routes that correspond to the unreachable

destinations and update the sequence number of those destinations for which they have

outdated values.

The AODV has some significant advantages over the DSR by supporting multicast

through the construction of the trees and the reduction of the network bandwidth

overhead. In addition, it is scalable owing to the usage of the hop count; however it

suffers in the presence of asymmetric links and fails to use multi-paths. Several exten-

sions and optimisations have been proposed to fix those limitations and to enhance the

AODV, including the discovery of a bidirectional path in the presence of unidirectional

links [43], detecting multi-paths over bidirectional links [244], containing the scope of
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flooding [85] and reducing the redundant broadcasts [275]. In the following section,

we will be presenting one such extension of the AODV, known as the AOMDV [244],

that is capable of computing multiple loop-free paths per route discovery. We focus on

only the AOMDV, because the other extensions and optimisations are orthogonal to

our objective.

9.4.2.2 AOMDV

The AOMDV adds value to the AODV by allowing the mobile nodes to switch over to

alternate routes during the failure of the primary route and hence, enables those mobile

nodes to avoid a new route discovery. The AOMDV discovers the link disjoint paths so

that a route discovery can be initiated only if all paths independently fail each other.

Note that the link disjoint paths are different from the node disjoint paths that are

used for load balancing, while the former is adopted for reducing the routing overheads

in multi-path routing. Therefore, the link disjoint paths may contain common nodes

among the discovered multiple routes.

The AOMDV incorporates several changes to the AODV to deliver multiple routes;

one among those changes is to enable the intermediate nodes to examine the duplicate

RREQs that are supposed to be discarded in accordance with the specification of the

AODV. They examine the duplicate RREQs to determine whether those duplicates

are received via the disjoint paths. For this reason, the AOMDV adds the address of

the first-hop taken by the RREQ as an additional field to the RREQ. This is because

all trajectories of the RREQs between any pair of nodes with unique first-hops are

guaranteed to be disjoint [244]. The intermediate nodes establish reverse paths for

those RREQs that have a unique first-hop field. Note that the reverse routes established

at the intermediate nodes are node disjoint paths and are not yet link disjoint paths.

Consequently, the intermediate nodes propagate only the first copy of the RREQ as in

the AODV, thereby eliminating the additional overhead.

For example, in Figure 9.3, although node G receives two duplicate RREQs from

the originator S along the routes, S 7→ B 7→ E 7→ G and S 7→ B 7→ F 7→ G, it only
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propagates the first seen RREQ (i.e. from E). This is because the duplicates contain

the same first-hop field. Alternatively, node I propagates duplicate RREQs that were

received from S via the routes, S 7→ A 7→ C 7→ H 7→ I and S 7→ B 7→ E 7→ G 7→ I

because of the unique first-hop field. It then establishes the reverse routes to S via the

previous-hops H and G, through which the duplicate RREQs were received.

The target introduces link disjoint paths by forwarding a copy of the RREP to each

of its unique neighbours (from which the RREQ was received) regardless of the count

of the received duplicate RREQs. This confirms that the first-hop field of the RREQ is

irrelevant from the perspective of the target. On the other hand, the dispatched RREPs

follow the node disjoint reverse routes (that were established at the intermediate nodes

on the receipt of RREQs) after leaving the target’s neighbours. Even though the

design explained thus far assures a loop-free AOMDV, the optional feature to allow

the intermediate nodes to respond with a gratuitous RREP would destroy such a

loop-free assurance in the AOMDV. This is because the intermediate nodes may have

multiple routes to respond to the RREQs. For this reason, the AOMDV replaces the,

(a) next-hop field of the AODV with a route list that contains multiple routes, where

each of those routes is given by the next-hop and hop-count and, (b) hop-count field

of the AODV with an advertised hop-count field that can hold the maximum of the

hop-counts from the route list. Finally, the AOMDV calls for the route maintenance

(RERR) only when all the routes to a destination become invalid.

Figure 9.3 displays the scenario where node D dispatches the RREPs via its unique

neighbours K and L. The RREPs next follow the reverse routes (D 7→ K 7→ J 7→

I 7→ H 7→ C 7→ A 7→ S, and D 7→ L 7→ J 7→ I 7→ G 7→ E 7→ B 7→ S) that were

recorded earlier during the propagation of the RREQs. In the following, we first detail

the interface between the SL-SMRTI and the AOMDV, and then the approach adopted

to enhance the routing decisions.

9.4.2.3 AOMDV and SL-SMRTI

The SL-SMRTI assists the AOMDV protocol in making decisions in the following cases,

(a) whether to record or discard a route that is given by a backward-link (previous-hop)
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towards the originator, (b) whether to accept or reject a route that is given by a forward-

link (next-hop) towards the target, (c) which route to choose from available routes for

a communication, (d) whether to forward packets on the behalf of an originator and,

(e) whether to participate as an intermediate node for the packets flowing towards the

target. The decision for each of the above cases rests on the result of their corresponding

trust evaluation. In turn, the trust evaluation relies on the opinions (direct, observed

and recommended) held for one or more nodes that are involved in the evaluated case.

Let us consider the scenario shown in Figure 9.3, where S is the originator and D

is the target for the communication flow. Nodes A, B, C, E , G, H, I, J , K, and L

are the intermediary nodes that form the multiple routes between S and D. Whenever

S wishes to send data packets to D, it initially checks for a route or a forward-link

(next-hop) to D. The instance of the SL-SMRTI at S evaluates the trustworthiness of

the route, provided S’s AOMDV finds a route to D from the routing cache. The SL-

SMRTI performs such evaluation prior to the deployment of every route, regardless that

the trustworthiness of all routes was evaluated before allowing the AOMDV to record

those routes. The reasoning is because the trust is not monotonic; and henceforth

the trustworthiness of a route may change anytime between its point of entry and

deployment. Given that there is more than one route to D and most of them are

trustworthy, the route with the highest trust value is chosen for the communication

flow. If two routes exist with the same trust value, then the route with smallest hop-

count is selected. For instances where the hop-counts are the same, one of the routes

is arbitrarily chosen for the communication. If the trust evaluation asserts that all the

available routes attribute to an uncertain value, then the route or forward-link (next-

hop) with the least uncertainty is chosen for the communication with D. Note that

such a scenario would arise during the initial stages of the network deployment, because

nodes are neither trusted nor distrusted. Alternatively, if only untrustworthy routes

exist or there is no route available to D, then S would initiate a new route discovery

to D. Prior to the initiation, S would also purge all the untrustworthy routes from its

route cache.

In our trust model, the intermediary nodes are designed to perform the following
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trust evaluations. Let us consider the operation at node I in Figure 9.3. The node

evaluates the trustworthiness of the previous-hop neighbours before setting them as the

backward-link along the reverse routes to S. This is in accordance with the expectation

that the route is likely to be free from modification, only if the previous-hop neighbour

is trustworthy. Also, I evaluates the trustworthiness of the next-hop neighbours before

setting them as the forward-link to D. This is in accordance with the expectation that

the route will probably be free from modification and the corresponding data packets

will likely reach D, only if the next-hop neighbour is trustworthy. Finally, I evaluates

the trustworthiness of a packet by evaluating the trustworthiness of S (the originator)

and D (the target). The reasoning is that the intermediate nodes forward packets only

for the sake of the source and destination mobile nodes. The trust evaluations of a

route (forward-link or backward-link) and packet are described in the following §9.4.3.

The intermediate node I exercises an exception when the above set of evaluations

has to be adopted for the route request event, for which the next-hop neighbour is

unknown because of the broadcast nature. Node I only evaluates the trustworthiness

of the previous-hop and packet (i.e. source and destination) and excludes the unknown

next-hop neighbour from the evaluation. The trust evaluations are deemed successful,

only if the evaluated opinion is asserted as either trustworthy or uncertain.

In the case of D, the previous-hops are accepted as backward-links to S, only after

evaluating their trustworthiness. Otherwise, D initiates a new route discovery to S.

9.4.3 Trust Evaluation

Let us assume that every node had set its opinion of type m (direct, observed and

recommended) for all other nodes to the default uncertain value, IωmJ , during the

initial stages of network deployment.

Let us now consider the trust evaluation at some node I for another node J , where

J acts as I’s forward-link or backward-link (route) towards the target or originator

respectively. Node I evaluates the trustworthiness of J in two steps. As shown

in (9.9), the ⊕ operator is used by I to combine its opinions (direct, observed and

recommended) held for J into a global opinion (IωgloJ ). Prior to the derivation, the
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direct (IωdirJ ) and observed (IωobsJ ), and recommended (IωrecJ ) opinions are updated

using ∇ (9.4) and � (9.13) operators respectively, in proportion to the duration for

which there was no evidence. Operator > from (9.15) is then applied to I’s global

opinion IωgloJ to evaluate the type of trust relationship (trustworthy, untrustworthy

and uncertainty) it holds with J . If the evaluation advocates to either a trustworthy

or uncertain relationship, then J is recorded as the forward or backward-link (route)

to the target or originator, respectively. Otherwise, the route is discarded together

with the packet. As mentioned earlier, a route pertaining to an uncertain relationship

is recorded to enable the establishment of a trust relationship during the initial stages

of deployment and to meet the conditions when trustworthy routes are unavailable.

Similarly, I evaluates the trustworthiness of a packet pkt in two steps. Initially, I

follows the ⊕ operator as given in (9.9) to compute its global opinions, IωgloS and IωgloD

for the source and destination of the packet, respectively. Recall that I updates its

direct and observed opinions using the ∇ (9.4) and recommended opinion using the

� (9.13), for both S and D, in proportion to the duration for which there has been no

evidence. Node I then computes its opinion Iωglopkt for pkt by applying the consensus

operator (⊕) to the global opinions IωgloS and IωgloD held for S and D, respectively; the

operation is given below in (9.16). Finally, I evaluates the trustworthiness of pkt by

applying the > operator to Iωglopkt. Node I forwards pkt only if the evaluation results

in either a trustworthy or an uncertain relationship.

Iωglopkt =
(
IωgloS ⊕

I ωgloD

)
(9.16)

9.4.4 Direct Opinion

We define node I’s direct opinion (IωdirJ ) towards node J , as its trust on J depending

on the evidence collected from the one-to-one interactions with J . The evidence is

collected by forwarding a packet to the next-hop neighbour J and then monitoring

the latter’s action in forwarding the same packet. The evidence captured for J is

considered as benign behaviour, only if the packet has been forwarded without any

modification. Alternatively, if the packet has been modified to disrupt the data flow,
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then the evidence is considered as a malicious behaviour. Furthermore, the malicious

J is excluded from the corresponding communication flow until the completion of the

flow.

After capturing the recent evidence, which may attribute to either a benign or

malicious behaviour, node I accordingly revises the parameter p or n for its next-hop

neighbour J at the sets P or N, respectively, as was detailed in §9.4.1. Also, node

I revises k, the duration for which there has been no interaction between I and J .

Finally, it updates the direct opinion (IωdirJ ) for J by following the ∇ operator defined

in (9.4).

9.4.5 Observed-Opinion

The notion of capturing evidence from the interactions of the neighbours is inspired by

social psychology, where an individual’s behaviour in a society is observed whenever

the individual deviates from the normal behaviour. This, in turn, explains the psy-

chology of the observers, who are inherent in remembering the individuals known for

misbehaviours. Their point of view is to take advantage of their observations so that

they can be cautious, whenever they interact in the future with the observed individ-

uals who were known for misbehaving. Note that the definition of a normal behaviour

may be subjective from the perspective of an observing individual, although a generic

definition may exist in terms of social laws. In addition, the observers would fail to

consider the individual’s normal behaviours unless it was of direct benefit to them.

However, it is noted that the observers do consider an extraordinary behaviour of the

individual as a benign behaviour.

We consider node G in Figure 9.3 to study the process of F capturing evidence and

updating its observed opinion (FωobsG ) for G. First, F overhears the packet forwarded

by node E to G and then the packet forwarded by G on behalf of E . Node F does not

perform any further operations, if G has forwarded the packet without any modification.

From the perspective of F , forwarding a packet by following the specification of the

AOMDV protocol is a normal behaviour. Further disregard of the normal behaviour

assists in counteracting colluding attacks. Otherwise, E and G may be exchanging
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dummy packets between them to increase their observed opinions at F . Alternatively,

F revises the value of n for G in its negative set N (as mentioned in §9.4.1), only if G

had modified the packet to disrupt the data flow. Node G is then excluded from the

corresponding communication flow until the completion of the flow. Interestingly, F

revises the value of p for G in its positive set P (as mentioned in § 9.4.1), only if G

reports a genuine broken link to E . This is considered to be an extraordinary action

in the resource-constrained MANET. Note that any falsified report in a link would

be captured as an evidence for G’s malicious behaviour at the opposite neighbour

(node I, which was maliciously reported as unreachable), and also at other observing

neighbours.

Node F then revises k, the duration for which there has been no observation for

G. It finally updates the observed opinion (FωobsG ) for G by following the ∇ operator

defined in (9.4). Note that a malicious behaviour would not only cause G to lose its

direct opinion (EωdirG ) at its previous-hop E , but also the observed opinion (IωobsG ) at

all observing neighbours J .

9.4.6 Recommended Opinion

For ease of explanation, the node that provides a recommendation is referred to as the

recommender and the recommended node is referred as the recommendee. In [64–72]

consider the evidence resulting from system failure as malicious behaviour in order to

realise a reliable and trustworthy MANET. Most of these systems [3, 39, 64, 66, 68–

71, 82, 83, 107, 112, 116, 125, 134, 137, 140, 169, 178, 190, 204, 214, 220–222, 233–

235, 239, 241, 242, 252, 261, 270–273, 292, 294, 301–305, 308–311, 327, 335, 347, 372,

373, 379, 380, 401, 404, 424, 425, 461, 468], recommendations are communicated among

nodes by disseminating explicit data packets or additional headers. In these models, the

notion of disseminating recommendations corrupts the trust decisions for the following

reasons. First, they lack well-analysed approaches to determine a recommender’s bias

embedded in a recommendation. Second, they fail to investigate whether the recom-

mender exhibits free-riding and honest-elicitation behaviours. Even when these models
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do attempt to resolve these problems, they are unable to defend against those be-

haviours completely. In addition, the dissemination of the recommendations increases

the overhead and hence, degrades the performance of the network.

In general, a recommender’s opinion for a recommendee can be deduced from the

disseminated recommendation. Given that there has been no change in the deduced

opinion, it is then possible to determine whether the recommender will forward or dis-

card a subsequent packet received from the recommendee. The reasoning holds as long

as the context for both the disseminated recommendation and the deduced opinion is

the same. In our model, we reverse the above reasoning to derive recommendations

for a recommendee, rather than requesting the recommenders to disseminate recom-

mendations as explicit messages or additional headers. In other words, a mobile node

deduces its previous-hop’s intention to forward an upstream packet on the behalf of the

originator as the previous-hop’s opinion for the originator. The node then derives the

deduced opinion as the previous-hop’s recommendation for the originator. Note that

here the previous-hop is the recommender and the originator is the recommendee. The

mobile node derives such recommendations from the route (forward-link or backward-

link), only if the received packet is considered as trustworthy for forwarding. Recall

from §9.4.3 that a mobile node forwards a packet only if it trusts its previous-hop

(backward-link), the next-hop (forward-link), the source (originator) and the desti-

nation (target) of the packet. The same conditions would have been applied by the

previous neighbour to its upstream previous-hop, and therefore by all the upstream

intermediate nodes towards their previous-hop until the originator of packet. Also in

our model, recommendations are derived only once for a communication flow, espe-

cially during the data flow. This enables our model to derive recommendations only

from trustworthy routes because both the direct and observed opinions would have

captured the evidence for malicious behaviours during the route discovery and accord-

ingly, prevented the establishment of routes containing malicious intermediate nodes

for the data flow.

Let us again consider the scenario shown in Figure 9.3, where node I receives a

data packet from node G, which was originated by the source S. As mentioned earlier,
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I prepares to forward the received data packet, only if the packet satisfies all the trust

evaluations mentioned in §9.4.3. Subsequent to successful evaluations, I deduces G’s

(backward-link) intention to forward the packet on the behalf of S, as G’s opinion for

S. As discussed earlier, I then derives the deduced opinion as G’s recommendation for

S. This is based on I’s inference that G should have either a trustworthy or uncertain

relationship with S to forward the packet originated by S. From this inference, I pos-

tulates G’s global opinion for S as, Gωi−gloS = (Threshold, 0, (1− Threshold)), where

G’s belief (Gbi−gloS ) and uncertainty (Gui−gloS ) for S is set to Threshold and (1-Threshold)

respectively. Given that I’s global opinion (IωgloG ) for G can be retrieved from (9.9), I

then derives its recommended opinion (IωG−recS ) for S using the other component given

in (9.11), i.e. recommendation (Gui−gloS ) inferred from G for S. Finally, I updates its

overall recommended opinion (IωrecS ) for S by applying � operator according to (9.13),

and then integrating the result with the recommended opinion (IωG−recS ) recently com-

puted for S using (9.12). The same set of operations is then carried out by, (a) J to

derive I’s recommendation for S, (b) K to derive J ’s recommendation for S, (c) L to

derive J ’s recommendation for S and, (d) D to derive the recommendation from both

K and L for S.

In summary, the proposed approach prevents a mobile node’s opinion from being

corrupted by the recommender and this, in turn, facilitates the node only to believe

in its decisions. Hence, the node better resolves the issues concerned with the rec-

ommender’s bias accompanied with the recommendation. Since the recommenders do

not forward their opinions explicitly, they are also prevented from exhibiting both

honest-elicitation and free-riding behaviours.

9.5 Adversary Model

We have modelled the adversary based on the case study presented in [277], where the

feasibility of both atomic and compound level attacks against the AODV is discussed.

However, we concentrate only on the atomic attacks that can enable the adversary

to build compound attacks and therefore enable the adversary to embed itself in a
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communication flow for traffic analysis.

Unlike the adversary model discussed against the DSR in Chapter 5, the hop-based

routing in the AOMDV opens up a different set of parameters for an adversary to

operate in. In the case of the RREQ, the adversary can modify the following fields,

(a) the RREQ Identifier (ID), (b) the hop count, (c) the source address, (d) the source

sequence number, (e) the destination address, (f) the destination sequence number and,

(g) the packet type. In the case of the RREP, the adversary can either modify the

destination sequence number or forge an RREP in response to an RREQ or arbitrarily

insert a new RREP. Similarly, the broken links reported in an RERR can be modified

or a new RERR can be forged by the adversary.

However, we believe those modifications that can disrupt the communication flow

thereby leading to packet drops, would be recorded at the direct and observed opinions.

Furthermore, our integrated fellowship approach discussed in Chapter 6 can be brought

in as a defence against such packet drops. Hence in the following, we focus only on

the composite of the atomic attacks that would allow the adversary to be a part of the

communication flow to investigate the traffic flow and packet payload.

9.5.1 Modification of Route Request

An adversary can embed into a communication flow by propagating a maliciously-

modified RREQ that can trigger all the intermediate nodes to establish a reverse route

to the originator through it. Therefore, the reverse route via the adversary would not

only transport the RREP to the originator, but also assures the data packets flow

through to the adversary.

In the case of the AODV, an adversary can successfully increment the RREQ ID to

propagate the maliciously-modified RREQ to overwrite the reverse route established

by the valid original RREQ. In such a situation, all intermediate nodes up to and in-

cluding the target are forced to re-establish the reverse route to the originator via the

adversary. If the malicious RREQ happens to travel through a shorter path, then it can

also suppress the propagation of the valid duplicate RREQs. Although, in the AOMDV
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an adversary can propagate the malicious RREQ (that contains an incremented RREQ

ID) either to the target or to the intermediate node that has a forward route to the tar-

get; the adversary cannot overwrite the reverse route established by the valid original

RREQ. When the malicious RREQ was propagated through a shorter path, the adver-

sary could not prevent the valid duplicate RREQs (that have unique first-hop) from

establishing reverse routes at the intermediate nodes, irrespective of suppressing their

propagation. Given that there is more than one route in the AOMDV, the increment of

the RREQ ID alone cannot assure that the adversary can embed in the communication

flow. Therefore, the adversary is modelled to device a compound attack, where it takes

advantage of the AODV/AOMDVs feature that updates the reverse route to the origi-

nator, provided that the originator’s sequence number in the RREQ is greater than the

sequence number held at the intermediate nodes. In the situation where the sequence

numbers are equal, the RREQ with a smaller hop-count establishes the reverse route

at the intermediate nodes.

For the reason stated above, the adversary increments both the RREQ ID and

the source sequence number, and also decrements the hop-count of the RREQ. As

explained earlier, the incremented RREQ ID assures the propagation of a malicious

RREQ, while the incremented source sequence number invalidates the reverse routes

corresponding to the outdated source sequence number. The decremented hop-count

confirms that the data packets flow through the adversary.

For instance, in Figure 9.4, the malicious RREQ propagated by the adversary E

(with the modified RREQ ID, source sequence number and hop-count) not only reaches

D, but also effectively overwrites the reverse route established by the valid original

RREQ at I (i.e. H 7→ C 7→ A 7→ S) and thereafter.

Otherwise, an adversary can perform one or a combination of the following, (a) the

decrement of the RREQ ID, (b) the reduction of the source sequence number, (c) the

decrease in the destination sequence number, (d) the increment of the hop-count, (e) the

alteration of the source (or destination) address and, (f) the modification of the packet

type. However, the consequence of such actions is synonymous with the malicious or

selfish packet drop behaviour and, henceforth, we refer to our fellowship as the defence
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against such actions.

9.5.2 Modification of Route Reply and Route Error

The adversary can avoid the efforts involved in modifying an RREQ, by simply inserting

a forged gratuitous RREP with better parameters on behalf of the target. This can

trigger the data packets that are streamed to the target along the valid route to follow

the re-directed route given by the adversary. Alternatively, the adversary can forge an

RERR that can possibly induce route maintenance at the source node. Consequently,

the adversary can then forge an RREP on behalf of the destination as the response to

the forthcoming new RREQ.

The limitation of the RERR forgery is that the source node will not declare a target

as unreachable until all available routes to the target are declared to be broken, and

therefore the forged RERR may fail to induce a new route discovery at the initiator.

The forged gratuitous RREP also suffers from the same issue when the route discovery

reverts back to the originator with multiple routes to the destination including the

forged RREP. As explained in the previous §9.5.1, the fields of the RERR and RREP

can be altered to produce results equivalent to the malicious or selfish packet drop

attacks, for which we refer back to the integrated approach detailed in Chapter 6.

As shown in Figure 9.5, the adversary F forges an RERR following the route

establishment between the originator and the target via E . Node F then forwards

the forged RERR to S with E as the source of the RERR and the payload stating

that D is unreachable. Given that an alternate route exists at S for D through the

next-hop A, the source node S fails to initiate a new route discovery. Assuming that

the alternate route via A has been reported to be broken, F can then revert back to

S with a forged gratuitous RREP as a response to the newly-initiated route discovery.

In such a situation, F is expected to set a minimum route metric (i.e. the hop-count

to the target) in the forged RREP so that the probability of being embedded in the

communication flow is increased. The same approach is adopted in Figure 9.6, where
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F responds with a forged gratuitous RREP to the initial RREQ received from S.

The difference between the two scenarios is that F is effective in the former scenario

because of its better position to set the minimum hop-count in the forged RREP (after

witnessing the route establishment between S and D via E).

9.5.3 SL-SMRTI’s Effect on Adversary Model

In the case of the RREQ modification, the exposed behaviour of the adversary can

be captured by the adversary’s previous-hop and also by their common neighbours.

Therefore, it is hard for the adversary to forward the corresponding RREP back to

the originator, given that the adversary’s previous-hop would discard the RREP. Any

alternate route presented by the route discovery prevents the originator from propa-

gating another RREQ. When there is no available route to target, the originator would

wait for the interval defined by the AOMDV’s specification prior to initiating another

route discovery, rather than using the route discovered through the adversary. Even in

an extreme condition when there is no available route to the target, the initiator would

suspend the communication flow rather than to consider the adversary-embedded route.

A possible improvement to the AOMDV in such a situation is to exponentially increase

the interval between the route discoveries, similar to the technique employed for the

contention window. Similar to the extension discussed for the DSR in Chapter 5, the

SL-SMRTI enabled nodes are tailored to buffer the RREQ ID, source and destination

sequence numbers and alternate routes reported by RREQs, and delay the recording

of such information into the route cache until the data packets flow through the valid

route.

The neighbour-detection feature via the HELLO packets in the AODV/AOMDV

facilitates SL-SMRTI enabled mobile nodes to detect adversaries that report falsified

broken links. Whenever an adversary injects a forged RERR, the node that was re-

ported to be unreachable announces a HELLO packet to notify its presence in the

neighbourhood, and also captures the adversary’s misbehaviour in its direct opinion.

Consequently, their common neighbours collect the evidence to reduce the observed
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opinion for the adversary. However, if the forged RERR induces a new route discov-

ery, then both the common neighbours and the node reported as unreachable will be

unable to prevent the propagation of the RREP to the originator via the upstream

nodes. Note that the source node would initiate a subsequent route discovery only if

all of its available routes to the target are invalidated and are beyond the control of

the adversary.

Nevertheless, it is difficult for the SL-SMRTI enabled nodes to defend against the

insertion of a malicious RREP by the adversaries as a response to the broadcasted

RREQ. This is synonymous with the malicious RREP inserted by the adversary re-

sponding back to the new route discovery initiated as a result of its falsified RERR.

The incapability results from the SL-SMRTI enabled nodes lacking a reference to verify

the forged RREP, as in the case of modified RREQ (with the valid original RREQ)

and the falsified RERR (with the HELLO packet). However, the probability of data

packets being delivered through the adversary is low in a multi-routed setup. An effec-

tive defence against the insertion of such a forged RREP is to employ secure routing

in conjunction with the SMRTI as explained in Chapter 7.

9.6 Simulation

We have used the NS2 to simulate the scenarios that involve the interaction between

the adversaries and the SL-SMRTI enabled AOMDV nodes (or the basic AOMDV

nodes). The SMRTI extensions of the DSR are inherited to implement the SL-SMRTI

and are incorporated as an extension to the AOMDV modules. Similarly, the adversary

model is implemented as an extension to the AOMDV. A mobile node retains all of its

constituents as stated in Chapter 5, except the routing protocol (the AOMDV) and the

latter’s required constituents. The tools that were mentioned in Chapter 5 are used here

for the same purpose. Mobile nodes that do not have the SL-SMRTI enabled are called

because the AOMDV nodes and mobile nodes with the SL-SMRTI are known as TME

(Trust Model Enabled) nodes. Nodes that exhibit malicious behaviours that are not

only characterised by the adversary model stated in §9.5, but are also imbibed by the
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other modifications on the AOMDV that are synonymous with packet drops are called

as malicious nodes. The feedback from the fellowship component that is incorporated

as an extension above the MAC layer is used by the TME nodes to resolve the packet

drop behaviours as explained in Chapter 6. The impact of the malicious nodes on

the performance of the AOMDV nodes and the effect of the TME nodes against the

malicious nodes are analysed in the absence of a secure routing protocol to study the

performance of the SL-SMRTI.

9.6.1 Simulation Parameters

In this section, we present the NS2’s parameters and the parameters chosen for the

AOMDV and the TME nodes. All these simulation parameters and their values are

summarised in Table 9.1, and the values chosen for the NS2’s parameters apply to all

types of mobile nodes (AOMDV, TME and malicious nodes). For the sake of consis-

tency, we have mirrored most of the values for the NS2’s parameters from Chapter 5.

A significant change in the NS2’s parameters can be seen in terms of the total number

of nodes considered for each simulation run and the maximum number of malicious

nodes that can be defined in a simulation scenario. This is to facilitate the comparison

of the SL-SMRTI’s performance with Pirzada’s model [308, 310] because the latter has

the closest resemblance to our simulation setup.

The NS2’s version of the AOMDV relies on the IEEE 802.11’s acknowledgement

feature to establish multiple routes above the bidirectional links. Henceforth the desti-

nation propagates an RREP along the reverse route established by the RREQ, rather

than invoking a new route discovery to the source. In addition, the promiscuous mode

of operation is enabled to assist the TME nodes to listen to the transmissions of the

other nodes. In our simulations, the AOMDV allows the intermediate nodes to respond

with a gratuitous RREP to the incoming RREQs.

We have chosen 0.60 as the uniform threshold (∆) value for all evaluations. The

TME nodes initialise their positive (p) and negative (n) evidence counts with zero,

where p and n counts the trackback to the direct and observed behaviours of the other
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Table 9.1: Simulation Parameters for NS2, AOMDV, SL-SMRTI and Adversary

NS2 Parameters

Radio Transmission Range 250m

Mobility Random waypoint

Traffic Type CBR

Date Rate 4packets/second

Payload Size 512 bytes

Total Simulation Time 500s

Total Number of CBR Connections 10

Average Pause Time 10s

Average Simulation Area 1200 ∗ 1200m2

Average Maximum Velocity Vmax 20m/s

Total Number of Nodes 50

Maximum Number of Malicious Nodes 25

AOMDV Parameters

Promiscuous Monitoring True

Bidirectional Links True

Gratuitous Route Reply True

SL-SMRTI Parameters

I’s Initial Positive Count ( p) for J ’s Direct and Observed Behaviour 0

I’s Initial Negative Count ( n) for J ’s Direct and Observed Behaviour 0

Initial Separation Interval ( k) between I and J 1

I’s Initial Direct Opinion
(Iωdir

J
)

for J (0.0, 0.0, 1.0)

I’s Initial Observed Opinion
(Iωobs

J
)

for J (0.0, 0.0, 1.0)

I’s Initial Recommended Opinion
(Iωrec

J
)

for J (0.0, 0.0, 1.0)

I’s Initial Trust Relationship or Global Opinion
(
Iωglo
J

)
for J (0.0, 0.0, 1.0)

Cluster Name (δn) Node ID

Cluster Type (δt) Inter-cluster

Events RREQ, RREP, RERR

Threshold (∆) 0.60

Adversary Parameters

Probability of Malicious Action 100%

Distribution of Malicious Action Random
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nodes. Furthermore, the TME nodes assign a unit value to the interval of separation

(k) that influences both the direct and observed opinions held for the other nodes.

The assigned value resembles the ignorance of the TME nodes about the behaviours of

the other nodes before deployment. Therefore, the TME nodes establish their opening

direct and observed opinions for the other nodes in the uncertainty zone based on

the initialised parameters, p, n, and k. Similarly, they attribute their recommended

opinion for other nodes in the same zone, and therefore classify their trust relationship

with every other node in the network as an uncertain relationship, which is given by

their initial global opinion in Table 9.1. The TME nodes collect evidence from all

routing events and adopt an inter-cluster communication with every node that acts as

an independent cluster. As shown in Table 9.1, the node identity is used as the cluster

identifier.

9.6.2 Simulation Scenarios

The following two compositions, (a) the TME and malicious nodes or (b) the AOMDV

and malicious nodes, are simulated with identical parameters for each of the simulation

scenarios mentioned below. The total number of nodes for each of the above compo-

sitions is fixed at 50, although the proposition between malicious and the TME (or

AOMDV) nodes may vary depending on the simulation scenario. The performance

comparison between the TME and the AOMDV compositions for each of the follow-

ing scenarios is derived from an average of 20 executions. The simulation scenarios

considered for the performance analysis are given below:

Scenario I. In this scenario, we evaluated the performance of the TME and AOMDV

nodes against an increasing proportion of malicious nodes from 0 to 25 in incre-

ments of 5, with a pause time of 10 s, a Vmax of 20 m/s, and a simulation area

of 1200 ∗ 1200m2. Note that the proportion of the TME (or AOMDV) nodes

decreases with the increasing proportion of malicious nodes to maintain the total

count of nodes at 50. The objective of this scenario is to discover the proportion

of the malicious nodes after which the performance of the TME and the AOMDV
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nodes fall noticeably.

Scenario II. This scenario presents the impact of mobility on the performance of the

TME or AOMDV nodes against the malicious nodes. We have maintained the

proportion of malicious nodes to TME or AOMDV nodes to 40% of the total

nodes in the network. The performance of the TME or AOMDV nodes is then

analysed by varying the Vmax from 0 m/s to 20 m/s in increments of 5 with a

pause time of 10 s, and a simulation area of 1200 ∗ 1200m2.

We have evaluated the PDR and the latency together with the Packet Loss (PL)

as the metrics for each scenario and the PL is defined as follows. However, the perfor-

mance metrics, such as packet or byte overheads, are not evaluated in our simulations

because the TME nodes do not generate additional packets or headers to communicate

recommendations similar to the related models.

The Packet Loss (PL) is the average ratio of the total number of CBR data

packets lost owing to misbehaviours without any notification to the total number of

the CBR packets sent by the source.

9.6.3 Simulation Results

Here we present the performance metrics obtained for each of the scenarios and conse-

quently analyse the performance of the TME nodes in comparison with the AOMDV

nodes.

9.6.3.1 Scenario I

As shown in Figure 9.7(a), the PDR for the AOMDV nodes fall steeply with the

increasing number of the malicious nodes. The steep fall results from the characteristic

of the AOMDV nodes not being able to distinguish the benign behaviours from the

malicious behaviours. As a result, they are prone to select routes that are subject to

either a malicious modification of the RREQ or the insertion of an RREP. Such routes

not only host malicious nodes as intermediaries, but also disrupt the data flow to bring

down the PDR.
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(a) Scenario I – PDR Vs Malicious Nodes (b) Scenario I – Packet Loss Vs Malicious Nodes

(c) Scenario I – Latency Vs Malicious Nodes (d) Scenario II – PDR Vs Vmax

(e) Scenario II – Packet Loss Vs Vmax (f) Scenario II – Latency Vs Vmax

Figure 9.7: Performance of TME and AOMDV Nodes against Adversaries.
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Alternatively, the TME nodes perform better because of their ability to make the

improved routing decisions as mentioned in §9.4.2. Their better decision-making rests

on the following facts, their capability to, (a) represent their ignorance about the be-

haviour of newly-joining and existing nodes as uncertainty, while establishing or main-

taining a trust relationship with those nodes, (b) differentiate benign behaviours from

malicious behaviours with the help of evidence captured for direct and observed opin-

ions and therefore to detect and isolate the malicious nodes from benign nodes and, (c)

identify other TME nodes and to establish a trustworthy relationship with them. Note

that the capability of the TME nodes to short-list malicious neighbours even before

interacting with them gives them leading edge in comparison with the AOMDV nodes.

Therefore, the proportion of the nodes that are required to be classified by the TME

nodes via direct interactions (as either benign or malicious) are reduced considerably,

which is not the case for the AOMDV nodes. Also recall that the recommended opin-

ion indirectly communicates the existence of the TME nodes to other TME nodes that

are not seen among the AOMDV nodes. Finally Figure 9.7(a) confirms that the TME

nodes do not incur overhead, because the PDR for both the TME and AOMDV nodes

is the same in the absence of malicious nodes. This results from the design of the

SL-SMRTI to collect evidence within the constraints of the MANET without incurring

additional overheads.

Figure 9.7(b) again confirms that the TME nodes are successful in establishing

valid routes despite the increasing proportion of the malicious nodes. However, while

the proportion of malicious nodes increases, the PL for the TME nodes also increases.

This is due to the decision to propagate only trusted packets, and that only through

trustworthy previous and the next-hops.

As expected, the latency for the TME nodes is marginally greater than the latency

of the AOMDV nodes in Figure 9.7(c) for the following reasons, (a) the initiation of the

route discoveries to find trustworthy routes when a previously-discovered route contains

malicious node(s), (b) the likelihood of the trustworthy routes being longer in hop-length

than the optimal hop-length and, (c) the time taken for making subjective decisions at

every hop. Observe in Figures 9.7(a) and 9.7(c) that the latency values are paired



292 SL-SMRTI: Subjective Logic based SMRTI

with the corresponding PDR values, where the high values attribute to routes with

variable lengths, while the low values predominantly attribute to routes with a shorter

hop-length.

9.6.3.2 Scenario II

In Figure 9.7(d), the PDR for both the TME and the AOMDV nodes is low at 0

m/s. The decreased performance is due to the nodes not being able to establish a

valid route when they are positioned in a malicious environment. In the case of the

TME nodes, the observed opinion prevents the routes from being established through

malicious neighbours. On the other hand, the AOMDV nodes discover routes through

the malicious environment; however, the presence of the malicious nodes in the routes is

sufficient to deteriorate the AOMDV’s PDR. Nonetheless, the PDR increases for both

the TME and AOMDV nodes as they become mobile, which can be confirmed by the

reduced packet loss in Figure 9.7(e). The PDR then decreases as the velocity increases

beyond the optimal value of 15 m/s. The reduction in the PDR results from broken

links, which are the root causes for the loss of the data packets and the increased route

discoveries.

Similar to Figure 9.7(c), the latency for the TME nodes is higher than the latency

of the AOMDV nodes (Figure 9.7(f). At low velocities, the latency is caused by the

time taken to make subjective decisions at every hop; while at high velocities, it results

from the increased route discoveries and trusted routes being longer in hop-length than

the optimal hop-length.

9.6.4 Discussion

As pointed out in Chapter 5, it is difficult to compare the performance of the SL-SMRTI

model with the related models, because the related models have been analysed using

other simulators or, at least, with different simulation parameters. We can closely

relate our simulation setup to the Pirzada et al. [308, 310] model with the limited

available information. Although the simulations exhibit a resemblance in terms of the
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NS2 parameters, a close insight reveals that the Pirzada et al. model targets only

blackhole and greyhole attacks that are induced through the route modifications. On

the other hand, the SL-SMRTI encompasses a wide-range of attacks that includes the

insertion of forged RREPs and RERRs. Furthermore, a significant difference can be

noted between the simulation parameters, such as the simulation area, simulation time,

and the maximum count of malicious nodes that are deployed in the simulated network.

Our simulation setup uses an area of 1200 ∗ 1200m2 compared with the Pirzada et al.

simulation area of 1000 ∗ 1000m2, and a simulation time of 500 s in comparison with

900 s. Our simulation setup evaluates the performance of the TME and AOMDV nodes

against 50% of malicious nodes while the Pirzada et al. setup studies the performance

up to 40% of malicious nodes.

The PDR’s slope for the Pirzada et al. model closely resembles the PDR obtained

for the TME nodes in Figure 9.7(a). However, the TME nodes that are enabled with the

SL-SMRTI model outperform the Pirzada et al. model consistently on average by 10%

and eliminate the routing packet overhead as generated in their model. Furthermore,

from the comparison, it can be affirmed that the integration of the fellowship at the

interface of the MAC and the routing layers has enabled the TME nodes to defend

against the packet drop attacks. Otherwise, the TME nodes would have performed

poorer than the Pirzada et al. model that primarily targets the packet drop attacks.

We also believe that the performance of the Pirzada et al. model would suffer if their

model was exposed to a composite of atomic attacks, such as the insertion of forged

RERRs and RREPs. The belief results from the reality that the Pirzada et al. model is

not tailored to detect such attacks, let alone having a defence. However, it is important

to note that the Pirzada et al. trust model is one of the initial proposals that iterate

the importance of an overlaid trust layer with the routing layer to make better routing

decisions.

In summary, our simulation results confirm that the TME nodes make better rout-

ing decisions because of their ability to differentiate the benign nodes from the ma-

licious nodes, and to better represent their trust relationship with the other nodes

by managing ignorance as uncertainty. In addition, they also do not incur overhead
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and perform better by eliminating the issues related to the recommendations (such

as recommender’s bias, honest-elicitation, and free-riding) and operating within the

constraints of the MANET. However, the TME nodes enabled with the SL-SMRTI

will fail to exhibit a similar performance in the presence of spoofing attacks, in which

the efficient key management mechanism and the secure routing protocols are required

to authenticate the identity of the nodes and to protect the integrity of the routing

information, as stated in Chapter 7.

9.7 Limitations

The SL-SMRTI inherits most of the limitations that have been associated with the

SMRTI in Chapter 4. It also contrasts with the SMRTI in couple of limitations that

are more to do with the change in the routing protocol, i.e. from the DSR to the

AOMDV. Finally, the SL-SMRTI opens up a few more new limitations that are specific

to subjective logic. All these limitations are discussed next.

9.7.1 Synonymous with SMRTI

Similar to the SMRTI, the SL-SMRTI steps into pure MANETs to establish a relation-

ship between the mobile nodes using their behavioural evidence. Since the SL-SMRTI

belongs to the trust management category, it is open to questions, such as, (a) how

authentic is the collected behavioural evidence and, (b) how well does the established

relationship reflects the trust situation. As we noted in Chapter 4 and detailed in

Chapter 7, the presence of an offline-CA based key management and the development

of a secure routing protocol based on such secret associations in the presence of the

SL-SMRTI can counter the above questions.

The simplest form of the IDS in the MANET that relies on promiscuous monitoring

is restricted by the, (a) receiver collisions, (b) ambiguous collisions, (c) variations in

transmission power and, (d) directional antenna. Although the RTS/CTS handshake

covers receiver and ambiguous collisions, it suffers from broadcasts such as route re-

quests. The promiscuous monitoring based IDS do not have any answer to mobile nodes
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that vary the transmission power and use directional antenna. However, the capability

of the SL-SMRTI to integrate into any IDS as long as it can capitalise the presented

evidence into an opinion prevents it from being restricted by those restrictions that

inhibit the promiscuous monitoring based IDS.

Following on the similarity with the SMRTI, the SL-SMRTI keeps out of DoS

attacks that are launched at the MAC and the physical layers, and refers to the security

solutions [1, 84, 319, 419, 459] that have been specifically proposed to defend against

those DoS attacks — although, those proposals have not proved to be completely

effective. Note that the enhancement or development of new solutions to counter those

DoS attacks warrants a separate research, which is beyond the scope of this thesis.

9.7.2 Contrast with SMRTI

The SL-SMRTI contrasts with the SMRTI by handling fabricated gratuitous RREPs,

collecting recommended evidence and setting up an initial reputation for other mobile

nodes. The SL-SMRTI effectively defends against the insertion of a modified RREQ

and a fabricated RERR by taking advantage of the original valid RREQ and the

HELLO message received from the supposedly reported unreachable node, respectively.

However, in the case of the gratuitous RREP, the SL-SMRTI lacks a reference for cross-

checking the validity of the proclaimed gratuitous RREP and therefore profoundly

struggles to differentiate the valid from the fabricated gratuitous RREP. Even in the

presence of a key management based authentication mechanism, the problem persists,

because it is hard to conclude whether an authenticated mobile node delivers a valid

gratuitous RREP or the one with the modified destination sequence number and hop-

count. Note that this problem is universal in all trust models. However, the SL-

SMRTI differs from the related models by mitigating the problem, i.e. by evaluating

the trustworthiness of the originator or the previous-hop before accepting any message

from them. Although the use of a gratuitous RREP is available in the DSR, it is only

an option in the DSR and does not impact the performance as much as it does in the

AOMDV.

As we noted in Chapter 4, observed and recommended evidence comes low in count
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in comparison with direct evidence. In contrast to the SMRTI, the SL-SMRTI collects

considerably less evidence for a recommended opinion that is to do with the change in

routing protocol (i.e. from DSR to AOMDV). Unlike the SMRTI’s role in the source-

routed DSR, the SL-SMRTI collects the evidence for a recommended opinion only

between a previous-hop and the source node pair in the hop-based AOMDV, where

the previous-hop is the recommender and the source node is the recommendee. In

other words, a mobile node can derive a maximum of one recommendation from a

communication flow’s route, which is of the order (h-1) lower than the recommendations

derived in the DSR. Here, h denotes the total number of hops a mobile node is away

from the source node, and (h-1) is the total number of recommendations that a mobile

node can derive, based on its previous-hop’s relationship with the upstream nodes by

using the source route of the DSR. Regardless of the slow-rate resulting from the hop-

based design of the AOMDV, the simulation results have shown that the SL-SMRTI

nodes are capable of identifying other SL-SMRTI nodes.

In the case of choosing an initial opinion for other nodes, the SL-SMRTI performs

better than the SMRTI with the help of subjective logic; where the SL-SMRTI enabled

mobile nodes assign an uncertain opinion to all other mobile nodes in the network.

The use of subjective logic not only facilitates an SL-SMRTI enabled node to resolve

the difficulty of expressing ignorance regarding the behaviour of the other nodes, but

also allows it to avoid the assignment of arbitrary opinions to them. Therefore, the SL-

SMRTI stands out from the related trust models by not resorting to either a pessimistic

or an optimistic value for the initial opinion, rather a value that reflects the true status

of the relationship.

9.7.3 Limitations of Subjective Logic

Irrespective of the assurance rendered by subjective logic that it is a suitable compo-

nent for the MANET based trust models in formulating evidence for an opinion and

expressing ignorance in trust relationships, subjective logic does fall behind in two

notable aspects, as discussed below. Recall subjective logic provides ⊕ operator to

merge two opinions that are formulated from a different set of evidence so that the
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uncertainty is reduced in the resulting opinion. However, subjective logic fails to pro-

vide an operator that would allow the union of two opinions in such a way that the

proportion contributed by one opinion over another opinion in the resulting opinion

can be controlled at ease.

9.8 Conclusion

Although the SL-SMRTI is subject to the above limitations, those limitations are

inherent to subjective logic, and their impact on the advantages rendered by subjective

logic is yet to be studied, is unknown, and warrants further examination that is beyond

the scope of this thesis. However, the results from our initial study show promise that

subjective logic can be coupled with the SMRTI and possibly other MANET-based

trust models to assist the mobile nodes in expressing and managing their ignorance as

uncertainty in their trust relationships with the other nodes.

Subjective logic that is a probabilistic logic and has its foundation in the Dempster-

Shafer belief theory of evidence has been successfully used by the SMRTI-enabled

mobile nodes to analyse the trust relationships held with other mobile nodes. The

binomial subjective opinion that represents the trust relationship expresses the truth

of the proposition (for example, the trustworthiness of the mobile nodes) in terms of

the subjective belief, disbelief and ignorance. As shown in this chapter, an opinion’s

base rate (ax) is fixed at 0.5 in the context of the MANET to view uncertainty as

half as optimistically as the actual belief. An opinion can also be visualised in an

equilateral triangle using the three vertices (belief, disbelief and uncertainty), with

the other visualisations being expectation, bayesian, and fuzzy bars. Furthermore, the

mapping between an opinion and the beta(α, β) parameters enables the opinion to be

visualised as beta distributions on a plot.

We then detailed how subjective logic is tailored to meet the requirements of the

MANET and to tightly-couple with the SMRTI. Among the operators defined for sub-

jective logic, we short-listed the consensus (⊕) and discounting (⊗) operators, impro-

vised an evidence-to-opinion mapping (∇) operator, and finally proposed fading (�)
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and comparison (>) operators.

Although ∇ can successfully map the opinion parameters to the beta PDF pa-

rameters, it fails to express the notion of ignorance in the mapping when the nodes

are separated by mobility. Hence, we adapted ∇ to resolve the notion of ignorance

that slips between the separated mobile nodes by assigning the count of the separation

interval to the variable k of the beta PDF parameters. The separation interval is deter-

mined by the average time taken for the communication flow by the mobile node that

performs the mapping of the evidence to an opinion. The operator ∇ is heavily used

for the mapping of the direct and observed evidence to the direct and observed opin-

ions, respectively. Recall that the SMRTI operates as a decentralised and independent

module at every node and collects direct and observed evidence from the behaviours of

neighbouring nodes. The mapping of the direct evidence to the direct opinion (which

results from direct interactions) enables the SL-SMRTI nodes to identify the malicious

nodes from benign nodes. Alternatively, the observed opinion that results from the

observed evidence enables the SL-SMRTI nodes to shortlist the malicious nodes even

before interacting with them. The inherited ⊕ is used by the SL-SMRTI nodes to

combine their different types of opinions (direct, observed and recommended) into a

single global opinion. Alternatively, ⊕ is also used to combine global opinions that are

held for the other mobile nodes to reach a single global opinion for a context, where

these mobile nodes are involved in that context. We proposed > to evaluate the global

opinion and hence, to elucidate whether the trust relationship is trustworthy, uncertain

or untrustworthy.

The SL-SMRTI nodes exclusively inherited ⊗ to formulate their recommended opin-

ions, for which they rely on the global opinion held for the recommender and recom-

mender’s global opinion for the recommendee. The latter is derived from the rela-

tionship deduced between the recommender and the recommendee, specifically from

the willingness of the recommender to forward packets on behalf of the recommendee.

The SL-SMRTI nodes capture the recommended evidence whenever a previous-hop

participates in a communication flow and forwards packets on the behalf of originator.

The formulated recommended opinion is merged with the overall recommended opinion
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using ⊕. Whenever the SL-SMRTI nodes fail to see recommendations, it uses � to

reflect the duration in which there were no recommendations before merging the latest

recommended opinion with the overall recommended opinion. The outcome of a new

operator � is because ⊗ is not designed to solve the notion of ignorance when the

mobile nodes are separated by mobility. Remember the unique approach adopted for

deducing recommendations eliminates, (a) honest-elicitation, (b) free-riding, (c) rec-

ommender’s bias and, (d) additional message dissemination. As stated earlier in this

thesis, the decoupled design of the evidence collection (direct and observed) and the

opinion formulation further facilitates the SL-SMRTI enabled nodes upgrading the IDS

because of the availability of a comprehensive lightweight IDS or whenever there is the

necessity to collect evidence for emergent attacks.

We duly introduced the definition of trust together with the architecture of the SL-

SMRTI and presented it with the formal expression of an SL-SMRTI enabled node’s

trust relationship with another node. The expression is a tuple with eight attributes,

including the contexts from which the evidence is captured and for which the deci-

sions are made, and extends the applicability of the SL-SMRTI to the cluster-based

MANETs. We explained the operation of both the AODV and the AOMDV for the

sake of completeness and then demonstrated the working of the SL-SMRTI and the

AOMDV. The discussion included the AOMDV’s routing contexts for which the SL-

SMRTI assists the mobile nodes in making trust-enhanced subjective decisions. In

our discussion, we detailed the policies defined for each of those contexts and how the

SL-SMRTI nodes use their trust relationships to evaluate the trustworthiness in those

contexts. In summary, those policies either assist the SL-SMRTI nodes to reactively

isolate the malicious nodes or to pair with the benign nodes. As noted earlier in the

thesis, the separation of the policies from the evaluation of the trust relationships en-

ables the SL-SMRTI nodes to accommodate new contexts (from a higher layer, such as

the application layer) and accordingly define efficient policies to counteract emerging

attacks. Recall the SL-SMRTI enabled nodes do not share their opinions with other

nodes and hence, their decisions are never corrupted by the opinions of the other nodes.

Later in the chapter, we presented an adversary model in which we discussed the
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possible modifications and the forged insertions that an adversary could employ against

the AOMDV protocol. Those modifications and forged insertions opened wide the

door for the adversaries to perform one of the following attacks, (a) a route discovery

disruption, (b) a detour, (c) a data flow disruption, (d) a blackhole, (e) a grayhole, (f)

a route error disruption and, (g) a gratuitous detour. Subsequently, we demonstrated

the effect of the SL-SMRTI’s role against such adversaries. We then established the

context required for the simulations by detailing the simulation parameters chosen for

the NS2, AOMDV, SL-SMRTI and adversaries. Given that there is no benchmark for

setting up simulation parameters, the choice for the simulation parameters was based

on the same reasons given earlier in the thesis. Finally, we have also described the

simulation scenarios and performance metrics that are considered for each of the two

scenarios.

The SL-SMRTI enabled nodes, known as the TME nodes, demonstrated a superior

PDR and a lower PL in comparison with the AOMDV in both scenarios. The TME

nodes exhibited a better performance against the varying proportions of the malicious

nodes for the following reasons, (a) the detection of both the benign and malicious

neighbours using direct evidence and also from the observed evidence, even without

interacting with those neighbours, (b) the identification of the multi-hop benign nodes

using the recommended evidence such that the collected evidence is free from the issues

related to the recommendations, (c) the reactive decision policies to enhance the security

of routing and, (d) the feature representing the notion of ignorance as uncertainty in

the trust relationships using subjective logic. We also discovered that the TME nodes

struggle to deliver a higher performance at immobility because of being embedded in a

malicious environment. Since the latency is proportional to the delivered performance,

the TME nodes exhibit a higher latency in comparison to the AOMDV nodes for the

following reasons, (a) a longer duration to discover the trustworthy routes in a high

proportion of malicious nodes and, (b) the use of longer routes when packets are routed

around malicious nodes. Finally, we have also compared and contrasted our SL-SMRTI

model with one of the closely-related trust models in literature, and shown how the

SL-SMRTI outperforms the related model.
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In summary, the SL-SMRTI renders a promising solution for representing the notion

of ignorance in trust relationships and hence, closely represents the state of the trust

relationships. Therefore, subjective logic coupled with the SMRTI confirms better

trust-enhanced decisions and therefore an improvised defence against adversaries in

the absence of a CA or tamper-proof hardware. In our future work, we foresee to the

integration of the SL-SMRTI with the secure routing protocol discussed in Chapter 7.
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10
Conclusion

To the best of our knowledge, we believe that our work is the fore-runner for a two-

layered1 trust-enhanced security architecture for the MANET. In this thesis, we have

successfully established, (a) the rationale for a two-layered approach to secure the

MANET based on the analyses of different categories of related models and thereof

highlighting on the root-causes of their shortcomings, (b) the functional design for such

a two-layered approach that complements the inherent issues of the MANET and, (c)

the system architecture that incorporates the two-layers to achieve trustworthy, secure

and operational communications, whilst at the same time meeting the traditional secu-

rity requirements. The results of our research work have been published as research

papers at ten different IEEE and ACM conference proceedings [23–25, 27, 28, 31–35]

and two book chapters as a part of edited books by the Springer and Wiley [29, 30]

1A layer of prevention systems and another layer of detection-reaction systems.
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publications. Furthermore, we have another book chapter [26] accepted for publication.

During the systematic development of our trust-enhanced security architecture, we

initially focused on the development of a detection-reaction layer and, in particular the

operational facet of the MANET. Therefore, we developed the obligation-based fellow-

ship model in the Chapter 3 that targeted on mitigating the packet drop and flooding

attacks and, thereby enforcing the co-operation among the mobile nodes. Interestingly,

fellowship is a composition of both prevention and detection-reaction characteristics,

in which the prevention characteristic pro-actively defends against the flooders based

on the thresholds pre-defined for the packet-reception rate. On the other hand, the

detection-reaction characteristic warrants a learning curve to defend against the packet

droppers, i.e. to detect them based on the count of dropped packets and, then to react

to them by excluding them in the future communications and also by ignoring their

future requests. Although flooders are pro-actively prevented from hijacking the band-

width beyond a hop, the one-hop fellowship nodes are also required to react to those

flooders. As stated in Chapter 3, recollect that appropriate thresholds govern these

reaction decisions. Another distinguished feature of fellowship is the elimination of

additional control information for communicating or learning the presence of packet

droppers or flooders. Recall that the downside of such an approach is the delay in

communicating or learning the presence of such attackers. In addition, we have pre-

sented the operation of fellowship against various attack scenarios and also successfully

demonstrated its better performance using comprehensive NS2-based simulations. In

particular, the simulation scenarios not only varied the proportion of attackers and at-

tack scenarios to study the performance of fellowship model, but also other parameters

that impacted the operation of the MANET. Those parameters included the mobility

and pause time of the nodes and, the node density in the MANET. Notably, these

parameters facilitated the understanding of how the setup of the MANET can impact

the performances of the fellowship model. We have published three research papers

based on our fellowship model at conference proceedings, (a) articulating the impact

of packet droppers on the operation of the MANET [25], (b) the conceptual design of

fellowship model [24] and, (c) the working of the fellowship model [27].
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Given the maturity of prevention mechanisms (such as secure routing and key man-

agement), we then focused on the development of the concluding part of the detection-

reaction layer, i.e. a trust model for the MANET in the Chapter 4. Our trust model, the

SMRTI, primarily focussed on resolving the limitations harboured by the related trust

models and also on capitalising all evidence that are available within the limitations

of the MANET for making better decisions. The SMRTI-enabled mobile nodes are

designed to collect evidence based on their direct interactions with the neighbours and

also from the recommendations derived for the other nodes. Unlike the related mod-

els, the SMRTI-enabled mobile nodes also collected evidence based on the interactions

observed between two neighbours. Recall that the evidence collected from the direct

interactions took higher precedence, while the observed and recommended evidence

followed the sequence in ascending order. Interestingly, the observed evidence became

the fore-teller that which neighbours will misbehave even before interacting with them,

whilst the recommended evidence pointed out the trustworthy nodes in the network. As

noted in the Chapter 4, the approach developed for communicating recommendations

overcame the issues such as, (a) honest-elicitation, (b) free-riding, (c) recommender’s

bias and (d) dissemination of additional control information. Remember that the no-

tion of capturing the observed evidence and deriving the recommended evidence are

the novel approaches deployed in the SMRTI. Furthermore, the SMRTI handled the

reputation-saturation problem by limiting the reputation ratings for persistently be-

nign and malicious nodes. The design of the SMRTI also resolved the uncertainty that

would result in any trust relationship as a result of nodal mobility. Recall that the

SMRTI-enabled nodes made better decisions depending on the contexts and then the

policies defined for those contexts. Similar to the fellowship model, we demonstrated

the operation of SMRTI-enabled nodes against various attack scenarios and also their

better performance against the malicious nodes using comprehensive NS2-based simu-

lations in the Chapter 5. In those simulations, the proportion of attackers were varied

to test the strength of SMRTI-enabled nodes. Also other parameters such as mobil-

ity and pause time of the nodes and, the nodal density of the MANET were varied

to study the impact of MANET’s setup on the performances of the SMRTI-enabled
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nodes. We have successfully published two research papers and two book chapters

based on our SMRTI model, (a) focusing on the novel approach deployed for deriv-

ing recommendations [32] and, (b) the design and performance analysis of the SMRTI

model [33].

Having built the appropriate detection-reaction based mechanisms (fellowship and

SMRTI), we then pursued to integrate those mechanisms to realise the functional

detection-reaction layer in the Chapter 6. Recall that during the integration, the

fellowship model was adapted to feed the evidence into the SMRTI’s detection engine,

whilst the SMRTI’s reaction engine was modified to govern the fellowship’s decisions.

This work has been published as a research paper in a conference proceedings [34].

Although the detection-reaction layer has been achieved, a functional defence-in-

depth architecture can be realised only in the presence of a prevention layer. Hence, we

resolved the design issues related to the coupling of prevention and detection-reaction

layers and ensured that such a design allowed both the layers to complement each other

in Chapter 7. Recall that any key management mechanism chosen for the MANET has

to satisfy the requirements of the MANET (i.e. managed or pure) and, a secure routing

mechanism only capitalised the secure associations established by the key management

to secure the communications. In particular, offline-CA based key management mecha-

nism was recommended for the pure MANETs and then a secure routing protocol such

as, BISS, was referred to build on top of it to secure the communications. Alterna-

tively, SMG was adapted for the managed MANETs and a new secure routing protocol

known as Scasec was proposed to secure the communications. Recall that any secure

routing protocol and key management mechanism that can complement the character-

istics of the MANET, can be deployed as suitable candidates for the prevention layer.

In the TEAM, both the prevention and detection-reaction layers have been integrated

so that the evidence for benign and misbehaviours is always forwarded to the SMRTI

by the secure routing protocol. In return, SMRTI assists the secure routing protocol to

make trust-enhanced decisions. Similarly, the key management mechanism is designed

to take advantage of the SMRTI’s knowledge to make decisions related to the key re-

newals and revocations. Note that the TEAM has not only been designed to integrate
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the detection-reaction based fellowship and SMRTI models with the prevention-based

key management and secure routing mechanisms, but also to facilitate its capability to

incorporate futuristic prevention and/or detection-reaction based extensions. We have

published this work as a research paper in a conference proceedings [31].

We then adapted the notion of fellowship to the MANETs that support anonymous

communication to demonstrate the extensibility of our models. Given that it is in-

feasible to correlate between the received and transmitted packets in any anonymous

communication, the fellowship model was tailored to mitigate only the flooders. In

Chapter 8, we demonstrated the effectiveness of our fellowship model against the flood-

ers that disrupt anonymous communication using small-scale NS2 simulations. Similar

to the fellowship version presented in the Chapter 3, the anonymous communication-

based fellowship model eliminated additional overhead and defended against flooding

attack nearest to the source of attack. Also, this work has been published as a research

paper in a conference proceedings [35].

In Chapter 9, we coupled subjective-logic with SMRTI so that mobile nodes can

express and manage their ignorance as uncertainty in their trust relationships with

the other nodes. Recall that an opinion in subjective logic is expressed in three-

dimensions, belief, disbelief and uncertainty. During the coupling process, we also pro-

posed new operators for subjective logic to meet the requirements of the MANET. We

then demonstrated the effectiveness of subjective-logic based SMRTI (i.e. SL-SMRTI)

and fellowship models against multi-routed version of AODV, i.e. AOMDV. Finally, we

compared and contrasted the performance of SL-SMRTI with one of the closely related

trust model [308, 310] and shown how SL-SMRTI outperformed the related model.

This work has also been published as a research paper in a conference proceedings [28].

10.1 Further Work

In this section, we identify some possible directions for further research work based on

our models and proposed system and architecture.
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Figure 10.1: TEAM and Related Security Areas in the MANET.

First we believe there is scope for doing further work on conducting more simula-

tions especially in the context of the integrated model of the fellowship and SMRTI.

These additional simulations should primarily focus on studying the performance of

the integrated model by employing different reactive, proactive and hybrid protocols.

Given that the decisions of the SMRTI are influenced by the evidence provided by

the fellowship, in these additional simulations, one needs to vary the parameters of

fellowship and SMRTI to determine the optimal values required for those parameters.

As shown in 10.1, we believe an area of further research to be in anonymity and lo-

cation privacy in the MANETs. Anonymous communications may be employed in the

MANETs to conceal one or more of the following information: (a) source-destination

pair, (b) number of neighbours located in the environment or around the route, (c) node

locations, (d) topology changes, (e) traffic load in the network and (f) key connectors in

the network. Although the requirements for anonymous communications are different

from the requirements of non-anonymous communications in MANETs, we have suc-

cessfully adapted fellowship to defend against flooders in the MANETs that support
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anonymous communications. Therefore, we anticipate to explore the possibility of ex-

panding the SMRTI to MANETs that support anonymous communications. Factors

that will challenge such an adaptation are, (a) anonymous routing protocols nature

to broadcast unlike to unicast as in non-anonymous communications and (b) design

questions in relation to whether or not direct, observed and recommended evidence can

be captured. However, on inheriting the key management mechanism and anonymous

security protocol as the prevention layer and the anonymous communication-based fel-

lowship with an adapted modular version of SMRTI as the detection-reaction layer,

we believe that our architecture TEAM can be successfully applied to support anony-

mous communications. Regardless of the adaption, further work is required to address

issues in capturing the evidence either through an IDS-based promiscuous monitoring

for direct and observed reputations or via derived recommendations. For instance,

the possible source of evidence for the SMRTI appears to be from the anonymous se-

cure routing protocol. In particular, such evidence can be expected to be confined

only to the misbehaviours exhibited by the previous-hop neighbours. Nevertheless, the

adapted version of the SMRTI can render its service by facilitating the sub-models of

the TEAM to make trust-enhanced decisions.

Another area that we foresee further work is in the policy set for the TEAM. Given

that the focus has been within the network layer, the policies have remained much

simpler and static than anticipated. However, as the application layer is coupled with

the SMRTI to feed the evidence from a variety of applications then the decision-making

process will become harder. Nevertheless, such an integration of the TEAM with

a policy manager at the top and a tamper-proof hardware module, such as Trusted

Platform Module (TPM), at the bottom can be a possible solution for achieving a

seamless trusted interaction between the end-to-end applications in MANETs. The

presence of such a tamper-proof hardware can also add more flexibility and resolve

strong-identity related issues during the design of key management mechanism and

secure routing protocols.

Finally, another area of further work involves the study of the impact of different

initial values of the subjective-logic based opinions (direct, observed and recommended)
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and threshold values. We envisage that the architecture and the simulation setups that

have been described in our thesis can be used for this purpose, and the performance

results of the SL-SMRTI with those of related trust models to be compared. It will

also be interesting to explore the performance characteristics of the TEAM with the

SMRTI with that of SL-SMRTI enabled in the context of selected reactive, proactive

and hybrid routing protocols.
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UML Design Diagrams

Here, we present the UML class and sequence diagrams of the fellowship and SMRTI

models. The class diagrams describe the classes and their relationships (such as inheri-

tance, aggregation and association) and, their operations and attributes. Alternatively,

the sequence diagrams present the visual flow of logic in our models. These facilitate

the documentation, analysis, and validation of our logic. In particular, we confine to

the UML class and sequence diagrams of the fellowship and SMRTI models since the

integrated or extended models are built upon them.

A.1 Fellowship: Class Diagrams

The following list of figures presents the object-oriented design of the fellowship model,

• Figures A.1 and A.2: Presents the conceptual design of the fellowship model

311
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in terms of the class diagrams and their relationships.

• Figure A.3: Interfaces and the derived classes of the data structures used in the

fellowship model.

• Figure A.4: Structure of the fellowship’s enforcement component and the inter-

faces through which it access the buffered packets and the model’s parameters.

• Figure A.5: Structure of the fellowship’s rate-limitation component and the

interfaces through which it access the model’s parameters.

A.2 Fellowship: Sequence Diagrams

The following list of figures presents the logical flow of controls within the fellowship

model,

• Figure A.6: Sequence that takes place whenever a new packet is received by

the mobile node and passed on to the fellowship’s rate-limitation component.

• Figures A.7 and A.8: Calls initiated by the fellowship’s rate-limitation com-

ponent for forwarding an incoming packet to the enforcement component.

• Figure A.9: Controls invoked by the fellowship’s rate-limitation component to

allocate the reception channel for the requesting neighbours.

• Figure A.10: Sequence generation at the restoration component whenever a

mobile node detects that the transmission channel is under contention or the

transmission buffer is congested.

• Figures A.11 and A.12: Inter-modular communications that are generated at

the enforcement component whenever a mobile node receives an acknowledgement

or a duplicate.

• Figure A.13: Modular calls for updating the contributions for other nodes

whenever those nodes forward packets or exhibit misbehaviours such as flooding

or dropping packets.
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A.3 SMRTI: Class Diagrams

The following list of figures presents the object-oriented design of the SMRTI model,

• Figures A.14 and A.15: Conceptual design of the SMRTI model in terms of

the class diagrams and their relationships.

• Figure A.16: Trust and reputation structures of the SMRTI and, their interac-

tions and associations.

• Figure A.17: Interfaces and class diagrams used for data structure traversals,

where the data structures may either contain packets or reputation values for

other nodes.

• Figure A.18: Class structure for storing packets (A.18(b)), reputation rat-

ings (A.18(b)) and, the weights (A.18(c)) that would be used during the trust

evaluation of a context.

A.4 SMRTI: Sequence Diagrams

The following list of figures presents the logical flow of controls within the SMRTI

model,

• Figures A.19 and A.20: Flow of function calls for evaluating the trust of a

context by the SMRTI.

• Figure A.21: Control sequence carried out by the SMRTI to determine whether

or not a packet is trusted.

• Figure A.22: Call sequence for evaluating the trust of a mobile node using the

reputations held by the SMRTI.

• Figures A.23 and A.24: Modular calls that are initiated by the SMRTI’s

direct reputation module on overhearing a packet transmitted by the next-hop

neighbour. The examination allows the direct reputation module to determine

the behaviour exhibited by the next-hop neighbour towards the forwarded packet.
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• Figures A.25 and A.26: Control sequence initiated by the SMRTI’s observed

reputation module on overhearing a packet transmitted by a neighbour. It de-

termines whether or not the captured packet relates to an interaction with one

of its common neighbour. Depending on the sequence, the examination would

allow the observed reputation module to determine the misbehaviour exhibited

by the neighbour even before interacting with it.

• Figures A.27 and A.28: Flow sequence for traversing the observed reputation

related packet buffer in search of a duplicate packet.

• Figures A.29 and A.30: Inter-modular call sequences that are initiated by the

SMRTI’s recommended reputation module to derive the indirect reputation from

the received packet.

• Figures A.31 and A.32: Inter-modular communication sequence for matching

a duplicate packet with one of the packet located in the direct reputation related

packet buffer.

• Figure A.33: Control sequence carried out by the SMRTI to locate the reputa-

tion (direct, observed or recommended) of a mobile node.

• Figure A.34: Sequence of calls made by the SMRTI to revise the reputation

(direct, observed or recommended) of a node in proportion to the duration for

which there has been no interaction.

• Figure A.35: Flow of function calls for determining the total count of duplicate

packets in a buffer.

• Figure A.36: Inter-modular sequence for dumping the contents of a packet table

for debugging.

• Figure A.37: Modular calls made for dumping the contents of a reputation

table (direct, observed or recommended) for debugging.
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• Figure A.38: Control sequence carried out by the SMRTI to purge expired

packets for which a corresponding match was not detected in the wireless channel.

• Figures A.39 and A.40: Flow sequence for storing a packet in a buffer before

it can be traversed and cross-checked with promiscuously captured packets in the

future.

• Figure A.41: Sequence of function calls made for dynamically assigning weights

to various participants in a context at the time of trust evaluation.

A.5 DSR and CBR Generator

In the following, the figures present the class integration between the SMRTI and DSR

and also the design of our custom-made CBR generator to meet our requirements.

• Figure A.42: The class diagram presents the association between the SMRTI

and the DSR.

• Figure A.43: Presents the object-oriented design of our CBR generator and its

associations, aggregations and relationships with other structures.

• Figure A.44: Sequence of calls indicating the process carried out for generating

CBR traffic.

• Figure A.45: A detailed flow revealing the internal call structures of CBR traffic

generator.

A.6 Class and Sequence Diagrams
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Figure A.1: Class Diagram of the Fellowship Model (Left).
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Figure A.2: Class Diagram of the Fellowship Model (Right).
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Figure A.4: Class Diagram of the Fellowship’s Enforcement Component.
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Figure A.7: Sequence Diagram for the Interactions between the Rate-limitation and
Enforcement (Left).
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Figure A.8: Sequence Diagram for the Interactions between the Rate-limitation and
Enforcement (Right).
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Figure A.11: Sequence Diagram for Processing the Acknowledgement and Duplicates by
the Enforcement (Left).
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Figure A.12: Sequence Diagram for Processing the Acknowledgement and Duplicates by
the Enforcement (Right).
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Figure A.14: Class Diagram of the SMRTI Model (Top).
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Figure A.15: Class Diagram of the SMRTI Model (Bottom).
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Figure A.16: Class Diagram of the Trust and Reputation Structures of the SMRTI.
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Figure A.19: Sequence Diagram for Determining the Trust of a Context by the SMRTI
(Top).
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Figure A.20: Sequence Diagram for Determining the Trust of a Context by the SMRTI
(Bottom).
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Figure A.21: Sequence Diagram for the Trust Evaluation of a Packet by the SMRTI.
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Figure A.23: Sequence Diagram for Capturing the Direct Reputation of a Next-hop
(Top).
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Figure A.24: Sequence Diagram for Capturing the Direct Reputation of a Next-hop
(Bottom).
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Figure A.25: Sequence Diagram for Capturing the Observed Reputation of a Next-hop
(Top).
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Figure A.26: Sequence Diagram for Capturing the Observed Reputation of a Next-hop
(Bottom).
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Figure A.27: Sequence Diagram for Traversing the Observed Reputation’s Packet Buffer
(Top).
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Figure A.28: Sequence Diagram for Traversing the Observed Reputation’s Packet Buffer
(Bottom).



346 UML Design Diagrams

Figure A.29: Sequence Diagram for Capturing the Recommended Reputation (Top).
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Figure A.30: Sequence Diagram for Capturing the Recommended Reputation (Bottom).
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Figure A.31: Sequence Diagram for Matching a Duplicate with a Buffered Packet (Top).
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Figure A.32: Sequence Diagram for Matching a Duplicate with a Buffered Packet (Bot-
tom).
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Figure A.39: Sequence Diagram for Storing a Packet in a Buffer (Left).
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Figure A.40: Sequence Diagram for Storing a Packet in a Buffer (Bottom).
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Figure A.42: Class Diagram showing Association between the DSR and SMRTI.
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Figure A.44: Sequence Diagram for the CBR Traffic Generation.



A.6 Class and Sequence Diagrams 363

Figure A.45: Sequence Diagram for the Inner Working of CBR Traffic Generator.



364 UML Design Diagrams



B
Code Snippets

Given that Appendix A has already presented the UML design diagrams that details

the data fields and methods of the classes, we present the snippets of code that provides

an insight into the operation of the fellowship and SMRTI models. In the following

Section B.1, we present the code snippets that are unique to the fellowship model.

Section B.2 provides the code snippets that are unique to the SMRTI model and also

common to both the models.

B.1 Fellowship Implementation

In the following, we list few classes with snippet of codes that play a significant role in

the implementation of the fellowship model.

• Mac-80-11.cc (Listing B.1) presents the headers included for the successful

365
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operation of the fellowship model. This class also lists the methods that are

called from the OTcl level. These methods serve as a platform for initialising

or varying the simulation parameters to providing the details of the fellowship’s

operation for the purpose of debugging. Finally, it reveals the flow of controls of

when the fellowship is activated from the perspective of a mobile node.

• Wireless-phy.cc (Listing B.2) is used to measure the time taken to transmit

and receive a packet so that the energy contributed for transmitting a packet on

behalf of the previous-hop or receiving a packet from the previous-hop can be

measured respectively. As noted in Chapter 3, contributing the battery energy

based on the packet-length enables a mobile node to defend against intelligent

selfish nodes.

• Monitor.cc (Listing B.3) is the main class for the fellowship model from where

the controls are initiated for various scenarios. Furthermore, the contribution

for other nodes depending on their benign or misbehaviours are captured and

computed at this class and used as a reference for making future decisions.

• RateLimitation.cc (Listing B.4) is invoked whenever a packet is received from

the previous-hop. This class transfers the control to the enforcement component

to determine the credibility of the previous-hop. It updates the contribution for

the previous-hop based on the behaviour exhibited by the previous-hop.

• Enforcement.cc (Listing B.5) is called by the rate-limitation to determine

whether or not a packet can be accepted for forwarding. In addition, it also

keeps track of the next-hop’s forwarding behaviour.

• Restoration.cc (Listing B.6) completes the sequence of actions initiated from

the rate-limitation. Given the transmission channel is free from contention, it

transmits the packet on the behalf of the previous-hop. Alternatively, it buffers

the packet for a future transmission at the time of contention or adds the contri-

bution for the previous-hop if the transmission buffer experiences congestion.
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• EnforcementVisitor.cc (Listing B.7) takes a packet and visits the packet

buffer to discover a matching combination.

• CommitmentElement.cc (Listing B.8) is used by a mobile node to hold the

total count of packets that was sent to a neighbour and the total count of packets

that has been forwarded by the neighbour. These values are used to determine

whether or not the neighbour can be trusted for forwarding packets.

• CommitmentStore.cc (Listing B.9) is used to store data structures of the

type CommitmentElement.

• MacPacketStore.cc (Listing B.10) is used to store data structures of the

type MACPacketElement. It contains methods that iterate the table to discover

packets for which a duplicate has been received or not and also the packets that

have expired. It then computes the parameters to determine the contribution for

the next-hop.

Listing B.1: Mac-802-11.cc�
// I n j e c t i o n at the MAC−802.11

#include ”mac/MACPacketStore . h”

#include ”mac/CommitmentStore . h”

#include ” dsr / hdr s r . h”

#include ”mac/MACPacketElement . h”

#include ” dsr / dsragent . h”

#include ”mac/ EnforcementVis i tor . h”

// For the purpose o f debugging

void Mac802 11 : : dumpMac802 11State ( ) {

Tcl& t c l = Tcl : : i n s t ance ( ) ;

t c l . e v a l f ( ” puts \”\ tu s ingFe l l owsh ip = %d\”” , us ingFe l l owsh ip ) ;

t c l . e v a l f ( ” puts \”\ tmal ic iousPacketDrop = %d\”” , mal ic iousPacketDrop ) ;

}

// For the purpose o f debugging

void Mac802 11 : : dumpFellowshipState ( ) {

Tcl& t c l = Tcl : : i n s t ance ( ) ;

t c l . e v a l f ( ” puts \”\ t n e t i f address = %d\”” , f e l l owsh ip−>g e t n e t i f ( ) ) ;

t c l . e v a l f ( ” puts \”\ t l l address = %d\”” , f e l l owsh ip−>g e t l l ( ) ) ;

t c l . e v a l f ( ” puts \”\ tcommitmentBonus = %f \”” ,



368 Code Snippets

f e l l owsh ip−>get commitmentBonus ( ) ) ;

t c l . e v a l f ( ” puts \”\ tcommitmentPenalty = %f \”” ,

f e l l owsh ip−>get commitmentPenalty ( ) ) ;

t c l . e v a l f ( ” puts \”\ tpacketDe l iveryThresho ld = %f \”” ,

f e l l owsh ip−>get packetDe l ive ryThresho ld ( ) ) ;

t c l . e v a l f ( ” puts \”\ tcheckFlooding = %f \”” , f e l l owsh ip−>get checkFlood ing ( ) ) ;

}

// Act ivat ing f e l l ow sh i p as the next sequence a f t e r MAC−80.11

void Mac802 11 : : c on f i gu r eFe l l owsh ip ( ) {

f e l l owsh ip−>s e t n e t i f ( n e t i f ) ; // f o r WirelessPhy

LL∗ l l = (LL∗ ) ( ( Connector ∗) upta rge t )−>g e t t a r g e t ( ) ;

f e l l owsh ip−> s e t l l ( l l ) ; // f o r LL

unsigned long ne t i d = Mac : : addr ( ) ;

f e l l owsh ip−>s e t n e t i d ( n e t i d ) ;

i n s t a l lTap ( f e l l ow sh i p ) ; // f o r Promiscous tap .

DSRAgent∗ dsragent = (DSRAgent ∗ ) ( ( Connector ∗) l l−>uptarget ())−> g e t t a r g e t ( ) ;

}

// Reg i s t e r i ng the above a c t i on s at the command i n t e r f a c e

int Mac802 11 : : command( int argc , const char∗const∗ argv ) {

i f ( argc == 2) {

.

.

.

i f ( strcmp ( argv [ 1 ] , ”dumpFellowship” ) == 0) {

p r i n t f ( ”\ tMac802 11 : : dumpFellowshipState\n” ) ;

dumpFellowshipState ( ) ;

return TCL OK;

}

i f ( strcmp ( argv [ 1 ] , ” con f i gu r eFe l l owsh ip ” ) == 0) {

p r i n t f ( ”\ tMac802 11 : : c on f i gu r eFe l l owsh ip \n” ) ;

c on f i gu r eFe l l owsh ip ( ) ;

return TCL OK;

}

}

.

.

.

}

// TCL Hooks f o r the s imu la to r

stat ic class Mac802 11Class : public TclClass {

public :

Mac802 11Class ( ) : Tc lClass ( ”Mac/802 11 ” ) {}
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TclObject ∗ c r e a t e ( int , const char∗const ∗) {

return (new Mac802 11 ( ) ) ;

}

// To vary s t a t i c parameters

virtual void bind ( ) ;

virtual int method ( int argc , const char∗const∗ argv ) ;

} c la s s mac802 11 ;

// Hooks f o r a c c e s s i n g from the s imu la t i on s c r i p t s

void Mac802 11Class : : bind ( ) {

TclClass : : bind ( ) ;

add method ( ”setMACPacketStore” ) ;

add method ( ”printMACPacketStore” ) ;

add method ( ”setCommitmentStore” ) ;

add method ( ”printCommitmentStore” ) ;

add method ( ” setRate ” ) ;

add method ( ” pr intRate ” ) ;

}

// Methods f o r the above bounds

int Mac802 11Class : : method ( int ac , const char∗const∗ av ) {

Tcl& t c l = Tcl : : i n s t ance ( ) ;

int argc = ac − 2 ;

const char∗const∗ argv = av + 2 ;

i f ( argc == 2) {

i f ( strcmp ( argv [ 1 ] , ”printMACPacketStore” ) == 0) {

t c l . e v a l f ( ” puts \”\ tMACPacketStore : : packetExpi rat ion = %f \”” ,

MACPacketStore : : packetExpi rat ion ) ;

return (TCL OK) ;

}

i f ( strcmp ( argv [ 1 ] , ”printCommitmentStore” ) == 0) {

t c l . e v a l f ( ” puts \”\ tCommitmentStore : : init ia lCommitment =

%f \”” , CommitmentStore : : init ia lCommitment ) ;

return (TCL OK) ;

}

i f ( strcmp ( argv [ 1 ] , ” pr intRate ” ) == 0) {

t c l . e v a l f ( ” puts \”\ tMonitor : : Rate = %d\”” , Monitor : : Rate ) ;

return (TCL OK) ;

}

} else i f ( argc == 3) {

i f ( strcmp ( argv [ 1 ] , ” setMACPacketStore” ) == 0) {

MACPacketStore : : packetExpi rat ion = ato f ( argv [ 2 ] ) ;

return (TCL OK) ;

} else i f ( strcmp ( argv [ 1 ] , ” setCommitmentStore” ) == 0) {

CommitmentStore : : init ia lCommitment = ato f ( argv [ 2 ] ) ;
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return (TCL OK) ;

} else i f ( strcmp ( argv [ 1 ] , ” setRate ” ) == 0) {

Monitor : : Rate = a t o i ( argv [ 2 ] ) ;

return (TCL OK) ;

}

} return TclClass : : method ( ac , av ) ;

}

// I n i t i a l i s a t i o n s f o r f e l l ow sh i p whi l e MAC−802.11 i s i n i t i a l i s e d

Mac802 11 : : Mac802 11 ( ) {

.

.

.

f e l l ow sh i p = new Monitor ( n e t i f , l l ) ;

bind ( ” us ingFe l l owsh ip ” , &us ingFe l l owsh ip ) ;

bind ( ”commitmentBonus” , f e l l owsh ip−>get commitmentBonusAddr ( ) ) ;

bind ( ”commitmentPenalty” , f e l l owsh ip−>get commitmentPenaltyAddr ( ) ) ;

bind ( ” packetDe l iveryThresho ld ” ,

f e l l owsh ip−>get packetDel iveryThresho ldAddr ( ) ) ;

bind ( ” checkFlooding ” , f e l l owsh ip−>get checkFloodingAddr ( ) ) ;

bind ( ” f l ood ingPena l ty ” , f e l l owsh ip−>get f l ood ingPena l tyAddr ( ) ) ;

bind ( ”mal ic iousPacketDrop ” , &malic iousPacketDrop ) ;

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Sequence i n i t i a t e d a f t e r the packet been proce s sed

by the MAC−802.11 l ay e r . Core f u n c t i o n a l i t y o f

f e l l ow sh i p i s c a l l e d from here .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

void Mac802 11 : : recv ( Packet ∗p , Handler ∗h)

{

.

.

.

// Handle outgoing packets .

i f ( hdr−>d i r e c t i o n ( ) == hdr cmn : :DOWN) {

EnforcementVis i tor ∗ v = EnforcementVis i tor : : g e t i n s t an c e ( ) ;

int bu f f e r Index = 0 ;

f e l l owsh ip−>ge t packe tBu f f e r ()−> t r a v e r s e ( buf f e r Index , ∗v ) ;

// By de f au l t a l l MAC lay e r packets should be forwarded .

bool forward = true ;

// The MAC i d e n t i f i e r o f t h i s node .

int ne t i d = Mac : : addr ( ) ;

hdr cmn∗ cmnh = hdr cmn : : a c c e s s (p ) ;

unsigned long next hop = cmnh−>next hop ( ) ;
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hdr mac∗ mach = hdr mac : : a c c e s s (p ) ;

mach−>next hop ( ) = next hop ;

unsigned long prev hop = mach−>prev hop ( ) ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p ) ;

unsigned long s r c = srh−>t rue addr s ( ) [ 0 ] . addr ;

i f ( srh−>r ou t e r ep l y ( ) && us ingFe l l owsh ip && s r c != ne t i d ) {

forward = f e l l owsh ip−>checkCommitment (p , 0 . 0 , prev hop ) ;

}

else i f (cmnh−>ptype ( ) == PT CBR && us ingFe l l owsh ip ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

A node o r i g i n a t i n g a packet i s not r equ i r ed to

check whether i t should forward a DATA packet on

i t s own beha l f . Next , get the s r c o f the packet .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( s r c == ne t i d ) {

forward =

f e l l owsh ip−>checkCommitment (p , 0 . 0 , next hop ) ;

i f ( ! forward ) {

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

ID from id = ID( net id , : : IP ) ;

ID t o i d = ID( next hop , : : IP ) ;

LL∗ l l = (LL∗ ) ( ( Connector ∗) upta rge t )−>

g e t t a r g e t ( ) ;

DSRAgent∗ dsragent = (DSRAgent∗)

( ( Connector ∗) l l−>uptarget ())−>

g e t t a r g e t ( ) ;

dsragent−>g e t ma l i c i o u s r ou t e c a ch e ()−>

noticeDeadLink ( from id , to id , time ) ;

dsragent−>g e t r ou t e c a che ()−>

noticeDeadLink ( from id , to id , time ) ;

} else {

// Store the MACPacketElement .

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

int uid = cmnh−>uid ( ) ;

MACPacketElement∗ m = new MACPacketElement

( time , uid , next hop ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Store the uid in the packetBuf f e r

indexed by the next hop ’ s id .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

f e l l owsh ip−>ge t packe tBu f f e r ()−> i n s e r t (0 , m) ;

f e l l owsh ip−>updateCommitment

( next hop , 0 . 0 , SENT) ;

}



372 Code Snippets

} else {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

The RateLimitat ion module i n j e c t i o n po int . Checks

i f the re i s enough commitment to forward the

outgoing packet on beha l f o f the r eque s t i ng node .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

forward = f e l l owsh ip−>recv (p ) ;

}

}

// Mal i c i ous packet drop code .

i f ( ( mal ic iousPacketDrop && cmnh−>ptype ( ) == PT CBR) | |

( ! forward && ! f e l l owsh ip−>get sendRERR ( ) ) ) {

Packet : : f r e e (p ) ;

p = 0 ;

h−>handle ( ( Event ∗) 0 ) ;

} else {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

The packet i s be ing sent out . So t h i s

node becomes the previous−hop now .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

mach−>prev hop ( ) = ne t i d ;

send (p , h ) ;

} return ;

}

.

.

.

}
� �
Listing B.2: Wireless-phy.cc�

double WirelessPhy : : get TxEnergy (double txt ime ) {

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

double s t a r t t ime = MAX( channe l i d l e t ime , time ) ;

double end time = MAX( channe l i d l e t ime , time + txtime ) ;

double ac tua l tx t ime = end time − s t a r t t ime ;

double TxEnergy = em()−>ca lcu late TxEnergy ( actua l tx t ime , Pt consume ) ;

return TxEnergy ;

}

double WirelessPhy : : get RxEnergy (double rcvt ime ) {

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

double s t a r t t ime = MAX( channe l i d l e t ime , time ) ;

double end time = MAX( channe l i d l e t ime , time + rcvt ime ) ;

double ac tua l r cv t ime = end time − s t a r t t ime ;
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double RxEnergy = em()−>ca lcu late RxEnergy ( ac tua l r cv t ime , Pr consume ) ;

return RxEnergy ;

}
� �
Listing B.3: Monitor.cc�

bool Monitor : : recv ( Packet∗ p) {

double currentTime = Scheduler : : i n s t anc e ( ) . c l o ck ( ) ;

EnforcementVis i tor ∗ v = EnforcementVis i tor : : g e t i n s t an c e ( ) ;

int bu f f e r Index = 0 ;

packetBuf fer−>t r a v e r s e ( buf f e r Index , ∗v ) ;

bool forward = fa l se ;

forward = rateL imi ta t i on−>recv (p ) ;

return forward ;

}

bool Monitor : : c r ea t eFe l l owsh ip ( ) {

r a t eL im i ta t i on = new RateLimitat ion ( this ) ;

enforcement = new Enforcement ( this ) ;

r e s t o r a t i o n = new Restorat ion ( this ) ;

bool createFel lowshipOK = fa l se ;

i f ( r a t eL im i ta t i on != 0 && enforcement != 0 && r e s t o r a t i o n != 0) {

createFel lowshipOK = true ;

} return createFel lowshipOK ;

}

double Monitor : : ca lcu lateRemain ing (double commitment ) {

double energy = ne t i f−>node()−>energy model()−>energy ( ) ;

double remaining = energy ∗ commitment ;

return remaining ;

}

double Monitor : : c a l cu l a t eRecent (double remaining , double con t r i bu t i on ) {

double r e c en t = remaining + con t r i bu t i on ;

return r e c en t ;

}

double Monitor : : calculateCommitment (double r e c en t ) {

double energy = ne t i f−>node()−>energy model()−>energy ( ) ;

i f ( f abs ( energy ) < EPS) {

energy = EPS;

}

double commitment = recent / energy ;

return commitment ;

}
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double Monitor : : updateCommitment (unsigned long nodeID , double cont r ibut i on ,

PacketsDe l ivered packe t sDe l i ve r ed ) {

CommitmentElement∗ e = (CommitmentElement∗) commitmentTable−>r e t r i e v e ( nodeID ) ;

double percentageEnergy = e−>get percentageEnergy ( ) ;

double remaining = ca lcu lateRemain ing ( percentageEnergy ) ;

double r e c en t = ca l cu l a t eRecent ( remaining , c on t r i bu t i on ) ;

double commitment = calculateCommitment ( r e c en t ) ;

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

int packetsSent = e−>ge t packe t sSent ( ) ;

int packetsForwarded = e−>get packetsForwarded ( ) ;

i f ( packe t sDe l i ve r ed == SENT) {

++packetsSent ;

} else i f ( packe t sDe l i ve r ed == FORWARDED) {

++packetsForwarded ;

}

std : : map< unsigned long , RateOfFlow∗ > oldRateOfFlow = e−>get rateOfFlow ( ) ;

commitmentTable−>update ( nodeID , new

CommitmentElement ( time , commitment , packetsSent , packetsForwarded ) ) ;

CommitmentElement∗ newE =

(CommitmentElement∗) commitmentTable−>r e t r i e v e ( nodeID ) ;

newE−>se t rateOfFlow ( oldRateOfFlow ) ;

return commitment ;

}

bool Monitor : : checkCommitment ( Packet∗ p , double cont r ibut i on , unsigned long nodeID ) {

bool enoughCommitment = true ;

CommitmentElement∗ c = (CommitmentElement∗) commitmentTable−>r e t r i e v e ( nodeID ) ;

double commitment = c−>get percentageEnergy ( ) ;

double remaining = ca lcu lateRemain ing ( commitment ) ;

// Contr ibut ion i s a −ve quant i ty

i f ( ( remaining + con t r i bu t i on ) < 0 . 0 ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Do not transmit . Return f a l s e to i nd i c a t e not

to forward the Packet p to the monitor .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

enoughCommitment = fa l se ;

} else {

updateCommitment ( nodeID , cont r ibut ion , NOTHING) ;

} return enoughCommitment ;

}

bool Monitor : : i s i f q F u l l ( Packet∗ p) {

DSRAgent∗ dsrAgent = (DSRAgent ∗ ) ( ( Connector ∗) l l−>uptarget ())−> g e t t a r g e t ( ) ;

CMUPriQueue∗ i f q = dsrAgent−>g e t i f q ( ) ;

bool i s i f q F u l l = i f q−>p r q i s f u l l (p ) ;
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return i s i f q F u l l ;

}

double Monitor : : c a l cu l a t e pa ck e tDe l i v e r yRa t i o (unsigned long nodeID ) {

CommitmentElement∗ e = (CommitmentElement∗) commitmentTable−>r e t r i e v e ( nodeID ) ;

double packetsSent = e−>ge t packe t sSent ( ) ;

double packetsForwarded = e−>get packetsForwarded ( ) ;

double packetDe l iveryRat io = 0 . 0 ;

i f ( packetsSent > 0) {

packetDe l iveryRat io = packetsForwarded/ packetsSent ;

} else i f ( packetsSent == 0) {

packetDe l iveryRat io = 1 . 0 ;

} return packetDe l iveryRat io ;

}

void Monitor : : tap ( const Packet∗ p) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

The enforcement module ’ s i n j e c t i o n po int . The Packet p

i s be ing r e c e i v ed . So check i f t h i s node ’ s f e l l ow sh i p

module has a copy o f the r e c e i v ed Packet p in i t s

packet bu f f e r . I f i t does then i n c r e a s e the commitment

o f the prev ious−hop by contr ibut ionTx .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

struct hdr cmn∗ cmnh = hdr cmn : : a c c e s s (p ) ;

// L i s t en to only cbr packets at t h i s po int .

i f (cmnh−>ptype ( ) == PT CBR) {

enforcement−>captureCommitment (p ) ;

}

}
� �
Listing B.4: RateLimitation.cc�

bool RateLimitat ion : : recv ( Packet∗ p) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Check i f the ma l i c i ousF lood ing i s turned on at Mac−80.11.

I f i t s turned OFF then sk ip the f o l l ow i n g l i n e and move

on to the Enforcement f o r the eva lua t i on purpose .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

bool forward = true ;

Monitor∗ f e l l ow sh i pD i r e c t o r = g e t d i r e c t o r ( ) ;

Enforcement∗ enforcement = f e l l owsh i pD i r e c t o r−>get en forcement ( ) ;

bool checkFlooding = f e l l ow sh i pD i r e c t o r−>get checkFlood ing ( ) ;

i f ( checkFlooding ) {

hdr mac∗ mach = hdr mac : : a c c e s s (p ) ;

unsigned long prev hop = mach−>prev hop ( ) ;

CommitmentElement∗ e = (CommitmentElement ∗ ) ( f e l l ow sh i pD i r e c t o r−>
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get commitmentTable()−> r e t r i e v e ( prev hop ) ) ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p ) ;

unsigned long s r c = srh−>t rue addr s ( ) [ 0 ] . addr ;

e−>checkFlow ( s r c ) ;

double i n t e rva lS ta r tT ime = e−>ge t i n t e rva lS ta r tT ime ( s r c ) ;

int r e c e ived Inte rva lCount = e−>ge t r e c e i v ed In t e rva lCount ( s r c ) ;

int r a t e = Monitor : : Rate ;

r e c e i ved Inte rva lCount += 1 ;

e−>s e t r e c e i v ed In t e r va lCoun t ( src , r e c e ived Inte rva lCount ) ;

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

i f ( r e c e ived In te rva lCount == 1) {

e−>s e t i n t e r va l S t a r tT ime ( src , time ) ;

}

i f ( r e c e ived In te rva lCount >= rate ) {

double t imeElapsed = time − i n t e rva lS ta r tT ime ;

i f ( t imeElapsed < 1 . 0 ) {

i f ( r e c e ived In te rva lCount > r a t e ) {

e−>se t exceededRate ( src , true ) ;

e−>s e t r e c e i v ed In t e r va lCoun t ( src , 0 ) ;

}

} else {

e−>se t exceededRate ( src , fa l se ) ;

}

}

bool exceededRate = e−>get exceededRate ( s r c ) ;

i f ( exceededRate ) {

hdr cmn∗ cmnh = hdr cmn : : a c c e s s (p ) ;

Monitor : : TxTime = cmnh−>txt ime ( ) ;

double contr ibut ionTx = ( ( WirelessPhy ∗) f e l l ow sh i pD i r e c t o r−>

g e t n e t i f ())−>get TxEnergy ( Monitor : : TxTime ) ;

double f l o od ingPena l ty =

f e l l owsh i pD i r e c t o r−>g e t f l o od i ngPena l t y ( ) ;

double con t r i bu t i on =

−1.0∗ contr ibut ionTx ∗( f l ood ingPena l ty + 1 . 0 ) ;

f e l l ow sh i pD i r e c t o r−>updateCommitment

( prev hop , cont r ibut i on , NOTHING) ;

}

}

forward = enforcement−>recv (p ) ;

return forward ;

}
� �
Listing B.5: Enforcement.cc�

bool Enforcement : : recv ( Packet∗ p) {

Monitor∗ f e l l ow sh i pD i r e c t o r = g e t d i r e c t o r ( ) ;
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Restorat ion ∗ r e s t o r a t i o n = f e l l ow sh i pD i r e c t o r−>g e t r e s t o r a t i o n ( ) ;

bool forward = fa l se ;

bool enoughCommitmentPrevHop = true ;

bool checkFlooding = f e l l ow sh i pD i r e c t o r−>get checkFlood ing ( ) ;

i f ( checkFlooding ) {

hdr mac∗ mach = hdr mac : : a c c e s s (p ) ;

unsigned long prev hop = mach−>prev hop ( ) ;

enoughCommitmentPrevHop =

f e l l owsh i pD i r e c t o r−>checkCommitment (p , 0 . 0 , prev hop ) ;

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

I f ’ Mal i c iousF lood ing ’ i s turned OFF at MAC−802.11 then we

can sk ip the f o l l ow i n g l i n e which dec r ea s e s the commitment

f o r the prev ious−hop . This i s because only packet dropping

i s concerned .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( enoughCommitmentPrevHop ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Pass the packet ’p ’ to the r e s t o r a t i o n module to see i f

the packet can be forwarded f o r the r eque s t i ng node .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

forward = re s t o r a t i on−>recv (p ) ;

} return forward ;

}

void Enforcement : : captureCommitment ( const Packet∗ p) {

PacketCountVis i tor ∗ v = PacketCountVis i tor : : g e t i n s t an c e ( ) ;

Monitor∗ f e l l ow sh i pD i r e c t o r = g e t d i r e c t o r ( ) ;

Table∗ packetBuf f e r = f e l l ow sh i pD i r e c t o r−>ge t packe tBu f f e r ( ) ;

v−>s e t pa cke t ( const cast<Packet∗>(p ) ) ;

packetBuf fer−>t r a v e r s e (0 , ∗v ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

A match means that the packet has been forwarded on the beha l f

o f t h i s node by the previous−hop . Therefore , update the energy

and forward count .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f (v−>get count ( ) ) {

hdr mac∗ mach = hdr mac : : a c c e s s (p ) ;

unsigned long prev hop = mach−>prev hop ( ) ;

double commitmentBonus = f e l l ow sh i pD i r e c t o r−>get commitmentBonus ( ) ;

hdr cmn∗ cmnh = hdr cmn : : a c c e s s (p ) ;

Monitor : : TxTime = cmnh−>txt ime ( ) ;

double contr ibut ionTx = ( ( WirelessPhy ∗) f e l l ow sh i pD i r e c t o r−>

g e t n e t i f ())−>get TxEnergy ( Monitor : : TxTime ) ;

double con t r i bu t i on = contr ibut ionTx ∗( commitmentBonus + 1 . 0 ) ;
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double commitment = f e l l owsh i pD i r e c t o r−>

updateCommitment ( prev hop , cont r ibut i on , FORWARDED) ;

v−>s e t count ( 0 ) ;

}

}
� �
Listing B.6: Restoration.cc�

bool Restorat ion : : recv ( Packet∗ p) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

I f the Packet p ge t s here i t should be forwarded un l e s s

the network i n t e r f a c e queue i f q i s f u l l .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

bool forward = true ;

hdr mac∗ mach = hdr mac : : a c c e s s (p ) ;

unsigned long next hop = mach−>next hop ( ) ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p ) ;

int addr l en = srh−>num addrs ( ) ;

unsigned long de s t i n a t i on = srh−>addrs ( ) [ addr l en − 1 ] . addr ;

hdr cmn∗ cmnh = hdr cmn : : a c c e s s (p ) ;

Monitor∗ f e l l ow sh i pD i r e c t o r = g e t d i r e c t o r ( ) ;

bool i s i f q F u l l = f e l l ow sh i pD i r e c t o r−> i s i f q F u l l (p ) ;

bool enoughCommitmentNextHop =

f e l l owsh i pD i r e c t o r−>checkCommitment (p , 0 . 0 , next hop ) ;

i f ( i s i f q F u l l | | ! enoughCommitmentNextHop ) {

i f ( ! enoughCommitmentNextHop ) {

unsigned long s r c = srh−>addrs ( ) [ 0 ] . addr ;

unsigned long ne t i d = f e l l owsh i pD i r e c t o r−>g e t n e t i d ( ) ;

i f ( s r c != ne t i d ) {

f e l l ow sh i pD i r e c t o r−>set sendRERR( true ) ;

}

}

forward = fa l se ;

} else i f ( next hop != de s t i n a t i on ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

There i s no po int in adding the next hop i f i t i s the

d e s t i n a t i on . The Packet p i s be ing sent out . So take

a copy o f the unique i d e n t i f i e r uid to compare with

the packets r e c e i v ed in the fu tu r e .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

Table∗ packetBuf f e r = f e l l ow sh i pD i r e c t o r−>ge t packe tBu f f e r ( ) ;

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

int uid = cmnh−>uid ( ) ;

MACPacketElement∗ m = new MACPacketElement ( time , uid , next hop ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Store the uid in the packetBuf f e r indexed by the next
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hop ’ s id .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

packetBuf fer−>i n s e r t (0 , m) ;

f e l l ow sh i pD i r e c t o r−>updateCommitment ( next hop , 0 . 0 , SENT) ;

} else i f ( next hop == de s t i n a t i on ) {

double commitmentBonus = f e l l ow sh i pD i r e c t o r−>get commitmentBonus ( ) ;

Monitor : : TxTime = cmnh−>txt ime ( ) ;

double contr ibut ionTx = ( ( WirelessPhy ∗) f e l l ow sh i pD i r e c t o r−>

g e t n e t i f ())−>get TxEnergy ( Monitor : : TxTime ) ;

double con t r i bu t i on = contr ibut ionTx ∗( commitmentBonus + 1 . 0 ) ;

f e l l ow sh i pD i r e c t o r−>updateCommitment ( next hop , cont r ibut i on , NOTHING) ;

} return forward ;

}
� �
Listing B.7: EnforcementVisitor.cc�

void EnforcementVis i tor : : packetMatch ( PacketElement∗ e ) {

MACPacketElement∗ s = 0 ;

i f ( ( s = dynamic cast<MACPacketElement∗>(e ) ) ) {

packetMatch ( s ) ;

}

}

EnforcementVis i tor ∗ EnforcementVis i tor : : g e t i n s t an c e ( ) {

i f ( i n s t ance == 0) {

i n s t ance = new EnforcementVis i tor ;

} return i n s t ance ;

}
� �
Listing B.8: CommitmentElement.cc�

void CommitmentElement : : checkFlow (unsigned long key ) {

i f ( r Flows [ key ] == 0) {

r Flows [ key ] = new RateOfFlow (0 , false , 0 . 0 ) ;

}

}

int CommitmentElement : : g e t r e c e i v ed In t e rva lCount (unsigned long key ) {

int r e c e ived Inte rva lCount = 0 ;

r I t r = r Flows . f i nd ( key ) ;

i f ( r I t r != r Flows . end ( ) ) {

r e c e ived Inte rva lCount =

((∗ r I t r ) . second)−>ge t r e c e i v ed In t e rva lCount ( ) ;

} return r e c e ived Inte rva lCount ;

}
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bool CommitmentElement : : get exceededRate (unsigned long key ) {

bool exceededRate = fa l se ;

r I t r = r Flows . f i nd ( key ) ;

i f ( r I t r != r Flows . end ( ) ) {

exceededRate = ((∗ r I t r ) . second)−>get exceededRate ( ) ;

} return exceededRate ;

}

double CommitmentElement : : g e t i n t e rva lS ta r tT ime (unsigned long key ) {

double i n t e rva lS ta r tT ime = 0 . 0 ;

r I t r = r Flows . f i nd ( key ) ;

i f ( r I t r != r Flows . end ( ) ) {

i n t e rva lS ta r tT ime = ((∗ r I t r ) . second)−>ge t i n t e rva lS ta r tT ime ( ) ;

} return i n t e rva lS ta r tT ime ;

}

void CommitmentElement : : s e t r e c e i v ed In t e r va lCoun t (unsigned long key , int value ) {

r I t r = r Flows . f i nd ( key ) ;

i f ( r I t r != r Flows . end ( ) ) {

( (∗ r I t r ) . second)−> s e t r e c e i v ed In t e r va lCoun t ( va lue ) ;

}

}

void CommitmentElement : : s e t exceededRate (unsigned long key , bool value ) {

r I t r = r Flows . f i nd ( key ) ;

i f ( r I t r != r Flows . end ( ) ) {

( (∗ r I t r ) . second)−>se t exceededRate ( va lue ) ;

}

}

void CommitmentElement : : s e t i n t e r va l S t a r tT ime (unsigned long key , double value ) {

r I t r = r Flows . f i nd ( key ) ;

i f ( r I t r != r Flows . end ( ) ) {

( (∗ r I t r ) . second)−> s e t i n t e r va l S t a r tT ime ( value ) ;

}

}
� �
Listing B.9: CommitmentStore.cc�

void CommitmentStore : : add (unsigned long n , TableElement∗ e ) {

commitmentStore . i n s e r t (

std : : map<unsigned long , TableElement ∗> : : va lue type (n , e ) ) ;

}

TableElement∗ CommitmentStore : : f i nd (unsigned long n) {

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;
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i f ( commitmentStore [ n ] == 0) {

int packetsSent = 0 ;

int packetsForwarded = 0 ;

commitmentStore [ n ] = new CommitmentElement ( time , CommitmentStore : :

init ialCommitment , packetsSent , packetsForwarded ) ;

}

return commitmentStore [ n ] ;

}

void CommitmentStore : : modify (unsigned long n , TableElement∗ e ) {

delete commitmentStore [ n ] ;

commitmentStore [ n ] = e ;

}

void CommitmentStore : : i t e r a t e (unsigned long n , V i s i t o r& v) {

for ( std : : map<unsigned long , TableElement ∗> : : i t e r a t o r commitment =

commitmentStore . begin ( ) ; commitment != commitmentStore . end ( ) ;

++commitment ) {

(∗ commitment ) . second−>accept ( v ) ;

}

}
� �
Listing B.10: MacPacketStore.cc�

void MACPacketStore : : i t e r a t e (unsigned long n , V i s i t o r& v) {

double currentTime = Scheduler : : i n s t anc e ( ) . c l o ck ( ) ;

s td : : l i s t <TableElement ∗> : : i t e r a t o r macPacket = macPacketStore [ n ] . begin ( ) ;

while ( macPacket != macPacketStore [ n ] . end ( ) ) {

i f ( (∗macPacket)−>get purge ( ) ) {

macPacket = macPacketStore [ n ] . e r a s e ( macPacket ) ;

continue ;

}

(∗macPacket)−>accept ( v ) ;

double timestamp = (∗macPacket)−>get t imestamp ( ) ;

double t imeElapsed = currentTime − timestamp ;

i f ( t imeElapsed >= MACPacketStore : : packetExpi rat ion ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Pena l i s e the dest o f frame f o r not forward ing a packet

on the beha l f o f t h i s node with in the MAC packet

exp i r a t i on time .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

MACPacketElement∗ macPacketElement =

(MACPacketElement ∗ ) (∗macPacket ) ;

unsigned long id = macPacketElement−>g e t i d ( ) ;

double packetDe l iveryRat io =

f e l l owsh i pD i r e c t o r−>c a l cu l a t e pa ck e tDe l i v e r yRa t i o ( id ) ;
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double packetDe l iveryThresho ld =

f e l l owsh i pD i r e c t o r−>get packetDe l ive ryThresho ld ( ) ;

i f ( packetDe l iveryRat io < packetDe l iveryThresho ld ) {

double commitmentPenalty =

f e l l owsh i pD i r e c t o r−>get commitmentPenalty ( ) ;

double contr ibut ionTx = ( ( WirelessPhy ∗)

f e l l ow sh i pD i r e c t o r−>g e t n e t i f ())−>

get TxEnergy ( Monitor : : TxTime ) ;

double con t r i bu t i on =

−1.0∗ contr ibut ionTx ∗( commitmentPenalty + 1 . 0 ) ;

f e l l ow sh i pD i r e c t o r−>updateCommitment

( id , cont r ibut ion , NOTHING) ;

}

macPacket = macPacketStore [ n ] . e r a s e ( macPacket ) ;

} else {

++macPacket ;

}

}

}
� �

B.2 SMRTI Implementation

In the following, we list the methods that play a significant role in the implementation

of the SMRTI model and also a substratum to both the fellowship and SMRTI models.

• DsrAgent.cc (Listing B.11) contains the injection points for the SMRTI, the

parameters and commands that need to be initialised and invoked from the OTcl

level respectively. It also host the code for malicious nodes that can be activated

from the OTcl level. In the case of the SMRTI, it is invoked whenever packets

are captured promiscuously. Finally, it contains the control mechanism to print

the operations of the SMRTI for the purpose of debugging.

• Path.cc (Listing B.12) is overloaded to provide the additional operations re-

quired for the SMRTI model.

• PlugInTrust.cc (Listing B.13) is the core implementation of the SMRTI model

from which controls are dispatched for capturing direct, observed and recom-

mended reputations. Furthermore, it contains the modules for determining the
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trust of a context depending on the embedded policies.

• DirectReputation.cc (Listing B.14) facilitates a mobile node to determine

whether or not the next-hop neighbour has tampered the packet while forwarding

on its behalf.

• DirectVisitor.cc (Listing B.15) compares a promiscuously captured packet

with the packets stored in the packet-buffer related to direct reputation. On

successfully finding a match, it updates the reputation of the next-hop neighbour

depending on the exhibited behaviour.

• ObservedReputation.cc (Listing B.16) facilitates a mobile node to determine

whether or not a neighbour has tampered the packet while forwarding on the

behalf of its common neighbour.

• ObservedVisitor.cc (Listing B.17) compares a captured packet with the pack-

ets stored in the packet-buffer related to observed reputation. On successfully

finding a match, it updates the reputation of the common neighbour depending

on the exhibited behaviour.

• RecommendedReputation.cc (Listing B.18) presents the approach adopted

for deriving recommendations from the route contained in a data packet.

• ReputationStore.cc (Listing B.19) holds the reputation table and contains

modules for searching the reputation of node and updating a node’s reputation

based on the duration for which there has been no evidence.

• ReputationElement.cc (Listing B.20) holds the reputation value of a node

and also a module for printing the reputation value of the node for the purpose

of debugging.

• PacketStore.cc (Listing B.21) maintains the packet-buffer by purging the

expired packets.
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• SRElement.cc (Listing B.22) encompasses packet types related to the DSR

protocol, i.e. RREQ, RREP, RERR, etc and contains a module for printing their

contents for the purpose of debugging.

• WeightStore.cc (Listing B.23) translates the context-oriented policies into

weights such that those weights are used during the trust evaluation process.

• PacketCountVisitor.cc (Listing B.24) facilitates a mobile node to count the

packets that have the same identifier in its packet buffer.

• PrintVisitor.cc (Listing B.25) enables a mobile node to print the contents of

a packet while visiting the packet-buffer.

Listing B.11: DsrAgent.cc�
// I n j e c t i o n s f o r the opera t i on o f SMRTI

#include ” D i r e c tV i s i t o r . h”

#include ” ObservedVis i tor . h”

#include ”PacketStore . h”

#include ”Reputat ionStore . h”

#include ”ReputationElement . h”

#include ”Table . h”

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ s e l e c t o r s ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

stat ic const bool d s r a g en t enab l e f l ow s t a t e = fa l se ;

stat ic const bool d s r a g e n t p r e f e r d e f a u l t f l ow = fa l se ;

// Only respond to the f i r s t route r eque s t r e c e i v ed from a host ?

bool d s r a g e n t r e p l y o n l y t o f i r s t r t r e q = fa l se ;

// Send g ra tu i t ou s r e p l i e s to e f f e c t route shor t en ing ?

bool d s r a g e n t s e n d g r a t r e p l i e s = fa l se ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Consult cache f o r a route i f a xm i t f a i l u r e i s r e c e i v ed

and sa lvage the packet us ing the route i f p o s s i b l e .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

bool ds rag en t s a l vag e w i th ca che = fa l se ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Send a non−propagat ing route r eque s t as the f i r s t ac t i on

in each route d i s cove ry ac t i on ?

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

bool d s r a g en t r i n g z e r o s e a r c h = fa l se ;

// Give e r r o r s we forward to our cache ?

bool ds ragen t snoop f o rwarded e r r o r s = true ;
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// Should we snoop on any source route s we see ?

bool ds r ag en t snoop sou r c e r ou t e s = true ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Take the data from the l a s t route e r r o r msg sent to us and

propagate i t around on the next propagat ing route r eque s t ?

This i s aka grat route e r r o r propagat ion .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

bool d s r a g e n t p r op a g a t e l a s t e r r o r = fa l se ;

// Should we l i s t e n to a promiscuous tap ?

bool ds ragen t u s e tap = true ;

// Consult the route cache be f o r e propagat ing r t req ’ s ?

bool ds ragen t r ep ly f r om cache on propaga t ing = true ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

I f we have an xmit f a i l u r e on a packet , and the packet conta in s a

route reply , should we scan the r ep ly to see i f conta in s the dead

l i n k ? I f i t does , we won ’ t sa lvage the packet un l e s s the re ’ s

something a s id e from a rep ly in i t ( in which case we sa lvage , but

cut out the r t r ep ly ) .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

bool d s r a g en t don t s a l v a g e bad r ep l i e s = fa l se ;

// Do we need to have b i d i r e c t i o n a l source route s ?

bool d s r a g e n t r e q u i r e b i r o u t e s = true ;

#i f 0

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

I f we have a cached route to r ep ly to r ou t e r e que s t with , should

we hold o f f and not send i t f o r a whi l e ?

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

bool l s n o d e h o l d o f f r t r e p l y = true ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Require to hear a route r eque s to r use a route be f o r e we withold

our route , or i s hear ing another ( b e t t e r ) route r ep ly enough?

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

bool l s n o d e r e qu i r e u s e = true ;

#endif

// Pr in t s out what i s in forwarded packets

stat ic const int verbose = 0 ;

// Pr in t s out what i s r e c e i v ed by the source node

stat ic const int v e r b o s e s r r = 0 ;

// Clean up the t r a c e f i l e s

stat ic const int v e r bo s e s s a l v = 0 ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Dump the d i r e c t and observed reputa t i on tab l e contents to the

t r a c e f i l e . This i s used as a s e l e c t o r when running t e s t s to
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conf i rm that the PlugInTrust module i s behaving as expected .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

bool dsragent dumpReputationTables = fa l se ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Dump the contents o f the d i r e c t and observed packetTables to

the t r a c e f i l e .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

bool dsragent dumpPacketTables = fa l se ;

// Pr int s imu la t i on parameters that are ac t i va t ed from OTcl

void DSRAgent : : dumpDSRAgentState ( ) {

Tcl& t c l = Tcl : : i n s t ance ( ) ;

t c l . e v a l f ( ” puts \”\ taddr = %d\”” , n e t i d . getNSAddr t ( ) ) ;

t c l . e v a l f ( ” puts \”\ t smrt i = %d\”” , smrt i ) ;

t c l . e v a l f ( ” puts \”\ tma l i c i ou s = %d\”” , ma l i c i ou s ) ;

t c l . e v a l f ( ” puts \”\ tma l i c i ousCho i ce = %d\”” , mal i c iousCho ice ) ;

t c l . e v a l f ( ” puts \”\ tsendMaliciousRERR = %d\”” , sendMaliciousRERR ) ;

t c l . e v a l f ( ” puts \”\ tsendingMaliciousRERR = %d\”” , sendingMaliciousRERR ) ;

t c l . e v a l f ( ” puts \”\ tmodifyRouteHeader = %d\”” , modifyRouteHeader ) ;

t c l . e v a l f ( ” puts \”\ t c o l l u s i o n = %d\”” , c o l l u s i o n ) ;

t c l . e v a l f ( ” puts \”\ t s e l e c t i v eMi sb ehav i ou r = %d\”” , s e l e c t i v eMi sbehav i ou r ) ;

t c l . e v a l f ( ” puts \”\ tnumberRERRPackets = %d\”” , numberRERRPackets ) ;

}

// Pr int SMRTI parameters that are ac t i va t ed from OTcl

void DSRAgent : : dumpPlugInTrustState ( ) {

Tcl& t c l = Tcl : : i n s t ance ( ) ;

t c l . e v a l f ( ” puts \”\ tcaseWeightFi l e = %s \”” ,

SMRTI. ge t ca seWeightF i l e ( ) . c s t r ( ) ) ;

t c l . e v a l f ( ” puts \”\ tzoneIntervalUpperBound = %f \”” ,

PlugInTrust : : zoneIntervalUpperBound ) ;

t c l . e v a l f ( ” puts \”\ tzoneIntervalLowerBound = %f \”” ,

PlugInTrust : : zoneIntervalLowerBound ) ;

t c l . e v a l f ( ” puts \”\ tnode addr = %d\”” , n e t i d . getNSAddr t ( ) ) ;

t c l . e v a l f ( ” puts \”\ t th r e sho l d = %f \”” , SMRTI. g e t t h r e sho l d ( ) ) ;

t c l . e v a l f ( ” puts \”\trecTMD = %f \”” , SMRTI. get recTMD ( ) ) ;

t c l . e v a l f ( ” puts \”\trecTMO = %f \”” , SMRTI. get recTMO ( ) ) ;

t c l . e v a l f ( ” puts \”\trecTMR = %f \”” , SMRTI. get recTMR ( ) ) ;

t c l . e v a l f ( ” puts \”\trecTMP = %f \”” , SMRTI. get recTMP ( ) ) ;

t c l . e v a l f ( ” puts \”\trecTMW = %f \”” , SMRTI. get recTMW ( ) ) ;

t c l . e v a l f ( ” puts \”\ trecommendedBonus = %f \”” , SMRTI. get recommendedBonus ( ) ) ;

t c l . e v a l f ( ” puts \”\ trecommendedPenalty = %f \”” ,

SMRTI. get recommendedPenalty ( ) ) ;

}
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/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Create a RERR packet from any kind o f packet . This i s r e p l i c a t i n g

a l o t o f code but un t i l a b e t t e r s o l u t i o n i s found i t has to stay .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

void DSRAgent : : createMaliciousRERR (SRPacket& p) {

hdr s r ∗ srh = hdr s r : : a c c e s s (p . pkt ) ;

hdr ip ∗ iph = hdr ip : : a c c e s s (p . pkt ) ;

hdr cmn∗ cmh = hdr cmn : : a c c e s s (p . pkt ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

sendOutPacketWithRoute has incremented the srh−>cur addr ( ) in order to

forward to the next hop so t h i s has to be undone .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

−−srh−>cur addr ( ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Craft the ma l i c i ou s RERR packet here from the CBR packet . This says that

the next l i n k from th i s node i s broken and sends back a RERR message .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

l ink down ∗ dead l ink = &(srh−>down l inks ( ) [ srh−>num route e r ror s ( ) ] ) ;

deadl ink−>addr type = srh−>addrs ( ) [ srh−>cur addr ( ) ] . addr type ;

deadl ink−>from addr = srh−>addrs ( ) [ srh−>cur addr ( ) ] . addr ;

deadl ink−>to addr = srh−>addrs ( ) [ srh−>cur addr ( )+1 ] . addr ;

deadl ink−>t e l l a d d r = srh−>addrs ( ) [ 0 ] . addr ;

srh−>num route e r ror s ( ) += 1 ;

i f ( verbose ) {

t r a c e ( ”Sdebug %.5 f %s sending in to dead−l i n k ( nes t %d) t e l l

%d %d −> %d” , Scheduler : : i n s t ance ( ) . c l o ck ( ) , n e t i d . dump( ) ,

srh−>num route e r ror s ( ) , deadl ink−>t e l l a dd r , deadl ink−>from addr ,

deadl ink−>to addr ) ;

}

// This i s a RERR.

srh−>r o u t e e r r o r ( ) = 1 ;

srh−>r ou t e r ep l y ( ) = 0 ;

srh−>r ou t e r e que s t ( ) = 0 ;

srh−>f l ow header ( ) = 0 ;

srh−>f l ow t imeout ( ) = 0 ;

// Set up the IP header .

iph−>daddr ( ) = Address : : i n s t ance ( ) . c r e a t e i padd r ( deadl ink−>t e l l a dd r ,RT PORT) ;

iph−>dport ( ) = RT PORT;

iph−>saddr ( ) = Address : : i n s t anc e ( ) . c r e a t e i padd r ( n e t i d . addr ,RT PORT) ;

iph−>spor t ( ) = RT PORT;

iph−>t t l ( ) = 255 ;

// Set up common header . sendOutPacketWithRoute w i l l c r a f t the r e s t .

cmh−>ptype ( ) = PT DSR;

cmh−>s i z e ( ) = IP HDR LEN ;

cmh−>num forwards ( ) = 0 ;
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cmh−>uid ( ) = u idcnt ++;

// Construct the RERR SRPacket .

p = SRPacket (p . pkt , srh ) ;

p . route . setLength (p . route . index ( )+1) ;

p . route . r ev e r s e InP l a c e ( ) ;

p . trueRoute . setLength (p . trueRoute . index ( )+1) ;

p . trueRoute . r ev e r s e InP l a c e ( ) ;

ID t e l l i d ( srh−>addrs ( ) [ 0 ] . addr ,

( ID Type ) srh−>addrs ( ) [ srh−>cur addr ( ) ] . addr type ) ;

p . des t = t e l l i d ;

p . s r c = ne t i d ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

The need to unique ly i d e n t i f y RERR i s r equ i r ed to match a HELLO packet

which responds with the same RERR id .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

srh−>r t e r r s e q ( ) = route er ror num++;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

F i l l i n g in the r e s t o f the d e t a i l s f o r the RERR packet which would be

missed s i n c e sendOutPacketWithRoute i s no l onge r c a l l e d when c r e a t i n g

the RERR packet .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

p . route . r e s e t I t e r a t o r ( ) ;

p . trueRoute . r e s e t I t e r a t o r ( ) ;

p . route . f i l l SR ( srh ) ;

p . trueRoute . f i l lTrueSR ( srh ) ;

cmh−>d i r e c t i o n ( ) = hdr cmn : :DOWN;

a s s e r t (p . s r c != ne t i d | | ! srh−>f l ow header ( ) ) ;

cmh−>s i z e ( ) += srh−>s i z e ( ) ;

cmh−>next hop ( ) = srh−>ge t next addr ( ) ;

cmh−>addr type ( ) = srh−>ge t nex t type ( ) ;

srh−>cur addr ( ) = srh−>cur addr ( ) + 1 ;

cmh−>prev hop ( ) = ne t i d . getNSAddr t ( ) ;

}

void DSRAgent : : ma l i c i ousAct ion ( SRPacket& p) {

hdr s r ∗ srh = hdr s r : : a c c e s s (p . pkt ) ;

hdr ip ∗ iph = hdr ip : : a c c e s s (p . pkt ) ;

hdr cmn∗ cmh = hdr cmn : : a c c e s s (p . pkt ) ;

// I n i t i a l i s e random number genera tor .

srand ( time ( 0 ) ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

mal i c i ou s

|

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

| |
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sendingMaliciousRERR modifyRouteHeader

$ This node sends 1 RERR $ This node can c r e a t e mod i f i c a t i on s

f o r 10 CBR packets . ( 0 ) add nodes to route

(1 ) d e l e t e nodes from route

(2 ) increment RREQ seq number

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f (cmh−>ptype ( ) == PT CBR && sendingMaliciousRERR ) {

int q = ( rand ()%100) ;

// Mal i c i ous RERR’ s p r obab i l i t y from 0 −> 100 .

i f ( q < sendMaliciousRERR ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Craft the ma l i c i ou s RERR packet here from the CBR packet .

This says that the next l i n k from th i s node i s broken and

sends back a RERR.

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

createMaliciousRERR (p ) ;

}

} else i f (cmh−>ptype ( ) == PT DSR && modifyRouteHeader ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

mal i c iousAct ion i s by d e f au l t −1 but may be s e t at the ns−2 t c l

s c r i p t . I f ma l i c i ousAct ion i s s e t then the t c l s c r i p t w i l l

determine what ma l i c i ou s ac t i on i s e l i c i t e d by a ma l i c i ou s node .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

int r ;

i f ( mal i c iousCho ice > −1) {

r = mal i c iousCho ice ;

} else {

int r = rand ()%3;

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Par t i t i on r 3 t imes f o r : path addit ion , path de l e t i on , and route id

mod i f i c a t i on .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( r == 0) { // Path add i t i on .

i f ( ! p . route . f u l l ( ) ) {

ID id = ID( rand()%God : : i n s t ance ()−>nodes ( ) , : : IP ) ;

p . route . appendToPath ( id ) ;

p . route . r e s e t I t e r a t o r ( ) ;

cmh−>s i z e ( ) −= srh−>s i z e ( ) ;

p . route . f i l l SR ( srh ) ;

}

} else i f ( r == 1) { // Path d e l e t i o n .

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Delete the f i r s t node . Note that t h i s must not v i o l a t e the

assmption that t h i s node n e t i d must remain on the route
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s i n c e the node adds i t s ID to the route at recv be f o r e i t

t ransmi t s the packet at sendOutPacketWithRoute .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

int l en = p . route . l ength ( ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Only i n t e r e s t e d in route s that conta in 3 or more IDs . We may

then d e l e t e any other node except f o r the the l a s t 2 IDs .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( l en <= 1) {

// This node i s o r i g i n a t i n g packet /next to o r i g i n a t o r .

return ;

} else {

// Remove from the route − s t a r t Index to f i n i s h I nd ex .

int routeLength = p . route . l ength ( ) ;

int f i n i s h I nd ex = routeLength − 2 ;

int s t a r t Index = ( rand()% f i n i s h I nd ex ) + 1 ;

// Remove the f i r s t node from the source route .

p . route . removeSect ion ( s tar t Index , f i n i s h I nd ex ) ;

p . route . r e s e t I t e r a t o r ( ) ;

cmh−>s i z e ( ) −= srh−>s i z e ( ) ;

p . route . f i l l SR ( srh ) ;

}

} else i f ( r == 2) { // Route id mod i f i c a t i on .

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

The route id f i e l d o f the source rout ing header i s modi f i ed .

The route r eque s t sequence number f i e l d o f the source

rout ing header i s modi f i ed .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( srh−>r ou t e r e que s t ( ) ) {

++srh−>r t r e q s e q ( ) ;

} else i f ( srh−>r ou t e r ep l y ( ) ) {

++srh−>r t r e p s e q ( ) ;

} else i f ( srh−>r o u t e e r r o r ( ) ) {

++srh−>r t e r r s e q ( ) ;

}

} else {

// Should not be here .

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Disabled mod i f i c a t i on o f source and de s t i n a t i on as they r e qu i r e

crypto mechanisms to defend FABRICATION ATTACKS. Current scope

i s con f ined to mod i f i c a t i on at tacks . Although gene ra t i on o f

f a l s e RERR i s an except ion to the scope . Generation o f f a l s e

RERR i s a type o f FABRICATION ATTACK. Techn i ca l l y crypto

s o l u t i o n i s r equ i r ed but by f o r c i n g to generate RERR 3 times i t
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becomes de t e c t ab l e . FABRICATION of source or d e s t i n a t i on address

l a t e r , once we have s tud i ed the impact o f the above at tacks .

e l s e i f ( r >= 60 && r < 80) { // Source mod i f i c a t i on .

// The source id o f the source rout ing packet i s modi f i ed .

i n t numberNodes = God : : i n s t ance ()−>nodes ( ) ;

i n t srcAddr = rand()%numberNodes ;

whi l e ( srcAddr == iph−>saddr ( ) )

srcAddr = rand()%numberNodes ;

ID srcID = ID( srcAddr , : : IP ) ;

p . s r c = srcID ; // SRPacket s r c ID

iph−>saddr ( ) = srcAddr ; // IP header s r c addr

} e l s e { // Des t inat i on mod i f i c a t i on .

// The d e s t i n a t i on id o f source rout ing packet i s modi f i ed .

i n t numberNodes = God : : i n s t ance ()−>nodes ( ) ;

i n t destAddr = rand()%numberNodes ;

whi l e ( destAddr == iph−>daddr ( ) )

destAddr = rand()%numberNodes ;

ID destID = ID( destAddr , : : IP ) ;

p . des t = destID ; // SRPacket des t ID

iph−>daddr ( ) = destAddr ; // IP header des t addr

}

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

}

}

// DSRAgent OTcl l i nkage

stat ic class DSRAgentClass : public TclClass {

public :

DSRAgentClass ( ) : Tc lClass ( ”Agent/DSRAgent” ) {}

TclObject ∗ c r e a t e ( int , const char∗const ∗) {

return (new DSRAgent ) ;

}

// To vary i n i t i a l r eputa t i on f o r a ReputationElement .

virtual void bind ( ) ;

virtual int method ( int argc , const char∗const∗ argv ) ;

} class DSRAgent ;

// Binding f o r a c c e s s from OTcl

void DSRAgentClass : : bind ( ) {

TclClass : : bind ( ) ;

add method ( ” se tReputat ionStore ” ) ;

add method ( ” pr intReputat ionStore ” ) ;

add method ( ” se tPacketExp i ra t ion ” ) ;

add method ( ” pr intPacketExp i ra t ion ” ) ;
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add method ( ” se tObse rvedVi s i t o r ” ) ;

add method ( ” pr in tObse rvedVi s i t o r ” ) ;

add method ( ” s e tD i r e c tV i s i t o r ” ) ;

add method ( ” p r i n tD i r e c tV i s i t o r ” ) ;

add method ( ” setZoneInterva lBounds ” ) ;

add method ( ”printNumberRERRPackets” ) ;

}

// Parameters that can be s e t from OTcl

int DSRAgentClass : : method ( int ac , const char∗const∗ av ) {

Tcl& t c l = Tcl : : i n s t ance ( ) ;

int argc = ac − 2 ;

const char∗const∗ argv = av + 2 ;

i f ( argc == 2) {

i f ( strcmp ( argv [ 1 ] , ” pr intReputat ionStore ” ) == 0) {

t c l . e v a l f ( ” puts \” Reputat ionStore : : s t a r t ingReputa t i on =

%f \”” , Reputat ionStore : : s ta r t ingReputa t i on ) ;

t c l . e v a l f ( ” puts \” Reputat ionStore : : expDecay = %f \”” ,

Reputat ionStore : : expDecay ) ;

t c l . e v a l f ( ” puts \” Reputat ionStore : : z one In t e rva l = %f \”” ,

Reputat ionStore : : z one In t e rva l ) ;

t c l . e v a l f ( ” puts \” Reputat ionStore : : th r e sho ld = %f \”” ,

Reputat ionStore : : th r e sho ld ) ;

return (TCL OK) ;

}

i f ( strcmp ( argv [ 1 ] , ” pr in tPacketExp i ra t ion ” ) == 0) {

t c l . e v a l f ( ” puts \” PacketStore : : packetExpi rat ion = %f \”” ,

PacketStore : : packetExpi rat ion ) ;

return (TCL OK) ;

}

i f ( strcmp ( argv [ 1 ] , ” p r in tObse rvedVi s i t o r ” ) == 0) {

ObservedVis i tor ∗ v = ObservedVis i tor : : g e t i n s t an c e ( ) ;

t c l . e v a l f ( ” puts \” ObservedVis i tor : : badQID = %f \”” ,

v−>get badQID ( ) ) ;

t c l . e v a l f ( ” puts \” ObservedVis i tor : : badPath = %f \”” ,

v−>get badPath ( ) ) ;

t c l . e v a l f ( ” puts \” ObservedVis i tor : : badDest = %f \”” ,

v−>get badDest ( ) ) ;

t c l . e v a l f ( ” puts \” ObservedVis i tor : : badSrc = %f \”” ,

v−>get badSrc ( ) ) ;

t c l . e v a l f ( ” puts \” ObservedVis i tor : : RERRBonus = %f \”” ,

v−>get RERRBonus ( ) ) ;

t c l . e v a l f ( ” puts \” ObservedVis i tor : : RERRPenalty = %f \”” ,

v−>get RERRPenalty ( ) ) ;

t c l . e v a l f ( ” puts \” ObservedVis i tor : : penaltyReputat ion = %f \”” ,
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v−>get pena l tyReputat ion ( ) ) ;

return (TCL OK) ;

}

i f ( strcmp ( argv [ 1 ] , ” p r i n tD i r e c tV i s i t o r ” ) == 0) {

Di r e c tV i s i t o r ∗ v = D i r e c tV i s i t o r : : g e t i n s t an c e ( ) ;

t c l . e v a l f ( ” puts \” D i r e c tV i s i t o r : : bonusReputation = %f \”” ,

v−>get bonusReputat ion ( ) ) ;

t c l . e v a l f ( ” puts \” D i r e c tV i s i t o r : : badQID = %f \”” ,

v−>get badQID ( ) ) ;

t c l . e v a l f ( ” puts \” D i r e c tV i s i t o r : : badPath = %f \”” ,

v−>get badPath ( ) ) ;

t c l . e v a l f ( ” puts \” D i r e c tV i s i t o r : : badDest = %f \”” ,

v−>get badDest ( ) ) ;

t c l . e v a l f ( ” puts \” D i r e c tV i s i t o r : : badSrc = %f \”” ,

v−>get badSrc ( ) ) ;

t c l . e v a l f ( ” puts \” D i r e c tV i s i t o r : : RERRPenalty = %f \”” ,

v−>get RERRPenalty ( ) ) ;

t c l . e v a l f ( ” puts \” D i r e c tV i s i t o r : : penaltyReputat ion = %f \”” ,

v−>get pena l tyReputat ion ( ) ) ;

return (TCL OK) ;

}

} else i f ( argc == 3) {

i f ( strcmp ( argv [ 1 ] , ” se tPacketExp i ra t ion ” ) == 0) {

PacketStore : : packetExpi rat ion = ato f ( argv [ 2 ] ) ;

return (TCL OK) ;

}

i f ( strcmp ( argv [ 1 ] , ”setNumberRERRPackets” ) == 0) {

DSRAgent : : numberRERRPackets = a t o i ( argv [ 2 ] ) ;

return (TCL OK) ;

}

} else i f ( argc == 4) {

i f ( strcmp ( argv [ 1 ] , ” setZoneInterva lBounds ” ) == 0) {

PlugInTrust : : zoneIntervalLowerBound = ato f ( argv [ 2 ] ) ;

PlugInTrust : : zoneIntervalUpperBound = ato f ( argv [ 3 ] ) ;

return (TCL OK) ;

}

} else i f ( argc == 6) {

i f ( strcmp ( argv [ 1 ] , ” se tReputat ionStore ” ) == 0) {

Reputat ionStore : : s t a r t ingReputa t i on = ato f ( argv [ 2 ] ) ;

Reputat ionStore : : expDecay = ato f ( argv [ 3 ] ) ;

Reputat ionStore : : z one In t e rva l = a to f ( argv [ 4 ] ) ;

Reputat ionStore : : th r e sho ld = ato f ( argv [ 5 ] ) ;

return (TCL OK) ;

}

} else i f ( argc == 9) {
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i f ( strcmp ( argv [ 1 ] , ” s e tObse rvedVi s i t o r ” ) == 0) {

ObservedVis i tor ∗ v = ObservedVis i tor : : g e t i n s t an c e ( ) ;

v−>set badQID ( a to f ( argv [ 2 ] ) ) ;

v−>set badPath ( a t o f ( argv [ 3 ] ) ) ;

v−>set badDest ( a t o f ( argv [ 4 ] ) ) ;

v−>s e t badSrc ( a t o f ( argv [ 5 ] ) ) ;

v−>set RERRBonus ( a t o f ( argv [ 6 ] ) ) ;

v−>set RERRPenalty ( a t o f ( argv [ 7 ] ) ) ;

v−>s e t pena l tyReputat i on ( a t o f ( argv [ 8 ] ) ) ;

return (TCL OK) ;

}

i f ( strcmp ( argv [ 1 ] , ” s e tD i r e c tV i s i t o r ” ) == 0) {

Di r e c tV i s i t o r ∗ v = D i r e c tV i s i t o r : : g e t i n s t an c e ( ) ;

v−>set bonusReputat ion ( a t o f ( argv [ 2 ] ) ) ;

v−>set badQID ( a to f ( argv [ 3 ] ) ) ;

v−>set badPath ( a t o f ( argv [ 4 ] ) ) ;

v−>set badDest ( a t o f ( argv [ 5 ] ) ) ;

v−>s e t badSrc ( a t o f ( argv [ 6 ] ) ) ;

v−>set RERRPenalty ( a t o f ( argv [ 7 ] ) ) ;

v−>s e t pena l tyReputat i on ( a t o f ( argv [ 8 ] ) ) ;

return (TCL OK) ;

}

} return TclClass : : method ( ac , av ) ;

}

// I n i t i a l i s i n g Var iab l e s f o r SMRTI

DSRAgent : : DSRAgent ( ) : Agent (PT DSR) , r e qu e s t t a b l e (128) , route cache (NULL) ,

s end bu f t imer ( this ) , f l ow t ab l e ( ) , a r s t a b l e ( ) {

// This i s the o v e r a l l th r e sho ld ac r o s s which a d e c i s i o n i s made .

bind ( ” th r e sho ld ” , SMRTI. get thresho ldAddr ( ) ) ;

bind ( ”recTMD” , SMRTI. get recTMDAddr ( ) ) ;

bind ( ”recTMO” , SMRTI. get recTMOAddr ( ) ) ;

bind ( ”recTMR” , SMRTI. get recTMRAddr ( ) ) ;

bind ( ”recTMP” , SMRTI. get recTMPAddr ( ) ) ;

bind ( ”recommendedBonus” , SMRTI. get recommendedBonusAddr ( ) ) ;

bind ( ”recommendedPenalty” , SMRTI. get recommendedPenaltyAddr ( ) ) ;

bind ( ” ma l i c i ou s ” , &ma l i c i ou s ) ;

bind ( ” smrt i ” , &smrt i ) ;

bind ( ” mal i c iousCho ice ” , &mal i c iousCho ice ) ;

bind ( ”sendMaliciousRERR” , &sendMaliciousRERR ) ;

bind ( ”sendingMaliciousRERR” , &sendingMaliciousRERR ) ;

bind ( ”modifyRouteHeader” , &modifyRouteHeader ) ;

bind ( ” c o l l u s i o n ” , &c o l l u s i o n ) ;

bind ( ” s e l e c t i v eMi sbehav i ou r ” , &se l e c t i v eMi sbehav i ou r ) ;

int c ;
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route request num = 1 ;

route rep ly num = 1 ;

route er ror num = 1 ;

.

.

.

}

// Reg i s t e r i ng the commands with DSRAgent

int DSRAgent : : command( int argc , const char∗const∗ argv ) {

TclObject ∗ obj ;

i f ( argc == 2) {

i f ( strcasecmp ( argv [ 1 ] , ”dumpDSRAgent” ) == 0) {

p r i n t f ( ”DSRAgent : : dumpDSRAgentState” ) ;

dumpDSRAgentState ( ) ;

return TCL OK;

}

i f ( strcasecmp ( argv [ 1 ] , ”dumpPlugInTrust” ) == 0) {

p r i n t f ( ”DSRAgent : : dumpPlugInTrustState\n” ) ;

dumpPlugInTrustState ( ) ;

return TCL OK;

}

.

.

.

} else i f ( argc == 3) {

i f ( strcasecmp ( argv [ 1 ] , ” caseWeightFi l e ” ) == 0) {

std : : s t r i n g f i l ename ( argv [ 2 ] ) ;

SMRTI. s e t ca s eWe igh tF i l e ( f i l ename ) ;

SMRTI. loadCaseWeightTable ( ) ;

return TCL OK;

}

.

.

.

} else i f ( argc == 6) {

i f ( strcmp ( argv [ 1 ] , ” setReputat ion ” ) == 0) {

SMRTI. ge t d i r e c tReputa t i onTab l e ()−>update ( a t o i ( argv [ 2 ] ) ,

new ReputationElement ( Scheduler : : i n s t ance ( ) . c l o ck ( ) ,

a t o f ( argv [ 3 ] ) ) ) ;

SMRTI. get observedReputat ionTable ()−>update ( a t o i ( argv [ 2 ] ) ,

new ReputationElement ( Scheduler : : i n s t ance ( ) . c l o ck ( ) ,

a t o f ( argv [ 4 ] ) ) ) ;

SMRTI. get recommendedReputationTable()−>update ( a t o i ( argv [ 2 ] ) ,

new ReputationElement ( Scheduler : : i n s t ance ( ) . c l o ck ( ) ,
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a to f ( argv [ 5 ] ) ) ) ;

return (TCL OK) ;

}

} return Agent : : command( argc , argv ) ;

}

// Handle packets with MAC de s t i n a t i on address o f t h i s host , or MAC broadcast addr

void DSRAgent : : recv ( Packet∗ packet , Handler ∗) {

.

.

.

else i f ( srh−>va l i d ( ) == 1) {

i f ( srh−>r o u t e e r r o r ( ) && p . s r c . getNSAddr t ( ) == cmh−>prev hop ( ) ) {

int RERRCount = SMRTI. countDupl icatePackets

(&p , SMRTI. get observedRERRTable ( ) ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

This packet has been tapped . So we need to have 3 matching

RERR packets in the observedRERRTable .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f (RERRCount != numberRERRPackets ) {

// Drop , s i n c e we don ’ t handle more than 1 RERR.

Packet : : f r e e (p . pkt ) ;

p . pkt = 0 ; // Drop s i l e n t l y .

return ;

}

}

.

.

.

}

// Handle a packet de s t ined to us

void DSRAgent : : handlePacketRece ipt ( SRPacket& p) {

hdr cmn ∗cmh = hdr cmn : : a c c e s s (p . pkt ) ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p . pkt ) ;

i f (cmh−>ptype ( ) == PT DSR) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Once the SRC of the RREQ r e c e i v e s the RREP, i t s t r i p s o f f

the path from the RREP to capture the recommendations f o r

the nodes l y i n g in the path except f o r the prev ious

forward ing node . When the DEST of the RREQ r e c e i v e s the

RREQ with complete path , then the recommendations f o r the

nodes l y i ng in the path i s computed except f o r the

prev ious forward ing node

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
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i f ( smrt i ) {

SMRTI. captureRecommendedReputation(&p ) ;

}

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

At present , s i l e n t l y drop the HELLO packet s i n c e we have

not determined how i t i s to be proce s sed at the dest .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( srh−>h e l l o ( ) ) {

Packet : : f r e e (p . pkt ) ;

p . pkt = 0 ;

return ;

}

.

.

.

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

See i f we can rep ly to t h i s route r eque s t from our cache . I f so , do

i t and re turn true , otherwise , r e turn f a l s e .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

bool DSRAgent : : replyFromRouteCache ( SRPacket &p) {

.

.

.

// Increment the Reply ID to keep track o f the responded r e p l i e s

srh−>r t r e p s e q ( ) = route rep ly num++;

.

.

.

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Take packet and send i t out , packet must a have a route in i t .

Return value i s not very meaningful . I f f r e s h i s t rue then

r e s e t the path be f o r e us ing i t , i f f r e s h i s f a l s e then our

c a l l e r wants us to use a path with the index s e t as i t i s .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

void DSRAgent : : sendOutPacketWithRoute ( SRPacket& p , bool f r e sh , Time delay ) {

.

.

.

// Set the r e c e i v ed node ID .

cmnh−>prev hop ( ) = ne t i d . getNSAddr t ( ) ;
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i f (cmnh−>ptype ( ) == PT DSR && smrt i ) {

bool forward = SMRTI. i sPacketTrusted(&p ) ;

i f ( forward ) {

SMRTI. captureRecommendedReputation(&p ) ;

i f ( srh−>r ou t e r e que s t ( ) ) {

SMRTI. s torePacket (&p , SMRTI. get directRREQTable ( ) , 0 ) ;

} else i f ( srh−>r ou t e r ep l y ( ) ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Although not re l evant , i t i s s t i l l b e t t e r to put the

HELLO packet in the RERR tab l e even i t w i l l never be

used . Maybe i t w i l l be used in the fu tu r e .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( srh−>h e l l o ( ) ) {

SMRTI. s torePacket (&p ,

SMRTI. get directRERRTable ( ) , 0 ) ;

} else {

SMRTI. s torePacket (&p ,

SMRTI. get directRREPTable ( ) , 0 ) ;

}

} else i f ( srh−>r o u t e e r r o r ( ) ) {

SMRTI. s torePacket (&p , SMRTI. get directRERRTable ( ) , 0 ) ;

}

} else {

i f ( v e r b o s e s r r ) {

t r a c e ( ”SRR %.5 f %s dropped %s #rreq%d #rrep%d

( not t ru s t ed ) ” , Scheduler : : i n s t anc e ( ) . c l o ck ( ) ,

n e t i d . dump( ) , p . s r c . dump( ) , srh−>r t r e q s e q ( ) ,

srh−>r t r e p s e q ( ) ) ;

}

// We must remove snooped RREQ, RREP, or RERR from the cache

i f ( srh−>r ou t e r e que s t ( ) | | srh−>r ou t e r ep l y ( ) | |

srh−>r o u t e e r r o r ( ) ) {

route cache−>noticeDeadLink ( ID( oldPrevHop , : : IP ) ,

p . src , Scheduler : : i n s t anc e ( ) . c l o ck ( ) ) ;

}

Packet : : f r e e (p . pkt ) ;

p . pkt = 0 ;

return ;

}

} else i f ( ( cmnh−>ptype ( ) == PT DSR | | cmnh−>ptype ( ) == PT CBR) &&

mal i c i ou s && ne t i d != p . s r c ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Al l e x i t po in t s f o r a packet are sendOutPacketWithRoute .

So sendOutPacketWithRoute w i l l be where the packets are

f i n a l l y ma l i c i ou s l y modi f i ed . This w i l l a l s o ensure that
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the PlugInTrust module i s not i n t e r f e r e d with . Ensure

that only DSR and CBR packets are modi f i ed .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

mal i c i ousAct ion (p ) ;

} // J i t t e r the packets .

i f ( srh−>r ou t e r e que s t ( ) | | srh−>r ou t e r ep l y ( ) && p . j i t t e r ) {

delay += Random : : uniform (RREQ JITTER) ;

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

I f t h i s node i s i n i t i a t i n g a RERR then we need to r e p l i c a t e the

RERR packet twice .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( srh−>r o u t e e r r o r ( ) && p . s r c == ne t i d ) {

replicateRERR (p , numberRERRPackets ) ;

} else {

Scheduler : : i n s t anc e ( ) . s chedu le ( l l , p . pkt , de lay ) ;

}

p . pkt = NULL; // packet sent o f f

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Turn p in to a route r eque s t and launch i t , max prop o f r eque s t

i s s e t as s p e c i f i e d .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

void DSRAgent : : sendOutRtReq ( SRPacket &p , int max prop ) {

hdr s r ∗ srh = hdr s r : : a c c e s s (p . pkt ) ;

a s s e r t ( srh−>va l i d ( ) ) ;

srh−>r ou t e r e que s t ( ) = 1 ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

route request num i s post incremented a f t e r be ing as s i gned as

the new r t r e q s e q i d e n t i f i e r .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

srh−>r t r e q s e q ( ) = route request num++;

srh−>max propagation ( ) = max prop ;

p . trueRoute . r e s e t ( ) ;

p . trueRoute . appendToPath ( n e t i d ) ;

.

.

.

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Take the route in p , add us to the end o f i t and return the route

to the sender o f p

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
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void DSRAgent : : returnSrcRouteToRequestor ( SRPacket &p) {

// Add a new sequence number f o r route r ep ly

new srh−>r t r e p s e q ( ) = route rep ly num++;

.

.

.

// The packet w i l l be j i t t e r e d through sendOutPacketWithRoute .

p copy . j i t t e r = true ;

sendOutPacketWithRoute ( p copy , true ) ;

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Process packets that are promiscous ly l i s t e n e d to from the MAC

laye r tap . Do not change or f r e e packet .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

void DSRAgent : : tap ( const Packet ∗packet ) {

hdr s r ∗ srh = hdr s r : : a c c e s s ( packet ) ;

hdr ip ∗ iph = hdr ip : : a c c e s s ( packet ) ;

hdr cmn ∗cmh = hdr cmn : : a c c e s s ( packet ) ;

i f ( ! d s r agen t u s e tap ) return ;

i f ( ! srh−>va l i d ( ) ) return ; // can ’ t do anything with i t

i f ( ! srh−>num addrs ( ) ) {

processFlowARS ( packet ) ;

return ;

}

SRPacket p ( ( Packet ∗) packet , s rh ) ;

p . des t = ID ( ( Address : : i n s t ance ( ) . get nodeaddr ( iph−>daddr ( ) ) ) , : : IP ) ; ]

p . s r c = ID ( ( Address : : i n s t ance ( ) . get nodeaddr ( iph−>saddr ( ) ) ) , : : IP ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Direc t Reputation i s captured and i f i t i s s u c c e s s f u l then qu i t

as we are not concerned o f any other ta sk s . Try to capture

Di rec t Reputation . On f a i l u r e t ry to capture observed

reputa t i on . Then s t o r e the packet f o r observed reputa t i on . Even

i f the r e c e i v ed packet was used in d i r e c t reputat ion , s t o r e i t

as i t may be u s e f u l in observed reputa t i on i f some neighbours

re−t ransmi t s i t . I f the above cond i t i on f a i l s then the r e c i e v ed

packet may be the f i r s t packet to be s to r ed f o r observed

reputa t i on or the second packet f o r the observed reputa t i on to

be captured and then s to r ed f o r the r e c u r s i v e p roc e s s . Unl ike

the above we dont re turn anything ; i n s t ead we return a f t e r

s t o r i n g the packet i r r e s p e c t i v e o f the ana l y s i s !

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( smrt i ) { // Does t h i s node have i t s t r u s t module enabled ?

bool directRep = SMRTI. captureDirectReputat ion(&p ) ;

i f ( ! d i rectRep ) {
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SMRTI. captureObservedReputation(&p ) ;

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Store the observed packets on en t e r i ng

PlugInTrust : : captureObservedReputation .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( srh−>r ou t e r e que s t ( ) ) {

SMRTI. s torePacket (&p , SMRTI. get observedRREQTable ( ) ,

cmh−>prev hop ( ) ) ;

} else i f ( srh−>r ou t e r ep l y ( ) ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

A HELLO packet i s s p e c i a l i s e d type o f RREP packet

that r e s i d e s in the observedRERRTable .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( srh−>h e l l o ( ) ) {

SMRTI. s torePacket (&p , SMRTI. get observedRERRTable ( ) ,

p . des t . getNSAddr t ( ) ) ;

} else {

SMRTI. s torePacket (&p , SMRTI. get observedRREPTable ( ) ,

cmh−>prev hop ( ) ) ;

}

} else i f ( srh−>r o u t e e r r o r ( ) ) {

SMRTI. s torePacket (&p , SMRTI. get observedRERRTable ( ) ,

cmh−>prev hop ( ) ) ;

}

// I s dsragent dumpRepTables enabled ?

i f ( dsragent dumpReputationTables ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Write out the content s o f the d i r e c t , observed and

recommended reputa t i on t ab l e s indexed by t h i s

nodes n e t i d to the t r a c e f i l e . This t r a c e i s

r equ i r ed to check the expected output o f the t r u s t

module . The data that i s r equ i r ed to be t raced

from the reputa t i on t ab l e s are : node id , reputat ion ,

timestamp .

R 2.55975 −id 1 −t i d 0 D −t 2 .559748 −r

0 .600000 O −t 2 .559748 −r 0 .600000 R −t

2 .559748 −r 0 .600000

where the l e ad ing R i s Reputation , −id i s the id o f

the node index ing the Reputat ionStores o f t h i s node

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

t r a c e ( ”R %.5 f −id %d −t i d %d %s” , Scheduler : :

i n s t ance ( ) . c l o ck ( ) , n e t i d . getNSAddr t ( ) , cmh−>prev hop ( ) ,

SMRTI. dumpReputationTables (cmh−>prev hop ( ) ) ) ;

}
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/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Write out the content s o f the d i r e c t and observed packet t ab l e s

indexed by the overheard node ’ s id to the t r a c e f i l e .

I s dsragent dumpPacketTables enabled ?

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( dsragent dumpPacketTables ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

The data that i s r equ i r ed to be t raced from the reputa t i on

t ab l e s are : packet type , source address , d e s t i n a t i on

address , query i d e n t i f i e r , path and f o r observed

reputa t i on t ab l e s − the node id o f the node the packet was

overheard from .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

t r a c e ( ”%.5 f −id %d −key %d directRREQTable %s ” , Scheduler : :

i n s t ance ( ) . c l o ck ( ) , n e t i d . getNSAddr t ( ) , 0 ,

SMRTI. dumpPacketTable (SMRTI. get directRREQTable ( ) , 0 ) ) ;

t r a c e ( ”%.5 f −id %d −key %d directRREPTable %s ” , Scheduler : :

i n s t ance ( ) . c l o ck ( ) , n e t i d . getNSAddr t ( ) , 0 ,

SMRTI. dumpPacketTable (SMRTI. get directRREPTable ( ) , 0 ) ) ;

int key ;

i f (p . s r c . getNSAddr t ( ) == cmh−>prev hop ( ) ) {

key = cmh−>prev hop ( ) ;

} else {

key = p . trueRoute [ p . trueRoute .

prevHopIndex (cmh−>prev hop ( ) ) ] . getNSAddr t ( ) ;

}

t r a c e ( ”%.5 f −id %d −key %d observedRREQTable %s ” , Scheduler : :

i n s t ance ( ) . c l o ck ( ) , n e t i d . getNSAddr t ( ) , key ,

SMRTI. dumpPacketTable (SMRTI. get observedRREQTable ( ) , key ) ) ;

t r a c e ( ”%.5 f −id %d −key %d observedRERRTable %s ” , Scheduler : :

i n s t ance ( ) . c l o ck ( ) , n e t i d . getNSAddr t ( ) , key ,

SMRTI. dumpPacketTable (SMRTI. get observedRERRTable ( ) , key ) ) ;

}

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

A HELLO packet may need to be c rea ted here i f the o r i g i n a t o r o f the

RERR packet i s the prev ious hop and the route that was broken was

supposedly from the prev hop node to t h i s node . Note that Non−smrt i

nodes a l s o send t h i s packet .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( srh−>r o u t e e r r o r ( ) && (p . s r c . getNSAddr t ( ) == cmh−>prev hop ( ) ) &&

( srh−>down l inks ( ) [ 0 ] . from addr == p . s r c . getNSAddr t ( ) ) &&
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( srh−>down l inks ( ) [ 0 ] . to addr == ne t i d . getNSAddr t ( ) ) && smrt i ) {

i f ( e r r o r t a b l e . get (p . s r c ) >= srh−>r t e r r s e q ( ) ) {

return ;

} else {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Send a HELLO to record the r t e r r s e q number . This i s so we

do not send more than 1 HELLO f o r each RERR overheard .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

e r r o r t a b l e . i n s e r t (p . src , p . src , srh−>r t e r r s e q ( ) ) ;

}

// Craft the HELLO packet here . Copy an e x i s t i n g RREP packet

SRPacket HELLO;

HELLO. s r c = ne t i d ;

HELLO. dest = p . s r c ;

HELLO. route . appendToPath ( n e t i d ) ;

HELLO. route . appendToPath (p . s r c ) ;

HELLO. trueRoute . appendToPath ( n e t i d ) ;

HELLO. trueRoute . appendToPath (p . s r c ) ;

route cache−>addRoute (HELLO. route ,

Scheduler : : i n s t ance ( ) . c l o ck ( ) , n e t i d ) ;

HELLO. pkt = a l l o cpk t ( ) ;

hd r s r ∗ new srh = hdr s r : : a c c e s s (HELLO. pkt ) ;

new srh−> i n i t ( ) ;

for ( int i = 0 ; i < HELLO. route . l ength ( ) ; i++) {

HELLO. route [ i ] . f i l lSRAddr ( new srh−>r ep l y addr s ( ) [ i ] ) ;

HELLO. trueRoute [ i ] . f i l lSRAddr ( new srh−>r e p l y t r u e add r s ( ) [ i ] ) ;

}

new srh−>r o u t e r e p l y l e n ( ) = HELLO. route . l ength ( ) ;

new srh−>r ou t e r e que s t ( ) = 0 ;

new srh−>r ou t e r ep l y ( ) = 1 ;

new srh−>r o u t e e r r o r ( ) = 0 ;

new srh−>h e l l o ( ) = 1 ;

new srh−>r t e r r s e q ( ) = srh−>r t e r r s e q ( ) ;

hdr ip ∗ new iph = hdr ip : : a c c e s s (HELLO. pkt ) ;

new iph−>saddr ( ) = Address : : i n s t anc e ( ) .

c r e a t e i padd r (HELLO. s r c . addr , RT PORT) ;

new iph−>spor t ( ) = RT PORT;

new iph−>daddr ( ) = Address : : i n s t ance ( ) .

c r e a t e i padd r (HELLO. dest . addr , RT PORT) ;

new iph−>dport ( ) = RT PORT;

new iph−>t t l ( ) = 255 ;

hdr cmn∗ new cmnh = hdr cmn : : a c c e s s (HELLO. pkt ) ;

new cmnh−>ptype ( ) = PT DSR;

new cmnh−>s i z e ( ) = IP HDR LEN ;

i f ( v e r b o s e s r r ) {
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t r a c e ( ”SRR %.9 f %s HELLO−packet−sent %s −> %s #%d

( l en %d) %s” , Scheduler : : i n s t ance ( ) . c l o ck ( ) , n e t i d . dump( ) ,

HELLO. s r c . dump( ) , HELLO. dest . dump( ) , new srh−>r t e r r s e q ( ) ,

HELLO. route . l ength ( ) , HELLO. route . dump ( ) ) ;

}

sendOutPacketWithRoute (HELLO, true ) ;

// Decrement d i r e c tReputa t i onSto r e entry o f ma l i c i ou s RERR s r c .

double r eputa t i on = ( ( ReputationElement ∗)SMRTI.

ge t d i r e c tReputa t i onTab l e ()−> r e t r i e v e (cmh−>

prev hop ()))−> g e t r epu t a t i on ( ) ;

double RERRPenalty = D i r e c tV i s i t o r : : g e t i n s t an c e ()−>

get RERRPenalty ( ) ;

SMRTI. ge t d i r e c tReputa t i onTab l e ()−>update (cmh−>prev hop ( ) ,

new ReputationElement ( Scheduler : : i n s t ance ( ) . c l o ck ( ) ,

r eputa t i on + RERRPenalty ) ) ;

} return ; // Not i n t e r e s t e d on below func , so re turn !

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Our code should happen be f o r e eveyth ing f o r the f o l l ow i n g reasons .

Consider two packets are sent by node−2 towards node−1 in two

paths as 2−0−1 and 2−4−0−1. In t h i s case , we can see that node−2

has node−0 and node−4 as ne ighbors . So i f a packet i s t r a v e l l i n g

thro the path 2−4−0−1; then node−2 can s n i f f the f i r s t

re−t r ansmi s s i on o f node−4 fo l l owed by node−1’ s re−t r ansmi s s i on

l a t e r . This enab l e s node−2 to ana lyse the two packets and dec ide

the observed reputa t i on o f node−0. Remaining code e l im ina t e s that

p o s s i b i l i t y : ( As those func t i on concent ra t e s to shorten the

route s and l ea rn new va l i d routes , which i s not our prime

ob j e c t i v e , we can s a f e l y d i s ca rd the opt ion . Also , i t i s t o t a l l y

oppos i t e to our des ign plan f o r d i r e c t r eputa t i on .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

.

.

.

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Mark our route cache r e f l e c t the f a i l u r e o f the l i n k between srh [ cur addr ]

and srh [ next addr ] , and then c r e a t e a route e r r message to send to the

o rg ina to r o f the pkt ( srh [ 0 ] )

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

void DSRAgent : : xmitFai led ( Packet ∗pkt , const char∗ reason ) {

.

.

.

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
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The need to unique ly i d e n t i f y RERR i s r equ i r ed to match a HELLO packet

which responds with the same RERR id .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

srh−>r t e r r s e q ( ) = route er ror num++;

// Send out the Route Error message

sendOutPacketWithRoute (p , true ) ;

}
� �
Listing B.12: Path.cc�

// Overlaod the Path != operat ion , f o r Direct , Observed V i s i t o r

bool Path : : operator !=(const Path &rhs ) {

return ! operator==(rhs ) ;

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

These f unc t i on s re turn the index to a path entry . I f the path

index returned i s −1 then the opera t i on f a i l e d .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

int Path : : lastMinusOneIndex ( ) {

i f ( l en > 1) {

return l en − 2 ;

} return −1;

}

int Path : : f i r s t I n d e x ( ) {

i f ( l en ) {

return 0 ;

} return −1;

}

int Path : : l a s t I ndex ( ) {

i f ( l en ) {

return l en − 1 ;

} return −1;

}

int Path : : nextHopIndex ( const ID& id ) {

i f ( l en ) {

for ( int i = 0 ; i < l en ; ++i ) {

i f ( path [ i ] == id ) {

++i ;

i f ( i != l en ) {

return i ;

} else {

break ;
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}

}

}

} return −1;

}

int Path : : prevHopIndex ( const ID& id ) {

i f ( l en ) {

for ( int i = l en − 1 ; i > −1; −− i ) {

i f ( path [ i ] == id ) {

−− i ;

i f ( i != −1) {

return i ;

} else {

break ;

}

}

}

} return −1;

}

int Path : : prevHopIndex (unsigned long id ) {

i f ( l en ) {

for ( int i = l en − 1 ; i > −1; −− i ) {

i f ( path [ i ] . getNSAddr t ( ) == id ) {

−− i ;

i f ( i != −1) {

return i ;

} else {

break ;

}

}

}

} return −1;

}

int Path : : f indIndex ( const ID& id ) const {

// rtn t rue i f f id or MAC id i s in path

for ( int c = 0 ; c < l en ; c++)

i f ( path [ c ] == id )

return c ;

return −1;

}
� �
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Listing B.13: PlugInTrust.cc�
bool PlugInTrust : : captureDirectReputat ion ( SRPacket∗ p) {

return di rectReputat ion−>captureReputat ion (p ) ;

}

bool PlugInTrust : : captureObservedReputation ( SRPacket∗ p) {

return observedReputation−>captureReputat ion (p ) ;

}

bool PlugInTrust : : captureRecommendedReputation ( SRPacket∗ p) {

return recommendedReputation−>captureReputat ion (p ) ;

}

bool PlugInTrust : : i sPacketTrusted ( SRPacket∗ p) {

unsigned long caseNum , src , prev , next , des t ;

caseNum = sr c = prev = next = dest = 0 x f f f f f f f f ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p−>pkt ) ;

hdr cmn ∗cmnh = hdr cmn : : a c c e s s (p−>pkt ) ;

i f ( srh−>r ou t e r e que s t ( ) ) {

i f (p−>s r c == ne t i d ) { // Case−1: I n i t i a t o r o f RREQ

caseNum = 1 ;

dest = p−>dest . getNSAddr t ( ) ;

} else { // Case2 /3/4 : F i r s t node a f t e r s r c / interm/prev to dest

caseNum = 2 ;

s r c = p−>s r c . getNSAddr t ( ) ;

prev = cmnh−>prev hop ( ) ;

des t = p−>dest . getNSAddr t ( ) ;

}

} else i f ( srh−>r ou t e r ep l y ( ) | | srh−>r o u t e e r r o r ( ) ) {

i f (p−>s r c == ne t i d ) {

// Case5 : Src o f RREP/RERR inc lud ing sub−case no INTERM

caseNum = 5 ;

next = cmnh−>next hop ( ) ;

des t = p−>dest . getNSAddr t ( ) ;

} else {

// Case6 /7/8 : Next to RREP/RERR src , interm , prev to RREP dest

caseNum = 6 ;

s r c = p−>s r c . getNSAddr t ( ) ;

prev = cmnh−>prev hop ( ) ;

next = cmnh−>next hop ( ) ;

des t = p−>dest . getNSAddr t ( ) ;

}

}

WeightElement∗ we = ( WeightElement ∗) caseWeightTable−>r e t r i e v e ( caseNum ) ;

WeightElement∗ weightElement = we−>c l one ( ) ;
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weightElement−>se t sourceAddr ( s r c ) ;

weightElement−>set prevHopAddr ( prev ) ;

weightElement−>set nextHopAddr ( next ) ;

weightElement−>s e t de s t i na t i onAddr ( des t ) ;

double eT = eva luateTrust ( weightElement ) ;

return (eT >= thre sho ld ) ;

}

double PlugInTrust : : t ru s tMet r i c (Weight∗ w, unsigned long n) {

return w−>ge t d i r e c tReputa t i on ( ) ∗

( ( ReputationElement ∗) d i rectReputat ionTable−>r e t r i e v e (n))−>

g e t r epu t a t i on ( ) + w−>get observedReputat ion ( ) ∗

( ( ReputationElement ∗) observedReputationTable−>r e t r i e v e (n))−>

g e t r epu t a t i on ( ) + w−>get recommendedReputation ( ) ∗

( ( ReputationElement ∗) recommendedReputationTable−>r e t r i e v e (n))−>

g e t r epu t a t i on ( ) ;

}

double PlugInTrust : : eva luateTrust ( WeightElement∗ w) {

return (w−>g e t s ou r c e ())−> ge t par t i c ipantWe ight ( ) ∗

t ru s tMet r i c (w−>g e t s ou r c e ( ) , w−>get sourceAddr ( ) ) +

(w−>get prevHop())−> ge t par t i c ipantWe ight ( ) ∗

t ru s tMet r i c (w−>get prevHop ( ) , w−>get prevHopAddr ( ) ) +

(w−>get nextHop())−> ge t par t i c ipantWe ight ( ) ∗

t ru s tMet r i c (w−>get nextHop ( ) , w−>get nextHopAddr ( ) ) +

(w−>g e t d e s t i n a t i o n ())−> ge t par t i c ipantWe ight ( ) ∗

t ru s tMet r i c (w−>g e t d e s t i n a t i o n ( ) , w−>ge t de s t ina t i onAddr ( ) ) ;

}

void PlugInTrust : : s to rePacket ( SRPacket∗ p , Table∗ t , unsigned long n) {

hdr s r ∗ srh = hdr s r : : a c c e s s (p−>pkt ) ;

PacketElement∗ e ;

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

unsigned long s r c = p−>s r c . getNSAddr t ( ) ;

unsigned long dest = p−>dest . getNSAddr t ( ) ;

Path route = p−>route . copy ( ) ;

i f ( srh−>r ou t e r e que s t ( ) ) {

// We do not con s id e r the Gratuitous RREQ.

i f ( srh−>r t r e q s e q ( ) <= 0) {

return ;

} e = new RREQElement( time , RREQ, src , dest , srh−>r t r e q s e q ( ) , route ) ;

} else i f ( srh−>r ou t e r ep l y ( ) ) {

i f ( srh−>h e l l o ( ) ) {

e = new RREPElement

( time , HELLO, src , dest , srh−>r t e r r s e q ( ) , route ) ;
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} else { // We do not con s i d e r the Gratuitous RREP.

i f ( srh−>r t r e p s e q ( ) <= 0) {

return ;

}

e = new RREPElement

( time , RREP, src , dest , srh−>r t r e p s e q ( ) , route ) ;

}

} else i f ( srh−>r o u t e e r r o r ( ) ) {

i f ( srh−>r t e r r s e q ( ) <= 0) {

return ;

} e = new RERRElement( time , RERR, src , dest , srh−>r t e r r s e q ( ) , route ) ;

} t−>i n s e r t (n , e ) ;

}

const char∗ PlugInTrust : : dumpReputationTables (unsigned long n) const {

std : : s t r i n g s ;

s += ”D” + std : : s t r i n g ( d i rectReputat ionTable−>r e t r i e v e (n)−>dump ( ) ) ;

s += ”O” + std : : s t r i n g ( observedReputationTable−>r e t r i e v e (n)−>dump ( ) ) ;

s += ”R” + std : : s t r i n g ( recommendedReputationTable−>r e t r i e v e (n)−>dump ( ) ) ;

return s . c s t r ( ) ;

}

const char∗ PlugInTrust : : dumpPacketTable ( Table∗ t , unsigned long n) const {

Pr i n tV i s i t o r ∗ p = Pr i n tV i s i t o r : : g e t i n s t an c e ( ) ;

p−>c learOutput ( ) ;

t−>t r a v e r s e (n , ∗p ) ;

return p−>get output ( ) . c s t r ( ) ;

}

int PlugInTrust : : countDupl icatePackets ( SRPacket∗ p , Table∗ t ) const {

PacketCountVis i tor ∗ c = PacketCountVis i tor : : g e t i n s t an c e ( ) ;

c−> i n i t (p , 0 , n e t i d ) ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p−>pkt ) ;

hdr cmn∗ cmnh = hdr cmn : : a c c e s s (p−>pkt ) ;

observedRERRTable−>t r a v e r s e (cmnh−>prev hop ( ) , ∗c ) ;

int count = c−>get count ( ) ;

c−>s e t count ( 0 ) ;

return count ;

}

bool PlugInTrust : : loadCaseWeightTable ( ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

1 . Reads case weights f o r a DSRAgent .

2 . Returns t rue i f s u c c e s s f u l and f a l s e o therw i se .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
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double sD , sO , sR , sP , pD, pO, pR, pP ,

nD, nO, nR, nP , dD, dO, dR, dP ;

std : : i f s t r e am f i n ( caseWeightFi l e . c s t r ( ) ) ;

i f ( f i n . f a i l ( ) ) {

return fa l se ;

}

for ( int i = 1 ; i <= 8 ; ++i ) {

f i n >> sD ; f i n >> sO ; f i n >> sR ; f i n >> sP ;

f i n >> pD; f i n >> pO, f i n >> pR; f i n >> pP ;

f i n >> nD; f i n >> nO; f i n >> nR; f i n >> nP ;

f i n >> dD; f i n >> dO; f i n >> dR; f i n >> dP ;

Weight∗ s r c = new Weight (sD , sO , sR , sP ) ;

Weight∗ prevHop = new Weight (pD, pO, pR, pP ) ;

Weight∗ nextHop = new Weight (nD, nO, nR, nP ) ;

Weight∗ dest = new Weight (dD, dO, dR, dP ) ;

WeightElement∗ weightElement =

new WeightElement ( src , prevHop , nextHop , des t ) ;

caseWeightTable−>i n s e r t ( i , weightElement ) ;

}

WeightElement∗ nullWeightElement = new WeightElement

(new Weight ( ) , new Weight ( ) , new Weight ( ) , new Weight ( ) ) ;

caseWeightTable−>i n s e r t (0 x f f f f f f f f , nullWeightElement ) ;

f i n . c l o s e ( ) ;

return true ;

}
� �
Listing B.14: DirectReputation.cc�

bool DirectReputat ion : : captureReputat ion ( SRPacket∗ p) {

Di r e c tV i s i t o r ∗ d = D i r e c tV i s i t o r : : g e t i n s t an c e ( ) ;

PlugInTrust ∗ smrt i = get p lug InTrus t ( ) ;

ID ne t i d = smrti−>g e t n e t i d ( ) ;

d−> i n i t (p , smrti−>ge t d i r e c tReputa t i onTab l e ( ) , n e t i d ) ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p−>pkt ) ;

hdr cmn∗ cmnh = hdr cmn : : a c c e s s (p−>pkt ) ;

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

The trueRoute l ength must be g r e a t e r than 2 so that i t can conta in

the prev hop ’ s id and the id o f the prev hop ’ s prev hop .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f (p−>trueRoute . l ength ( ) < 2) {

return fa l se ;

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Since the l a s t hop node i s assumed to not remove i t s e l f from the

trueRoute and t h e r e f o r e i t can add a hop on to the end o f the
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trueRoute . The i f statement needed to be changed to ,

i f ( srh−>r ou t e r e que s t ( ) && ne t i d ==

p−>route [ p−>route . prevHopIndex (cmnh−>prev hop ( ) ) ] ) .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( srh−>r ou t e r e que s t ( ) ) {

int prevHopIndex = p−>trueRoute . prevHopIndex (cmnh−>prev hop ( ) ) ;

// Check route bounds .

i f ( prevHopIndex < 0) {

return fa l se ;

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

The requ i r ed change performs an update on the prev ious−hop ra the r

than the l a s t index in the route which would consequent ly be

f a l s e i f the path was modi f i ed by appending another hop .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( n e t i d == p−>trueRoute [ prevHopIndex ] ) {

smrti−>get directRREQTable()−> t r a v e r s e (0 , ∗d ) ;

return true ;

}

} else i f ( srh−>r ou t e r ep l y ( ) | | srh−>r o u t e e r r o r ( ) ) {

int nextHopIndex = p−>trueRoute . nextHopIndex ( n e t i d ) ;

// Check route bounds .

i f ( nextHopIndex < 0) {

return fa l se ;

}

i f (p−>trueRoute . member( n e t i d ) &&

p−>trueRoute [ nextHopIndex ] . getNSAddr t()==cmnh−>prev hop ( ) ) {

i f ( srh−>r ou t e r ep l y ( ) ) {

smrti−>get directRREPTable()−> t r a v e r s e (0 , ∗d ) ;

} else {

smrti−>get directRERRTable()−> t r a v e r s e (0 , ∗d ) ;

} return true ;

}

} return fa l se ;

}
� �
Listing B.15: DirectVisitor.cc�

void Di r e c tV i s i t o r : : packetMatch ( PacketElement∗ e ) {

SRElement∗ s = 0 ;

i f ( ( s = dynamic cast<SRElement∗>(e ) ) ) {

packetMatch ( s ) ;

}

}

Di r e c tV i s i t o r ∗ Di r e c tV i s i t o r : : g e t i n s t an c e ( ) {
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i f ( i n s t ance == 0) {

i n s t ance = new Di r e c tV i s i t o r ;

} return i n s t ance ;

}

void Di r e c tV i s i t o r : : packetMatch ( SRElement∗ e ) {

double update = 0 ;

SRPacket∗ p = get s rPacke t ( ) ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p−>pkt ) ;

hdr cmn∗ cmh = hdr cmn : : a c c e s s (p−>pkt ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

The path should not be removed , i n s t ead cmh−>prev hop should

be added to the Path o f the PacketElement e . This ensure s

that path add i t i on and path d e l e t i o n s w i l l be not i c ed s i n c e

the path should have been only appended by prev ious hop .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

Path path = e−>get path ( ) . copy ( ) ;

i f ( srh−>r ou t e r e que s t ( ) ) {

// The path length can never exceed MAX SR LEN

i f ( path . l ength ( ) >= MAX SR LEN) {

return ;

}

ID id = ID(cmh−>prev hop ( ) , : : IP ) ;

path . appendToPath ( id ) ;

}

i f (p−>s r c . getNSAddr t ( ) == e−>get source ID ( ) && p−>dest . getNSAddr t ( ) ==

e−>ge t d e s t i na t i on ID ( ) && p−>route == path && (( srh−>r ou t e r e que s t ( ) &&

srh−>r t r e q s e q ( ) == e−>get queryID ( ) ) | | ( srh−>r ou t e r ep l y ( ) &&

srh−>r t r e p s e q ( ) == e−>get queryID ( ) ) | | ( srh−>r o u t e e r r o r ( ) &&

srh−>r t e r r s e q ( ) == e−>get queryID ( ) ) ) ) {

update = bonusReputation ;

} else i f (p−>s r c . getNSAddr t ( ) == e−>get source ID ( ) && p−>dest . getNSAddr t ( )

== e−>ge t d e s t i na t i on ID ( ) && p−>route == path && (( srh−>r ou t e r e que s t ( ) &&

srh−>r t r e q s e q ( ) != e−>get queryID ( ) ) | | ( srh−>r ou t e r ep l y ( ) &&

srh−>r t r e p s e q ( ) != e−>get queryID ( ) ) | | ( srh−>r o u t e e r r o r ( ) &&

srh−>r t e r r s e q ( ) != e−>get queryID ( ) ) ) ) {

update = badQID ;

} else i f (p−>s r c . getNSAddr t ( ) == e−>get source ID ( ) && p−>dest . getNSAddr t ( )

== e−>ge t d e s t i na t i on ID ( ) && p−>route != path && ( ( srh−>r ou t e r e que s t ( ) &&

srh−>r t r e q s e q ( ) == e−>get queryID ( ) ) | | ( srh−>r ou t e r ep l y ( ) &&

srh−>r t r e p s e q ( ) == e−>get queryID ( ) ) | | ( srh−>r o u t e e r r o r ( ) &&

srh−>r t e r r s e q ( ) == e−>get queryID ( ) ) ) ) {

update = badPath ;

} else i f (p−>s r c . getNSAddr t ( ) == e−>get source ID ( ) && p−>dest . getNSAddr t ( )

!= e−>ge t d e s t i na t i on ID ( ) && p−>route == path && (( srh−>r ou t e r e que s t ( ) &&
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srh−>r t r e q s e q ( ) == e−>get queryID ( ) ) | | ( srh−>r ou t e r ep l y ( ) &&

srh−>r t r e p s e q ( ) == e−>get queryID ( ) ) | | ( srh−>r o u t e e r r o r ( ) &&

srh−>r t e r r s e q ( ) == e−>get queryID ( ) ) ) ) {

update = badDest ;

} else i f (p−>s r c . getNSAddr t ( ) != e−>get source ID ( ) && p−>dest . getNSAddr t ( )

== e−>ge t d e s t i na t i on ID ( ) && p−>route == path && (( srh−>r ou t e r e que s t ( ) &&

srh−>r t r e q s e q ( ) == e−>get queryID ( ) ) | | ( srh−>r ou t e r ep l y ( ) &&

srh−>r t r e p s e q ( ) == e−>get queryID ( ) ) | | ( srh−>r o u t e e r r o r ( ) &&

srh−>r t e r r s e q ( ) == e−>get queryID ( ) ) ) ) {

update = badSrc ;

} else { // none o f the cond i t i on s met so do nothing

return ;

}

i f ( update == 0 . 0 ) {

return ;

}

double r eputa t i on = ( ( ReputationElement ∗) g e t t a b l e ()−>

r e t r i e v e (cmh−>prev hop ()))−> g e t r epu t a t i on ( ) ;

g e t t a b l e ()−>update (cmh−>prev hop ( ) ,

new ReputationElement ( Scheduler : : i n s t ance ( ) . c l o ck ( ) ,

r eputa t i on + update ) ) ;

}
� �
Listing B.16: ObservedReputation.cc�

bool ObservedReputation : : captureReputat ion ( SRPacket∗ p) {

ObservedVis i tor ∗ o = ObservedVis i tor : : g e t i n s t an c e ( ) ;

PlugInTrust ∗ smrt i = get p lug InTrus t ( ) ;

ID ne t i d = smrti−>g e t n e t i d ( ) ;

o−> i n i t (p , smrti−>get observedReputat ionTable ( ) , n e t i d ) ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p−>pkt ) ;

hdr cmn∗ cmnh = hdr cmn : : a c c e s s (p−>pkt ) ;

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

// Enter only i f t h i s node i s next to the s r c o f RERR or HELLO.

i f ( ( srh−>h e l l o ( ) | | srh−>r o u t e e r r o r ( ) ) &&

p−>s r c . getNSAddr t ( ) == cmnh−>prev hop ( ) ) {

smrti−>get observedRERRTable()−> t r a v e r s e (cmnh−>prev hop ( ) , ∗o ) ;

o−>set HELLOCount ( 0 ) ;

o−>set RERRCount ( 0 ) ;

} else i f ( srh−>r ou t e r e que s t ( ) | | srh−>r ou t e r ep l y ( ) | |

srh−>r o u t e e r r o r ( ) ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Next hop from RREQ/RREP o r i g i n a t o r so can ’ t capture observed

reputa t i on . For RERR, the work has been done e a r l i e r , so ok .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f (p−>s r c . getNSAddr t ( ) == cmnh−>prev hop ( ) ) {
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return fa l se ;

}

int prevHopIndex = p−>trueRoute . prevHopIndex (cmnh−>prev hop ( ) ) ;

// To make sure that we never go o f f the end o f a route .

i f ( prevHopIndex < 0) {

return fa l se ;

}

unsigned long key = p−>trueRoute [ prevHopIndex ] . getNSAddr t ( ) ;

i f ( srh−>r ou t e r e que s t ( ) &&

! smrti−>get observedRREQTable()−> r e t r i e v e L i s t ( key ) . empty ( ) ) {

smrti−>get observedRREQTable()−> t r a v e r s e ( key , ∗o ) ;

} else i f ( srh−>r ou t e r ep l y ( ) &&

! smrti−>get observedRREPTable()−> r e t r i e v e L i s t ( key ) . empty ( ) ) {

smrti−>get observedRREPTable()−> t r a v e r s e ( key , ∗o ) ;

} else i f ( srh−>r o u t e e r r o r ( ) &&

! smrti−>get observedRERRTable()−> r e t r i e v e L i s t ( key ) . empty ( ) ) {

smrti−>get observedRERRTable()−> t r a v e r s e ( key , ∗o ) ;

}

} return true ;

}
� �
Listing B.17: ObservedVisitor.cc�

void ObservedVis i tor : : packetMatch ( PacketElement∗ e ) {

SRElement∗ s = 0 ;

i f ( ( s = dynamic cast< SRElement∗ >(e ) ) ) {

packetMatch ( s ) ;

}

}

void ObservedVis i tor : : packetMatch ( SRElement∗ e ) {

double update = 0 . 0 ;

Path path = e−>get path ( ) . copy ( ) ;

SRPacket∗ p = get s rPacke t ( ) ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p−>pkt ) ;

hdr cmn∗ cmnh = hdr cmn : : a c c e s s (p−>pkt ) ;

i f ( srh−>h e l l o ( ) | | srh−>r o u t e e r r o r ( ) ) {

i f ( srh−>r t e r r s e q ( ) == e−>get queryID ( ) ) {

i f ( e−>get packetType ( ) == HELLO) {

++HELLOCount ;

} else {

++RERRCount ;

}

i f ( srh−>r o u t e e r r o r ( ) && RERRCount == 2) {

set match ( true ) ;

update = RERRBonus ;
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}

i f ( ( srh−>r o u t e e r r o r ( ) && RERRCount == 2 && HELLOCount == 1)

| | ( srh−>h e l l o ( ) && RERRCount == 3)) {

set match ( true ) ;

update = RERRPenalty ;

}

}

} else i f ( srh−>r ou t e r e que s t ( ) | | srh−>r ou t e r ep l y ( ) ) {

i f ( srh−>r ou t e r e que s t ( ) ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

Adding the node ID to the end o f the s to r ed packet route

i s natura l s i n c e i t i s what a node should have done in

f i r s t p lace ra the r than ma l i c i ou s l y modify the packet .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f ( path . l ength ( ) >= MAX SR LEN) {

return ;

}

ID id = ID(cmnh−>prev hop ( ) , : : IP ) ;

path . appendToPath ( id ) ;

}

i f (p−>s r c . getNSAddr t ( ) == e−>get source ID ( ) && p−>dest . getNSAddr t ( )

== e−>ge t d e s t i na t i on ID ( ) && p−>route == path &&

( ( srh−>r ou t e r e que s t ( ) && srh−>r t r e q s e q ( ) != e−>get queryID ( ) ) | |

( srh−>r ou t e r ep l y ( ) && srh−>r t r e p s e q ( ) != e−>get queryID ( ) ) ) ) {

update = badQID ;

} else i f (p−>s r c . getNSAddr t ( ) == e−>get source ID ( ) &&

p−>dest . getNSAddr t ( ) == e−>ge t d e s t i na t i on ID ( ) && p−>route != path &&

( ( srh−>r ou t e r e que s t ( ) && srh−>r t r e q s e q ( ) == e−>get queryID ( ) ) | |

( srh−>r ou t e r ep l y ( ) && srh−>r t r e p s e q ( ) == e−>get queryID ( ) ) ) ) {

update = badPath ;

} else i f (p−>s r c . getNSAddr t ( ) == e−>get source ID ( ) &&

p−>dest . getNSAddr t ( ) != e−>ge t d e s t i na t i on ID ( ) && p−>route == path &&

( ( srh−>r ou t e r e que s t ( ) && srh−>r t r e q s e q ( ) == e−>get queryID ( ) ) | |

( srh−>r ou t e r ep l y ( ) && srh−>r t r e p s e q ( ) == e−>get queryID ( ) ) ) ) {

update = badDest ;

} else i f (p−>s r c . getNSAddr t ( ) != e−>get source ID ( ) &&

p−>dest . getNSAddr t ( ) == e−>ge t d e s t i na t i on ID ( ) && p−>route == path &&

( ( srh−>r ou t e r e que s t ( ) && srh−>r t r e q s e q ( ) == e−>get queryID ( ) ) | |

( srh−>r ou t e r ep l y ( ) && srh−>r t r e p s e q ( ) == e−>get queryID ( ) ) ) ) {

update = badSrc ;

}

} else { // none o f the cond i t i on s met so do nothing

return ;

}

i f ( update == 0 . 0 ) {
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return ;

}

double r eputa t i on = ( ( ReputationElement ∗) g e t t a b l e ()−>

r e t r i e v e (cmnh−>prev hop ()))−> g e t r epu t a t i on ( ) ;

g e t t a b l e ()−>update (cmnh−>prev hop ( ) , new ReputationElement ( Scheduler : :

i n s t ance ( ) . c l o ck ( ) , r eputa t i on + update ) ) ;

}
� �
Listing B.18: RecommendedReputation.cc�

bool RecommendedReputation : : captureReputat ion ( SRPacket∗ p) {

PlugInTrust ∗ smrt i = get p lug InTrus t ( ) ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p−>pkt ) ;

ID ne t i d = smrti−>g e t n e t i d ( ) ;

i f (p−>s r c == ne t i d ) { // RREQ Case1 ; RREP Case5 .

return fa l se ;

}

hdr cmn∗ cmnh = hdr cmn : : a c c e s s (p−>pkt ) ;

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

We do not want to update recommended reputa t i on f o r packets

that are not source rout ing packets .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

i f (cmnh−>ptype ( ) != PT DSR) {

return fa l se ;

}

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

captureRecommendedReputation i s c a l l e d from DSRAgent : : sendOutPacketWithRoute .

Hence the cur rent node ’ s ID ” ne t i d ” w i l l be in the path . This app l i e s f o r

the source o f i n i t i a t o r ( case1 ) , f i r s t node a f t e r the s r c o f RREQ ( case2 ) ,

i n t e rmed ia t e node ( case3 ) , the node prev to the d e s t i n a t i on o f RREQ ( case4 ) ,

s r c o f the RREP ( case5 ) , the node next to s r c o f RREP ( case6 ) , i n t e rmed ia t e

node in RREP ( case7 ) and the node prev to the dest o f the RREP ( case8 ) . The

dest o f the RREP ( which from now onwards can be c a l l e d as case−RREP−END) i s

a l s o inc luded in the path , though i t i s c a l l e d DSRAgent : : handlePacketRece ipt

be f o r e DSRAgent : : acceptRouteReply . The dest o f RREQ ( which from now onwards

as case−RREQ−END) un l i k e the RREP dest i s not added to the path , when c a l l e d

from DSRAgent : : handlePacketRece ipt be f o r e DSRAgent : : r e turnSrctoRequestor .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

Path path = p−>route . copy ( ) ;

i f ( srh−>r ou t e r e que s t ( ) ) {

i f (p−>dest == ne t i d ) {

/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

This i s the only case where the cur rent node ’ s n e t i d

has not been added to the end o f the source route .

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/

path . appendToPath ( n e t i d ) ;
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}

}

// Cannot update recommended reputa t i on with only 2 mobile nodes .

i f ( path . l ength ( ) < 3) {

return fa l se ;

}

double update ;

double r eputa t i on ;

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

for ( int i = path . f indIndex ( n e t i d ) − 1 ; i >= 1 ; −− i ) {

double recommendersTM = smrti−>t ru s tMet r i c (new Weight ( smrti−>

get recTMD ( ) , smrti−>get recTMO ( ) , smrti−>get recTMR ( ) ,

smrti−>get recTMP ( ) ) , path [ i ] . getNSAddr t ( ) ) ;

r eputa t i on = ( ( ReputationElement ∗) smrti−>

get recommendedReputationTable()−> r e t r i e v e

( path [ i −1] . getNSAddr t ()))−> g e t r epu t a t i on ( ) ;

i f ( recommendersTM >= smrti−>g e t t h r e sho l d ( ) ) {

update = std : : min ( r eputa t i on + recommendersTM∗ smrti−>

get recommendedBonus ( ) , smrti−>

get zoneIntervalUpperBound ( ) ) ;

} else {

update = std : : max( r eputa t i on + recommendersTM∗ smrti−>

get recommendedPenalty ( ) , smrti−>

get zoneIntervalLowerBound ( ) ) ;

}

smrti−>get recommendedReputationTable()−>update

( path [ i − 1 ] . getNSAddr t ( ) , new

ReputationElement ( time , update ) ) ;

} return true ;

}
� �
Listing B.19: ReputationStore.cc�

Reputat ionStore : : ˜ Reputat ionStore ( ) {

for ( std : : map<unsigned long , TableElement ∗> : : i t e r a t o r reputat ionElement

= reputa t i onSto r e . begin ( ) ; reputat ionElement != reputa t i onSto r e . end ( ) ;

++reputat ionElement ) {

delete (∗ reputat ionElement ) . second ;

}

}

TableElement∗ Reputat ionStore : : f i nd (unsigned long n) {

double time = Scheduler : : i n s t ance ( ) . c l o ck ( ) ;

i f ( r eputa t i onSto r e [ n ] == 0) {

r eputa t i onSto r e [ n ] = new ReputationElement ( time ,

Reputat ionStore : : s t a r t ingReputa t i on ) ;
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}

// Reputation update i s performed here .

double r eputa t i on = ( ( ReputationElement ∗) r eputa t i onSto r e [ n])−>

g e t r epu t a t i on ( ) ;

i f ( fmod ( reputat ion , expDecay ) != 0) {

double timestamp = reputa t i onSto r e [ n]−>get t imestamp ( ) ;

double rc ;

i f ( r eputa t i on >= Reputat ionStore : : th r e sho ld ) {

rc = std : : max( r eputa t i on − expDecay ∗( time − timestamp ) ,

z one In t e rva l ∗( f l o o r ( r eputa t i on / zone In t e rva l ) ) ) ;

} else {

rc = std : : min ( r eputa t i on + expDecay ∗( time − timestamp ) ,

z one In t e rva l ∗( c e i l ( r eputa t i on / zone In t e rva l ) ) ) ;

} modify (n , new ReputationElement ( time , rc ) ) ;

} return r eputa t i onSto r e [ n ] ;

}

void Reputat ionStore : : modify (unsigned long n , TableElement∗ e ) {

delete r eputa t i onSto r e [ n ] ;

r eputa t i onSto r e [ n ] = e ;

}

void Reputat ionStore : : i t e r a t e (unsigned long n , V i s i t o r& v) {

for ( std : : map<unsigned long , TableElement ∗> : : i t e r a t o r reputat ionElement

= reputa t i onSto r e . begin ( ) ; reputat ionElement != reputa t i onSto r e . end ( ) ;

++reputat ionElement ) {

(∗ reputat ionElement ) . second−>accept ( v ) ;

}

}
� �
Listing B.20: ReputationElement.cc�

void ReputationElement : : accept ( V i s i t o r& v) {

v . v i s i t ( this ) ;

}

const char∗ ReputationElement : : dump ( ) const {

stat ic char buf [ 5 0 ] ;

char∗ ptr = buf ;

// An example dump : −t 2 .366667 −r 0 .677777

s p r i n t f ( ptr , ”−t %f −r %f ” , get t imestamp ( ) , r eputa t i on ) ;

return ptr ;

}
� �
Listing B.21: PacketStore.cc�
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PacketStore : : ˜ PacketStore ( ) {

for ( std : : map<unsigned long , s td : : l i s t <TableElement∗>>:: i t e r a t o r m i te r

= packetStore . begin ( ) ; m i t e r != packetStore . end ( ) ; ++m ite r ) {

for ( std : : l i s t <TableElement ∗> : : i t e r a t o r l i t e r =

m iter−>second . begin ( ) ; l i t e r != m iter−>second . end ( ) ; ++m ite r ) {

delete ∗ l i t e r ;

}

}

}

void PacketStore : : i t e r a t e (unsigned long n , V i s i t o r& v) {

std : : l i s t <TableElement ∗> : : i t e r a t o r packetElement = packetStore [ n ] . begin ( ) ;

while ( packetElement != packetStore [ n ] . end ( ) ) {

i f ( (∗ packetElement)−>get purge ( ) ) {

packetElement = packetStore [ n ] . e r a s e ( packetElement ) ;

continue ;

}

(∗ packetElement)−>accept ( v ) ;

i f ( ( Scheduler : : i n s t anc e ( ) . c l o ck ( ) − (∗ packetElement)−>

get t imestamp ( ) ) >= PacketStore : : packetExpi rat ion ) {

packetElement = packetStore [ n ] . e r a s e ( packetElement ) ;

} else {

++packetElement ;

}

}

}

std : : set<unsigned long> PacketStore : : indexes ( ) {

std : : set<unsigned long> i ndexes ;

s td : : map<unsigned long , s td : : l i s t <TableElement∗>>:: i t e r a t o r packe tL i s t =

packetStore . begin ( ) ;

while ( packe tL i s t != packetStore . end ( ) ) {

i ndexes . i n s e r t ( packetL i s t−> f i r s t ) ;

++packe tL i s t ;

} return i ndexes ;

}
� �
Listing B.22: SRElement.cc�

void SRElement : : accept ( V i s i t o r& v) {

v . v i s i t ( this ) ;

}

const char∗ SRElement : : dump ( ) const {

stat ic char buf [ 2 0 0 ] ;

char∗ ptr = buf ;
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s p r i n t f ( ptr , ”P −T %d −s %d −d %d −q %d −p %s” ,

packetType , sourceID , des t inat ionID , queryID , path .dump ( ) ) ;

return ptr ;

}
� �
Listing B.23: WeightStore.cc�

WeightStore : : ˜ WeightStore ( ) {

for ( std : : map<unsigned long , TableElement ∗> : : i t e r a t o r weightElement

= weightStore . begin ( ) ; weightElement != weightStore . end ( ) ;

++weightElement ) {

delete (∗weightElement ) . second ;

}

}

void WeightStore : : add (unsigned long n , TableElement∗ e ) {

weightStore . i n s e r t ( std : : map<unsigned long , TableElement ∗> : : va lue type (n , e ) ) ;

}

void WeightStore : : modify (unsigned long n , TableElement∗ e ) {

delete weightStore [ n ] ;

we ightStore [ n ] = e ;

}

void WeightStore : : i t e r a t e (unsigned long n , V i s i t o r& v) {

for ( std : : map<unsigned long , TableElement ∗> : : i t e r a t o r weightElement

= weightStore . begin ( ) ; weightElement != weightStore . end ( ) ;

++weightElement ) {

(∗weightElement ) . second−>accept ( v ) ;

}

}
� �
Listing B.24: PacketCountVisitor.cc�

void PacketCountVis i tor : : packetMatch ( SRElement∗ e ) {

SRPacket∗ p = get s rPacke t ( ) ;

hd r s r ∗ srh = hdr s r : : a c c e s s (p−>pkt ) ;

i f ( srh−>r o u t e e r r o r ( ) ) {

i f ( srh−>r t e r r s e q ( ) == e−>get queryID ( ) ) {

++count ;

}

}

}
� �
Listing B.25: PrintVisitor.cc�
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void Pr i n tV i s i t o r : : v i s i t ( PacketElement∗ e ) {

i f (dynamic cast<SRElement∗>(e ) ) {

output = std : : s t r i n g ( output + ”\n” + e−>dump ( ) ) ;

} else i f (dynamic cast<MACPacketElement∗>(e ) ) { }

}
� �
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C
Analysis Scripts

Following the implementation of the fellowship and SMRTI models, we conducted de-

tailed simulations involving several scenarios. The results of those simulations that

were in the form of trace logs were then processed to compute the performance met-

rics. Finally, those metrics were represented using graphs for the purpose of analysis.

All these processes were automated and accomplished through several scripts. In the

following, we present few scripts that form the baseline for most of the automation.

• CbrGen.py (Listing C.1) is a customised tool that generates the CBR traffic

for different scenarios depending on the varying degree of nodes, CBR traffic

flows, their connection durations and the simulation period. This tool replaces

the default CBR generator provided with the NS2 to meet the requirement of

dynamically changing the CBR traffic flows between different pairs of source and

destination mobile nodes. Note that the default CBR traffic generator is tailored

423
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to generate the CBR flows between static pairs of source and destination mobile

nodes.

• NS2Scenario.tcl (Listing C.2) presents an example simulation scenario for

evaluating the SMRTI model.

• NS2Batch.sh (Listing C.3) presents an example automated process of running

multiple simulations for the SMRTI model using a base scenario but by varying

a single parameter such as the total count of malicious nodes in the network.

• TraceParser.py (Listing C.4) processes the huge volume of trace logs gen-

erated by the simulations and contains modules that can compute the required

performance metrics.

• Latency.py (Listing C.5) relies on TraceParser.py to compute the latency

metrics for the CBR flows and used as a template for all simulation scenarios

involving the fellowship and SMRTI models.

• LatencyGraph.py (Listing C.6) collects the output generated by the La-

tency.py for related simulations to draw a graph and used as a template for

various simulation scenarios involving the fellowship and SMRTI models.

• PacketDeliveryRatio.py (Listing C.7) relies on TraceParser.py to compute

the PDR metrics for the CBR flows and used as a template for all simulation

scenarios involving the fellowship and SMRTI models.

• PacketDeliveryRatioGraph.py (Listing C.8) collects the output generated

by the PacketDeliveryRatio.py for related simulations to draw a graph and used

as a template for various simulation scenarios involving the fellowship and SMRTI

models.

• SuccessfulRouteDiscovery.py (Listing C.9) uses TraceParser.py to compute

the SRD metrics for the DSR’s control messages and used as a template for all

simulation scenarios involving the SMRTI model.
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• SuccessfulRouteDiscoveryGraph.py (Listing C.10) collects the output of

SuccessfulRouteDiscovery.py for related simulations to draw a graph and used as

a template for various simulation scenarios involving the SMRTI model.

• CompressNamTr.py (Listing C.11) is an utility that compresses all NAM-

oriented trace logs and archives them as scheduled.

Listing C.1: CbrGen.py� �
#!/ usr /bin /python

class Connection :

def i n i t ( s e l f ) :

s e l f . s r c = −1

s e l f . d s t = −1

s e l f . s tartTime = 0 .0

s e l f . f i n i shT ime = −1.0

i f name == ’ ma in ’ :

import random

import sys

i f l en ( sys . argv ) != 6 :

print ” . / cbrgen . py <number connect ions> <number nodes> <min connect ion time>

<max connect ion time> <max s imu la t i on time>”

sys . e x i t (1 )

# 1 . Setup .

currentTime = 0

udpCount = 0

# Create l i s t o f connect i ons .

maximumConnections = in t ( sys . argv [ 1 ] )

connec t i ons = [ ]

for i in range (maximumConnections ) :

connec t i ons . append ( Connection ( ) )

# Create s e t o f f r e e node addre s s e s .

numberNodes = in t ( sys . argv [ 2 ] )

f r e eNodeL i s t = [ ]

for i in range ( numberNodes ) :

f r e eNodeL i s t . append ( i )

f reeNodeSet = s e t ( f r e eNodeL i s t )
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# Set max and min connect ion t imes .

minConnectionTime = in t ( sys . argv [ 3 ] )

maxConnectionTime = in t ( sys . argv [ 4 ] )

maxSimulationTime = in t ( sys . argv [ 5 ] )

currentTime = maxSimulationTime

print ’# nodes : %d , max conn : %d , send ra t e : 4 . 0 , seed : 1 ’ % (numberNodes ,

maximumConnections )

# Set up i n i t i a l connec t i ons .

for connect ion in connec t i ons :

# Choose s r c from freeNodeSet .

while 1 :

s r c = random . rand int (0 , numberNodes − 1)

i f s r c in f reeNodeSet :

# Remove s r c from freeNodeSet .

f reeNodeSet . remove ( s r c )

break

else :

continue

connect ion . s r c = s r c

# Choose dst from freeNodeSet .

while 1 :

dst = random . rand int (0 , numberNodes − 1)

i f dst != s r c :

break

else :

continue

connect ion . d s t = dst

# Choose l ength o f connect ion time .

connect ionLength = random . rand int ( minConnectionTime , maxConnectionTime )

# Choose f i n i s h time .

f in i shTime = connect ion . s tartTime + connect ionLength

i f f in i shTime > maxSimulationTime :

f in i shTime = maxSimulationTime

connect ion . f i n i shT ime = f in i shTime

# Find the lowest connect ion time .

i f f in i shTime < currentTime :

currentTime = f in i shTime

# Increment cbr

for connect ion in connec t i ons :

print ’# %d connect ing to %d at time %f ’ % ( connect ion . s r c , connect ion . dst ,

connect ion . s tartTime )

print ’ s e t udp (%d) [ new Agent/UDP] ’ % (udpCount )
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print ’ $ns attach−agent $node (%d) $udp (%d) ’ % ( connect ion . s r c , udpCount )

print ’ s e t n u l l (%d) [ new Agent/Nul l ] ’ % (udpCount )

print ’ $ns attach−agent $node (%d) $nu l l (%d) ’ % ( connect ion . dst , udpCount )

print ’ s e t cbr (%d) [ new Appl i ca t ion / T r a f f i c /CBR] ’ % (udpCount )

print ’ $ cbr (%d) s e t packe tS i z e 512 ’ % (udpCount )

print ’ $ cbr (%d) s e t i n t e r v a l 4 . 0 ’ % (udpCount )

print ’ $ cbr (%d) s e t random 1 ’ % (udpCount )

print ’ $ cbr (%d) s e t maxpkts 10000 ’ % (udpCount )

print ’ $ cbr (%d) attach−agent $udp (%d) ’ % (udpCount , udpCount )

print ’ $ns connect $udp (%d) $nu l l (%d) ’ % (udpCount , udpCount )

print ’ $ns at %f \” $cbr (%d) s t a r t \” ’ % ( connect ion . startTime , udpCount )

print ’ $ns at %f \” $cbr (%d) stop \” ’ % ( connect ion . f in i shTime , udpCount )

udpCount += 1

# Setup i s complete then we need to s t a r t r e c y c l i n g connect i ons .

# Stop cond i t i on

while currentTime < maxSimulationTime :

# Current time holds the lowest connect ion time .

for connect ion in connec t i ons :

# Find the connec t i ons with the lowest f in i shTime .

i f connect ion . f i n i shT ime == currentTime and connect ion . f i n i shT ime !=

maxSimulationTime :

# Add the s r c node back to the freeNodeSet

f reeNodeSet . add ( connect ion . s r c )

# Process the next node .

# Choose s r c from freeNodeSet .

while 1 :

s r c = random . rand int (0 , numberNodes − 1)

i f s r c in f reeNodeSet :

# Remove s r c from freeNodeSet .

f reeNodeSet . remove ( s r c )

break

else :

continue

connect ion . s r c = s r c

# Choose dst from freeNodeSet .

while 1 :

dst = random . rand int (0 , numberNodes − 1)

i f dst != s r c :

break

else :

continue

connect ion . d s t = dst

# Set s t a r t time .

connect ion . s tartTime = connect ion . f i n i shT ime
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# Choose l ength o f connect ion time .

connect ionLength = random . rand int ( minConnectionTime , maxConnectionTime )

# Choose f i n i s h time .

f in i shTime = connect ion . s tartTime + connect ionLength

i f f in i shTime > maxSimulationTime :

f in i shTime = maxSimulationTime

connect ion . f i n i shT ime = f in i shTime

# Find the lowest connect ion time .

currentTime = f in i shTime

# Increment cbr

udpCount += 1

print ’# %d connect ing to %d at time %f ’ % ( connect ion . s r c ,

connect ion . dst , connect ion . s tartTime )

print ’ s e t udp (%d) [ new Agent/UDP] ’ % (udpCount )

print ’ $ns attach−agent $node (%d) $udp (%d) ’ % ( connect ion . s r c ,

udpCount )

print ’ s e t n u l l (%d) [ new Agent/Nul l ] ’ % (udpCount )

print ’ $ns attach−agent $node (%d) $nu l l (%d) ’ % ( connect ion . dst ,

udpCount )

print ’ s e t cbr (%d) [ new Appl i ca t ion / T r a f f i c /CBR] ’ % (udpCount )

print ’ $ cbr (%d) s e t packe tS i z e 512 ’ % (udpCount )

print ’ $ cbr (%d) s e t i n t e r v a l 4 . 0 ’ % (udpCount )

print ’ $ cbr (%d) s e t random 1 ’ % (udpCount )

print ’ $ cbr (%d) s e t maxpkts 10000 ’ % (udpCount )

print ’ $ cbr (%d) attach−agent $udp (%d) ’ % (udpCount , udpCount )

print ’ $ns connect $udp (%d) $nu l l (%d) ’ % (udpCount , udpCount )

print ’ $ns at %f \” $cbr (%d) s t a r t \” ’ % ( connect ion . startTime , udpCount )

print ’ $ns at %f \” $cbr (%d) stop \” ’ % ( connect ion . f in i shTime , udpCount )

# Then f i nd the next lowest connect ion time by i t e r a t i n g through the l i s t .

for connect ion in connec t i ons :

i f connect ion . f i n i shT ime < currentTime :

currentTime = connect ion . f i n i shT ime
� �
Listing C.2: NS2Scenario.tcl� �

i f { $argc != 8} {

puts ”Arguments must be in t h i s o r d e r : ”

puts ”/t<connect ion pattern f i l e name>”

puts ”/t<s c ena r i o f i l e name>”

puts ”/t<t r a c e f i l e >”

puts ”/t<nam f i l e >”

puts ”/t<smrt i f l a g>”

puts ”/t<mal i c i ou s f l ag>”

puts ”/t<num mal i c i ou s nodes>”

puts ”/t<case weights>”
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exit

}

set s c enF i l e [ lindex $argv 0 ]

set cb rF i l e [ lindex $argv 1 ]

set t r a c eF i l e [ lindex $argv 2 ]

set namFile [ lindex $argv 3 ]

set smrt iF lag [ lindex $argv 4 ]

set mal i c i ousF lag [ lindex $argv 5 ]

set numMaliciousNodes [ lindex $argv 6 ]

set caseWeights [ lindex $argv 7 ]

# ======================================================================

# Defau l t S c r i p t Options

# ======================================================================

set opt ( chan ) Channel/Wire lessChannel

set opt ( prop ) Propagation /TwoRayGround

set opt ( n e t i f ) Phy/WirelessPhy

set opt (mac) Mac/802 11

set opt ( i f q ) CMUPriQueue

set opt ( l l ) LL

set opt ( ant ) Antenna/OmniAntenna

set opt (x ) 1200 ; # X dimension o f the topography

set opt (y ) 1200 ; # Y dimension o f the topography

set opt ( cp ) $ cb rF i l e

set opt ( sc ) $ s c enF i l e

set opt ( i f q l e n ) 50 ; # max packet in i f q

set opt (nn) 100 ; # number o f nodes

set opt ( seed ) 0 . 0 ; # f o r random genera tor

set opt ( stop ) 300 ; # s imu la t i on time

set opt ( t r ) $ t r a c eF i l e ; # t ra c e f i l e

set opt (nam) $namFile ; # nam f i l e

set opt ( rp ) DSR ; # rout ing p ro to co l s c r i p t

# ======================================================================

LL set mindelay 50us

LL set de l ay 25us

LL set bandwidth 0 ; # not used

Agent/Nul l set s po r t 0

Agent/Nul l set dport 0

Agent/CBR set s po r t 0

Agent/CBR set dport 0

Agent/TCPSink set s po r t 0
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Agent/TCPSink set dport 0

Agent/TCP set s po r t 0

Agent/TCP set dport 0

Agent/TCP set packe tS i z e 1460

# unity g a i n , omni−direct iona l antennas

# se t up the antennas to be centered in the node and 1 . 5 meters above i t

Antenna/OmniAntenna set X 0

Antenna/OmniAntenna set Y 0

Antenna/OmniAntenna set Z 1 . 5

Antenna/OmniAntenna set Gt 1 . 0

Antenna/OmniAntenna set Gr 1 . 0

# I n i t i a l i z e the SharedMedia i n t e r f a c e with parameters to make

# i t work l i k e the 914MHz Lucent WaveLAN DSSS rad io i n t e r f a c e

# Phy/WirelessPhy s e t Pt 7 .214e−3 ;# For 100m transmi s s i on range .

# Phy/WirelessPhy s e t Pt 0 .2818 ;# For 250m transmi s s i on range .

# Phy/WirelessPhy s e t Pt 8 .5872e−4 ;# For 40m transmi s s i on range .

Phy/WirelessPhy set CPThresh 10 . 0

Phy/WirelessPhy set CSThresh 1 .559e−11

Phy/WirelessPhy set RXThresh 3 .652e−10

Phy/WirelessPhy set Rb 2∗1e6

Phy/WirelessPhy set Pt 0 .2818 ;# For 250m transmiss ion range .

Phy/WirelessPhy set f r e q 914 e+6

Phy/WirelessPhy set L 1 . 0

# ======================================================================

# Main Program

# ======================================================================

# getopt $argc $argv

# I n i t i a l i z e Global Var i ab l e s

set ns [ new Simulator ]

$ns use−newtrace

set t r a c e f d [open $opt ( t r ) w]

set nf [open $opt (nam) w]

$ns t r a c e−a l l $ t r a c e f d

$ns namtrace−a l l−wire less $nf $opt (x ) $opt (y )

set topo [ new Topography ]

$topo l o a d f l a t g r i d $opt (x ) $opt (y )

# Create God

set god [ create−god $opt (nn ) ]
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# For compa t i b i l i t y and to avoid warning

set chan1 [ new $opt ( chan ) ]

# de f i n e how node should be c rea ted

# g l oba l node s e t t i n g

$ns node−config −adhocRouting $opt ( rp ) \

−llType $opt ( l l ) \

−macType $opt (mac) \

−ifqType $opt ( i f q ) \

− ifqLen $opt ( i f q l e n ) \

−antType $opt ( ant ) \

−propType $opt ( prop ) \

−phyType $opt ( n e t i f ) \

−channel $chan1 \

−topoInstance $topo \

−wiredRouting OFF \

−agentTrace ON \

−routerTrace ON \

−macTrace OFF

# Global s e t t i n g s f o r the DSRAgents.

puts ” Pr in t ing g l oba l s e t t i n g s f o r DSRAgent.”

Agent/DSRAgent se tReputat ionStore 0 .51 0 .002 0 .25 0 . 5

Agent/DSRAgent pr intReputat ionStore

Agent/DSRAgent se tPacketExp i ra t ion 0 . 5

Agent/DSRAgent pr intPacketExp i ra t ion

Agent/DSRAgent s e tObse rvedVi s i t o r −0.2 −0.2 0 .04 −0.2

Agent/DSRAgent pr in tObse rvedVi s i t o r

Agent/DSRAgent s e tD i r e c tV i s i t o r −0.2 −0.2 0 .04 −0.2

Agent/DSRAgent p r i n tD i r e c tV i s i t o r

# Create the s p e c i f i e d number o f nodes $opt (nn) and ” attach ” them

# the channe l .

puts ” Conf igur ing MobileNodes. ”

for { set i 0} { $ i < $opt (nn)} { incr i } {

set node ( $ i ) [ $ns node ]

$node ( $ i ) random−motion 0 ; # d i s ab l e random motion

[ $node ( $ i ) get−dsragent ] set th r e sho ld 0 . 5

[ $node ( $ i ) get−dsragent ] set recTMD 0 .5

[ $node ( $ i ) get−dsragent ] set recTMO 0 .3

[ $node ( $ i ) get−dsragent ] set recTMR 0 .2

[ $node ( $ i ) get−dsragent ] set recTMP 1 .0

[ $node ( $ i ) get−dsragent ] set recTMW 0 .0
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[ $node ( $ i ) get−dsragent ] caseWeightFi l e $caseWeights

[ $node ( $ i ) get−dsragent ] set smrt i $smrt iFlag

[ $node ( $ i ) get−dsragent ] set mal i c i ou s 0

[ $node ( $ i ) get−dsragent ] dumpPlugInTrust

[ $node ( $ i ) get−dsragent ] dumpDSRAgent

}

# n mal i c i ou s

set s t a r t Index [ expr $opt (nn) − $numMaliciousNodes ]

for { set i $ s ta r t Index } { $ i < $opt (nn)} { incr i } {

[ $node ( $ i ) get−dsragent ] set smrt i 0

[ $node ( $ i ) get−dsragent ] set mal i c i ou s $mal i c i ousF lag

}

# Source the Connection and Movement s c r i p t s

i f { $opt ( sc ) == ”” } {

puts ”∗∗∗ NOTE: no s c ena r i o f i l e s p e c i f i e d . ”

set opt ( sc ) ”none”

} else {

puts ”Loading s c ena r i o f i l e . . . ”

source $opt ( sc )

puts ”Load c omp l e t e . . . ”

}

i f { $opt ( cp ) == ”” } {

puts ”∗∗∗ NOTE: no connect ion pattern s p e c i f i e d . ”

set opt ( cp ) ”none”

} else {

puts ”Loading connect ion p a t t e r n . . . ”

source $opt ( cp )

}

# Def ine i n i t i a l pos t i on o f nodes f o r NAM

for { set i 0} { $ i < $opt (nn)} { incr i } {

# 20 d e f i n e s the node s i z e in nam, must ad jus t i t accord ing to your s c ena r i o

# The func t i on i s to be c a l l e d once the mob i l i ty model i s de f i ned

$ns i n i t i a l n o d e p o s $node ( $ i ) 20

}

# Te l l a l l the nodes when the s imu la t i on ends

for { set i } { $ i < $opt (nn) } { incr i } {

$ns at $opt ( stop ) .000000001 ”$node ( $ i ) r e s e t ” ;

}

# t e l l nam the s imu la t i on stop time
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$ns at $opt ( stop ) ” $ns nam−end−wireless $opt ( stop ) ”

$ns at $opt ( stop ) . 1 ”puts \”NS EXITING...\” ; $ns ha l t ”

proc s t o p e x i t {} {

exit

}

$ns at $opt ( stop ) . 2 ” s t o p e x i t ”

proc stop {} {

global ns t r a c e f d nf

$ns f lu sh− t race

close $ t r a c e f d

close $nf

}

$ns at $opt ( stop ) ” stop ”

puts $ t r a c e f d ”M 0 . 0 nn $opt (nn) x $opt (x ) y $opt (y ) rp $opt ( rp ) ”

puts $ t r a c e f d ”M 0 . 0 sc $opt ( sc ) cp $opt ( cp ) seed $opt ( seed ) ”

puts $ t r a c e f d ”M 0 . 0 prop $opt ( prop ) ant $opt ( ant ) ”

puts ” S ta r t i ng S imu l a t i o n . . . ”

$ns run
� �
Listing C.3: NS2Batch.sh� �

#!/ bin /sh

NS2=/home/ns2/ns−a l l i n one −2.28/ns−2.28/ ns

NUM ARGS=$#

SCRIPT NAME=$0

i f [ ${NUM ARGS} != 6 ]

then

echo ”${SCRIPT NAME} <t c l s c r i p t> <cbr basename> <scen basename>

<num s c e n f i l e s > <t r a c e basename> <nam basename>”

echo ” Exi t ing . . ”

exit 0

f i

TCL SCRIPT=$1

CBR BASE=$2

SCEN BASE=$3

NUM SCEN=$4

TR BASE=$5

NAM BASE=$6
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NUM MALICIOUS=0

while [ $NUM MALICIOUS − l t 100 ]

do

for ( ( SUFFIX = 1 ; SUFFIX<= $NUM SCEN ; SUFFIX++ ))

do

echo ”$NS2 $TCL SCRIPT ${SCEN BASE} $ {SUFFIX} . scen ${CBR BASE}

$ {NUM MALICIOUS} . cbr ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

ds r . t r ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX} ds r . nam

0 1 $NUM MALICIOUS caseWeights ”

$NS2 $TCL SCRIPT ${SCEN BASE} $ {SUFFIX} . scen ${CBR BASE}

$ {NUM MALICIOUS} . cbr ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

ds r . t r ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX} ds r . nam 0 1

$NUM MALICIOUS caseWeights

sleep 60

ta r −cv f ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX} ds r . t a r ${TR BASE}

${NUM MALICIOUS} $ {SUFFIX} ds r . t r

gzip ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX} ds r . t a r

rm ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX} ds r . t r

ta r −cv f ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX} ds r . t a r ${NAM BASE}

$ {NUM MALICIOUS} $ {SUFFIX} ds r . nam

gzip ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX} ds r . t a r

rm ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX} ds r . nam

echo ”$NS2 $TCL SCRIPT ${SCEN BASE} $ {SUFFIX} . scen ${CBR BASE}

$ {NUM MALICIOUS} . cbr ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrt i ca seWeight s . t r ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrt i ca seWeight s . nam 1 1 $NUM MALICIOUS caseWeights ”

$NS2 $TCL SCRIPT ${SCEN BASE} $ {SUFFIX} . scen ${CBR BASE}

$ {NUM MALICIOUS} . cbr ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrt i ca seWeight s . t r ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrt i ca seWeight s . nam 1 1 $NUM MALICIOUS caseWeights

sleep 60

ta r −cv f ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX} smrt i ca seWeight s . ta r

${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX} smrt i ca seWeight s . t r

gzip ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX} smrt i ca seWeight s . t a r

rm ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX} smrt i ca seWeight s . t r

ta r −cv f ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX} smrt i ca seWeight s . ta r

${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX} smrt i ca seWeight s . nam

gzip ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX} smrt i ca seWeight s . t a r

rm ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX} smrt i ca seWeight s . nam

echo ”$NS2 $TCL SCRIPT ${SCEN BASE} $ {SUFFIX} . scen ${CBR BASE}
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$ {NUM MALICIOUS} . cbr ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusObserved . t r ${NAM BASE} $ {NUM

MALICIOUS} $ {SUFFIX} smrti caseWeightsMinusObserved .nam

1 1 $NUM MALICIOUS caseWeightsMinusObserved”

$NS2 $TCL SCRIPT ${SCEN BASE} $ {SUFFIX} . scen ${CBR BASE}

$ {NUM MALICIOUS} . cbr ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusObserved . t r ${NAM BASE} $ {NUM

MALICIOUS} $ {SUFFIX} smrti caseWeightsMinusObserved .nam

1 1 $NUM MALICIOUS caseWeightsMinusObserved

sleep 60

ta r −cv f ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusObserved . ta r ${TR BASE} $ {NUM

MALICIOUS} $ {SUFFIX} smrti caseWeightsMinusObserved . t r

gzip ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusObserved . ta r

rm ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusObserved . t r

ta r −cv f ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX} smr t i

caseWeightsMinusObserved . ta r ${NAM BASE} $ {NUM MALICIOUS}

$ {SUFFIX} smrti caseWeightsMinusObserved .nam

gzip ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusObserved . ta r

rm ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusObserved .nam

echo ”$NS2 $TCL SCRIPT ${SCEN BASE} $ {SUFFIX} . scen ${CBR BASE}

$ {NUM MALICIOUS} . cbr ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusRecommended . t r ${NAM BASE} $ {NUM

MALICIOUS} $ {SUFFIX} smrti caseWeightsMinusRecommended .nam

1 1 $NUM MALICIOUS caseWeightsMinusRecommended”

$NS2 $TCL SCRIPT ${SCEN BASE} $ {SUFFIX} . scen ${CBR BASE} $ {NUM

MALICIOUS} . cbr ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX} smr t i

caseWeightsMinusRecommended . t r ${NAM BASE} $ {NUM MALICIOUS}

$ {SUFFIX} smrti caseWeightsMinusRecommended .nam 1 1

$NUM MALICIOUS caseWeightsMinusRecommended

sleep 60

ta r −cv f ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX} smr t i

caseWeightsMinusRecommended . ta r ${TR BASE} $ {NUM MALICIOUS}

$ {SUFFIX} smrti caseWeightsMinusRecommended . t r

gzip ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusRecommended . ta r

rm ${TR BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusRecommended . t r

ta r −cv f ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX} smr t i

caseWeightsMinusRecommended . ta r ${NAM BASE} $ {NUM MALICIOUS}



436 Analysis Scripts

$ {SUFFIX} smrti caseWeightsMinusRecommended .nam

gzip ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusRecommended . ta r

rm ${NAM BASE} $ {NUM MALICIOUS} $ {SUFFIX}

smrti caseWeightsMinusRecommended .nam

done

NUM MALICIOUS=‘expr $NUM MALICIOUS + 10 ‘

done
� �
Listing C.4: TraceParser.py� �

#!/ usr /bin /python

class PacketEvent :

def i n i t ( s e l f , sentTime , byteSize , uid ) :

a s s e r t ( sentTime >= 0)

a s s e r t ( byteS i ze > 0)

a s s e r t ( uid >= 0)

s e l f . sentTime = sentTime

s e l f . by t eS i z e = byteS i ze

s e l f . u id = uid

s e l f . r e c e i v e d = 0

s e l f . f i n i shT ime = None

# A d i c t i ona ry from time to drop reason f o r a packet .

# Can have more than one reason .

s e l f . drops = {}

def r e c e i v ed ( s e l f , rece ivedTime ) :

a s s e r t ( receivedTime > s e l f . sentTime )

s e l f . r e c e i v e d = 1

s e l f . f i n i shT ime = receivedTime

def dropped ( s e l f , dropTime , dropReason ) :

a s s e r t ( dropTime >= s e l f . sentTime )

a s s e r t (not s e l f . drops . has key ( dropTime ) )

s e l f . drops [ dropTime ] = dropReason

i f (not s e l f . r e c e i v e d ) :

dropTimes = s e l f . drops . keys ( )

dropTimes . s o r t ( )

s e l f . f i n i shT ime = dropTimes [−1]

def wasDropped ( s e l f ) :

return s e l f . r e c e i v e d == 0 and l en ( s e l f . drops ) > 0

def wasReceived ( s e l f ) :

return s e l f . r e c e i v e d == 1
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def va l i d ( s e l f ) :

i f ( s e l f . r e c e i v e d == 1 ) :

a s s e r t ( s e l f . f i n i shT ime != None )

return 1

a s s e r t ( s e l f . r e c e i v e d == 0)

i f ( l en ( s e l f . drops ) > 0 ) :

a s s e r t ( s e l f . f i n i shT ime != None )

return 1

return 0

def f inishTimeCompare ( s e l f , o ther ) :

a s s e r t ( s e l f . v a l i d ( ) and other . v a l i d ( ) )

return cmp( s e l f . f in i shTime , other . f i n i shT ime )

def timeTaken ( s e l f ) :

return f l o a t ( s e l f . f i n i shT ime − s e l f . sentTime )

def dump( s e l f ) :

print ”SentT\ t \ t S i z e \ tRecv ?\ tUid\ tFinT\ t ”

print ”%s \ t%d\ t%d\ t%s \ t%s \ t ” % ( s e l f . sentTime , s e l f . byteS i ze ,

s e l f . r e c e i v ed , s e l f . u id , s e l f . f i n i shT ime )

print ”drops ”

print s e l f . drops

class Flow :

def i n i t ( s e l f , saddr , sport , daddr , dport ) :

s e l f . packe t s = {}

a s s e r t (not ( saddr == daddr and spor t == dport ) )

s e l f . saddr = saddr

s e l f . s p o r t = spor t

s e l f . daddr = daddr

s e l f . dport = dport

s e l f . s tartTime = None

s e l f . f i n i shT ime = None

def send ( s e l f , sentTime , byteSize , uid ) :

i f s e l f . packe t s . has key ( uid ) :

s e l f . packe t s [ uid ] . sentTime = sentTime

else :

s e l f . packe t s [ uid ] = PacketEvent ( sentTime , byteSize , uid )

i f ( s e l f . s tartTime == None or sentTime < s e l f . s tartTime ) :

s e l f . s tartTime = sentTime

i f ( s e l f . f i n i shT ime == None or sentTime > s e l f . f i n i shT ime ) :

s e l f . f i n i shT ime = sentTime
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def r e c e i v e ( s e l f , receivedTime , uid ) :

i f not ( s e l f . packe t s . has key ( uid ) ) :

return

a s s e r t ( s e l f . packe t s . has key ( uid ) )

s e l f . packe t s [ uid ] . r e c e i v ed ( receivedTime )

i f ( s e l f . f i n i shT ime == None or receivedTime > s e l f . f i n i shT ime ) :

s e l f . f i n i shT ime = receivedTime

def drop ( s e l f , dropTime , dropReason , uid ) :

a s s e r t ( s e l f . packe t s . has key ( uid ) )

s e l f . packe t s [ uid ] . dropped ( dropTime , dropReason )

i f ( s e l f . f i n i shT ime == None or dropTime > s e l f . f i n i shT ime ) :

s e l f . f i n i shT ime = dropTime

def sentPackets ( s e l f ) :

return l en ( s e l f . packe t s )

def r e ce ivedPacket s ( s e l f ) :

rece ivedCount = 0

for p in s e l f . packe t s . va lue s ( ) :

i f (p . r e c e i v e d ) :

rece ivedCount += 1

return rece ivedCount

def droppedPackets ( s e l f ) :

dropCount = 0

for p in s e l f . packe t s . va lue s ( ) :

i f (p . wasDropped ( ) ) :

dropCount += 1

return dropCount

def dump( s e l f ) :

packets = [ p for p in s e l f . packe t s . va lue s ( ) i f p . va l i d ( ) ]

packets . s o r t ( PacketEvent . finishTimeCompare )

for p in packets :

p . dump( )

def startTime ( s e l f ) :

return s e l f . s tartTime

def f in i shTime ( s e l f ) :

return s e l f . f i n i shT ime

def va l idPacket s ( s e l f ) :
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return [ p for p in s e l f . packe t s . va lue s ( ) i f p . va l i d ( ) ]

def packetsSentInRange ( s e l f , startTime , stopTime ) :

return [ p for p in s e l f . packe t s . va lue s ( ) i f

p . va l i d ( ) and startTime <= p . f i n i shT ime and

p . f i n i shT ime <= stopTime ]

def updateTimestamp ( s e l f , startTime , uid ) :

a s s e r t ( s e l f . packe t s . has key [ uid ] )

s e l f . packe t s [ uid ] . sentTime = startTime

def packetsReceivedInRange ( s e l f , startTime , stopTime ) :

return [ p for p in s e l f . packe t s . va lue s ( ) i f

p . va l i d ( ) and p . wasReceived ( ) and startTime <= p . f i n i shT ime

and p . f i n i shT ime <= stopTime ]

def sumReceivedTimes ( s e l f ) :

sumReceivedTimes = f l o a t ( 0 . 0 )

for p in s e l f . packe t s . va lue s ( ) :

i f (p . r e c e i v e d ) :

sumReceivedTimes += p . timeTaken ( )

return sumReceivedTimes

def getFlows ( l i n e s ) :

f l ows = {}

for l i n e in l i n e s :

data = l i n e . s p l i t ( )

i f l en ( data ) == 0 :

continue

i f data [ 0 ] == ’ Ssb ’ or data [ 0 ] == ’ SSendFai lure ’ or

data [ 0 ] == ’M’ or data [ 0 ] == ’N ’ :

continue

i f data [ 0 ] == ’ Scon f i g ’ or data [ 0 ] == ’S ’ or

data [ 0 ] == ’ S$miss ’ or data [ 0 ] == ’SRR ’ :

continue

tags = {}

for i in range (1 , l en ( data ) , 2 ) :

i f i < l en ( data )−1:

tags [ data [ i ] ] = data [ i +1]

eventType = data [ 0 ]

i f tags . has key ( ’−P ’ ) and tags [ ’−P ’ ] == ’ arp ’

and not tags . has key ( ’−I s ’ ) :

continue
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i f not tags . has key ( ’−I s ’ ) or not tags . has key ( ’−Id ’ ) :

print ’ corrupted t r a c e : ’

print l i n e

continue

flowKey = ”%s .%s ” % ( tags [ ’−I s ’ ] , tags [ ’−Id ’ ] )

i f ( tags [ ’−Nl ’ ] == ’AGT’ ) :

i f ( eventType == ’ s ’ ) :

i f (not f l ows . has key ( flowKey ) ) :

( saddr , spor t ) = tags [ ’−I s ’ ] . s p l i t ( ’ . ’ )

( daddr , dport ) = tags [ ’−Id ’ ] . s p l i t ( ’ . ’ )

f l ows [ flowKey ] = Flow ( i n t ( saddr ) ,

i n t ( spor t ) , i n t ( daddr ) , i n t ( dport ) )

f l ows [ flowKey ] . send ( f l o a t ( tags [ ’−t ’ ] ) ,

i n t ( tags [ ’− I l ’ ] ) + 20 , tags [ ’− I i ’ ] )

e l i f ( eventType == ’ r ’ ) :

f l ows [ flowKey ] . r e c e i v e ( f l o a t ( tags [ ’−t ’ ] ) , tags [ ’− I i ’ ] )

e l i f ( eventType == ’d ’ ) :

i f (not f l ows . has key ( flowKey ) ) :

continue

f l ows [ flowKey ] . drop ( f l o a t ( tags [ ’−t ’ ] ) , tags [ ’−Nw’ ] ,

tags [ ’− I i ’ ] )

return f l ows . va lue s ( )

def getSuccessRouteDiscoveryFlows ( l i n e s ) :

f l ows = {}

for l i n e in l i n e s :

data = l i n e . s p l i t ( )

i f l en ( data ) == 0 :

continue

eventType = data [ 0 ]

i f not ( eventType == ’ s ’ or eventType == ’ r ’ ) :

continue

tags = {}

for i in range (1 , l en ( data ) , 2 ) :

i f i < l en ( data )−1:

tags [ data [ i ] ] = data [ i +1]

i f (not tags . has key ( ’−Hs ’ ) or not tags . has key ( ’−Ni ’ )

or not tags . has key ( ’−Nl ’ ) or not tags . has key ( ’−I t ’ )

or not tags . has key ( ’−I s ’ ) or not tags . has key ( ’−Id ’ )

or not tags . has key ( ’− I l ’ ) or not tags . has key ( ’−P ’ )

or not tags . has key ( ’−Pq ’ ) or not tags . has key ( ’−Pp ’ )

or not tags . has key ( ’−Ps ’ ) or not tags . has key ( ’−Pe ’ ) ) :

continue

i f ( tags [ ’−Nl ’ ] != ’RTR’ ) :

continue
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i f not ( tags [ ’−I t ’ ] == ’DSR ’ and tags [ ’−P ’ ] == ’ dsr ’ ) :

continue

srcAddrPort = tags [ ’−I s ’ ] . s p l i t ( ’ . ’ )

destAddrPort = tags [ ’−Id ’ ] . s p l i t ( ’ . ’ )

s r cDes tPa i r = tags [ ’−Pe ’ ] . s p l i t ( ’−> ’ )

sendFlowKey = ”%s .%s ” % ( tags [ ’−I s ’ ] , tags [ ’−Id ’ ] )

recvFlowKey = ”%s .%s ” % ( tags [ ’−Id ’ ] , tags [ ’−I s ’ ] )

i f ( ( eventType == ’ s ’ ) and ( tags [ ’−Hs ’ ] == tags [ ’−Ni ’ ] ) and

( tags [ ’−Ni ’ ] == srcAddrPort [ 0 ] ) and ( tags [ ’−Pq ’ ] == ’ 1 ’ ) ) :

i f (not f l ows . has key ( sendFlowKey ) ) :

f l ows [ sendFlowKey]=Flow ( i n t ( srcAddrPort [ 0 ] ) ,

i n t ( srcAddrPort [ 1 ] ) , i n t ( destAddrPort [ 0 ] ) ,

i n t ( destAddrPort [ 1 ] ) )

f l ows [ sendFlowKey ] . send ( f l o a t ( tags [ ’−t ’ ] ) , i n t ( tags [ ’− I l ’ ] ) +

20 , tags [ ’−Ps ’ ] )

e l i f ( ( eventType == ’ r ’ ) and ( tags [ ’−Hs ’ ] == tags [ ’−Ni ’ ] ) and

( tags [ ’−Ni ’ ] == destAddrPort [ 0 ] ) and ( tags [ ’−Pp ’ ] == ’ 1 ’ )

and ( s r cDes tPa i r [ 0 ] != srcDestPa i r [ 1 ] ) and

( srcAddrPort [ 0 ] == srcDes tPa i r [ 1 ] ) and

( destAddrPort [ 0 ] == srcDes tPa i r [ 0 ] ) ) :

f l ows [ recvFlowKey ] . r e c e i v e ( f l o a t ( tags [ ’−t ’ ] ) , tags [ ’−Ps ’ ] )

return f l ows . va lue s ( )

def getLatencyFlows ( l i n e s ) :

f l ows = {}

for l i n e in l i n e s :

data = l i n e . s p l i t ( )

i f l en ( data ) == 0 :

continue

eventType = data [ 0 ]

i f not ( eventType == ’ s ’ or eventType == ’ r ’ ) :

continue

tags = {}

for i in range (1 , l en ( data ) , 2 ) :

i f i < l en ( data )−1:

tags [ data [ i ] ] = data [ i +1]

i f (not tags . has key ( ’−Hs ’ ) or not tags . has key ( ’−Ni ’ )

or not tags . has key ( ’−Nl ’ ) or not tags . has key ( ’−I t ’ )

or not tags . has key ( ’−I s ’ ) or not tags . has key ( ’−Id ’ )

or not tags . has key ( ’− I l ’ ) or not tags . has key ( ’−Pi ’ )

or not tags . has key ( ’−Pn ’ ) ) :

continue

i f ( tags [ ’−Nl ’ ] != ’RTR’ ) :

continue

i f not ( tags [ ’−I t ’ ] == ’ cbr ’ and tags [ ’−Pn ’ ] == ’ cbr ’ ) :
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continue

srcAddrPort = tags [ ’−I s ’ ] . s p l i t ( ’ . ’ )

destAddrPort = tags [ ’−Id ’ ] . s p l i t ( ’ . ’ )

flowKey = ”%s .%s ” % ( tags [ ’−I s ’ ] , tags [ ’−Id ’ ] )

i f ( ( eventType == ’ s ’ ) and

( tags [ ’−Hs ’ ] == tags [ ’−Ni ’ ] ) and ( tags [ ’−Ni ’ ] ==

srcAddrPort [ 0 ] ) ) :

i f (not f l ows . has key ( flowKey ) ) :

f l ows [ flowKey ] = Flow ( i n t ( srcAddrPort [ 0 ] ) ,

i n t ( srcAddrPort [ 1 ] ) , i n t ( destAddrPort [ 0 ] ) ,

i n t ( destAddrPort [ 1 ] ) )

f l ows [ flowKey ] . send ( f l o a t ( tags [ ’−t ’ ] ) , i n t ( tags [ ’− I l ’ ] ) +

20 , tags [ ’−Pi ’ ] )

e l i f ( eventType == ’ r ’ ) and ( tags [ ’−Hs ’ ] == tags [ ’−Ni ’ ] ) and

( tags [ ’−Ni ’ ] == destAddrPort [ 0 ] ) :

f l ows [ flowKey ] . r e c e i v e ( f l o a t ( tags [ ’−t ’ ] ) , tags [ ’−Pi ’ ] )

return f l ows . va lue s ( )

def getThroughput ( t r a c eF i l e ) :

try :

f = open ( t r a c eF i l e , ’ r ’ )

except IOError :

print ’ cannot open ’ , t r a c eF i l e

else :

f l ows = getFlows ( f )

f . c l o s e ( )

r e c e i v ed = 0 .0

sent = 0 .0

for f l ow in f l ows :

r e c e i v ed += f l o a t ( f low . r e ce ivedPacke t s ( ) )

sent += f l o a t ( f low . sentPackets ( ) )

return r e c e i v ed / sent

def getLatency ( t r a c eF i l e ) :

try :

f = open ( t r a c eF i l e , ’ r ’ )

except IOError :

print ’ cannot open ’ , t r a c eF i l e

else :

f l ows = getLatencyFlows ( f )

f . c l o s e ( )

completedCBRTimes = f l o a t ( 0 . 0 )

completedCBRCount = f l o a t ( 0 . 0 )

for f l ow in f l ows :
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completedCBRTimes += f l o a t ( f low . sumReceivedTimes ( ) )

completedCBRCount += f l o a t ( f low . r e ce ivedPacke t s ( ) )

return completedCBRTimes/completedCBRCount

def getSuccessRouteDiscovery ( t r a c eF i l e ) :

try :

f = open ( t r a c eF i l e , ’ r ’ )

except IOError :

print ’ cannot open ’ , t r a c eF i l e

else :

f l ows = getSuccessRouteDiscoveryFlows ( f )

f . c l o s e ( )

r e c e i v ed = 0 .0

sent = 0 .0

for f l ow in f l ows :

r e c e i v ed += f l o a t ( f low . r e ce ivedPacke t s ( ) )

sent += f l o a t ( f low . sentPackets ( ) )

return r e c e i v ed / sent
� �
Listing C.5: Latency.py� �

#!/ usr /bin /python

def getLatency ( f i l e ) :

t a r=t a r f i l e . open ( f i l e , ’ r : gz ’ )

ta r . e x t r a c t ( ta r . next ( ) )

t r a c eF i l e=tar . getnames ( ) [ 0 ]

t a r . c l o s e ( )

latencyMsg = ’ ’ ’ Latency o f CBR f l ows in the f i l e ’ ’ ’ + t r a c eF i l e + ’ \n ’

sys . s tdout . wr i t e ( latencyMsg )

l a t ency = t rac ePar s e r . getLatency ( t r a c eF i l e )

latencyValueMsg = ’ ’ ’ Latency = %f ’ ’ ’ % ( latency , ) + ’ \n ’

sys . s tdout . wr i t e ( latencyValueMsg )

os . remove ( t r a c eF i l e )

sys . s tdout . f l u s h ( )

i f name == ’ ma in ’ :

import sys , os , t a r f i l e , gzip , t r a c ePar s e r

i f l en ( sys . argv ) != 2 :

print sys . argv [ 0 ] + ” . ”

sys . e x i t (0 )

introMsg= ’ ’ ’ S t a r t i n g l a t ency ana l y s i s . ’ ’ ’ + ’ \n ’

saveout = sys . s tdout
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f s o ck = open ( ’ latencyBatch1 . l og ’ , ’w+’ )

sys . s tdout = f so ck

sys . s tdout . wr i t e ( introMsg )

sys . s tdout . f l u s h ( )

for root , d i r s , f i l e s in os . walk ( sys . argv [ 1 ] ) :

for f i l e in f i l e s :

i f f i l e . f i nd ( ’ . gz ’ ) == −1:

continue

i f f i l e . f i nd ( ’ t r a c e ’ ) != −1:

s p l i t S t r=f i l e . s p l i t ( ’ ’ )

i f s p l i t S t r [ 3 ] == ’ dsr . ta r . gz ’ :

getLatency ( f i l e )

e l i f s p l i t S t r [ 3 ] == ’ smrt i ’ :

i f s p l i t S t r [ 4 ] == ’ caseWeights . t a r . gz ’ :

getLatency ( f i l e )

e l i f s p l i t S t r [ 4 ] ==

’ caseWeightsMinusRecommended . ta r . gz ’ :

getLatency ( f i l e )

e l i f s p l i t S t r [ 4 ] ==

’ caseWeightsMinusObserved . ta r . gz ’ :

getLatency ( f i l e )

else :

sys . e x i t (0 )

else :

sys . e x i t (0 )
� �
Listing C.6: LatencyGraph.py� �

#!/ usr /bin /python

i f name == ’ ma in ’ :

import csv , sys

f = open ( ’ xLatencyBatch1 . p l t ’ , ’w ’ )

f . wr i t e ( ’ s e t t e rmina l x11 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t g r id ’ + ’ \n ’ )

f . wr i t e ( ’ s e t key box ’ + ’ \n ’ )

f . wr i t e ( ’ s e t s i z e 1 , 1 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t x l ab e l \”MN (%)\” ’ + ’ \n ’ )

f . wr i t e ( ’ s e t y l ab e l \”Latecny ( sec )\” ’ + ’ \n ’ )

f . wr i t e ( ’ s e t t i t l e \”Latency Vs Mal i c i ous Nodes (MN)\” ’ + ’ \n ’ )

f . wr i t e ( ’ s e t xrange [ 0 : 1 0 0 ] ’ + ’ \n ’ )

f . wr i t e ( ’ s e t yrange [ 0 : 0 . 1 ] ’ + ’ \n ’ )

f . wr i t e ( ’ s e t x t i c s 10 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t y t i c s 0 .01 ’ + ’ \n ’ )
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f . wr i t e ( ’ p l o t \”xLatencyBatch1 . dat \” u 1 :2 t ”DSR” w lp l t 1 lw 2 pt 4 ps 2 ,

\\ ’ + ’ \n ’ )

f . wr i t e ( ’ \ t \”xLatencyBatch1 . dat \” u 1 :3 t ”SMRTI” w lp l t 3 lw 2 pt 5 ps 2 ’ +

’ \n ’ )

f . wr i t e ( ’ s e t t e rmina l png notransparent i n t e r l a c e l a r g e s i z e 800 , 800 crop

enhanced ’ + ’ \n ’ )

f . wr i t e ( ’ s e t output \ ’ oLatencyBatch1 . png \ ’ ’ + ’ \n ’ )

f . wr i t e ( ’ r e p l o t ’ + ’ \n ’ )

f . wr i t e ( ’ s e t t e rmina l jpeg i n t e r l a c e l a r g e s i z e 800 , 800 crop enhanced ’ +

’ \n ’ )

f . wr i t e ( ’ s e t output \ ’ oLatencyBatch1 . jpeg \ ’ ’ + ’ \n ’ )

f . wr i t e ( ’ r e p l o t ’ + ’ \n ’ )

f . wr i t e ( ’ s e t t e rmina l p o s t s c r i p t eps enhanced c o l o r b l a ck t ex t dashed d l 0 . 5 lw

2 \” He l eve t i c a \” 15 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t s i z e 1 . 5 , 1 . 5 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t output \ ’ oLatencyBatch1 . ps \ ’ ’ + ’ \n ’ )

f . wr i t e ( ’ r e p l o t ’ + ’ \n ’ )

f . wr i t e ( ’ r e s e t ’ + ’ \n ’ )

f . c l o s e ( )

f = open ( ’ xLatencyBatch1 . dat ’ , ’w ’ )

reader = csv . r eader ( open ( sys . argv [ 1 ] , ’ rU ’ ) )

t i t l e 1 = ’ ’

t i t l e 2 = ’ ’

t i t l e 3 = ’ ’

xAxis = ’ ’

yAxis1 = ’ ’

yAxis2 = ’ ’

for row in r eader :

i f row == [ ] :

continue

i f row [ 0 ] == ’ Mal ic ious Nodes ’ :

t i t l e 1 = row [ 0 ]

t i t l e 2 = row [ 1 ]

t i t l e 3 = row [ 2 ]

f . wr i t e ( ’ \n#’ + t i t l e 1 + ’ \ t ’ + t i t l e 2 + ’ \ t ’ + t i t l e 3 + ’ \n ’ )

e l i f row [ 0 ] == ’X−Axis ’ :

continue

else :

xAxis = row [ 0 ]

yAxis1 = row [ 1 ]

yAxis2 = row [ 2 ]

f . wr i t e ( xAxis + ’ \ t ’ + yAxis1 + ’ \ t ’ + yAxis2 + ’ \n ’ )

f . c l o s e ( )
� �
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Listing C.7: PacketDeliveryRatio.py� �
#!/ usr /bin /python

def getThroughput ( f i l e , bucket ) :

t a r=t a r f i l e . open ( f i l e , ’ r : gz ’ )

ta r . e x t r a c t ( ta r . next ( ) )

t r a c eF i l e=tar . getnames ( ) [ 0 ]

t a r . c l o s e ( )

index = in t ( s p l i t S t r [ 1 ] )

throughPutMsg = ’ ’ ’ Analysing throughput o f f i l e ’ ’ ’ + t r a c eF i l e + ’ \n ’

sys . s tdout . wr i t e ( throughPutMsg )

throughPut = t rac ePar s e r . getThroughput ( t r a c eF i l e )

throughPutValueMsg = ’ ’ ’ Throughput = %f ’ ’ ’ % ( throughPut , ) + ’ \n ’

sys . s tdout . wr i t e ( throughPutValueMsg )

bucket [ index ] += throughPut

os . remove ( t r a c eF i l e )

sys . s tdout . f l u s h ( )

i f name == ’ ma in ’ :

import sys , os , t a r f i l e , gzip , t r a c ePar s e r

i f l en ( sys . argv ) != 2 :

print sys . argv [ 0 ] + ” . ”

sys . e x i t (0 )

introMsg= ’ ’ ’ S t a r t i n g throughput ana l y s i s . ’ ’ ’ + ’ \n ’

saveout = sys . s tdout

f s o ck = open ( ’ packetDel iveryRat ioBatch1 . l og ’ , ’w+’ )

sys . s tdout = f so ck

sys . s tdout . wr i t e ( introMsg )

sys . s tdout . f l u s h ( )

dsr = {}

smrt i= {}

noObserved = {}

noRecommended = {}

i = 0

while i < 100 :

dsr [ i ] = f l o a t ( 0 . 0 )

smrt i [ i ] = 0 .0

noObserved [ i ] = 0 .0

noRecommended [ i ] = 0 .0

i += 10
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for root , d i r s , f i l e s in os . walk ( sys . argv [ 1 ] ) :

for f i l e in f i l e s :

i f f i l e . f i nd ( ’ . gz ’ ) == −1:

continue

i f f i l e . f i nd ( ’ t r a c e ’ ) != −1:

s p l i t S t r=f i l e . s p l i t ( ’ ’ )

i f s p l i t S t r [ 3 ] == ’ dsr . ta r . gz ’ :

getThroughput ( f i l e , dsr )

e l i f s p l i t S t r [ 3 ] == ’ smrt i ’ :

i f s p l i t S t r [ 4 ] == ’ caseWeights . t a r . gz ’ :

getThroughput ( f i l e , smrt i )

e l i f s p l i t S t r [ 4 ] ==

’ caseWeightsMinusRecommended . ta r . gz ’ :

getThroughput ( f i l e , noRecommended)

e l i f s p l i t S t r [ 4 ] ==

’ caseWeightsMinusObserved . ta r . gz ’ :

getThroughput ( f i l e , noObserved )

else :

sys . e x i t (0 )

else :

sys . e x i t (0 )

i = 0

while i < 100 :

dsr [ i ] /= 10 .0

smrt i [ i ] /= 10 .0

noObserved [ i ] /= 10 .0

noRecommended [ i ] /= 10 .0

i += 10

i = 0

while i < 100 :

finalThroughMsg = ’ ’ ’ number o f ma l i c ious nodes = %i dsr = %f

smrt i = %f noObserved = %f noRecommended = %f ’ ’ ’

% ( i ∗10 , dsr [ i ] , smrt i [ i ] , noObserved [ i ] , noRecommended [ i ] , )

print f inalThroughMsg

i += 10
� �
Listing C.8: PacketDeliveryRatioGraph.py� �

#!/ usr /bin /python

i f name == ’ ma in ’ :

import csv , sys

f = open ( ’ xPacketDel iveryRatioBatch1 . p l t ’ , ’w ’ )
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f . wr i t e ( ’ s e t t e rmina l x11 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t g r id ’ + ’ \n ’ )

f . wr i t e ( ’ s e t key box ’ + ’ \n ’ )

f . wr i t e ( ’ s e t s i z e 1 , 1 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t x l ab e l \”MN (%)\” ’ + ’ \n ’ )

f . wr i t e ( ’ s e t y l ab e l \”PDR (%)\” ’ + ’ \n ’ )

f . wr i t e ( ’ s e t t i t l e \”Packet De l ive ry Ratio (PDR) Vs Mal i c ious Nodes (MN)\” ’ +

’ \n ’ )

f . wr i t e ( ’ s e t xrange [ 0 : 1 0 0 ] ’ + ’ \n ’ )

f . wr i t e ( ’ s e t yrange [ 0 : 1 0 0 ] ’ + ’ \n ’ )

f . wr i t e ( ’ s e t x t i c s 10 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t y t i c s 10 ’ + ’ \n ’ )

f . wr i t e ( ’ p l o t \” xPacketDel iveryRatioBatch1 . dat \” u 1 :2 t ”DSR” w lp l t 1 lw 2

pt 4 ps 2 , \\ ’ + ’ \n ’ )

f . wr i t e ( ’ \ t \” xPacketDel iveryRatioBatch1 . dat \” u 1 :3 t ”SMRTI” w lp l t 3 lw 2

pt 5 ps 2 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t t e rmina l png notransparent i n t e r l a c e l a r g e s i z e 800 , 800 crop

enhanced ’ + ’ \n ’ )

f . wr i t e ( ’ s e t output \ ’ oPacketDel iveryRatioBatch1 . png \ ’ ’ + ’ \n ’ )

f . wr i t e ( ’ r e p l o t ’ + ’ \n ’ )

f . wr i t e ( ’ s e t t e rmina l jpeg i n t e r l a c e l a r g e s i z e 800 , 800 crop enhanced ’ +

’ \n ’ )

f . wr i t e ( ’ s e t output \ ’ oPacketDel iveryRatioBatch1 . jpeg \ ’ ’ + ’ \n ’ )

f . wr i t e ( ’ r e p l o t ’ + ’ \n ’ )

f . wr i t e ( ’ s e t t e rmina l p o s t s c r i p t eps enhanced c o l o r b l a ck t ex t dashed d l 0 . 5 lw

2 \” He l eve t i c a \” 15 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t s i z e 1 . 5 , 1 . 5 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t output \ ’ oPacketDel iveryRatioBatch1 . ps \ ’ ’ + ’ \n ’ )

f . wr i t e ( ’ r e p l o t ’ + ’ \n ’ )

f . wr i t e ( ’ r e s e t ’ + ’ \n ’ )

f . c l o s e ( )

f = open ( ’ xPacketDel iveryRatioBatch1 . dat ’ , ’w ’ )

reader = csv . r eader ( open ( sys . argv [ 1 ] , ’ rU ’ ) )

t i t l e 1 = ’ ’

t i t l e 2 = ’ ’

t i t l e 3 = ’ ’

xAxis = ’ ’

yAxis1 = ’ ’

yAxis2 = ’ ’

for row in r eader :

i f row == [ ] :

continue

e l i f row [ 0 ] == ’ Mal ic ious Nodes ’ :

t i t l e 1 = row [ 0 ]
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t i t l e 2 = row [ 1 ]

t i t l e 3 = row [ 2 ]

f . wr i t e ( ’ \n#’ + t i t l e 1 + ’ \ t ’ + t i t l e 2 + ’ \ t ’ + t i t l e 3 + ’ \n ’ )

e l i f row [ 0 ] == ’X−Axis ’ :

continue

else :

xAxis = row [ 0 ]

yAxis1 = row [ 1 ]

yAxis2 = row [ 2 ]

f . wr i t e ( xAxis + ’ \ t ’ + yAxis1 + ’ \ t ’ + yAxis2 + ’ \n ’ )

f . c l o s e ( )
� �
Listing C.9: SuccessfulRouteDiscovery.py� �

#!/ usr /bin /python

def getSuccessRouteDiscovery ( f i l e ) :

t a r=t a r f i l e . open ( f i l e , ’ r : gz ’ )

ta r . e x t r a c t ( ta r . next ( ) )

t r a c eF i l e=tar . getnames ( ) [ 0 ]

t a r . c l o s e ( )

index = in t ( s p l i t S t r [ 1 ] )

successRouteDiscoveryMsg = ’ ’ ’ Analysing Percentage o f Succe s s f u l Route \

Discover i e s o f f i l e ’ ’ ’ + t r a c eF i l e + ’ \n ’

sys . s tdout . wr i t e ( successRouteDiscoveryMsg )

succe s sPercentage = t rac ePar s e r . getSuccessRouteDiscovery ( t r a c eF i l e )

successRouteDiscoveryValueMsg = ’ ’ ’ Success Percentage = %f ’ ’ ’

% ( successPercentage , ) + ’ \n ’

sys . s tdout . wr i t e ( successRouteDiscoveryValueMsg )

os . remove ( t r a c eF i l e )

sys . s tdout . f l u s h ( )

i f name == ’ ma in ’ :

import sys , os , t a r f i l e , gzip , t r a c ePar s e r

i f l en ( sys . argv ) != 2 :

print sys . argv [ 0 ] + ” . ”

sys . e x i t (0 )

introMsg= ’ ’ ’ S t a r t i n g successRouteDiscovery ana l y s i s . ’ ’ ’ + ’ \n ’

saveout = sys . s tdout

f s o ck = open ( ’ successRouteDiscoveryBatch1 . l og ’ , ’w+’ )

sys . s tdout = f so ck

sys . s tdout . wr i t e ( introMsg )

sys . s tdout . f l u s h ( )
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for root , d i r s , f i l e s in os . walk ( sys . argv [ 1 ] ) :

for f i l e in f i l e s :

i f f i l e . f i nd ( ’ . gz ’ ) == −1:

continue

i f f i l e . f i nd ( ’ t r a c e ’ ) != −1:

s p l i t S t r=f i l e . s p l i t ( ’ ’ )

i f s p l i t S t r [ 3 ] == ’ dsr . ta r . gz ’ :

getSuccessRouteDiscovery ( f i l e )

e l i f s p l i t S t r [ 3 ] == ’ smrt i ’ :

i f s p l i t S t r [ 4 ] == ’ caseWeights . t a r . gz ’ :

getSuccessRouteDiscovery ( f i l e )

e l i f s p l i t S t r [ 4 ] ==

’ caseWeightsMinusRecommended . ta r . gz ’ :

getSuccessRouteDiscovery ( f i l e )

e l i f s p l i t S t r [ 4 ] ==

’ caseWeightsMinusObserved . ta r . gz ’ :

getSuccessRouteDiscovery ( f i l e )

else :

sys . e x i t (0 )

else :

sys . e x i t (0 )
� �
Listing C.10: SuccessfulRouteDiscoveryGraph.py� �

#!/ usr /bin /python

i f name == ’ ma in ’ :

import csv , sys

f = open ( ’ xSuccessRouteDiscoveryBatch1 . p l t ’ , ’w ’ )

f . wr i t e ( ’ s e t t e rmina l x11 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t g r id ’ + ’ \n ’ )

f . wr i t e ( ’ s e t key box ’ + ’ \n ’ )

f . wr i t e ( ’ s e t s i z e 1 , 1 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t x l ab e l \”MN (%)\” ’ + ’ \n ’ )

f . wr i t e ( ’ s e t y l ab e l \”SRD (%)\” ’ + ’ \n ’ )

f . wr i t e ( ’ s e t t i t l e \” SuccessRouteDiscovery (SRD) Vs Mal i c i ous Nodes (MN)\” ’

+ ’ \n ’ )

f . wr i t e ( ’ s e t xrange [ 0 : 1 0 0 ] ’ + ’ \n ’ )

f . wr i t e ( ’ s e t yrange [ 0 : 1 0 0 ] ’ + ’ \n ’ )

f . wr i t e ( ’ s e t x t i c s 10 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t y t i c s 10 ’ + ’ \n ’ )

f . wr i t e ( ’ p l o t \” xSuccessRouteDiscoveryBatch1 . dat \” u 1 :2 t ”DSR” w lp l t 1

lw 2 pt 4 ps 2 , \\ ’ + ’ \n ’ )

f . wr i t e ( ’ \ t \” xSuccessRouteDiscoveryBatch1 . dat \” u 1 :3 t ”SMRTI” w lp l t 3

lw 2 pt 5 ps 2 ’ + ’ \n ’ )



451

f . wr i t e ( ’ s e t t e rmina l png notransparent i n t e r l a c e l a r g e s i z e 800 , 800 crop

enhanced ’ + ’ \n ’ )

f . wr i t e ( ’ s e t output \ ’ oSuccessRouteDiscoveryBatch1 . png \ ’ ’ + ’ \n ’ )

f . wr i t e ( ’ r e p l o t ’ + ’ \n ’ )

f . wr i t e ( ’ s e t t e rmina l jpeg i n t e r l a c e l a r g e s i z e 800 , 800 crop

enhanced ’ + ’ \n ’ )

f . wr i t e ( ’ s e t output \ ’ oSuccessRouteDiscoveryBatch1 . jpeg \ ’ ’ + ’ \n ’ )

f . wr i t e ( ’ r e p l o t ’ + ’ \n ’ )

f . wr i t e ( ’ s e t t e rmina l p o s t s c r i p t eps enhanced c o l o r b l a ck t ex t dashed d l 0 . 5

lw 2 \” He l eve t i c a \” 15 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t s i z e 1 . 5 , 1 . 5 ’ + ’ \n ’ )

f . wr i t e ( ’ s e t output \ ’ oSuccessRouteDiscoveryBatch1 . ps \ ’ ’ + ’ \n ’ )

f . wr i t e ( ’ r e p l o t ’ + ’ \n ’ )

f . wr i t e ( ’ r e s e t ’ + ’ \n ’ )

f . c l o s e ( )

f = open ( ’ xSuccessRouteDiscoveryBatch1 . dat ’ , ’w ’ )

reader = csv . r eader ( open ( sys . argv [ 1 ] , ’ rU ’ ) )

t i t l e 1 = ’ ’

t i t l e 2 = ’ ’

t i t l e 3 = ’ ’

xAxis = ’ ’

yAxis1 = ’ ’

yAxis2 = ’ ’

for row in r eader :

i f row == [ ] :

continue

i f row [ 0 ] == ’ Mal ic ious Nodes ’ :

t i t l e 1 = row [ 0 ]

t i t l e 2 = row [ 1 ]

t i t l e 3 = row [ 2 ]

f . wr i t e ( ’ \n#’ + t i t l e 1 + ’ \ t ’ + t i t l e 2 + ’ \ t ’ + t i t l e 3 + ’ \n ’ )

e l i f row [ 0 ] == ’X−Axis ’ :

continue

else :

xAxis = row [ 0 ]

yAxis1 = row [ 1 ]

yAxis2 = row [ 2 ]

f . wr i t e ( xAxis + ’ \ t ’ + yAxis1 + ’ \ t ’ + yAxis2 + ’ \n ’ )

f . c l o s e ( )
� �
Listing C.11: CompressNamTr.py� �

#!/ usr /bin /python

i f name == ’ name ’ :
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import os , sys , t a r f i l e , gz ip

i f ( l en ( sys . argv [ 0 ] + ” <d i r e c to ry>” :

sys . e x i t (0 )

for root , d i r s , f i l e s in os . walk ( sys . argv [ 1 ] ) :

for f i l e in f i l e s :

i f f i l e . f i nd ( ’ . gz ’ ) != −1:

continue

i f f i l e . f i nd ( ’ . nam ’ ) != −1 or f i l e . f i nd ( ’ . t r ’ ) != −1:

tarName = f i l e + ’ . t a r ’

ta r = t a r f i l e . open ( tarName , ’w ’ )

ta r . add ( f i l e )

ta r . c l o s e ( )

f i l e = open ( tarName , ’ r ’ )

f i l eCon t en t s = f i l e . read ( )

gzipName = tarName + ’ . gz ’

g z i pF i l e = gz ip . Gz ipFi l e ( gzipName , ’wb ’ )

g z i pF i l e . wr i t e ( f i l eCon t en t s )

g z i pF i l e . c l o s e ( )

os . remove ( tarName )
� �



D
Scalable Multi-service Group Key

Management

D.1 Encryption-Decryption Process in SMG

Node A sets up the following parameters in order to achieve l different sensitivity levels

for communication flows via intermediate nodes.

• A random number rA ∈ Z,

• Computes RA = rAPA,

• Computes xAI = ê(rAQAI , P
A
pub); where ê is the Weil pairing mapping,

Node A then computes the polynomial function fk(x) as given in (D.1), where k

denotes the sensitivity level of a communication flow CGAk .

453



454 Scalable Multi-service Group Key Management

fk(x) =
M∏
I=1

(x− xAI ) mod pA;

m∏
I=1

(x− xAI ) =
M∑
I=0

(aAIkx
A
I ) mod pA;

m =

m∑
I=1

SAIk; (1 6 I 6 n); (1 6 k 6 l);

(D.1)

From (D.1), the following can be obtained:

aA0k =
M∏
J=1

(−xAJ );

aA1k =
M∑
I=1

M∏
J=1,J 6=I

(−xAJ );

...

aAM−2,k =
A∑
I=1

A∑
J=I+1

(−xAI )(−xAJ );

aAM−1,k =
M∑
J=1

(−xAJ );

aAMk = 1;

(D.2)

Since the set {aAIk} satisfies
∑M
I=0 (aAIkx

A
J k) = 0 mod pA, where J = 1, · · · ,M; the

set {aAIk} is used to construct exponential functions as given in (D.3).

{
aA0kP

A, aA1kP
A, aA2kP

A, · · · , aANkPA
}
≡
{
PA0k, P

A
1k, P

A
2k, · · · , PAMk

}
(D.3)

D.1.1 Encryption

Note that in (D.4), RAk ∈ Z and DAk ∈ GA1 .
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AuthAk ←
(
RA, SKAk ⊕H2(D

A
k ), DAk +RAk P

A
0k, R

A
k P
A
1k, · · · , RAk PAMk

)
=
(
RA, CAk , C

A
0k, C

A
1k, · · · , CAMk

)
(D.4)

D.1.2 Decryption

ê(SAI , R
A) = ê(sAQAI , r

APA) = ê(rAQAI , P
A
pub) = xAI

CA0k +
M∑
J=1

(xAIJ · CA
J k) = DAk +RAk

(
aA0k, +aA1kx

A
I + · · · , +aAMkx

A
MI
)
PA

= DAk

CAk ⊕DAk = SKAk

(D.5)
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