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Abstract

Measurements play a pivotal role in the advance of science and technology. To name just

two examples, the global positioning system (GPS) technology relies on atomic clocks, and

the detection of gravitational waves has been achieved via extremely precise interferometric

measurements.

The aim of my thesis is to contribute towards the goal of doing quantum metrology

with nanophotonic structures. With this motivation, some problems across the fields of

nanophotonics and quantum optics are tackled.

First, the role of helicity within nanophotonics is explored. In the context of symmetries

and conserved quantities, helicity, the projection of the total angular momentum on the

linear momentum direction, is a useful addition to the more commonly considered quantities

such as angular momentum. A simple but versatile experimental treatment of helicity is

introduced and demonstrated on the scattering of focused light by circular nanoholes in a

gold film. The helicity transformation that takes place in this light-matter interaction is

studied.

Another section is devoted to the topic of quantum light sources. It is shown how

to influence and measure the spectrotemporal wavefunction of photon pairs by exploiting

properties of the spontaneous parametric down-conversion (SPDC) process. The proposed

technique also allows to determine the distribution of time delays between the two photons

in a pair, which is typically a challenging experimental task.

Finally, a quantum metrology experiment on the interaction of light with chiral molecules

is presented. In this proof-of-concept experiment entangled photon pairs are used for the

measurement of natural optical activity and its wavelength dependence, the optical rotatory

dispersion.
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xii Abstract

Messungen spielen eine Schlüsselrolle im Fortschritt von Wissenschaft und Technik. So

beruht zum Beispiel die Technologie des Global Positioning Systems (GPS) auf Atom-

uhren, und auch die Detektion von Gravitationswellen wurde durch extrem präzise inter-

ferometrische Messungen erreicht.

Meine Dissertation verfolgt das Ziel, einen Beitrag zur Ermöglichung von Quanten-

metrologie mit nanophotonischen Strukturen zu leisten. Aus dieser Motivation heraus wer-

den einige Fragestellungen in den Gebieten der Nanophotonik und Quantenoptik behandelt.

Zuerst wird die Rolle der Helizität in der Nanophotonik untersucht. Im Kontext von Sym-

metrien und Erhaltungsgrößen stellt Helizität, die Projektion des gesamten Drehimpulses auf

die Richtung des linearen Impulses, eine nützliche Erweiterung zu den geläufigeren Größen,

wie dem Drehimpuls, dar. Eine einfache, jedoch vielseitige experimentelle Behandlung der

Helizität wird eingeführt und anhand der Streuung von fokussiertem Licht durch runde

Nanolöcher in einem Goldfilm demonstriert. Die in dieser Interaktion zwischen Licht und

Materie stattfindende Transformation von Helizität wird anschließend erforscht.

Ein weiterer Teil der Dissertation behandelt das Thema von Quanten-Lichtquellen. Es

wird gezeigt, wie die spektro-temporale Wellenfunktion beeinflusst und gemessen werden

kann, indem Eigenschaften des Spontaneous Parametric Down-Conversion (SPDC) Vor-

gangs ausgenutzt werden. Die vorgeschlagene Methode erlaubt auch die Bestimmung der

Verteilung von Zeitverzögerungen zwischen den zwei Photonen eines Paares, was üblicherweise

eine experimentell schwierige Aufgabe ist.

Zum Schluss wird ein Quantenmetrologie-Experiment zur Interaktion zwischen Licht und

chiralen Molekülen vorgestellt. In diesem Grundlagenexperiment werden verschränkte Pho-

tonenpaare benutzt, um natürliche optische Aktivität und deren Wellenlängenabhängigkeit

zu messen.
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Chapter 1

Introduction

1.1 General introduction

As one of our primary senses, vision provides information about our surroundings through

the detection of light that has interacted with them. In our everyday lives, we typically

encounter situations in which classical light interacts with bulk objects. As a result, this is

the regime that we develop intuition for. However, in accordance with the advice of John

Archibald Wheeler to “find the strangest thing and then explore it” [quoted in 4], it is

possible to move out of this familiar regime. On the one hand, we can reduce the features of

the matter to tiny scales, which the field of nanophotonics deals with. On the other hand,

we can also choose exotic states of light, covered by the field of quantum optics. The work

presented in this thesis contributes to the goal of probing nanoscatterers with nonclassical

light. It therefore addresses problems in, and combines the two fields. Here, I will provide a

brief introduction to the fields.

1.1.1 Nanophotonics

Nanophotonics deals with optical phenomena on the subwavelength level, such as the in-

teraction of classical light with matter at these scales [5]. This means that the matter can

be of subwavelength dimensions, an example of which is a nanoparticle. Alternatively, it

may consist of an overall larger object containing structure on the subwavelength scale. The

two possibilities are illustrated in Fig. 1.1. An interesting example are the man-made meta-

materials, typically composite objects that contain several materials arranged in a periodic

pattern, designed in a way such that they produce a particular effect on electromagnetic

radiation [6, Sec. 1.1]. So what is special about light-matter interaction in this regime? I

will now describe some key features of nanophotonics that will also play a role in this thesis:

1



2 Introduction

Figure 1.1: For a typical interaction of light with matter treated by nanophotonics, the matter
can have overall subwavelength size (a) or contain features of subwavelength size (b).

Figure 1.2: Schematic of the system solved by Mie theory: Scattering of a plane wave by a
sphere in a uniform background.

1. A strong dependence on the scatterer size and the wavelength of the light, 2. evanescent

fields, and 3. effective media.

A lot can be learned from one of the simplest problems in nanophotonics, illustrated in

Fig. 1.2. It consists of a sphere that is contained in a uniform medium and is probed by

light of a single wavelength, which is incident as a plane wave. The analytic solution to this

problem is known as Mie theory (the interested reader is referred to Chapter 4 of [7] for a

nice coverage of Mie theory). Since the scatterer and its surrounding medium are spherically

symmetric, the most convenient coordinate system for the description of the scattered field

is the spherical one. Indeed, the multipolar fields that one obtains when using the spherical

coordinate system to construct a set of basis functions of solutions to Maxwell’s equations

[8, Sec. 13.1], are the natural modes of the scatterer. Mie theory describes how, depending

on the ratio of wavelength and scatterer size, different multipolar moments can be excited,
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and this determines the scattered field. The analytically understood example problem of

the spherical scatterer thus very nicely demonstrates one of the characteristic features of

nanophotonic scattering problems, namely a strong dependence on the size of the scatterers

and the wavelength. A pronounced wavelength dependence can also arise from resonances

of the nanostructure [5, Chapter 12]. Another central feature of nanophotonics problems

already present in Mie theory are evanescent fields, which are illustrated in Fig. 1.3. These

are fields that decay exponentially with increasing distance from an object, for example the

scatterer surface [5, Sec. 2.11]. Unlike free-space radiation, the energy of evanescent fields is

bound to the surface and does not propagate away from it. Within the small regions where

the fields exist, they can be extremely large. In some applications, such as surface-enhanced

Raman spectroscopy (SERS), this can be used to boost an otherwise weak signal [9, Chapter

9].

Figure 1.3: Evanescent fields. Plotted is the electric field norm around a subwavelength sized
metallic nanosphere, which is illuminated with a plane wave.

In problems where the scatterer is not an isolated object but a more complex multi-

component structure, a further important concept in nanophotonics can prove very useful.

It is the concept of effective media, meaning that it is sometimes possible to account for small

scale scatterer features by modelling the object as a uniform bulk material with modified

properties ([10], and [6, Sec. 1.2]). This is similar to the transition from microscopic Maxwell

equations to the macroscopic ones. There, a more complex description of the system at

the level of atoms that make up matter, and involving the electrons that interact with the

electromagnetic fields, is replaced by a simpler model, in which the light-matter interaction is

incorporated as a homogeneous property of matter at a larger scale. The concept of effective

media helps to understand how metamaterials can be tailored to exhibit exotic properties

such as negative refractive indices as a whole, even though the constituent components are

made of conventional materials [11, 12].



4 Introduction

1.1.2 Quantum optics

The other field relevant to this thesis is quantum optics. As the name suggests, light is

quantised, as a result of which the possible values of energy that could be obtained when

measuring an electromagnetic excitation of a fixed frequency are not continuous, but dis-

crete. The quantisation was proposed by Einstein in the 1905 paper [13], where based

on thermodynamic properties, he established an analogy between heat radiation and ideal

gases, which consist of spatially localised, independent particles. The quantisation of light

allowed the explanation of two puzzling physical phenomena: Black-body radiation (Max

Planck, 1901, [14]) and the photoelectric effect (Albert Einstein, 1905, [13]). The reason

such a fundamental fact about electromagnetic radiation was discovered fairly late is that in

everyday situations, we tend to be in a regime where the number of photons is so large that

the discretisation in energy is not noticeable, and where the response depends on the mean

number of photons. In the classical regime and for mean photon numbers, the predictions of

quantum optics agree with classical optics. However, light generally has a distribution over

different photon numbers, so its state is not fully characterised by the mean photon number,

the first moment of the distribution. Quantum optics is able to describe problems where

these distributions become noticeable.

A nice example is the Hong-Ou-Mandel (HOM) experiment, which is concerned with the

photon number distribution at the output of a beam splitter when two photons are incident,

one in each input arm [15]. Each photon incident individually would have equal proba-

bilities of being transmitted and reflected. On the other hand, as illustrated in Fig. 1.4,

when both photons are incident and they are indistinguishable, the probability amplitudes

for both photons being transmitted and both being reflected cancel out. It results in the

suppression of the probability to obtain a single photon in each output arm, so that the two

photons must exit in the same arm. This type of interference occurs in quantum mechan-

ics because coherent sums over different possibilities, superpositions, are possible. In the

HOM experiment, coincidences of photons exiting in different directions are monitored while

sweeping the relative delay of the two photons arriving at the beam splitter. The quantum

interference shows itself as a dip in the coincidences at zero relative time delay.

Many fascinating features of quantum mechanics manifest themselves in optics. One of

these is entanglement. Superpositions and the fact that two or more objects, which may be

spatially separated, can share a state, give rise to the possibility of remarkable correlations

between the objects. Given two correlated particles, we might have no information at all

about the properties of the particles individually, but once we establish the properties of

one, we also know those of the other [16, Sec. 8.1]. Correlations are also possible classically,
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Figure 1.4: Quantum interference: A beam splitter (BS) with one photon incident at each
input. Different possible output events are shown as outgoing arrows at different heights. When
the photons are completely distinguishable (a), there is equal probability of the photons exiting
in opposite directions and in equal directions. When the photons are completely indistinguishable
(b), the two photons leave in the same direction due to quantum interference.

but entanglement is a special type of correlation that goes beyond what is permitted in

classical models. Multi-photon states can exhibit this property. Entangled photon pairs

can be created in nonlinear optical processes, for example in spontaneous parametric down-

conversion (SPDC). SPDC is a process occurring in nonlinear materials, where a high energy

photon, typically from an intense laser beam, has a small probability to be converted into a

pair of photons with lower energy. We will investigate this process in more detail in Chapter

3.

Another central feature of quantum physics that can be observed in quantum optics ex-

periments is the fact that some pairs of quantities are incompatible, such that they cannot

simultaneously be known with arbitrary precision [17, Sec. 5.2.4]. The feature is described

through so-called uncertainty relations. For light, an uncertainty relation exists for its ampli-

tude and phase relative to a reference [18], [19, Sec. 15.4]. This property of light in quantum

optics is in stark contrast to what is expected from classical optics, where the phase and

amplitude can simultaneously be well defined.

Both uncertainty relations and entanglement play an important role in optical quantum

metrology [20, Chapter 13], [21]. Quantum metrology is a branch of physics devoted to the

study of the measurement process in the framework of quantum physics. It has shown that

the use of nonclassical states for the measurement process can offer advantages over classical

states. In the case of optical quantum metrology, light is used as the measurement probe,

and the measurement precision for a fixed mean number of photons can be improved by

using nonclassical states of light. The most well known such states are:
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1. squeezed states, where one variable has reduced uncertainty at the expense of an increased

uncertainty in the conjugate variable [22], and

2. NOON states, where the light is in a superposition of having all photons in one mode (e.g.

path) and all in another one [23].

An optical quantum metrology experiment is presented in Chapter 4.

1.1.3 Scope of the project

This PhD project works towards the goal of probing nanoscatterers with quantum light.

Certain tools are required to pave the way for this new topic, involving both nanophotonics

and quantum optics: First of all, even for a nonclassical state of light, the modes obey

Maxwell’s equations. Thus, for the comprehension and modelling of such a problem, it

is a prerequisite that we understand the corresponding classical light-matter interaction.

Secondly, we require a well controlled quantum light source that we can use as a probe.

During my project, I have worked on both of these aspects separately, and also performed a

quantum metrology experiment on the interaction of light with very small scatterers, namely

chiral molecules.

1.2 Background

This subsection lays out some physics concepts and a mathematical framework that will be

important in the main body of the thesis. Depending on the familiarity level of the reader

with the topics, it may serve either as an introduction, as a refresher, or may alternatively

be skipped altogether.

1.2.1 Classical versus quantum light

It is not uncommon for classical and quantum optics to be treated as if they were barely

related. The separation is achieved in classical optics by focusing on problems in which

quantum effects are negligible.

Things are somewhat different on the side of quantum optics, because the electromagnetic

modes that are quantised still have to fulfil Maxwell’s equations, which therefore constitute

an integral part of the problem [17, Sec. 2.1.1], [24]. For example, the classical vector

potential, from which the electric and magnetic fields can be obtained, has the following
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Hermitian operator as its quantum optical counterpart [17, Sec. 2.2.1]:

Â (r, t) =
∑
i

(
Ai (r, t) âi + A∗i (r, t) â†i

)
. (1.1)

The mode functions Ai form an orthonormal basis set for solutions to the electromagnetic

wave equation in accordance with Maxwell’s equations [25, Sec. 6.1], r and t stand for spatial

and temporal coordinates, and the âi, â
†
i are annihilation and creation operators. Eq. (1.1)

shows that the modes themselves are like classical modes, but their occupation is modelled

as that of quantum mechanical harmonic oscillators.

Yet, quantum optics problems are frequently restricted to particularly simple physical

systems, in which the classical electromagnetic modes are well known and no longer explicitly

written down. In problems involving only few modes, one often labels the modes in question

and thinks of the light-matter interaction from a simple operational viewpoint, although the

actual modes are the solutions of Maxwell’s equations [24]. For instance, this is common

practice in systems with optical fibres, waveguides, and beam splitters.

BS
bin

ain

bout

aout

Figure 1.5: A beam splitter (BS) as a simplified device that transforms two input modes into
two output modes.

As an example, Fig. 1.5 illustrates how one would think of a beam splitter as a device

with only two input modes and two output modes. The underlying assumption might be that

they are all Gaussian beams of a particular beam waist, wavelength, and with a particular

polarisation, propagating at an angle of 45◦ with respect to the beam splitter surface. Then a

multitude of other possible modes, for instance with different polarisation or spatial structure

(such as higher order Laguerre or Hermite Gaussian modes), have implicitly been excluded

from the description.

And indeed, many fascinating phenomena, such as two-photon quantum interference in

the HOM experiment, already emerge in this type of setting. Moreover, such a treatment
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can help to identify the mathematical equivalence of physically distinct systems or degrees

of freedom (DOF), which enables the application of already established knowledge to new

problems. The restriction to a small number of modes can be based 1. on a physical limitation

of the allowed modes, such as imposed by a single-mode fibre (SMF), or 2. on assumptions, for

instance when a free-space beam splitter is labelled as having two spatial inputs and outputs

as in Fig. 1.5, implicitly assuming fixed, symmetric and equal transverse spatial modes and

polarisations. Remembering to distinguish between these two cases can be fruitful, since in

the latter case the system can obviously be extended by lifting the assumptions. For example,

richer features of two-photon quantum interference were demonstrated by introducing more

complex modes to the HOM experiment [26]. When trying to extend quantum optics to

any new physical setting, we need to keep in mind that an understanding of the classical

Maxwell modes of the system is a prerequisite.

1.2.2 Symmetries and conserved quantities

Some considerations based on the concept of symmetry are so general that they find frequent

use in both classical and quantum optics [27]. Symmetries allow short-cuts that provide a

powerful way of analysing physical systems: They enable us to draw conclusions about the

behaviour of a system, even if our knowledge about it is incomplete.

Let us consider an object of interest and the physical system it is contained in. The

object of interest might be an electron wavefunction, or an electromagnetic field. The phys-

ical system is determined by the environment the object interacts with, and the equations

governing its time evolution or input-output relations. For the electron wavefunction, the

environment could be a distribution of charges, and the equation of motion the Schroedinger

equation. For the example of the electromagnetic field, we might have a known field incident

on a scatterer, and we are interested in the scattered field. The light-matter interaction can

mathematically be expressed as a scattering matrix, which relates the incident field with the

scattered field, and is determined by Maxwell’s equations and the properties of the system.

The first example is a quantum system, while the second is a classical optics problem. I will

work with the quantum formalism, because it allows to reach the results in a more accessible

manner. The next part mainly follows Chapter 17 of [28].

A symmetry is an invariance with respect to some unitary transformation, examples of

which are translations, rotations, and inversions in space. We will denote the symmetry

transformation by Û . All unitary transformations have the property Û †Û = Û Û † = 1,

where † means taking the Hermitian conjugate and 1 is the identity. Important properties

of unitary transformations are that they are reversible and preserve the normalisation, i.e.
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the total probability of finding the object in one of the possible states is unchanged by

the action of the unitary operator. Mathematically, a symmetry of an object with respect

to a unitary transformation means that the state of the object remains the same under the

transformation, except for a possible global phase. A symmetry of a system with respect to a

unitary transformation is equivalent to the Hamiltonian or the scattering matrix commuting

with the transformation. What are the implications of this?

Firstly, symmetries enable the convenient creation of new solutions. Assume we know

that the system possesses a symmetry, but the object itself is not symmetric. Starting with

a first solution, we can then apply the unitary transformation to create another, distinct

solution. This means that if we have the solution for one initial condition, we also know

the solution associated with another initial state. The two solutions are simply related by

the symmetry operation. Letting |Ψ〉 be the state of the object with the subscripts i and f

denoting initial and final, which are related by the transformation T̂ , and subscripts 1 and

2 distinguishing two states related by the symmetry transformation Û , this can be seen in

the following way: |Ψf2〉 = T̂ |Ψi2〉 = T̂ Û |Ψi1〉 = Û T̂ |Ψi1〉 = Û |Ψf1〉.
Secondly, and very importantly, an intimate link exists between symmetries and conser-

vation laws. To get an understanding of this, let us consider a situation in which both the

system and the initial state of the object have a symmetry. As a consequence of Û being uni-

tary and the initial state being symmetric, we can write Û |Ψi〉 = exp(im)|Ψi〉, with m ∈ R
to give an eigenvalue of modulus one, which is simply a global phase. To answer the question

how the operator Û acts on the final state, we can once more make use of the fact that Û and

T̂ commute: Û |Ψf〉 = Û T̂ |Ψi〉 = T̂ Û |Ψi〉 = T̂ exp(im)|Ψi〉 = exp(im)T̂ |Ψi〉 = exp(im)|Ψf〉.
This shows that the final state is also an eigenstate of the operator Û , with the same eigen-

value as the initial state, hence the eigenvalue is conserved.

Of great importance in physics are one-dimensional continuous symmetry groups con-

nected to the identity, for which it is possible to write the unitary transformation in the

form Û(φ) = exp
(
−iÔφ

)
. Here Ô is a Hermitian operator that is called the generator of

the group, and φ is a real, continuous parameter. Then the symmetric states can be la-

belled by their eigenvalue Û(φ)|Ψo〉 = exp(−iφo)|Ψo〉, where o is the state’s eigenvalue with

respect to the generator of the transformation. The quantity associated with the generator

is also a conserved quantity. For classical systems, it was formally shown by Noether in

1918 that for every continuous symmetry of the system, there exists a conservation law [29].

Some familiar examples of transformations and their generators are translations generated

by linear momentum, and rotations generated by angular momentum. And indeed, a trans-

lationally symmetric system conserves linear momentum, while a cylindrically symmetric

system conserves the component of the angular momentum along the axis of symmetry [28,
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Chapter 17]. As a simple example, consider an electromagnetic field incident on a planar

interface. The physical system is translationally invariant in the directions parallel to the

interface, as are Maxwell’s equations. So if a plane wave is chosen as the incident field, it has

a definite transverse momentum, and this momentum is conserved. It is ~k0n sin(θ), ~ being

the reduced Planck’s constant, k0 the wavenumber in vacuum, n the refractive index of the

subdomain, and θ the angle of incidence. A division by the constant ~k0 and application

across different subdomains directly leads to Snell’s law.

The above overview has shown that the presence of symmetries provides concrete, quan-

titative predictions about the object in question. In particular, if we enter with an eigenstate

of the generator of a symmetry transformation and the evolution possesses the same sym-

metry, then we know that the eigenvalue has to be preserved. Things get more complicated

when the symmetry is absent. Based on ideas from quantum information theory, Marvian

and Spekkens proposed measures of asymmetry for states, leading to restrictions on how

non-symmetrical states can evolve under symmetric dynamics [27]. In contrast, for the case

where the input state is symmetric but the dynamics lack the symmetry, we only have the

qualitative information that the eigenvalue is in general not preserved. We will return to the

intriguing question what effect the absence of a symmetry from the evolution has on several

occasions.

1.2.3 Helicity

Although the examples of symmetry groups mentioned above are of a geometrical character,

more abstract transformations can also be considered. Here we focus on another observable

and the corresponding non-geometrical symmetry transformation, namely helicity and the

duality transformation. They will form the subject of the first experiment presented in this

thesis. This current section is primarily based on Refs. [1, 30, 31].

Compared to the total angular momentum, helicity, the projection of the total angular

momentum onto the linear momentum direction [32, Sec. 8.4.1], is a less studied observable

in the context of symmetries and conserved quantities within optics. Its definition is perhaps

most easily understood in the plane wave decomposition, or in other words angular spectrum,

of an electromagnetic field, where it is associated with the handedness of circular polarisation

of each plane wave with respect to its momentum vector. For an electromagnetic field to be

in an eigenstate of helicity it must fulfil that each of the plane waves composing the total

field has the same handedness of circular polarisation. From this description it is easy to

realise that in real space, where all the different plane waves are integrated, the helicity

of a general electromagnetic field does not bear a simple relationship with the polarisation
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components of the electric field. As will be shown below, the important case of collimated

beams is an exception to this rule: Collimated beams that are eigenstates of helicity can, to a

good approximation, be described as circularly polarised beams with their handedness given

by the eigenvalue of helicity; a helicity of ±1 corresponds to left/right circular (LC/RC)

polarisation.

As experiments in optics often involve cylindrically symmetric beams, whether collimated

or not, it is convenient to use the cylindrically symmetric Bessel beams as a basis set for

electromagnetic fields in a theoretical description. We will use Bessel beams for the analysis

related to helicity and angular momentum states, which will allow us to understand the

experiment of Section 2.3. Bessel modes can be written as two types of vector wave functions

(Cmpz
and Dmpz

) which are simultaneously eigenstates of the energy given by the magnitude

of the wavevector k, the z component of the linear momentum (i.e. PzCmpz
= pzCmpz

,

PzDmpz
= pzDmpz

) and angular momentum (i.e. JzCmpz
= mCmpz

, JzDmpz
= mDmpz

),

and also the helicity (ΛCmpz
= −Cmpz

and ΛDmpz
= +Dmpz

, respectively) [30, 31]. The

expressions for these fields in real space are given below. Cylindrical coordinates [ρ, θ, z] are

used for the spatial variables and the helical basis [̂r, l̂, ẑ] for the vectorial character of the

fields, where l̂ = (x̂ + iŷ)/
√

2, r̂ = (x̂− iŷ)/
√

2. A harmonic time dependence of exp(−iωt)
is implicitly assumed.

Cmpz
(ρ, θ, z) = A(z) exp(imθ)[B+Jm+1(pρρ) exp(iθ)r̂ +B−Jm−1(pρρ) exp(−iθ)̂l + i

√
2pρJm(pρρ)ẑ],

Dmpz
(ρ, θ, z) = A(z) exp(imθ)[B−Jm+1(pρρ) exp(iθ)r̂ +B+Jm−1(pρρ) exp(−iθ)̂l− i

√
2pρJm(pρρ)ẑ],

(1.2)

where p2
ρ = k2 − pz

2 = p2
x + p2

y, pj being the j-component of the linear momentum with

j ∈ {x, y, z}. Furthermore, Jm( · ) are the Bessel functions of the first kind, the amplitude

A(z) = 1
k

√
pρ
2π
im exp(ipzz) i√

2
, and B± = (k ± pz). The above modes form a complete

orthonormal basis of transverse Maxwell fields.

In the collimated limit, when pρ
k
→ 0 (pz ≈ k so that B+ → 2 and B− → 0), two of

the polarisation components for each of Cmpz
and Dmpz

are very small, so that the helicity

eigenstates can be approximated as the following circularly polarised beams:

Cmpz
(ρ, θ, z) ≈

√
pρ
π
im+1 exp(i(pzz))Jm+1(pρρ) exp(iθ(m + 1))r̂, (1.3)

Dmpz
(ρ, θ, z) ≈

√
pρ
π
im+1 exp(i(pzz))Jm−1(pρρ) exp(iθ(m− 1))̂l. (1.4)

The error in the intensity that is made with this approximation is of the order (pρ/k)2.
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This asymptotic property allows the preparation and analysis of light beams with well defined

helicity using simple optical elements. The term “well defined” is used to refer to eigenstates

of a linear operator. Experimentally, when the light can be described as a mode which

is an eigenstate of that linear operator, except for possible negligible deviations caused by

experimental imperfections, I will call the value of the operator “well defined”.

The helicity operator can generally be written as Λ = J ·P
|P| , where J is the total angular

momentum and P is the linear momentum. Within electromagnetism, it can be rewritten

in the instructive form of Λ = ∇×
k

for the case of monochromatic fields (with a convenient

choice of units such that the vacuum permittivity and permeability are ε0 = µ0 = 1). Using

this form together with the fact that Maxwell’s equations relate the electric and magnetic

fields by curl operations, the transformation generated by helicity in free space can be shown

to mix the roles of electric and magnetic fields in the following way:

E → E cos(φ)−H sin(φ) (1.5)

H → E sin(φ) + H cos(φ), (1.6)

where E and H are the electric and magnetic field, respectively, and φ ∈ R is the continuous

parameter that labels the group elements [1, 33, 34]. The above transformation is called du-

ality transformation, and some settings of φ, such as −π
2
, result in a full exchange between

electric and magnetic fields. For a system to possess electromagnetic duality symmetry means

that applying the duality transformation to an electromagnetic field that satisfies Maxwell’s

equations for the system, one again obtains a valid Maxwell field. In vacuum, this is always

true. In contrast, material systems do not generally have this property, but only under

certain conditions. Remarkably, unlike the symmetries corresponding to linear and angular

momentum, a system is strictly dual, that is, it has duality symmetry, depending only on its

material properties rather than its geometry: In piecewise homogeneous and isotropic media,

symmetry under duality is achieved if and only if the ratio of the electric permittivity and

magnetic permeability, and hence the geometry-independent intrinsic impedance, is constant

for all subdomains [1, 30]. While the considerations about the duality transformation may

at first appear like a purely mathematical exercise, the significant physical outcome is that

within a dual system, the helicity of the electromagnetic field must necessarily be conserved.

In general this does not imply zero scattering, but simply that no component with changed

helicity is present in the scattered field. The preservation of helicity based on duality sym-

metry even holds in the near field, where the relationship between helicity and polarisation

is non-trivial, and is illustrated in Fig. 1.6 for the example of subwavelength nanoscatterers.
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The connection between the observable helicity and its symmetry duality can be exploited

in light-matter interactions. On the one hand, the study of the electromagnetic helicity in

interactions with matter provides us with a new source of information: The electric and

magnetic properties of the material system. On the other hand, consideration of the duality

symmetry enables a deeper understanding and control of the polarisation DOF.

Figure 1.6: Numerical demonstration of the link between the geometry-independent duality
symmetry and helicity. The simulations are of light scattered by four different objects, which can
be grouped according to the presence/absence of cylindrical symmetry by rows, and of duality
symmetry by columns. The incident light is a plane wave in a helicity eigenstate and for each
case, the left half of the image shows the unchanged helicity component of the scattered field, while
the right half shows the changed component. The results demonstrate that the preservation of
the helicity of light depends only on the duality of the scatterer, and is independent of cylindrical
symmetry. This figure appears in Ref. [1] and in Dr. Ivan Fernandez-Corbaton’s PhD thesis [35].
Details about the simulations, which were performed by me, can be found in those references.

It would be interesting to manipulate a light beam while maintaining the helicity of

the field. Yet, at optical frequencies it is very difficult to find a material with an intrinsic

impedance matching that of air or vacuum. Although perfect duality symmetry is impossible

to achieve without impedance matched materials, some systems can be designed in such a

way that helicity is preserved to a very good approximation [36, 37]. One approach is to en-

gineer the system such that it supports equal excitations of electric and magnetic multipolar

moments. In this respect, metamaterials also show promise for providing a tailorable electric
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and magnetic response [38, 39]. Very importantly from an experimentalist’s point of view,

microscope objectives designed to fulfil the aplanatic lens model do not change the helicity

of light, either [30, 40]: An effectively dual response is restored by special anti-reflection

coatings.

Naturally, to really add helicity to our toolkit, we require experimental methods of prepar-

ing, manipulating, and measuring helicity states of light. The following key points make the

experimental handling of helicity simple: 1. Helicity can be manipulated and measured for

collimated light beams through the polarisation of the field, and 2. using microscope objec-

tives, it is possible to transform between paraxial and non-paraxial regimes without changing

the helicity content.

With this knowledge, let us now consider a family of scattering problems depicted in Fig.

1.7, where a cylindrically symmetric but non-dual scatterer is probed by a light beam with

well defined total angular momentum and helicity. It will allow us to better understand the

experiment of the next section, which is an example of this type of scattering problem. The

z-axis of the coordinate system is taken to be the axis of cylindrical symmetry. To prepare

the beam, one can first create a collimated beam with a set azimuthal phase dependence

and circular polarisation. This will correspond to a superposition over pz of one of Eq. (1.3)

or Eq. (1.4), where the choice of either C or D indicates the helicity and is determined

by the polarisation, and the value of m indicates the fixed total angular momentum and

is determined by the azimuthal phase dependence together with the helicity. Subsequently,

the beam may be focused with a microscope objective, ensuring that the axis of symmetry

coincides with that of the scatterer. This will change the transverse momentum distribution,

i.e. the superposition over pz values, but neither the well defined helicity nor the total

angular momentum. The interaction of the light with the target will generally preserve the

angular momentum of the light but not its helicity, because the scatterer is cylindrically

symmetric but not dual. After the interaction, the light can be projected onto the two

helicity eigenstates with a second microscope objective to collimate the beam, followed by a

quarter waveplate (QWP) and linear polariser, where the polariser setting determines which

helicity is selected.

What we can expect to happen in such an experiment based on symmetry considerations

is that for one input mode, two output modes are obtained that differ in the helicity. The

azimuthal phase dependence of the output modes is different: The unchanged helicity mode

has the same phase dependence as the input mode, whereas that of the changed helicity

mode differs by exp(i2θ) or exp(−i2θ), which is evident from a comparison of the modes

Cmpz
and Dmpz

in Eqs. (1.3), (1.4).

It is not uncommon for people to divide the total angular momentum into a spin and
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Figure 1.7: Sketch of an experiment in which a cylindrically symmetric but non-dual scatterer
is probed by a light beam with well defined total angular momentum and helicity. Depending on
the setting of the polariser behind the quarter waveplate (QWP), the unchanged or changed helicity
component of the scattered field can be imaged.

orbital part, the spin being associated with the polarisation, and the orbital angular momen-

tum with the azimuthal phase dependence of the beam [41], [42, Sec. 2]. A helicity change,

which in the paraxial regime is associated with a changed polarisation and azimuthal phase,

is therefore sometimes labelled as spin-orbit coupling [43]. However, when analysed in terms

of the observables total angular momentum and helicity, linked with the corresponding sym-

metries rotational invariance and duality, it is easier to understand what happens [1, 30].

Furthermore, it is possible to predict that the phenomenon would not occur for the case of

a dual scatterer. Such predictive power is lacking from a treatment in terms of spin and

orbital angular momenta.

Now we have an understanding of what helicity is, and what role the corresponding dual-

ity transformation plays for electromagnetic fields in material systems. In the next chapter,

we will encounter a concrete example of helicity change in a nanophotonics experiment.
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Chapter 2

Interaction of classical light with

nanoapertures

As mentioned previously, an understanding of the classical light-matter interaction problems

is a prerequisite before venturing into the use of nonclassical light. As an example, in this

chapter I study the classical light-matter interaction for a geometrically simple, yet already

highly nontrivial system through two experiments. The first is presented in Section 2.3 and

explores the role of helicity in nanophotonics experiments. The second is shown in Section

2.4, which addresses the question of how to position the sample with high precision. Section

2.3 is based on Ref. [31], and [1, 44] are also relevant for both Sections 2.3 and 2.4.

2.1 Nanoaperture sample

Nanoscatterers can come in many forms. As explained in Chapter 1, an analytic solution is

known for spherical scatterers. However, this is no longer true for the case of cylinders with

a finite length. The scatterer used for both experiments of this chapter is such a cylinder,

but contrary to the common notion that a scatterer is a solid object, the cylinder is in fact

a hole in an opaque film. An advantage of this geometry is that there is no need to separate

the scattered field from a background when observing the transmitted light.

Two very similar samples were used, one for each experiment of this chapter. Each

sample consists of a gold film on a glass substrate, with cylindrical nanoapertures in the

gold, as illustrated in Fig. 2.1. The glass substrate is a 1 mm thick microscope slide made of

fused silica. For the fabrication of the samples, first the gold was deposited on the glass by

sputter coating. The sample used in the experiment of Section 2.3 has a gold thickness of

200 nm, while the one for the experiment of Section 2.4 has a thickness of 150 nm. Then a

17
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Figure 2.1: Nanoaperture sample. (a) Schematic, illustrating an isolated circular nanoaperture,
which is the nanostructure effectively probed in the experiments of Sections 2.3 and 2.4. (b)
Scanning electron microscope (SEM) image of an array of apertures, with the inset (c) showing a
close-up of an example hole.

set of cylindrical holes was milled in the gold using a focused ion beam (FIB) machine, with

hole diameters ranging between 150 and 630 nm, and distances of at least 5 µm between

neighbouring holes. More details on the fabrication of nanoaperture samples can be found in

Appendix A. When illuminated with light as in the experiments of Sections 2.3 and 2.4, the

spot size of the probe beam is significantly smaller than this distance. Propagating surface

plasmons can be excited, but they largely decay during their propagation along the gold

surfaces before reaching other holes of the grid. For this reason, interaction between holes

is negligible when one of the holes is illuminated, and we can consider the scatterer as an

isolated nanoaperture in the gold-glass structure.

For the experiment detailed in Section 2.3, the diameters of all the apertures were mea-

sured using a scanning electron microscope (SEM), and 212 apertures with diameters between

150 and 580 nm and with ellipticities between 0 and 0.1 were selected.

2.2 Literature review

The motivation driving research on nanoapertures is twofold: First of all, from a general

physics point of view the interaction of light with the structure is an interesting scattering

problem in its own right. Perhaps it is the geometrical simplicity of the scatterer, given the

cylindrical symmetry and the mirror symmetry about any plane containing the cylindrical

symmetry axis, that has attracted people to the seemingly simple, yet surprisingly nontrivial
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problem. Secondly, nanoholes enable the manipulation of electromagnetic and plasmonic

excitations, so that this problem has a bearing on a number of nano-optical applications,

including nanometric generation of surface plasmon polaritons [45], optical trapping [46],

and reshaping of optical fields [47].

The general aim of the research is to build up knowledge of the scattered light when

experimentally feasible and relevant input states are incident on the nanoapertures. Specifi-

cally, the properties of the transmitted light that one might typically be interested in are the

transmitted power, the spatial distribution and polarisation properties of the transmitted

light, and the excitation of plasmonic modes. Most investigations pay special attention to the

dependence of the scattered field on the wavelength and hole size, although the details of the

scattering also depend on the material and thickness of the film, as well as the polarisation

and spatial mode of the incident light.

An understanding of the problem has been built up through three approaches: 1. de-

velopment of analytic models, 2. numerical solution of Maxwell’s equations, and 3. exper-

iments. Each approach entails advantages and disadvantages: The full, general problem

of the nanohole has not been solved analytically, so analytic models are based on approx-

imations and assumptions. At the same time, they provide insight and predictive power.

Approximations can be relaxed in numerical studies and of course, experiments are free of

them. However, a generalisation of the observed behaviour can be difficult, while repeating

the calculations or experiments for many different cases is time consuming.

Here, I will outline some key steps that took place in the research on nanoholes, mainly

based on [48], to provide a rough overview of the body of work. A more comprehensive

review, which is outside the scope of this thesis, can be found there.

In the seminal work of 1944, Bethe developed a model in which the system is replaced

by a pair of electric and magnetic dipoles, assuming an infinitesimally thin perfect electric

conductor (PEC) as the film [49]. The validity of the model is restricted to very small holes,

meaning kr � 1, where k is the wavenumber of the incident light, and r is the hole radius.

The transmission, normalised to the area of the hole, is predicted to scale as
(
r
λ

)4
, λ being

the wavelength of the light. Keeping the same assumptions, Bouwkamp refined the model by

extending the transmittance as a series in kr to include higher order terms [50]. The finite

thickness of the film was taken into account in a rigorous model by Roberts [51]. A new

feature emerges, namely waveguide modes associated with the cylindrical hole. Similarly to

optical fibres, a cut-off wavelength, above which the system does not support any modes,

exists for this waveguide. Another significant step was the inclusion of the properties of

real metals, which was accomplished in a numerical study by Wannemacher [52]. A notable

difference between real metals and PECs is that real metals have an associated skin depth,
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meaning that the electromagnetic field penetrates the metal to a small, but non-zero depth.

Consequences are a redshift of the cut-off wavelength of the waveguide mode, such that a

finite frequency mode exists for arbitrarily small holes (Catrysse et al. [53], Webb and Li

[54]), and the fact that real metals support plasmonic modes. Although plasmonic modes

are evanescent, they show up as resonances in the transmission spectra, and resonances were

indeed observed by Degiron et al. [55] and Prikulis and colleagues [56], in experiments using

silver and gold films, respectively.

Polarisation properties of the light-matter interaction as a function of the hole size have

also been explored. In Ref. [57], Kindler and co-workers probed nanoapertures in silver with

radially and azimuthally polarised vector beams in order to couple with the matching higher

order waveguide modes. They observed significant differences in the transmission of the two

input modes, which can be attributed to the unequal cut-off conditions of the respective

waveguide modes. More recently, a study of light transmitted through nanoholes when

probed with linear polarisation was presented by Yi et al. [58]. Focusing on the dependence

on the hole size, particularly within the transition between deeply subwavelength holes and

the limit of large holes, they show experimental results and provide analytic expressions of

the polarisation-dependent far field angular spectrum of the transmitted light.

2.3 Helicity conversion of classical light when scattered

from nanoholes

Somewhat similarly to the work of Yi et al. [58], the following experiment studies the spatial

modes of the transmitted light, with attention on the polarisation DOF. Yi and co-workers

used linearly polarised incident light and based on the mirror symmetries of the nanohole,

they were able to measure the contributions from the different polarisations at the output by

scanning along two planes. However, aside from mirror symmetries, the nanoaperture also

possesses cylindrical symmetry. The cylindrical symmetry of the hole was matched in Ref.

[57] by the use of azimuthally and radially polarised modes of light. The input beams of that

experiment have well defined total angular momentum Jz = 0, and consist of equal-weight

superpositions of the two helicities.

In the experiment of this section, the cylindrical symmetry of the system is similarly

exploited, but instead of using azimuthally and radially polarised fields, we will use helicity

eigenstates. I would like to remind the reader of the family of scattering problems discussed

in part 1.2.3 of the introduction: A cylindrically symmetric, but non-dual, system is probed

using light with well defined total angular momentum and helicity. The scattering process is
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expected to preserve the total angular momentum, but not the helicity. This experiment is

now shown for the example of the nanohole. Unlike in [57, 58], the incident light is circularly

polarised, and then it is strongly focused (which is similar to [57] but not [58]). For the two

output helicities, the spatial distributions are studied, as well as their relative power and

their scalings with the hole size. Theory results were obtained with a semi-analytic method

based on the Green’s function [44].

2.3.1 Experimental design

Figure 2.2: Sketch of the concept behind the experiment. Light with a well defined helicity,
represented by a red propeller, impinges on a cylindrically symmetric aperture in a thin metallic
film. The output light is analysed in terms of its helicity content, represented as red propellers
when it is the same as the incident helicity, or blue ones with opposite handedness when the helicity
is the opposite to the incident one.

The idea behind the experiment is illustrated by Fig. 2.2. Like the scatterers discussed in

Section 1.2.3, the nanohole sample is cylindrically symmetric, but does not possess duality

symmetry. In the experiment detailed below, we are interested in the helicity change induced

by the scattering of light from the target. For this reason, an incident beam with well defined

helicity Λ = 1 is chosen, and to simplify the resulting field, it is also ensured that the incident

field has well defined z-component of the total angular momentum, Jz = 1. The wavelength

of the light is also fixed and unchanged during the experiment, at 633 nm. This means that

the analysis of Section 1.2.3 is applicable here. As discussed there, the beam is focused,

and the z component of the linear momentum does not have a sharp value. In terms of

Bessel beams from Eq. (1.2), the field incident on the nanoaperture can be written as a

superposition of D1pz
functions, which all have Λ = 1 and Jz = 1, with different values of
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the z-component of linear momentum, pz. The transformation of a light beam interacting

with the target can be represented by a transfer matrix between Bessel modes (Cmpz
,Dmpz

).

Since for this nanophotonics experiment the transformation leaves the angular momentum

invariant, the transfer between Bessel modes is only allowed between modes with the same

index m. We therefore expect that the transmitted light will consist of D1pz
(which have

Λ = 1, Jz = 1) and C1pz
(which have Λ = −1, Jz = 1), and we are particularly interested in

the mode consisting of C1pz
functions, which is selected by means of a QWP and polariser

after collimating the scattered field. The helicity change is attributed to the interaction of

the light beam with the target. The presence of a vortex of charge two, which corresponds

to the exp(2iθ) term in the mode C1pz
of Eq. (1.3), is a signature of angular momentum

preserving and helicity changing scattering [30].

Figure 2.3: Experimental set-up. An incoming collimated beam is circularly polarised and
focused to address the isolated nanohole, which is centred with respect to the beam with a nanopo-
sitioner. The transmitted light is then collected and analysed with a quarter waveplate, polariser,
and a charge coupled device (CCD) camera.

Therefore, we know a priori that alongside an unchanged helicity mode, we can also

expect a changed helicity mode, and we know what the modes qualitatively look like. As is

often the case, however, the symmetry considerations only teach us about the existence of

the modes, and not their relative weights. In this experiment the relative weights of the two

helicity modes are investigated as a function of hole size.

2.3.2 Experimental method

The experimental set-up is illustrated in Fig. 2.3. The nanoapertures were probed with a

continuous wave (cw) laser (λ = 633 nm). The preparation of the probing beam was achieved

as follows: First, the laser beam was collimated and then a set of linear polarisers (extinction
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ratio of 5 × 10−5) and waveplates was used to obtain a LC polarisation. As detailed previ-

ously, when this collimated field is decomposed in modes that are eigenstates of Jz and Λ,

the components with Jz = 1, Λ = 1 are dominant. This collimated beam was subsequently

focused with a microscope objective with a numerical aperture (NA) of 0.5. Since the trans-

formation of an aplanatic lens preserves helicity, a focused electromagnetic field with a well

defined helicity could be prepared in this way. The focused field was then allowed to interact

with one of the isolated nanoapertures. The nanoaperture was carefully positioned on the

symmetry axis of the optical system by means of a set of piezo-stages. Subsequently, the

scattered light was collected and collimated with another microscope objective of NA=0.9.

Once again, this lens did not affect the helicity of the beam, so that after collimation it was

possible to analyse the helicity with another set of waveplates and polarisers. In this way,

two very different spatial profiles were obtained for scattered fields with Jz = 1, Λ = 1 and

Jz = 1, Λ = −1. The light was detected with a charge coupled device (CCD) camera.

2.3.3 Results and discussion

Figure 2.4: Helicity transformations through nanoapertures. (a) dependence of the ratio of the
transmitted powers (changed helicity divided by unchanged helicity) on the aperture size. Uncer-
tainties inferred from the power measurements for each hole are not shown, since they are much
smaller than the variation between different holes, which stems from the geometrical characteristics
of the individual holes. This variation appears as the spread in γ values for holes of similar size. (b)
numerically calculated spatial intensity pattern for the unchanged and transformed helicity fields
transmitted through a cylindrical aperture of 300 nm. Simulations were performed by Dr. Ivan
Fernandez-Corbaton.
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For all the measured holes, the transmitted light contained a component with changed

helicity. This can be seen in Fig. 2.4 (a), which shows the power ratio between the two

transmitted helicities, γ, as a function of the aperture diameters, d. The smallest conversion

measured was for the largest holes, γ580 = 0.08 ± 0.02. This can be compared with the

limiting value of γglass ≈ 10−3, for the helicity transformation measured in the same sample

through the glass alone, corresponding to an infinite aperture. Removing even the glass

substrate, the helicity transformation by the focusing and collimating lenses alone was even

smaller, of the order of γlens ≈ 10−4, which is consistent with the fact that perfect aplanatic

lenses should preserve helicity. Fig. 2.4 (b) displays the typical spatial patterns for the two

output helicities of the light scattered from a perfect cylindrical aperture, as calculated with

a semi-analytical method by Dr. Ivan Fernandez-Corbaton [44]. He numerically checked that

this output conserves angular momentum but, as can be seen, breaks helicity conservation

(duality symmetry).

In order to test that the experimental results are consistent with the expected transfor-

mation of helicity and simultaneous conservation of angular momentum, the CCD images

were analysed. Fig. 2.5 shows typical experimental results and their comparison with nu-

merical calculations for two different aperture sizes. In the left column (Fig. 2.5 (a) and (d))

the components of the output field with the same helicity as the input, Λ+, are shown. The

observed field pattern is a typical Airy pattern arising from the subwavelength dimensions of

the nanoaperture and the finite NA of the collection microscope objective, as expected from

Fig. 2.4 (b). The central column (Fig. 2.5 (b) and (e)) shows the corresponding fields with

opposite helicity, Λ−. We can observe an absence of central intensity minima that correspond

to phase singularities in Fig. 2.5 (a) and (d), and the presence of two such minima in Fig.

2.5 (b) and (e).

Let us see how the patterns arise. First of all, electromagnetic modes that are eigenstates

of Jz have to be cylindrically symmetric. From Eqs. (1.3) and (1.4), it can be seen that for

collimated beams with eigenvalue of Jz = 1 there are two cases, which differ in the helicity.

In the dominant polarisation, the directly transmitted helicity mode has no phase singularity,

and the helicity transformed mode has a second order singularity. Such a vortex of charge

two is characteristic for an angular momentum preserving and helicity changing scattering,

as explained in more detail elsewhere [30]. The two modes are consistent with the theoretical

considerations presented in the Section 1.2.3 and with the simulations of Fig. 2.4 (b). The

differences between the experimental results of Fig. 2.5 and the ideal case of Fig. 2.4 (b) for

the helicity transformed transmission are due to the finite extinction ratios of the polarisers:

In practice, a small leakage from the unchanged helicity to the transformed helicity could

not be avoided, when imaging the transformed helicity. As a result of such a superposition,
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Figure 2.5: Projective measurement of helicity. Upper (lower) row shows the results for an
aperture of 500 nm (300 nm). (a) and (d), Experimental results showing the transmitted light with
helicity identical to the incident light. (b) and (e), Experimental results of transmitted light with
opposite helicity. The cylindrical asymmetries are due to the finite extinction ratio of the polarisers.
This is supported by the patterns numerically simulated by Dr. Ivan Fernandez-Corbaton, (c) and
(f), where the asymmetry appears only after including the experimental parameters of the optical
components used.

the second order singularity splits into two singularities of order one. Thus, the intensity

pattern is no longer cylindrically symmetric. In order to demonstrate this point, Fig. 2.5 (c)

and (f) show the coherent superposition of numerically calculated images of unmixed modes

(as those of Fig. 2.4 (b)), with relative amplitudes given by the extinction ratios of the set

of polarisers, 5× 10−5. In conclusion, the measurements are consistent with the fact that in

the scattering process, the angular momentum is conserved, but the helicity is not.

According to the ideas presented in Section 1.2.3, the observed helicity change implies

that electromagnetic duality is broken in the sample. This is to be expected because the

intrinsic impedances in each subdomain are not equal, i.e. it is not true that εi
µi

is the
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same for every subdomain i with relative permittivity εi and permeability µi. Light-matter

interactions in which duality is broken, whether the scatterer is a metal or dielectric, would

generally lead to non-conservation of helicity. While the conservation of helicity only depends

on the optical properties of the materials, when the duality symmetry is broken, the amount

of helicity transformation may also depend on all the other characteristics of the scatterer.

This is evident from the results displayed in Fig. 2.4 (a), where the helicity transfer is seen

to depend on the aperture size, with the material properties unchanged. In order to identify

the mechanism of duality breaking in this experiment, it is instructive to first consider the

multilayer system air-glass-gold-air without the nanoaperture. Duality is obviously broken

by just the multilayer alone, but the helicity transfer in the absence of the nanoaperture is

very small. The numerical calculations predict helicity transfers around 4 × 10−4 for this

case, assuming perfectly helicity preserving lenses. The experimental observation of much

higher transformation ratios must hence be tied to the nanoapertures.

Let us see how this can be the case. The transmission and reflection in a planar multilayer

system is best studied using plane waves. For a single plane wave with momentum k, the

two helicity states are the two states of circular polarisation, and can be obtained by linear

combination of its s (transverse electric) and p (transverse magnetic) components: s±p. See

[30, Appendix A] for a general derivation of this relationship, which also applies to multipolar

fields and Bessel beams. Different scattering coefficients for s and p will hence mix the two

helicity modes. A similar idea has also been applied to the analysis of resonances in spheres

[59], where the fields are most suited to a multipolar decomposition. Returning to the planar

multilayer, if the system presents a resonance for either s or p, the helicity transfer will be

enhanced in its vicinity. A pure s or pure p mode is mirror symmetric and consists of an

equal weight combination of the two helicities. Hence, it strongly breaks helicity conservation

(duality symmetry) when it is excited by a field with well defined helicity. The system indeed

presents several resonances for non-propagating modes [44]. In the case of the multilayer

structure, surface modes present such resonances that can be excited through the scattering

of the incident field by the nanoaperture. Since they have equal contributions from the two

helicities, this produces an asymmetric response of the surface modes with regard to the

transmitted s and p-polarised components. This electromagnetic asymmetry dramatically

enhances the helicity transfer, even in the propagating modes, and makes it experimentally

detectable. According to this explanation, the helicity transfer should increase for modes

in the proximity of the resonance, i.e. for large transversal momenta. This explains the

trend in Fig. 2.4 that smaller holes present a larger γ value: Smaller holes have a higher

coupling to large transversal momenta, and in particular to the surface modes. One can then

conclude that the nanoaperture plays a crucial role for the helicity transfer because it allows
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Figure 2.6: Scaling of the different components of the transmitted beam. Panel (a) contains
experimental results, while (b) shows simulation results by Dr. Ivan Fernandez-Corbaton, which
were obtained for a perfectly flat 200 nm thick gold layer. The unchanged helicity component
(Λ = 1, in black) has a faster scaling with the aperture diameter, d with d3.75 and d3.73 for the
experimental and simulation values, respectively. The transformed helicity component (Λ = −1,
in red) conversely shows a slower scaling with d2.08 and d2.17 for the experimental and simulation
values. Similarly to Fig. 2.4, error bars for the experimental results are omitted, because the visible
variation between holes of similar size is dominant compared to the uncertainties inferred from the
power measurements for each hole.

the coupling of the incident field to resonances of the multilayer structure.

A further interesting question is how the transmitted power scales with the aperture

size. Since the helicity modes of the transmitted field were measured separately in this

experiment, it allowed to study the scaling of the different components of the transmitted

field, D1pz
and C1pz

, with aperture size. As shown in Fig. 2.6, a considerably different

scaling law was observed for the unchanged and changed helicity components. The reasons

for this difference between unchanged and changed helicity components are not obvious, but

one of the potential reasons may be the dominant multipolar moments that are at play for

each component. The difference is especially interesting considering the behaviour expected

for the limit of very small hole diameters: As discussed in Section 2.2, the scaling with

aperture size of the power transmitted in the limit of very small holes, albeit for the case

of an infinitely thin PEC, was one of the main results of the paper by Bethe [49]. Bethe

found that in such a situation, it is possible to describe the hole solely with an electric dipole

moment perpendicular to the plane of the hole and a magnetic dipole moment lying in the

plane of the hole, both of them scaling as d6 (not normalised by the area of the hole). Due to

its symmetry, the incoming field with Jz = 1 is unable to induce an electric dipole moment
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with such orientation, leaving only the magnetic dipole moment. Since a field emitted by

a magnetic dipole is an equal weight superposition of the two helicities, this model would

predict a value of γ = 1. The scaling of the total transmitted power, as well as of each of the

helicity modes, would be d6. Very small holes of the order of λ/10 or below were not probed

within this experiment, but the trend of the smallest holes having large γ values is already

evident in Fig. 2.4. No analytic model is known that predicts the γ value for arbitrary hole

sizes. The observed difference between the scaling of the two helicity components for larger

holes might be due to the higher multipolar moments that start to play a role with increasing

hole size.

2.4 Nanopositioning

In this section I will describe a second experiment that makes use of the interaction of classical

light with nanoholes. In fact, the experimental set-up is kept the same as in Section 2.3. The

helicity conversion measurements of the previous experiment were taken with the nanoholes

positioned on-axis relative to the incident beam. Now we will look at a method with which

this transverse position of the sample can be identified. A precision of approximately 10 nm

is demonstrated in the implementation below.

2.4.1 Problem description

In nanophotonics experiments such as the one described above, the position of the scatterer

relative to the probe beam strongly affects the scattered fields. These experiments therefore

rely on the ability to position the samples in a reproducible manner. Due to the remark-

able progress in the field of nanotechnology, some fabrication processes and super-resolution

microscopy techniques also require nanometre-scale accuracy in the positioning of samples

[60–62]. Nanopositioning is always possible if one can locate a reference position and exe-

cute controlled translations. Then a position of interest can be reached by starting from the

reference and translating the sample in a particular way [63, Chapter 8]. The technique pro-

posed in this section addresses the problem of identifying a reference position. In contrast,

the ability to execute a controlled nanoscale movement of the sample is assumed as a given,

since solutions for this are commercially available. In the experiment below, translations are

realised by the translational piezo-electric stage on which the sample is mounted.

Although it might appear like a simple task at first, the identification of a reference

position is nontrivial down at the nanometre scale. As an example, let us consider the task

of identifying the position at which a cylindrical nanoaperture is centred with respect to the
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probe beam. A common approach would be to maximise the transmitted power. However,

given that the diffraction limit imposes a lower bound on the spot size of the probe light, the

relative change in power is typically quite small for a 10 nm displacement of the sample. More

sophisticated versions of the same idea are also possible, such as performing a scan where

the power is measured at many different transverse positions, and determining the centre of

the distribution through a statistical fit. Nanopositioning methods based on the transmitted

power are indeed possible. Yet, the information from the power at any single position is

limited: Even if the sample happened to be exactly at the reference position, one would

not generally recognise this without prior calibration or comparison with other locations.

The analysis based on a linear scan in one direction would still entail similar difficulties,

because of the uncertainty whether the reference position is at the maximum of that line

or actually on a parallel line. A scan of an area is required. This is essentially because

power measurements lack directional information and the identification of the reference is

calibration-dependent.

Directional information can be gained by measuring the intensity of the scattered light

as a function of transverse position in the detection plane. This is done in the case of

a quadrant photodiode (QPD), which is a versatile position sensing tool applicable to a

variety of systems. The sensitivity of a differential signal obtained from different transverse

regions in the measured field depends on how directional the scattering is as a function of the

sample displacement. Several recent works on position sensing have focused on optimising

the directional scattering through the interference of different contributions to the measured

field, e.g. from electric and magnetic dipole modes, or from scattering off a particle and

reflection from the substrate [64, 65]. The signal can be enhanced by careful choice of the

spatial mode, polarisation, and wavelength of the incident light, as well as the properties of

the scattering system.

2.4.2 Symmetry-based determination of a reference position

Here I take a slightly different approach. Instead of focusing on the optimisation of the

specific system at hand, the scattering by a nanohole, the aim is to construct a versatile

technique. As the idea rests on simple symmetry considerations, it can also be generalised

to other structures besides the nanohole. As a matter of fact, let us start by considering a

very general optical system defined by an incident electromagnetic field and a scatterer in a

fixed reference frame. The key behind the positioning technique is that when the system has

certain symmetries, translations of the scatterer can be related to rotations of both scatterer

and light. For a general incident field and a scatterer that is translated relative to the field,
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there is no straightforward relation of the scattered field before and after the transformation

(see the left case of Fig. 2.7). However, the problem is simplified significantly when both the

incident field and the scatterer individually exhibit cylindrical symmetry. This symmetry of

incident field and scatterer is the requirement we will place on the system. In that case any

translation which leaves the distance between the axes of symmetry of scatterer and incident

field unchanged is equivalent to a rotation of the complete physical system (shown on the

right side of Fig. 2.7). From this argument, it is evident that the scattered fields before and

after the translation of the scatterer are also related by that same rotation. The idea of the

technique is quite generally to use the overall symmetric position, at which the two axes of

symmetry coincide, as the reference, and to assign a measure of asymmetry and an angle

based on the scattered light distribution. The measure of asymmetry provides information

about the distance to the reference position and the angle about its direction. The reference

position corresponds to an angle singularity: The angle is undefined at the reference, and

all angles can be found in its neighbourhood.

Scatterer and field 

with cylindrical  

symmetry 

General scatterer  

and incident field 

Before 

rotation = translation rotation 

After 

transformation translation = 

Figure 2.7: Relationship between two optical systems where the scatterer has been translated.
Left column: General scatterer and incident field. The translation of the scatterer cannot be
replaced by a rotation of the system. Right column: Cylindrically symmetric scatterer and incident
field. If the translation occurs between two positions of equal distance from the center of the incident
beam, the translation is equivalent to a rotation of the whole system.

For the practical implementation of this idea, two points in the scattered field are located

based on some rules that could take many different forms and will be discussed later on.

The two points will define a line (connecting them) and thus an angle (α) with respect to a

fixed axis of the image frame. For transverse scatterer positions (x, y) along any circle with

non-zero distance from the central axis of the incident field, it is clear that the full range of

angles, 2π, is traversed. The angle as a function of transverse position of the scatterer takes

on the form α = arctan( y−y0
x−x0 )− α0(r), where (x0, y0) is the central reference position, α0 is
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the angle at which the transition from 0 to 2π occurs and this can generally be a function

of the distance from the centre, r =
√

(x− x0)2 + (y − y0)2.

2.4.3 Implementation

I now show a proof-of-principle experiment demonstrating how the nanoaperture can be po-

sitioned at the reference position without any calibration by identifying the angle singularity

obtained from the image analysis. The experimental set-up is the same as in Section 2.3, and

is shown in Fig. 2.3. The position of the sample relative to the incident beam is controlled

using a translational piezo-electric stage, and images of the changed helicity component of

the transmitted light are taken with a CCD camera. Evidently, the circular nanoaperture

fulfils the cylindrical symmetry requirement on the scatterer, and the Gaussian incident

beam in a helicity eigenstate also conforms to the cylindrical symmetry requirement. Hence,

for such a system translations of the sample can be related to rotations of the system and

as explained above, a reference position can be defined by identifying the angle singularity.

In this particular implementation, the recorded intensity patterns typically contain two

local minima corresponding to the charge two vortex that has split in two, which is already

familiar from Fig. 2.5. At off-centre positions of the nanohole, the patterns can be more

skewed, an example of which is shown in Fig. 2.8. The following two points, not to be

confused with the two intensity minima (labelled qmin1,2), are retrieved from each image to

determine the position of the sample: the midpoint p1 between the two minima of intensity

and the position of the centroid p2, weighted with respect to the intensity value:

p1 =
1

2
(qmin1 + qmin2) (2.1)

p2 =

∑
A r I(r)∑
A I(r)

, (2.2)

where A is the region of interest of the image, r is a position in the image, and I(r) is the

intensity value at position r. Using these two points (p1,2), their distance (d = |p1 − p2|)
and the angle (α) between the edge connecting the two points and the horizontal (parallel to

the x-axis) are calculated. In principle, two different identifiable points could also be used as

p1,2 in the data analysis to yield a distance d and angle α. The use of the intensity-weighted

centroid and midpoint between the intensity minima is merely one example, and alternative

rules that identify two points could have been chosen. In fact, the use of the changed helicity

component is not necessary for the technique to work, either. It is simply one particular

implementation that was found to work well.
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Figure 2.8: Image analysis. The quantities extracted from the image of the changed helicity
mode are demonstrated on an example pattern. The midpoint p1 (blue cross) between the minima of
intensity qmin1,2 (blue dots) is determined, along with the intensity-weighted centroid of the image,
p2 (yellow square). The distance (d) between the midpoint and intensity-weighted centroid, and
the angle (α) between the edge connecting these two points and the horizontal are then calculated.

The two points p1,2 coincide when the nanoaperture and the incident field are perfectly

aligned. This results in a zero distance d and undefined angle α. Conversely, when the

sample is displaced in the transverse plane, the cylindrical symmetry of the overall physical

system is broken and p1,2 do not coincide any more [40]. The field pattern of Fig. 2.8 is

an experimentally obtained example image corresponding to this scenario and the non-zero

distance and defined angle are clearly results of asymmetry.

Imperfections of the optical components can prevent the incident beam within a real

experiment from being a pure Jz eigenstate, and therefore from being cylindrically sym-

metric. In Appendix B it is shown that the typical mixing of input modes does not affect

the reference position. In addition, slight breaking of the cylindrical symmetry of both the

incident beam and the nanoapertures also occurs due to other experimental limitations. In

the following, experimental results are presented which show that the imperfections do not

impede the successful realisation of the method. Using the translational piezo-stage with

a nominal repeatability of 5 nm, scans were carried out over a square grid extending over

200× 200 nm of x- and y- positions of the sample with stepsize 10 nm for both coordinates,

taking an image of the changed helicity field pattern at each position. While the stepsize is

limited by the repeatability of the positioner, the 200 nm range of the measurements is for

presentation purposes only. The spot size of the input beam is the fundamental limitation

to the measurement’s range of the technique.

Experimental results for hole diameters of 500 nm and 630 nm are shown in Fig. 2.9.

The distance d and angle α obtained from the image analysis are presented as a function of

the x- and y- positions. As expected, there exist positions at which the distance decreases

to zero and the angle exhibits a singularity. These are the reference positions, and their
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Figure 2.9: Experimental results of scans over transverse positions of the sample. The scans
extend over an area of 200×200 nm, with each element of the colourmetric surface plots correspond-
ing to the stepsize of 10 nm. The top and bottom rows correspond to results for nanoapertures
with diameters of 500 nm and 630 nm, respectively. (a) and (c): Distance d between midpoint of
intensity minima and the intensity-weighted centroid (arb. units). (b) and (d): Angle α between
the horizontal and the edge connecting the midpoint and the intensity-weighted centroid.

resolution of approximately 10 nm is a reflection of the precision achievable with the set-

up. The experimental results can also be compared with Fig. 2.10, where theoretical results

from a scan similar to the experimental case are shown. In the simulations, which were

performed by Dr. Ivan Fernandez-Corbaton, a nanoaperture diameter of 630 nm is used,

and polarisation imperfections of the incident feld and projective measurement comparable

to the experimental conditions are incorporated. The simulations are in close agreement

with the experimental results. The resolution of the angle singularity in Fig. 2.10 is also 10

nm, but this is simply because the stepsize was chosen to match the experimental one; it

can be improved by decreasing the stepsize.

Let us take a closer look at the precision. The experimentally obtained precision could

be limited by a number of potential factors, depending on the exact implementation. One

can separate these factors in three categories: Mechanical instabilities, imperfections of the

set-up, and image related factors. Clearly, the mechanical instability of the set-up does not

limit the precision of the technique, but only our ability to assess the precision. On the other

hand, imperfections of the set-up, such as elliptical samples or faulty waveplates, and the

signal-to-noise ratio of the imaging system are the ultimate factors limiting the precision of

a particular set-up.

To measure the overall stability of the system, a series of images was recorded using the
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Figure 2.10: Numerical results of scan over transverse positions of the sample. Probing a 630
nm diameter nanoaperture, the scan extends over an area of 100 × 100 nm, with each element
of the colourmetric surface plot corresponding to the stepsize of 10 nm. (a): Distance d between
midpoint of intensity minima and the intensity-weighted centroid (arb. units). (b): Angle α between
the horizontal and the edge connecting the midpoint and the intensity-weighted centroid. The
simulations were performed by Dr. Ivan Fernandez-Corbaton

630 nm aperture, moving the piezo-stage repeatedly between a central position and ± 20

nm in x and y from that position. This resulted in five groups of images, one for each of the

different nominal stage positions. After extracting α and d from each image, the position

of the sample in the x-y plane (x∆, y∆) relative to the central mean position was inferred.

The data were mapped to orthogonal axes using d
c

cos(α + α0) for the horizontal axis x∆

and d
c

sin(α + α0) for the vertical axis y∆, where α0 is the angle at which the transition

from 0 to 2π occurs. The mapping assumes the underlying functions α = arctan( y−y0
x−x0 )− α0

and d = c
√

(x− x0)2 + (y − y0)2, where (x0, y0) is the central reference position and c is

a calibration constant. It is assumed that the phase α0 is independent of the distance, an

approximation that is valid sufficiently close to the singularity, as can be seen from Fig.

2.9. For the distance function it is assumed that within this range of 40× 40 nm, d can be

approximated as a linear function of the distance from the central position, the validity of

which was confirmed using least squares fitting of the data presented in Fig. 2.9 (c). Then

the axes were calibrated based on the average values of the groups of data points: The origin

was set at the mean position of the central group. The calibration constant c was obtained

from the mean values of the groups from having moved the stage ±20 nm in the x and y

direction. The data from the stability analysis are shown in Fig. 2.11, where the five groups

of data points are represented by different symbols. The standard deviations in x∆ and y∆

are 4.5 nm and 5.4 nm, respectively. It should be noted that the data sets shown in both

Fig. 2.9 and Fig. 2.11 are based on measurements involving a movement of the stage between

acquisitions. Repeated acquisitions without stage movements would provide a smaller spread

in position.

From the stability measurements, the experimental precision of 10 nm was therefore
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Figure 2.11: Stability measurements. (a): Five groups of data sets, which were obtained for
the translational piezo-electric stage at five nominal positions. d and α values were extracted
through image analysis, and the data points were subsequently mapped on orthogonal axes using
d
c cos(α+α0) for the horizontal axis x∆ and d

c sin(α+α0) for the vertical axis y∆, with the calibration
constant c determined through the mean values of the groups. α0 is the angle at which the transition
from 0 to 2π occurs for α as a function of transverse sample position, examples of which are shown
in Fig. 2.9. The mapping yielded inferred x-y positions relative to the central position. The ellipses
represent the standard deviation for x∆ and y∆ values. The insets (b) and (c) are histograms of
the x∆ and y∆ values from the group of points belonging to the central stage position.

found to be of the same order as the repeatability of the nanopositioning stage. This means

that intrinsic limitations to the precision of the method from other set-up or image related

factors are not identifiable in this current implementation.

Revisiting the motivation behind the metrology scheme on the one hand (Section 2.4.1),

and the results of Fig. 2.9 on the other hand, something might strike the reader as strange.

Fig. 2.9 shows scans over different transverse scatterer positions, and such scans would

be needed for nanopositioning based on power measurements, too. While a whole scan is

shown for the proof-of-principle experiment, directionality information, which is missing from

power measurements, resides in the angle α. As a consequence, after calibration, a single

measurement reveals information about the direction of the angle singularity. Aside from

that, the angle singularity is recognizable even without any calibration. An advantage of the

proposed technique compared to position sensing using a QPD, where the reference position

of the sample depends on the position of the detection apparatus, is the independence of the
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reference from the camera position.

2.5 Conclusion

The interaction of classical light with nanoapertures has received attention over the last seven

decades, with progress reflecting the advances in computational power, as well as fabrication

and near-field imaging capabilities throughout the years [48, 66].

The results presented in Section 2.3 of this chapter add to the body of work by showing

the dependence of the helicity transformation on the aperture size. Apart from the informa-

tion the experiment provides about the specific system of the nanoaperture, it also showcases

several more general things. In contrast to the more common approach of employing symme-

try arguments to conveniently reduce the amount of computation or measurements required,

here the complete experimental design and analysis are centred on the concept of symme-

tries and conserved quantities. This allows the systematic study of a phenomenon that would

typically be labelled as spin-orbit conversion: The observables total angular momentum and

helicity are used instead of spin and orbital angular momentum, allowing an analysis in terms

of rotational and duality symmetries. In order to do so, one needs to control the helicity of

light in the nonparaxial regime, where its relationship to polarisation is more subtle than in

the paraxial regime. It is demonstrated how this can be achieved with conventional optical

elements.

Continuing with the theme of symmetries and with the same physical system, a simple,

low-cost technique for nanopositioning of nanohole samples was introduced in Section 2.4.

An intuitive explanation was presented for the underlying mechanism, along with experi-

mental results that demonstrate the successful implementation of the method achieving a

deeply subwavelength precision of 10 nm. The technique has straightforward applications in

nanophotonics experiments for testing the alignment and navigating on the sample. Based

on the same symmetry considerations, the technique can be adapted to other types of nanos-

tructures with cylindrical symmetry.



Chapter 3

Manipulation and measurement of the

spectral biphoton wavefunction

3.1 Introduction

Optical quantum metrology can draw its enhanced performance over what is achievable

classically from the use of nonclassical light as the probe [21]. While a number of different

quantum states are known to be suitable for this purpose [67], I will focus on photon pairs as

a resource. This decision is based on the fact that the process of SPDC constitutes a readily

available source of photon pairs, which we have a good understanding and control of [68,

Sec. 12.2] 1. It is interesting to note that due to the lack of distinction at such low number

of photons, a photon pair can simultaneously represent different families of quantum states.

For instance, the state 1√
2

(|2, 0〉+ |0, 2〉), where |m,n〉 stands for a pure two-mode state with

m photons in the first mode and n photons in the second mode, can be considered a NOON

state, but also a Holland-Burnett (HB) state. A HB state is the state that is obtained at

the output of a beam splitter when a twin Fock state with equal photon numbers is incident

on the two input ports [69, 70]. So although the use of photon pairs, which is at best

only capable of providing a modest improvement of the precision 2, is not expected to be

competitive in the long run, it makes for an instructive example and good starting point.

In order to successfully use light for probing an unknown object, a precise control and

knowledge of its state is of benefit. The spectrotemporal properties of the photon pairs are

especially important in applications that rely on specific energies and/or timings (e.g. ones

1In fact, the state created by SPDC is a superposition of vacuum, the desired photon pairs, and multiple
pairs. However, the output is post-selected for the presence of photons, and multiple pair emission is
negligible for the pump powers of interest here.

2see Section 4.2

37
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that involve particular energy transitions or up-conversion), or indistinguishabiliy (e.g. those

based on quantum interference) [71–75].

A set of tools and techniques, including spectrometers, monochromators, spectral filters,

and pulse shapers, are available to enable extensive experimental control of the frequency

content of light. Based on this multitude of options, one may at first be led to believe

that experimentally characterising the spectrotemporal state ought to be easy. However, the

measurement tools operate in the frequency domain, which is only half the story. A full

characterisation requires determining complex amplitudes in either the frequency or time

domain, or simultaneous knowledge of the probability distributions in the frequency and

time domains, from which the phase can be retrieved with the Gerchberg-Saxton algorithm

[76]. In the time domain, a gap exists between our typical experimental timing resolutions,

which are limited by electronic jitter and are on the order of tens of picoseconds or more,

and the time frames of interest, which can commonly be on the order of or below picoseconds

[77, Sec. 34.3.2.1], [78, 79].

In Section 3.2 of this chapter, which is based on [2], I will show a way to influence the

temporal properties of the SPDC biphoton wavefunction by spatial manipulations. The

mechanism relies on correlations between the spatial and spectral DOF, so-called spatio-

temporal correlations. Then in Section 3.3, which follows [3], I will present a new method

to measure the complex spectral wavefunction.

3.2 Manipulation of the time delay between SPDC pho-

tons based on spatio-temporal correlations

This subsection presents the model and mechanism behind an effect that manifests itself

as a surprising change in the temporal delay between two photons in an SPDC pair. The

effect takes place for the case of type-II SPDC with noncritical phase matching, using a cw

pump and focused detection mode, when longitudinally displacing the crystal or collection

lens. A possible implementation is illustrated in Fig. 3.1. The displacement of the crystal or

collection lens results in a change of the time delay distribution, including its mean value.

Owing to the orthogonal polarisations of the two photons in type-II SPDC, the photons have

different group velocities within the birefringent down-conversion crystal. As a result of this

difference, they acquire a relative time delay during the propagation through the crystal.

The reason a change in time delay is surprising is the fact that assuming an undepleted

pump, SPDC is a coherent process in which photons are created with equal probability all

along the crystal. This means that even for a focused pump, the probability of pair creation
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Figure 3.1: An experimental scheme that shows the time delay effect which is the subject of this
section. A cw pump laser is focused into a crystal designed for type-II noncritically phase-matched
SPDC. The down-converted light is collected with a second lens, and after spectral filtering the
photons from a pair are split according to their polarisation with a polarising beam splitter (PBS).
Finally, they are focused to detection apparatus, which may consist of SMFs followed by avalanche
photodiodes (APDs), or of free-space APDs. The relative arrival time between signal and idler
photons is measured as a function of the distance between the nonlinear crystal and the collection
lens.

is equal in every slice of the crystal. Therefore, a first guess that a change in time delays

when moving the crystal might be due to the pump focus being shifted within the crystal,

turns out to be incorrect.

The phenomenon is relatively robust in the sense that it occurs for a number of different

detection schemes; specifically, it was tested for single-mode fibre (SMF) detection, and for

detection by free-space avalanche photodiodes (APDs) with and without the use of a narrow

bandpass frequency filter. In the following pages, I will lay out the mathematical framework

that allows a description of the time delay distributions for an experimentally realistic SPDC

process. We will then study a simplified model which elucidates the underlying mechanism.

Returning to the full model, numerical results for experimentally relevant measurements will

be presented, along with corresponding experimental results that show a good agreement

between the experiment and theory. The experiments were carried out by my colleague

Alexander Büse, and the experimental details can be found in [2].

The aim now is to construct a complete theoretical model of the frequency and momentum

correlations of the biphoton wavefunction and their effect in relevant experimental conditions.

We therefore set out to calculate the number of coincidence counts as a function of time delay

between signal and idler photons from type-II down-conversion, arriving at the detector for

two different detection schemes: SMF collection and free space detection. Since we regard

the pump focal position and distance between crystal and collection lens as free parameters,

they are to appear explicitly in the calculation.
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Let us begin with the biphoton wavefunction at the crystal exit facet, which already

contains the dependence on the pump focal position. Throughout this work, I will model a

narrowband cw pump by assuming a monochromatic pump beam, which means that signal

and idler frequencies add up to a fixed pump frequency. The biphoton wavefunction is

|Ψ〉 =

∫
dqsdqidωs Φfull(qs,qi, ωs, ωi;T )â†s(qs, ωs)â

†
i (qi, ωi)|0〉, (3.1)

where s and i label signal and idler photons, q is the transverse wavevector, ω the angular

frequency, and T the crystal temperature. â†m(q, ω) is the photon creation operator for a

photon mode that has the polarisation as specified by m being either signal or idler, and is

additionally characterised by the transverse wavenumber and frequency. The label signal is

used for the photon of the down-converted pair that has the smaller group velocity inside the

crystal. The integrals are implied to be over all possible values of the integration variables,

unless specified otherwise. Φfull(qs,qi, ωs, ωi;T ) is the biphoton mode function, which takes

on the form3

Φfull(qs,qi, ωs, ωi;T ) ∝ sinc

(
∆kz(qs,qi, ωs, ωi;T )L

2

)
exp

(
−w

2
p|qs + qi|2

4

)
×exp(i kzp(qs + qi, ωs + ωi, T )(zc − zfoc(zc)))
×exp(i (kzs(qs, ωs, T ) + kzi(qi, ωi, T )) L/2). (3.2)

Here L is the crystal length, wp the pump beam waist, kzm the longitudinal component of

the wavevector of photon m, ∆kz the longitudinal wave vector mismatch kzp−kzs−kzi− 2π
Λ

,

and Λ the poling period of the crystal (which can be set to infinity if the crystal has no

periodic poling). ωi is not an independent variable as it is given by ωi = ωp − ωs, but it is

kept in the expressions for the sake of clarity. Since one of the ways to bring about the time

delay effect is by longitudinally displacing the crystal, the model should allow for different

crystal positions. As a part of that, we need to consider the influence the crystal position has

on the pump focal position. The geometry is illustrated in Fig. 3.2. zc denotes the position

of the crystal centre and zfoc(zc) the focus of the pump beam, both relative to the position

at which the focus coincides with the crystal centre (i.e. zfoc = 0 when zc = 0). Clearly, in

the commonly assumed case of the pump focal point lying at the centre of the crystal, the

exp(i kzp(zc − zfoc(zc))) term disappears. Assuming the pump beam is paraxial, its focal

position in the laboratory frame is given by:

3A derivation of the mode function is provided in [80], which can be further simplified for a collinear
configuration. The pump angular spectrum to be used takes into account the longitudinal position of the
pump focus.
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Figure 3.2: (a) Longitudinal shift of the pump focus caused by a translation of the crystal.
z = 0 is the reference position at which the pump focus coincides with the crystal centre. zc is
the position of the crystal centre and zfoc the position of the pump focus. L is the length of the
crystal. This configuration is similar to the one used in [81]. (b) Illustration of the geometry after
the crystal. zCL is the position of the collection lens which has a focal length f1. d is the distance
between a point one focal distance before the collection lens, and the crystal end.

zfoc(zc) =


L
2
− L

2np
: zc ≤ − L

2np

zc − npzc : − L
2np

< zc <
L

2np

−L
2

+ L
2np

: zc ≥ L
2np
,

(3.3)

where np is the refractive index of the crystal experienced by the pump beam. The crystal

positions |zc| = L
2np

correspond to the pump focus lying at one of the crystal facets. Within

the crystal, the pump focal position shifts in the opposite direction to the crystal movement.

Once shifted out of the crystal in either direction, it no longer depends on the crystal position.

From here there are two possible treatments of the spatial DOF, depending on the detection

scheme used.

For SMF detection, a projection into a Gaussian detection mode is performed. This can

be done at the crystal end facet where we have the expression for the biphoton wavefunction

given by Eqs. (3.1), (3.2). The Gaussian detection mode is

G(q)z=zc+L/2 =
wf√
2π

exp

(
−
w2
f |q|2
4

)
exp

(
−i |q|

2d

2kair(ω)

)
, (3.4)

where wf is the detection mode beam waist, and kair(ω) = ω
c

is the wavenumber of the

detected photon in air, c being the speed of light in vacuum. The Gaussian mode is ef-

fectively characterised by two parameters: the beam waist, wf , and the distance of the

crystal end from where the detection focal point would be in the absence of the crystal,

d =
(
f1 − (zCL − zc − L

2
)
)
. Here f1 and zCL represent the focal length and position of the
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collection lens, respectively. The optimal detection beam waist depends on the pump beam

waist among other things, and a body of work on this subject is available in the literature

[82–84]. Usually, the detection focal point is assumed to lie at the centre of the crystal, co-

inciding with the pump focal point, and this imposes a particular distance from the crystal

end to where the detection focal point would be without the crystal,
(
L/2
n

)
(n is an approx-

imation of the refractive indices of signal and idler photons, taken to be the same). The

position of the collection lens for this case is zCL = L
2
− L/2

n
+ f1. Additionally to the crystal

position zc, zCL will also remain a parameter in these calculations to allow for longitudinal

translations of the collecting lens. After projection of the photons into Gaussian detection

modes with equal detection beam waists for signal and idler, the wavefunction reads:

|ΨSMF 〉 =

∫
dωs Φ(ωs, ωi;T )â†s(ωs)â

†
i (ωi)|0〉,

Φ(ωs, ωi;T ) =

∫
dqsdqiΦfull(qs,qi, ωs, ωi;T )G∗(qs)G

∗(qi). (3.5)

In order to calculate the time delay distribution between the arrival times of signal and idler

photons, the following expression is evaluated:

Rcoinc,SMF (τ) ∝ |〈0|Ê(+)
i (t− τ/2)Ê(+)

s (t+ τ/2)|ΨSMF 〉|2, (3.6)

where the operator Ê
(+)
m (t) is proportional to

∫
dω exp(−iωt)âm(ω). The reason t does

not appear on the left-hand-side is that for a monochromatic pump beam, the quantity is

independent of the mean time; it only depends on the time difference.

In contrast to the SMF case where only one spatial mode is relevant at the detector, for

free-space detection, the counts as a function of time delay need to be calculated for all pairs

of points on the detector surfaces, and subsequently integrated over all such available pairs:

Rcoinc,FS(τ) =

∫
Adet

drsdriRcoinc,PP (rs, ri, τ)

∝
∫

Adet

drsdri|〈0|Ê(+)
i (ri, t− τ/2)Ê(+)

s (rs, t+ τ/2)|Ψ〉|2 (3.7)

The electric field operator at the detector plane can be related to the annihilation oper-

ator at the crystal exit facet using a thin lens model from Fourier optics and the Fresnel
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approximation:

Ê(+)(r, t)z=zdet =

∫
dω dq exp

(
−if1

f2

r ·q− iωt
)

×exp (−ikair,zd) â(q, ω)z=zc+L/2

≈
∫

dω dq exp

(
−if1

f2

r ·q− iωt
)

× exp

(
i

(
−kair(ω) +

|q|2
2kair(ω)

)
d

)
â(q, ω)z=zc+L/2, (3.8)

where f1 and f2 are the focal lengths of the collection lens and of the focusing lenses in

front of the detectors, respectively. For each pair of points that contribute to the integral in

Eq. (3.7) and for the expression from the Gaussian detection scheme (3.6), the coincidence

counts as a function of time delay can be cast in the form of

Rcoinc(τ) ∝
∣∣∣∣ ∫ dqsdqidΩ exp (i(kzs(qs,−Ω, T ) + kzi(qi,Ω, T )) L/2)

×exp

(
id

( |qs|2
2kair(−Ω)

+
|qi|2

2kair(Ω)

))
×sinc

(
∆kz

L

2

)
g(qs,qi, zc) exp(iΩτ)

∣∣∣∣2. (3.9)

Ω is defined as Ω ≡ ωi − ωp/2, and the shorthand of Ω as an argument of wavenum-

bers implies an evaluation at ωp
2

+ Ω. g(qs,qi, zc) incorporates the remaining terms and

depends on the type of detection and on the crystal position through the pump focal posi-

tion. The term that models a change in the distance between crystal and collection lens is

exp
(
id
(

|qs|2
2kair(−Ω)

+ |qi|2
2kair(Ω)

))
. What impact does such a transverse momentum-dependent

phase have on the time delay? A potential impact must be mediated by spatio-temporal

correlations. Hence, a way to develop an understanding is by considering the form of spatio-

temporal correlations imposed by the phase-matching conditions of SPDC.

To gain an intuitive picture of the system, in the following I develop a toy model by

introducing approximations. I will, however, return to the full Eqs. (3.6) and (3.7) for the

simulation. To learn about the spatio-temporal correlations, it is instructive to perform a

multivariate Taylor approximation of kzs, kzi and ∆kz, about the collinear degenerate case

up to leading order terms 4. The reference, for which we take kzp − kzs − kzi − 2π
Λ

= 0, is

therefore at Ω = 0, T = T0, qs = qi = 0. For now, let us further simplify the analysis

by considering the case of a plane wave pump beam with qp = 0 for the toy model. This

4Details can be found in Appendix C.3
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imposes −qs = qi ≡ q, and hence |qs|2 = |qi|2 = |q|2 which will allow us to immediately

draw some interesting conclusions:

∆kz ≈ ΩD + (T − T0)E +
|q|2

2ks(0)
+
|q|2

2ki(0)
, (3.10)

where D =
(
∂ks
∂Ω
− ∂ki

∂Ω

)
and E =

(
∂kp
∂T
− ∂ks

∂T
− ∂ki

∂T
+ 2π

(Λ(T0))2
∂Λ
∂T

)
. From now on, all derivatives

are evaluated at the reference settings mentioned above. With very long crystals and a

plane wave pump beam, the photons would be generated only in the perfect phase matching

condition, ∆kz = 0. One can see that this case entails a linear dependence between Ω

and |q|2, indicated by the overlaid line in Fig. 3.3 (a) and also shown in Ref. [85]. As a

result, the q-dependent phase term induced by a relative displacement between the crystal

and collection lens, causes a shift of the time delays which is proportional to the change

in distance between the two. This mechanism can cause a crystal position-dependent time

delay of the emitted photons. It is interesting to note that the absence of a linear term in

momentum in Eq. (3.10) is due to the fact that in the configuration under investigation, the

photons propagate along one of the optical axes; in other configurations there can be a linear

dependence in the momentum [86]. In the case of type-I down-conversion [87–89] a linear

relationship also appears, since the spatio-temporal correlation of the case under study relies

on a difference in the group velocities of signal and idler.

Let us return to the finite crystal model where the sinc function actually results in a

spread of |q|2 values for a given Ω value. To account for this spread and deepen our first

grasp of the underlying physics, let us analyse (3.9), again using the Taylor approximation

of the longitudinal wavevector mismatch (3.10).

Rcoinc(τ) ∝∼
∣∣∣∣ ∫ dqdΩ exp

(
i
L

2

(
ks(0) + ki(0) + (T − T0)

(
∂ks
∂T

+
∂ki
∂T

)
− ΩD

))
×exp

(
id

( |q|2
2kair(−Ω)

+
|q|2

2kair(Ω)

))
×sinc

((
ΩD + (T − T0)E +

|q|2
2ks(0)

+
|q|2

2ki(0)

)
L

2

)
g(q) exp(iΩτ)

∣∣∣∣2. (3.11)

Since a plane wave pump is assumed and therefore qs = −qi, the integrals over signal and

idler transverse momenta were replaced by an integral over one transverse momentum. Also

note that the dependence of g on the crystal position, zc, has dropped out for a plane wave

pump. It is now possible to proceed with Eq. (3.11) as follows: Since the modulus is taken,

the phase that is independent of the integration variables can be removed. Next, one can

evaluate the integral over Ω, which is an inverse Fourier transform of a sinc function. Then,
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the functions that contain no dependence on q can be taken outside of the remaining integral.

This leaves us with

Rcoinc(τ) ∝∼
∣∣∣∣ 2π

DL
rect

(
1

DL

(
τ −DL

2

))
×
∫

dq exp

(
id

( |q|2
2kair(−Ω)

+
|q|2

2kair(Ω)

))
×exp

(
−i
(
τ −DL

2

)
1

D

( |q|2
2ks(0)

+
|q|2

2ki(0)

))
g(q)

∣∣∣∣2. (3.12)

At this point, making the approximation of ks(0) ≈ ki(0) ≈ nkair(Ω) ≈ nkair(−Ω) ≈ nkair(0)

shows the primary effect of changing the distance between crystal and collection lens:

Rcoinc(τ) ∝∼
∣∣∣∣ 2π

DL
rect

(
1

DL

(
τ −DL

2

))
×
∫

dq exp

( −i|q|2
nDkair(0)

(τ − τ0)

)
g(q)

∣∣∣∣2, (3.13)

where τ0 = DL/2 + nD(f1 − zCL + zc + L/2). The two key outcomes we can learn from the

simplified expression (3.13) are the rectangular function and the shift in τ within the integral.

The rectangular function has a width of DL and is centred such that the non-zero interval

begins at 0. It physically corresponds to the time delays photons can acquire throughout

the length of the crystal and ensures that the time delay distribution can only be non-zero

in this specific interval. As for the specific shape of the time delay distribution, this depends

on g(q), which means that it is not predicted with this general analysis. The important

thing, however, is that within the applicability of the approximations made, a change in the

distance between collection lens and crystal, zCL − zc, results in a shift of the time delay

distributions, except for the fixed cut-off by the rectangular function. The shift is given by

nD∆z, where ∆z is the displacement of the crystal or collection lens. It is important to

bear in mind that this general analysis applies to the case of fibre-coupled detection and to

individual pairs of points on the detectors contributing to the free-space detection.

Now that we have gained an understanding of the underlying mechanism, let us look into

the implications this has on experimentally realistic settings. The numerical results from

the remainder of this subsection are based on the biphoton mode function and coincidences

given by (3.6) and (3.7) as evaluated numerically without the approximations made later on,

with the refractive indices modeled by temperature-dependent Sellmeier equations 5. One

5Details can be found in Appendix C.1
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of the detection schemes incorporates a bandpass filter, which was modelled with a Gaus-

sian spectral transmission function applied to the biphoton wavefunction. The parameters

required as inputs to the simulations are the crystal length, crystal poling period, crystal

temperature, pump wavelength, pump beam waist, and the detection beam waist (for SMF

detection) or the magnification of the imaging system and the detection area (for free-space

detection). The parameter values used for the simulations are provided in the caption of

Fig. 3.4.
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Figure 3.3: (a) Calculated spatio-temporal correlations of the SPDC wavefunction for exper-
imentally relevant parameters (the parameters are as specified in the caption of Fig. 3.4 (b), but
without a spectral filter). The plotted quantity is proportional to the probabilities of different qx, Ω
values for a photon with qy = 0, after having traced out the other photon of the pair. The overlaid
line illustrates the linear dependence between Ω and |q|2. (b) Simulated time delay distribution
between signal and idler photons for SMF detection (corresponding to Fig. 3.4 (a)), with the crystal
in the central position (solid line) and shifted by 1 mm (dashed line).

To demonstrate the applicability of the key analytic results from the toy model, which

assumes a plane wave pump and is based on a Taylor approximation of the wavevector

mismatch, to the experimentally more realistic case of a focused pump beam, simulation

results are presented in Fig. 3.3 without the use of those approximations. Fig. 3.3 (a) shows

the spatio-temporal correlations for an experimental set-up, with the linear dependence

between |q|2 and Ω illustrated. The main outcomes from the simplified expression (3.13)

can be recognised in Fig. 3.3 (b), which shows time delay distributions for two different

crystal positions using the SMF detection scheme. As discussed, the time delay distribution

is shifted when the crystal is displaced, except for a fixed cut-off that remains and is modelled

by the rectangular function. Of course unlike for a plane wave pump, the pump focal position

comes into play for a focused pump. From further simulations it was found that the focal

position of the pump beam has little effect on the time delay shift, but has a significant
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impact on the proportion of photons detected, particularly depending on whether the pump

and detection focal positions match up.

Experimentally, a direct measurement of the actual time delay distributions such as

predicted in Fig. 3.3 (b) is extremely challenging owing to the electronic jitter of the mea-

surement apparatus, which is much larger than the time delays in question. Measuring a

mean time delay is a more modest and realistic, although still nontrivial, endeavour that is

detailed in [2]. Therefore, Fig. 3.4 shows mean time delays as a function of the longitudinal

crystal position, for three different detection schemes: (a) With detection after incoupling

into SMFs, (b) with free-space detection after a 2.5 nm wide bandpass filter, and (c) with

free-space detection after a longpass filter. Across these different detection schemes, the

behaviour is qualitatively the same: At the central crystal position, the mean time delay

corresponds to the delay acquired between signal and idler photons based on their group ve-

locity mismatch and a propagation through half of the crystal length. In some region around

the central crystal position, the mean time delay is monotonic with the crystal position. As

the crystal is displaced even further, a turning point is traversed and the mean time delays

once again approach the one corresponding to propagation through half of the crystal length.

The behaviour of the mean time delays as a function of crystal position can be understood

by considering what happens to the full time delay distribution. The exact shape of the
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Figure 3.4: Mean time delay between signal and idler as a function of the crystal z-position
for different detection schemes. (a) With detection after incoupling into SMFs, (b) with free-space
detection after a 2.5 nm wide bandpass filter centred at 808 nm, and (c) with free-space detection
after a longpass filter. The solid lines are simulation results, while the data points with error bars
extending over one standard deviation are experimental results obtained by Alexander Büse. The
parameters used in the simulation match the following experimental settings: a periodically poled
potassium titanyl phosphate (ppKTP) crystal of 15 mm length with a poling period of 9.89 µm
and a 404.25 nm pump beam. (a) wp = 12.9 µm, T = 59 ◦C, wf = 18 µm, (b) wp = 11.4 µm,

T = 58◦C, l = 40 µm, f1
f2

= 5
3 , (c) wp = 11.4 µm, T = 60◦C, l = 40 µm, f1

f2
= 5

3 . l denotes the side
length of the quadratic free-space detection area.
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time distributions and mean time delay curves is jointly determined by the details of the

nonlinear crystal (material, length, poling period, temperature), as well as the pump and

detection modes and wavelengths. The central crystal position produces a symmetric time

delay distribution, an example of which is depicted as the solid line of Fig. 3.3 (b). With a

displacement of the crystal, this distribution is shifted (see dashed line). However, parts of

the distribution are lost as they would be shifted outside the non-zero region, corresponding

to 0 and the maximum time delays. When the bulk of the original peak is lost and only

some pedestal remains, the mean time delay returns back towards the value corresponding

to the central crystal position. At the same time, coincidence counts are lost, which is

demonstrated for the case of free-space detection with a bandpass spectral filter in Fig. 3.5.

An important but not immediately obvious fact is that even in the optimal case of central

crystal position, only a portion of the down-converted photons is detected. This corresponds

to the maximum in Fig. 3.5. For the case of SMF coupling, this is unsurprising since the

detection is governed by the overlap between the Gaussian detection mode and the spatial

mode of the SPDC photons, which are not in a purely Gaussian mode. However, losses

also exist for free-space detection as simulated here, due to the SPDC beam exceeding the

detector area. Although spatio-temporal correlations have been identified as the underlying

mechanism, imperfect detection is in fact also required to create the overall effect of the

changing time delays.
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Figure 3.5: Drop of the coincidence count rate with longitudinal displacement of the crystal.
The simulation (solid line) is for the free-space detection scheme with the 2.5 nm wide bandpass
filter, i.e. the case belonging to Fig. 3.4 (b). The experimental values were measured by Alexander
Büse.

A very similar behaviour was obtained when longitudinally displacing the collimating

lens behind the nonlinear crystal instead of displacing the crystal. This can be attributed

to the same mechanism, because the factor responsible for the effect in Eq. (3.9) is d =(
f1 − (zCL − zc − L

2
)
)
, which directly contains the distance between crystal and collection
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lens. However, a displacement of the nonlinear crystal is experimentally more meaningful,

in the sense that on the one hand, a misalignment is more likely to occur unintentionally

and on the other hand, if one wanted to deliberately produce the effect, it would also be the

better choice. The reason is that the drop in coincidence counts with a movement of the

crystal is smaller than with a movement of the collimating lens.

This subsection has studied the effect that imparting a quadratic phase as a function of

the signal and idler transverse momenta has on the time delays. As future work, this specific

example of manipulating the temporal DOF through the spatial one could be extended

to more general schemes. The spatio-temporal correlations offer the prospect of shaping

the spectral wavefunction through more complex spatial manipulations. Arbitrary spatial

phase and amplitude distributions could be imparted using components such as spatial light

modulators (SLMs), holograms, and q-plates. This could result in a scheme with a similar

operational principle to that of typical pulse shapers, which employ a grating to separate

frequencies, an SLM or similar to imprint the desired function on the photons, and a second

grating to subsequently recombine the frequencies [90]. However, since spatio-temporal

correlations manifest themselves as specific frequencies corresponding to particular spatial

modes, the need for the separation of frequencies via prisms could be circumvented. A step

towards such a scheme is also demonstrated in the next subsection.

3.3 Measurement of spectral biphoton wavefunctions

through quantum interference

Now that we have looked at ways to influence the spectrotemporal properties of biphotons,

the next question arising is how these properties can be experimentally measured. Several

approaches to reconstructing the full complex spectral wavefunction are possible, each asso-

ciated with some experimental challenges. Interferometric methods require a high level of

stability [91–93]. Other methods widely used for determining the complex spectra of bright

coherent sources rely on nonlinear optical effects [94]. Yet, such effects are inherently ineffi-

cient at the low intensity levels typical of quantum light sources. Technological and material

advances have recently bridged the gap and enabled the use of sum-frequency generation

(SFG) for measuring time delay distributions of photon pairs [72, 73, 95]. However, they

usually require large nonlinearities or high powers to be effective.

Hong, Ou, and Mandel set out to measure the time delay between two photons in a pair,

back when the inefficiencies of SFG were prohibitive. This prompted them to come up with

an alternative strategy to measure the coherence length and time delay between two photons,
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circumventing the need for optical nonlinearities. It resulted in the 1987 experiment that

now carries their name and is one of the most prominent examples of quantum interference

[15]. As we will see later on, the usual HOM dip does not allow to reconstruct the full

wavefunction. However, the interference phenomenon has since then proven useful in a

variety of applications, including quantum teleportation [96], quantum gates [97, 98], linear

optics quantum computation [99], Bell-state analysers [100], and the measurement of the

group velocity of light [101], as well as of dispersion [102].

Extensions of the HOM approach also enable the full reconstruction of complex spectral

wavefunctions. Chen and co-workers [103] rely on the time resolution of the detectors to

directly measure time delay distributions, and therefore their method is applicable to very

narrow-band biphotons. In contrast, Douce et al. [104] propose a scheme to measure the

biphoton Wigner function using HOM interference by adding shifts of the biphoton fre-

quencies. Yet, a direct practical implementation of such shifts is not particularly simple or

efficient [105]. This subsection presents a variation of the scheme in Ref. [104], that relies on

the ability to effectively shift the relative frequency of the biphoton state in the generation

process. It allows the measurement of the complex spectral wavefunction for type-II SPDC

with a monochromatic pump in an arbitrary paraxial spatial mode, after projection of the

down-converted photons into a likewise arbitrary paraxial spatial mode. In this subsection I

demonstrate the method for the particular configuration of collinear down-conversion using a

periodically poled crystal, i.e. the same SPDC scheme as in the previous subsection. Exper-

iments implementing the method, and thereby successfully reconstructing complex spectral

wavefunctions, were performed by my colleague Alexander Büse and are further detailed in

Ref. [3]. Other type-II SPDC configurations will also be discussed. Different systems, such

as four-wave mixing in atomic species, can be similarly controlled by tuning the frequencies

of the pumps [103]. The assumption of a monochromatic pump beam means that the fre-

quencies of signal and idler photons are perfectly anticorrelated, hence reducing the problem

to the determination of a complex-valued function of one variable. We will concentrate on

the case of a monochromatic pump, but will also address the question of a pulsed pump later

on.

The experiment is an extension of a conventional HOM type set-up by tuning either the

temperature of the nonlinear crystal or the pump frequency, so that a quantum interference

coincidence pattern is recorded as a function of path length difference and crystal tempera-

ture or pump frequency. An example of such a pattern for a particular set of spatial modes

can be found in Ref. [106]. We will see that this type of a multivariable quantum interference

pattern can in fact be used to reconstruct the complex spectral mode function Φ (Ω), which

determines the wavefunction |Ψ〉 =
∫

dΩ Φ(Ω)â†s
(ωp

2
+ Ω

)
â†i
(ωp

2
− Ω

)
|0〉. Here â†m(ω) is
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the creation operator for a photon with frequency ω and polarisation as indicated by the

subscript, and ωp is the pump frequency.

Section 3.2 has already shown that the spectral wavefunction can be influenced through

the spatial DOF. Continuing with this idea, an influence of the spatial detection modes

on the wavefunction will be used to create different test cases. This leads to nontrivial

complex spectra with marked differences to the standard sinc function [106], making their

characterisation worthwhile. The ability to shape the spectral wavefunction is important

for quantum information and communication applications, and has already been pursued

for single photons and photon pairs using other approaches [95, 107]. A way of narrowing

the spectrum of bright squeezed vacuum has also been introduced and demonstrated in Ref.

[108].

Figure 3.6: Proposed experimental set-up: A monochromatic pump beam is focused into the
temperature-controlled nonlinear crystal in which the collinear type-II SPDC process takes place.
The down-converted light is collimated by a lens after the crystal. The pump beam is discarded by
a longpass filter. The photon pairs (s and i denoting signal and idler, respectively) are separated
by a polarising beam splitter (PBS). A set of waveplates (shown as the grey line in the signal path)
is used to maximise interference. The path length in air between the signal and idler arms differs
by a controllable amount ∆S, before coupling into SMFs. Finally, the photons pass through a fibre
beam splitter (BS), and coincidences (&) are detected across two APDs, one for each fibre beam
splitter output arm. Alternatively, it is also possible to implement a free space HOM experiment,
with the SMF coupling at the end. For the use of higher order Laguerre Gaussian detection modes,
holograms can be inserted in the paths before SMF coupling.

The experimental set-up that is proposed here for measuring the spectral wavefunction

and that is modelled in the simulations, is shown in Fig. 3.6. It consists of a HOM experiment

using photons which are created in collinear, type-II down-conversion using a monochromatic

Gaussian pump beam focused in the nonlinear crystal, and are separated by a polarising

beam splitter. The special feature of the experiment is a tuning of the crystal temperature,
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or alternatively of the pump wavelength, in addition to the usual sweep of path length

differences. To create different test cases, the usual Gaussian detection mode is modified,

by projecting the down-converted photons into a Laguerre-Gaussian mode, or by displacing

the nonlinear crystal along the beam’s propagation axis.

The data acquisition consists in measuring the coincidence count rate as a joint function of

path length difference and either the crystal temperature or pump frequency. The simulation

results are presented for a tuned crystal temperature, but the written expressions account

for both possibilities. Tuning of the crystal temperature is known to influence the biphoton

wavefunction through the temperature dependence of the crystal’s dielectric tensor and if

the crystal is periodically poled, additionally through thermal expansion leading to a change

in its poling period.

The normalised coincidence count rates can be modelled as

Rcoinc(∆S, T, ωp) = t4 + r4 − 2r2t2Re [f (∆S, T, ωp)] , (3.14)

where ∆S ≡ (Ss − Si) is the difference between signal and idler path lengths, T is the crystal

temperature, ωp the pump frequency, and t and r are the moduli of the transmission and

reflection amplitudes of the HOM beam splitter, respectively. In addition, I have defined

f (∆S, T, ωp) ≡
∫

dΩΦ (Ω;T, ωp) Φ∗ (−Ω;T, ωp)

× exp (i∆S2Ω/c) , (3.15)

where c is the speed of light in vacuum. The conventional HOM dip is a slice of such a

surface Rcoinc(∆S, T, ωp) along the ∆S direction, keeping the crystal temperature and pump

frequency fixed. The coincidence counts thus involve our complex wavefunction of interest,

Φ (Ω;T, ωp) ≡
∫ ∫

dqsdqi Φfull(qs,qi,Ω;T, ωp)

×G∗s (qs)G
∗
i (qi), (3.16)

where Φfull(qs,qi,Ω;T, ωp) is the wavefunction before projection into the spatial modes

Gs(qs) and Gi(qi), with q being the transverse momenta 6. However, due to the nature

of quantum interference, the wavefunction appears in the form of

F (Ω, T, ωp) ≡ Φ (Ω;T, ωp) Φ∗ (−Ω;T, ωp) , (3.17)

6Details can be found in Appendix C.2
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which will be referred to as the symmetrised wavefunction. Since F (Ω, T, ωp) is Hermitian

with respect to Ω, f (∆S, T, ωp) is real and from the coincidence rates (recall Eq. (3.14)):

f (∆S, T, ωp) =

(
1

2r2t2
(
t4 + r4 −Rcoinc(∆S, T, ωp)

))
. (3.18)

We then obtain F (Ω, T, ωp) by taking the Fourier transform of f (∆S, T, ωp) with respect to

∆S:

F (Ω, T, ωp) =
1

cπ

∫
d∆Sf (∆S, T, ωp) exp(−i(2Ω)∆S/c). (3.19)

Because the symmetrisation is not isomorphic, Eq. (3.17) can in general not be inverted to

retrieve the wavefunction from the usual HOM dip, so additional information is required.

One possibility is to extend the measurements by shifting the relative frequencies of signal

and idler. The reconstruction is also possible by performing a temperature or a pump

frequency sweep. To see this, let us perform a multivariate Taylor expansion to leading

orders of the wavevector z-components for each of pump, signal, and idler (indicated by

subscript m), about the values at which perfect phase matching takes place: at frequencies

ωm = ω0m, crystal temperature T = T0, and transverse wavevector qm = 0. From the Taylor

series approximation, symmetrised wavefunctions at different temperatures can be related

by shifting the frequencies, while keeping the temperature fixed 7:

Φ (Ω;T0 + ∆T, ω0p + ∆ωp) Φ∗ (−Ω;T0 + ∆T, ω0p + ∆ωp)

≈ Φ (Ω + ∆Tct + ∆ωpcωp;T0, ω0p)

×Φ∗ (−Ω + ∆Tct + ∆ωpcωp;T0, ω0p) , (3.20)

where the following definitions have been used:

ct ≡ − XT(
∂ks
∂ω
− ∂ki

∂ω

) , (3.21)

XT ≡
(
∂kp
∂T
− ∂ks
∂T
− ∂ki
∂T

+
2π

(Λ (T0))2

∂Λ

∂T

)
, (3.22)

cωp ≡ − Xω(
∂ks
∂ω
− ∂ki

∂ω

) , (3.23)

Xω ≡
(
∂kp
∂ω
− ∂ks

2∂ω
− ∂ki

2∂ω

)
. (3.24)

Here, km are the wavenumbers in the crystal (pump, signal, and idler indicated by subscripts),

7Details can be found in Appendices C.3 and C.4
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ωm the frequencies, and Λ the poling period of the crystal. The ∂km
∂ω

are inverse group

velocities. All derivatives are evaluated at the reference temperature T0 and frequencies

ωm = ω0m, m ∈ {p, s, i}. ct and cωp can be identified as proportionality constants between a

shift in T or ωp, and Ω. They represent the measurable sensitivity of the biphoton spectrum

to the crystal temperature and pump wavelength. The complex mode function can be

obtained as a slice through F (Ω,∆T,∆ωp) :

Φ(2ct∆T + 2cωp∆ωp;T0, ω0p) =
F ∗(−ct∆T − cωp∆ωp, T0 + ∆T, ω0p + ∆ωp)√

|F (0, T0, ω0p)|
.

(3.25)

As previously mentioned, either crystal temperature or pump frequency may be swept in

the experiment. However, it is sufficient to scan one, while keeping the other variable fixed.

The whole data analysis is illustrated in the schematic of Fig. 3.7.
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Figure 3.7: Steps to determine Φ(Ω) from Rcoinc(∆S,∆T ). Starting with Rcoinc, the real
coincidence counts, elementary operations are performed to arrive at another real function f (Eq.
(3.18)). Taking a Fourier transform of f with respect to ∆S leads to the complex function F (by
Eq. (3.19)). The desired wavefunction is obtained by taking an appropriate slice of F (by Eq.
(3.25)). The essence of the method is the fact that for the symmetrised mode function, which
occurs in the quantum interference coincidence counts, a change in temperature is approximately
equivalent to a shift in frequency.

The use of the reconstruction method is demonstrated on three test cases, shown in Fig.

3.8. The test cases all use a Gaussian pump beam with a beam waist of 4.3 µm, but differ

in the detection modes. These are, each with a beam waist of 9.6 µm, (a) Gaussians with

the crystal centred, (b) Gaussians with the crystal displaced by 3 mm along the propagation

direction, and (c) the Laguerre Gaussian modes (azimuthal index, radial index) = (1,0),

(-1,0) with the crystal centred.
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Figure 3.8: Demonstration of the reconstruction method on three test cases, obtained through
the use of different projection modes. Theoretical results are in the left panel, while the correspond-
ing experimental results, obtained by Alexander Büse, are shown on the right. For the simulations,
a pump beam with a wavelength of 404.25 nm and a beam waist in the crystal wp = 4.3 µm is used.
The crystal is a 15 mm long ppKTP crystal with a poling period Λ(T0) = 9.89 µm at the collinear
degenerate crystal temperature T0 = 58◦C. The parameter ct for an expansion about degenerate
SPDC is −4.8698 × 1011 (◦C · s)−1. The detection beam waist is ws = wi = 9.6 µm in all cases.
The detection modes are (a) Gaussians with the crystal centred, (b) Gaussians with the crystal
displaced by 3 mm along the propagation direction, and (c) a pair of Laguerre Gaussian modes (1
0), (-1 0) with the crystal centred. The plots show (from left to right) the coincidence counts, the
complex spectral wavefunctions (amplitude in arb. units), the spectral distributions (arb. units),
and the time delay distributions (arb. units). For experiments, the spectral distribution is omitted.
The red dotted lines are the reconstruction results, while the black solid lines within the theory
section are based on the simulated wavefunction.

The left panel contains the theory results, while the right panel shows experimental re-

sults. The experiment was performed by Alexander Büse and is discussed in more detail in

[3], but a good agreement between theory and experiment can be noted. The theory results

were obtained in the following way: From a model of the nonlinear process and detection,

the spectral wavefunction was obtained directly (black solid line). Then, the quantum inter-

ference pattern was simulated, based on which the spectral wavefunction was reconstructed

using Eqs. (3.18-3.25) (red dashed line). The spectral and time delay distributions were cal-

culated both from the original and the reconstructed wavefunction, shown in black solid and

red dashed lines, respectively. This allows drawing a comparison between the reconstructed

functions and the original ones.

Fig. 3.8 shows a close match of the original and reconstructed theoretical distributions.
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The only visible deviation is in the time delay distribution for the case of the Laguerre

Gaussian detection mode (c). The origin of the deviation is an error in the reconstructed

phase. For any particular implementation, the error is limited and depends on the optical

properties and length of the crystal, as well as the spectral bandwidth. The spectral band-

width is influenced by the detection mode, and the choice of a small detection beam waist

corresponds to a broad spectrum, which allows to explore limitations of the method. The

deviation in phase cannot be seen easily in Fig. 3.8 because it is comparatively small, but

there is a quadratic error.

To gain some understanding of the error in the phase, it is useful to distinguish phases

from two origins: First, phases stemming from the projection into spatial modes, and sec-

ond, from the propagation through the nonlinear crystal (and possible further dispersive el-

ements). While there are no issues with phases originating from the projection, the method

is limited in the reconstruction of phases from the propagation through the crystal (and

further dispersive elements).

Let us see why a difference exists between the two. The technique is based on shifting the

relative frequencies of signal and idler photons, which is achieved by changing the crystal

temperature (or pump frequency). The reason that such a change causes a relative shift

in frequencies when Eq. (C.6) from Appendix C is used in Eq. (C.2), is the appearance of

linear terms in both the temperature dependence (pump frequency) and biphoton frequency

within the sinc function. In contrast, when using Eq. (C.4) in Eq. (C.2), the term in the

biphoton wavefunction corresponding to the propagation through the crystal, the third line

of Eq. (C.2), does not have the same relationship between the variables. Therefore, the

phase from the propagation through the crystal is not appropriately shifted with the rest

of the wavefunction. However, for the symmetrised form of the wavefunction, Eq. (C.7),

the problem disappears when using a Taylor expansion up to leading order. As a result,

only the linear term of the phase originating from the propagation through the crystal is

reconstructed. The same thing happens when the photon pair propagates through additional

dispersive elements after the down-conversion crystal.

To clarify this, a closer look into the numerical results for the Laguerre Gaussian case

(Fig. 3.8 (c)) is instructive. In Fig. 3.9 (a), the error of the reconstructed phase is plotted.

This is a quadratic error, which stems from the propagation of the photons to the end of

the crystal, effectively a propagation through a thickness of L/2. In Fig. 3.9 (d), the already

familiar original and reconstructed time delay distributions of the two photons are shown.

To demonstrate that the quadratic phase not recovered by the method originates from the

dispersion of the nonlinear crystal, Fig. 3.9 (b) and (e) show the results when a potassium

titanyl phosphate (KTP) compensation crystal of length L/2, rotated by 90◦ compared to the
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first crystal, is inserted after the down-conversion crystal. The addition of the compensation

crystal has increased the quadratic phase that is not reconstructed by the method. Due to

this increased error of the phase, the discrepancy between the corresponding reconstructed

and original time delay distributions (Fig. 3.9 (e)) has increased. The time delay distribution

has additionally been shifted, which is the usual purpose of such a compensation crystal.

Fig. 3.9 (c) and (f) depict what happens if instead of inserting a compensation crystal, we

artificially remove the quadratic phase shown in (a) from the biphoton wavefunction. In this

case, the reconstructed phase and time delay distribution match the original ones well.
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Figure 3.9: Numerical results of the error of the reconstructed phase (upper row) and of the
original and reconstructed time delay distributions (black solid line and red dashed line, respectively,
of the lower row), for some variations on the test case with Laguerre Gaussian detection modes
(Fig. 3.8 (c)). (a) and (d) correspond to the original configuration as in Fig. 3.8 (c). (b) and (e) are
with a KTP compensation crystal of length L/2, rotated by 90◦ compared to the down-conversion
crystal, inserted in the collimated beam after the first crystal. For (c) and (f) the quadratic phase
of (a) is artificially removed from the biphoton wavefunction.

Note that the discussed lack of sensitivity of the reconstruction method does not mean

that it is only sensitive to odd functions of the phase, as the phase imparted through the

spatial projection can be arbitrary and is recovered by the method.

Let us now return to the main results shown in Fig. 3.8 and take a look at the impact

the detection mode has on the spectral wavefunction. A comparison of the three rows in

Fig. 3.8 shows significant differences. The Gaussian detection with the crystal centred (a)
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yields a quantum interference pattern that is symmetric with respect to ∆S, about a value

that depends on the time delay acquired when signal and idler photons propagate through

half the length of the nonlinear birefringent crystal. The phase of the wavefunction has a

primarily linear trend due to this time delay, but it also undergoes jumps that stem from

sign changes in the sinc terms contained in the wavefunction. The spectrum’s departure

from a sinc squared function is highlighted by its asymmetry. It arises from the use of a

small detection beam waist, and also results in the asymmetry of the quantum interference

pattern in the ∆T direction. The time delay distribution has a symmetric peak centred

at the time delay acquired by propagation through half of the crystal. When the crystal is

displaced (b), the quantum interference pattern becomes asymmetric, the phase changes, and

the time delay distribution shifts, which is consistent with the results from Section 3.2 and

Ref. [2]. Using the Laguerre Gaussian detection mode with the crystal centred (c) changes

the structure of the quantum interference pattern markedly, even transforming the dip into

a peak. The phase of the wavefunction is similar to the Gaussian case, but the spectrum

has a side lobe. A change of the spectrum makes sense, since the doughnut shape of the LG

detection mode leads to a preferential detection of photons with larger transverse momenta;

due to spatio-temporal correlations, these photons with larger transverse momenta also tend

to have larger Ω. Remarkably, the time delay distribution has a dip at the approximate axis

of symmetry, which means that the probability of photons arriving with their mean time

delay is suppressed.

In summary, in this subsection I proposed a method to reconstruct the complex spectral

wavefunction of a biphoton, which addresses the original idea of Hong, Ou, and Mandel,

although for type-II SPDC. The proposal is based on analytic results and the applicability

of the approximations made was numerically verified for an experimentally realistic set-up.

Corresponding results from an experimental implementation carried out by Alexander Büse

were also shown for comparison. The essence of the proposed method lies in the fact that

a change in temperature or pump frequency is approximately equivalent to a shift of the

frequency for the symmetrised mode function that determines the quantum interference

coincidence counts.

On the one hand, a limitation of the technique compared to some of the other methods

is its restricted applicability. In particular, to manipulate the biphoton in the appropriate

manner through the generation process, so that its wavefunction can be shifted as shown

here, the argument of the phase matching function must be linear in the relative frequency

Ω. This includes processes such as collinear and noncollinear type-II SPDC with or without

periodic poling 8, but not type-I collinear degenerate down-conversion due to the group

8Details can be found in Appendix C.5
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velocities of the two photons being equal. Moreover, post-emission spectral manipulation

that does not comply with Eq. (3.20), such as the use of spectral filters or propagation

through dispersive elements, will lead to a faulty reconstruction. This section has explicitly

dealt with the case of the biphotons being in a pure state and produced by a monochromatic

pump beam. As an extension, following the results in Ref. [104], f (∆S, T, ωp) provides

the Wigner function in the case of a mixed state. For the case of a pulsed pump where

the biphoton wavefunction depends on both signal and idler frequencies, useful information

could still be obtained: Provided that the bandwidth is not so wide as to produce problems

with the phase in Eq. (3.20), f (∆S, T, ω0p) provides the Wigner function in which the sum-

frequency variable has been traced out 9. The reconstruction is unsuccessful at recovering

the limited part of the quadratic and higher order phase that arises from the propagation of

the biphoton to the end of the crystal. Whether the error causes a visible deviation depends

on the relative contribution of the frequencies further from the degenerate frequency, which

is influenced by the detection beam waist. Here I was deliberately working with small beam

waists that provide relatively wide spectra, in order to probe limitations of the method.

On the other hand, a considerable advantage of the method lies in its simplicity, which

extends from the experimental equipment and implementation right to the data analysis. The

experimental resources consist of coincidence counting, temperature control of the nonlinear

crystal, and a beam splitter. The experimental implementation of the technique is not

faced with the challenging stabilisation requirements of interferometric measurements [93],

or the inefficiencies causing a need for high pump powers [72], incurred by measurements

that rely on nonlinear optical effects. The analysis is straightforward, since it is a closed

form solution, and no iterative, complicated algorithm is required. This is in contrast to

frequency-resolved optical gating (FROG) type measurements [94], which are a popular

choice for bright coherent pulses, and have recently even be implemented on single photon

pulses [109].

Lastly, the freedom to choose spatial pump and detection modes offers some interesting

possibilities. The spectrotemporal properties of the biphoton are characterised after projec-

tion into a spatial mode. At first sight, the impression may arise that the spatial DOF would

not play a role. However, as the results demonstrate, this is far from the truth, because the

spatial modes can have a pronounced effect on the spectrotemporal properties, particularly

due to spatio-temporal correlations in the biphoton wavefunction [85, 87, 110]. The method

works for arbitrary paraxial pump and projection modes, so it is possible to influence the

detected wavefunction by adjusting the modes.

9Details can be found in Appendix C.6
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While this chapter has focused on the detection modes, the possibility of using the spa-

tial pump mode to influence the spectrotemporal properties of the biphoton has also been

established in the literature. The manipulation of biphoton spectrotemporal properties by

tailoring the pump mode is demonstrated for type-I noncollinear SPDC in [111], and for the

case of spontaneous four-wave mixing in [112]. It is also proposed and numerically shown in

[113] for the case of SPDC in a semiconductor waveguide. Ref. [113] then goes on to present

how spatial pump modes can be used for the measurement of the biphoton spectral Wigner

function. In fact, similarly to the method introduced in this subsection, it is also based on

the results from [104]. In a transverse pump configuration the spatial pump mode provides

an alternative way of producing effective shifts in the relative frequencies and arrival times.

3.4 Conclusion

This chapter has investigated two topics, both related to the spectrotemporal DOF of bipho-

tons produced in SPDC.

Section 3.2 demonstrated the possibility to influence the time delay of photon pairs

through spatial manipulations. Changing the distance between crystal and collimating lens

produces an effect that is to first approximation a shift in the time delay, although it is

actually more subtle than that. Spatio-temporal correlations have been identified as under-

pinning the effect. While the effect occurs under a variety of different detection conditions,

they have the property in common that not all photons are detected.

The significance of this work is both practical and scientific: The practical implications

are that the crystal position is important in applications where the time delay between

photons is crucial, such as in quantum interference, and where the compensation cannot be

easily adjusted, for example when a given birefringent crystal is used to compensate the time

delay in type-II SPDC, as opposed to having variable path lengths. It also points towards

the prospect of more generally shaping the temporal properties of the biphoton via spatial

manipulation. From a more fundamental point of view, the effect is interesting because the

ability to manipulate one DOF through another is unintuitive.

In Section 3.3, a scheme was proposed that presents a new and convenient method for the

usually rather challenging measurement of the complex spectral wavefunction. The scheme

is based on the ability to tailor the wavefunction in a particular way during the generation

process. The complex spectral wavefunction fully characterises the spectrotemporal DOF

and therefore contains complete information about the state, given a fixed polarisation and

spatial mode. One particularly valuable outcome is the ability to determine the distribution

of time delays between the two photons in a pair. This distribution is often impossible to
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measure directly, as the time delays can be much smaller than the timing resolution of a

typical measurement apparatus.
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Chapter 4

Multiwavelength optical activity

measurements with entangled photons

The experiment presented in this chapter is a quantum metrology experiment where the

interaction of light with chiral molecules is measured in the form of optical activity. The

experiment brings together a number of previously encountered concepts: The nonclassical

light used as the probe is created through SPDC, the control of which is the subject of

Chapter 3. The sample used in the experiment is a solution of chiral molecules in water.

One the one hand, the light-matter interaction can be thought of as a multitude of scattering

events where a large number of “nanoscatterers” have random positions and orientations. On

the other hand, the net result is well described by modelling the interaction using effective

optical properties of the medium, as mentioned in Chapter 1. In addition, the theme of

helicity from Chapter 2 is picked up again. However, notable differences also exist: In

contrast to the former case of strong focusing, we now work with collimated beams so that

helicity can be considered as being equivalent to circular polarisation. While Chapter 2

specifically deals with the helicity transformation upon scattering, here the helicity states

are eigenstates of the transformation in question. The phenomenon of optical activity can

in fact be understood as circular birefringence where the two circular polarisations pick up

a different phase, and it is precisely this phase difference that we are interested in.

4.1 An introduction to optical activity

For over two centuries, people have observed the ability of certain media to rotate the

plane of polarisation when linearly polarised light propagates through them. Such media

are called optically active, and the polarisation rotation is depicted in Fig. 4.1. Optical

63



64Multiwavelength optical activity measurements with entangled photons

activity is related with another important effect called circular dichroism, which in turn

manifests itself as linear polarisation becoming elliptical upon propagation [114]. The wide

range of media that can naturally exhibit optical activity and circular dichroism have a

crucial property in common: They are chiral, meaning that they are non-superimposable

with their mirror image or, more formally, that no improper rotation can result in the same

object [115, Sec. 1.9]. An improper rotation consists of a combination of a rotation about

an axis and a reflection about a point lying on the axis or a plane orthogonal to the axis.

As a consequence of the lack of improper rotation symmetry, a chiral object can exist in

two distinct forms, that is with different handedness, and these two forms are related by a

reflection, such as a mirror transformation. The optical activity caused by the two distinct

forms is equal in magnitude but the rotation occurs in opposite directions. One can think

of a helix as a simple example of a chiral object.

Sample

linear 
polarisation

rotated linear 
polarisation

Figure 4.1: Manifestation of optical activity for a linearly polarised state of light, which is a
rotation of that polarisation.

I will now provide a rough historical overview of the understanding of optical activity,

based on Refs. [115–118]. The first study of optical activity dates back to 1811, when D. F.

J. Arago conducted the following experiment illustrated in Fig. 4.2: He looked at sunlight

through two polarisers, and inserted a quartz crystal, oriented to have its optical axis along

the propagation direction, between the polarisers. He was able to observe coloured light

passing through the second polariser, with the colour depending on the polariser angle. After

continuing this line of experimentation J. B. Biot came up with a two-part explanation.

The first part is that the plane of linear polarisation rotates when the light propagates

through the crystal. It is easy to appreciate that when the two polarisers have orthogonal

orientations, rotation must occur for any light to pass through the second polariser. Later on,

J. W. F. Herschel identified a correlation between quartz crystals of different handedness and

the sign of the optical rotation. A link between the crystal structure and optical activity was

established, which provided insight into the origin of optical activity for crystals. However,

gases and liquids can also exhibit optical activity. L. Pasteur made the important realisation

that the concept of chirality not only applies to crystal structures, but also to individual
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Figure 4.2: Sketch of the idea behind Arago’s optical activity experiment. (The resemblance
with current polarisers is only for illustration purposes, the implementation in 1811 naturally looked
different.)

molecules. It is the chirality of the molecules that gives rise to the optical activity of solutions

and gases.

Let us return to Arago’s experiment. Aside from rotation of linear polarisation, a sec-

ond idea is needed to explain the observation of coloured light coming through the second

polariser: The rotation of light must be wavelength-dependent. This dependence is usually

referred to as optical rotatory dispersion (ORD). Biot proposed a wavelength dependence

of the form ∝ 1
λ2

, where λ is the wavelength. A. A. Cotton studied the wavelength depen-

dence at absorption bands and established a connection between the characteristic shape of

the ORD at absorption bands and circular dichroism, the differential absorption of RC and

LC polarised light. Optical activity and circular dichroism are directly related to the real

and imaginary parts, respectively, of a wavelength-dependent quantity called the chirality

parameter [10]. Cotton’s work made progress towards identifying the origin of both phenom-

ena. This origin lies in the transition moments associated with optical transitions between

molecular states with different energies. The role of optical transitions can also clearly be

seen in the quantitative model for the ORD proposed by P. K. L. Drude in 1902, which is

applicable not at the absorption bands themselves, but at longer wavelengths. The optical

rotation takes the form

α =
∑
j

Aj
λ2 − λ2

j

, (4.1)

where the sum runs over different excitations labelled by j with resonant wavelengths λj and

with weights Aj. In 1928 L. Rosenfeld developed a semi-classical model of optical activity

that treats molecules quantum mechanically but the radiation classically [119]. There, the

contributions from different resonances are related to parallel components of electric and

magnetic dipole transition moments associated with transition between different states of

the molecule.

Although the historical overview shows what a long time ago the study of optical activ-

ity began, the phenomenon attracts unwavering interest even to this day. Let us look at

the reasons behind this. Optical activity is useful in the study of molecular structure: The
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optical activity exhibited by molecules can reveal information about their stereochemistry,

by which the three-dimensional arrangement of the constituent atoms is meant that has a

bearing on their properties. Chirality also plays a crucial role in biology, since amino acids

within proteins and sugars are all chiral with a particular handedness [115, 116]. The stereo-

chemical features of biomolecules affect their biological function. Optical activity techniques

are sensitive to these features and unlike the alternative of using x-ray methods, they are

applicable to solutions and biomolecules in vivo [115]. This makes optical activity techniques

valuable in biochemical studies. Chirality is also a pertinent concept in the pharmaceutical

industry since many drugs are chiral [115, 120].

For the experiment presented in this chapter the key things to know about optical activity

are as follows:

1. Optical activity can be understood as circular birefringence, i.e. a different phase is

imparted on RC and LC polarised light.

2. The difference in phase is proportional to the path length in the optically active medium

and under the conditions of interest it is also proportional to the concentration of the solution.

3. It further depends on the wavelength.

Although the effect of circular birefringence on linear input polarisation, which is to

rotate that polarisation, appears to be the same as the action of a half waveplate (HWP),

the properties of an optically active medium and the material used for a HWP are in fact

different. HWPs are typically based on linear birefringence, not circular birefringence [121,

Sec. 3.4]. The difference between linearly and circularly birefringent media becomes apparent

when the path length is changed. For an optically active medium, the amount of rotation is

proportional to the path length. This can intuitively be understood as a linear dependence

on the effective number of interactions with molecules, which is why there is also a linear

dependence on the concentration, provided the concentration is not too high. To facilitate

the comparison of measurements under different conditions, the rotation is often provided

in a normalised form, the so-called specific rotation, which is the rotation (in deg) divided

by the path length (in dm) and concentration (in g cm−3). In contrast to a circularly

birefringent medium, for a linearly birefringent medium the amount of rotation of linear

polarisation depends on the angle of the input polarisation, and is not proportional to the

path length. In fact, linear polarisation does not in general remain linear when propagating

through a linearly birefringent medium, a quarter waveplate (QWP) being a well-known

counter example.

The wavelength dependence is of interest because as Eq. (4.1) shows, it reveals informa-

tion about optical transitions between different molecular energy states. Sucrose solutions

are used as the optically active medium in the experiment below. In the wavelength range
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under study, sucrose exhibits notable optical activity but negligible circular dichroism, thus

the light-matter interaction is a helicity preserving unitary transformation, simply imparting

a different phase to the two helicities. Now, an attentive reader may have picked up on the

fact that sucrose molecules are unlikely to be dual and this being a helicity preserving inter-

action despite a lack of duality seems to be surprising, given what is written in Section 1.2.3.

Such concern is justified for a general scattering event. However, as discussed in our work

[122] and in Refs. [123–125], the resolution lies in the fact that here we are only looking at a

particular scattering direction, which is the forward direction, and that the sucrose solution

exhibits cylindrical symmetry due to the statistical ensemble of molecules with random posi-

tions and orientations. Considering only one propagation direction for light in a system with

cylindrical symmetry about that axis leads to helicity conservation because the total angular

momentum of the light must be preserved and for a plane wave, the helicity determines the

total angular momentum.

4.2 Context and motivation behind the experiment

Figure 4.3: Mach-Zehnder interferometer: Two input modes are mixed by a first beam splitter
(BS1), and the two output modes follow different paths that result in a phase difference ϕ, before
incidence on a second beam splitter (BS2). The output modes of BS2 constitute the output of the
interferometer.

After the introduction into the topic of optical activity, let us now see how it fits into

quantum metrology. The archetypal example of phase measurement is a Mach-Zehnder

interferometer (MZI) [126, Sec. 3.5]. In this interferometer, two paths emerge from a first

beam splitter, and end at a second beam splitter, as illustrated in Fig. 4.3. The parameter

of interest is a relative phase that is imparted on light between the two paths. This relative

phase is caused by different effective path lengths, which can have a variety of origins, for

instance a difference in the actual path lengths, or in the refractive indices within the two
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paths. The classical measurement scheme consists in having a coherent state incident on one

of the input ports of the first beam splitter (BS1), with vacuum in the other input mode,

letting this coherent state be split into the two arms, be recombined at the second beam

splitter (BS2), and finally measuring the intensity difference at the two output ports of BS2.

This measurement results in a sinusoidal signal as a function of the phase difference. The

period of the fringes is the same as for a single photon passing though the interferometer.

The best achievable uncertainty for the coherent input scales as 1√
N

, where N is the mean

photon number, and this is called the shot-noise limit or standard quantum limit [67],[20,

Sec. 13.1]. The optimal uncertainty also scales the same way for a single photon experiment

repeated N times such that the same mean photon number is used for the estimation [127].

The aim of quantum parameter estimation strategies is to employ quantum phenomena

in order to increase the precision of the estimate for a given amount of resources. A generally

applicable definition of resources in quantum metrology needs to take into account a variety

of possible schemes, such as allowing multiple passes of photons through the phase element, or

using an entangling rather than a linear interaction [128, 129]. However, for the experiment

of this chapter, a more general definition of resources can be simplified to the rather intuitive

meaning of the number of photons N .

Metrology schemes using quantum correlated states can outperform classical schemes.

One approach is to use NOON states, where N photons are in a superposition of all being

in one of two possible modes and all being in the other mode. The state picks up a phase

difference between the terms of the superposition that is a factor of N larger than for a

coherent state or single photon [23]. This results in an improvement over the shot noise by

a factor of
√
N . The corresponding 1

N
scaling of the uncertainty is the best scaling allowed

by quantum mechanics and is called the Heisenberg limit. For the example of N = 2, the

following implementation can be used: Let two indistinguishable single photons be incident

on the first beam splitter, one at each input. Due to HOM interference, the photons will

leave the beam splitter bunched, i.e. as a superposition of both photons together in either

one of the interferometer arms. This is a NOON state with N=2. As a consequence they

pick up twice the phase compared to a single photon. At the output of the second beam

splitter, one can measure the expectation value of the photon number difference or the

parity, which assigns a value of 1 to even and -1 to odd photon numbers [67]. Even though

the path-based MZI is probably the most well-known example, other implementations of

the same idea for phase estimation are also possible, with polarisation being one option.

In that case the polarisation plays the role of paths, and the phase imparted needs to be

polarisation-dependent.

Such polarisation-based implementations have been demonstrated a number times, for
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example in Refs. [70, 130–138], and in [139] the two modes differ in both polarisation and

path. Here I will focus on three works [136–138]. The closest to molecular optical activity

is the experiment by Wolfgramm et al. of [137], which measures Faraday rotation. Faraday

rotation is an effect that is very similar to natural molecular optical activity. There are

two important differences: 1. It can be achieved with atoms that do not need to be chiral,

but instead an externally applied magnetic field is necessary. 2. Natural molecular optical

activity and Faraday rotation can be distinguished in an interesting manner: By placing

a mirror behind the medium and letting the light travel back in a reverse pass through

the medium. The final polarisation back at the starting position is the same as the initial

polarisation if the rotation is due to natural optical activity, but is rotated twice compared

to a single pass if the rotation is based on the Faraday effect [140, Sec. 6.4]. The reason

behind this difference is that for the case of natural optical activity, the reverse pass is

equivalent to a time reversal and must therefore lead back to the original state, whereas

for the case of a Faraday rotation it is different from time reversal: Time reversal would

require the direction of the magnetic field to be reversed, in addition to the propagation

direction of the light [115, Sec. 1.9]. Incidentally, this property of the Faraday effect is

utilised in optical isolators [140, Sec. 6.6]. In their experiment, Wolfgramm and co-workers

use narrow-band photon pairs from type-II down-conversion, which can be rewritten as a

NOON state in circular polarisation when the photons are indistinguishable (in analogy to

the two-photon NOON state obtained from HOM interference, as discussed above for the

MZI). This photon pair travels through a medium that induces Faraday rotation, namely

a cell containing an ensemble of 85Rb atoms in a magnetic field. The acquired phase is

detected through coincidence measurements after a polarising beam splitter (acting as BS2

of the MZI).

NOON states with N > 2 can no longer be created deterministically through simple HOM

interference as explained above. However, they can be obtained in a superposition of different

N values using a method proposed by Hofmann and Ono in 2007 [141]. The state is created

by combining a coherent beam and the output of SPDC on a beam splitter. The method was

experimentally demonstrated by Afek and colleagues in 2010 [136], enabling them to measure

a phase imparted by a liquid crystal phase retarder using post-selected NOON states of up

to N = 5 . More recently, the technique also allowed Israel and co-workers to utilise NOON

states up to N=3 in a microscopy setting, where a polarisation-dependent phase difference is

measured as a function of transverse position [138]. The phase difference in that experiment

arises from the birefringence of the sample.

The essential difference between various classical and quantum precision limits lies in the

scaling with the photon number, N. It carries significance from a theoretical point of view.
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The question what limitations nature imposes on measurement precision through quan-

tum mechanics is clearly a fundamental one. Also interesting from a quantum information

perspective, entanglement criteria exist that establish a relationship between multipartite

entanglement and the maximum achievable precision [142–144]. When it comes to more

practical matters, obviously the photon number N strongly determines the actual precision

that is achieved. In most cases, a given desired precision can be reached without any elab-

orate quantum metrological schemes, simply by increasing the number of photons within a

classical scheme. This solution tends to be significantly more straightforward than the chal-

lenging creation of quantum correlated probe states with a high N [21, 145]. Hence, leaving

aside their theoretical interest, quantum metrology approaches are only of practical value if

an increase of the probe power is in some way hindered. This motivation is also pointed out

in [137, 138, 145, 146].

Biological samples can fall into this category of delicate systems. A recent article by

Taylor and Bowen [145] provides a thorough review on the current state of quantum metrol-

ogy applied to the field of biology. My demonstration of optical activity measurements is

carried out on sucrose solutions, which are not delicate. Nevertheless, it can be considered

as a proof of concept for other optical activity studies of the kind. Since optical activity

techniques are of interest in biochemistry, the motivation of optimising the precision for a

fixed number of photons can be relevant in general. The damage to biological samples, as

well as losses, are both wavelength-dependent. In these matters, near infrared light tends to

strike a favourable balance between unwanted effects that dominate at shorter wavelengths

(photochemical damage, dipole scattering, absorption of light by chromophores), and others

that in turn take over at longer wavelengths (absorption of light by water and consequent

heating of the sample) [145, 147]. Similarly to many of the works on polarisation-based

quantum metrology mentioned above, quantum correlated photon pairs are also used in the

below experiment to measure relative phases between polarisations, but with important dif-

ferences: The design of the experiment accommodates distinguishable photons, which allows

the use of nondegenerate photons. As we will see next, this, in turn, makes the set-up

equivalent to having two MZIs and enables the measurement of multiwavelength properties.

4.3 Experimental design

The aim of this experiment is the study of optical activity as a function of wavelength

through the use of entangled photons. In particular, we will focus on the optical rotations

for two wavelengths at a time, as illustrated in Fig. 4.4, and consider the mean and difference

of the rotations, denoted by α and ∆α.
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Figure 4.4: Illustration of the two quantities that can be accessed with the two types of
input states: The state |Φin〉 with correlated polarisations is sensitive to α, the mean of the optical
rotations of the two wavelengths in question, while the state |Ψin〉 with anti-correlated polarisations
is sensitive to ∆α, the difference of the two optical rotations.

Optical activity can be modelled as a unitary transformation of the form U (α (C, λ)) =

exp [−iΛα (C, λ)], where Λ is the helicity of light and α (C, λ) is the angle by which the linear

polarisation of single photons gets rotated, which is a function of the wavelength of the light

λ and of the concentration of the solution C. Although the rotation angle additionally

depends on the path length and temperature, these parameters are not explicitly included

here since they are held constant throughout the experiment. The transformation applied

to a single monochromatic photon is U (α (C, λ)) |L, λm〉n = exp (−iα (C, λm))|L, λm〉n, and

U (α (C, λ)) |R, λm〉n = exp (+iα (C, λm))|R, λm〉n, where |P, λm〉n symbolises a photon with

polarisation P and wavelength λm in path n. The polarisation is L or R for left or right

circular polarisation, which implies a helicity of 1 and -1, respectively. A typical classical way

to measure optical activity consists in probing the interaction with linear polarisation and

measuring the output polarisation as a projection in the horizontal-vertical (H-V) basis. The

straightforward extension of this to the measurement of optical rotations at two wavelengths

is to simply perform this measurement at each wavelength. Given the resource of two

photons, it could be done either sequentially with two single photons, or with a separable

photon pair where each photon has linear polarisation. Although single photons and photon

pairs can be understood as non-classical objects in their own right, I will refer to this as the

“classical” input state to indicate the lack of polarisation entanglement.

For the quantum scheme, two different types of biphoton input states are used. In

both cases, the two photons are distinguishable: They are in separate paths, and they

may additionally have unequal wavelengths. The input states are the following polarisation
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entangled states:

|Φin〉 ≡
1√
2

[
|R, λ1〉1|R, λ2〉2 + eiα0|L, λ1〉1|L, λ2〉2

]
(4.2)

|Ψin〉 ≡
1√
2

[
|R, λ1〉1|L, λ2〉2 + eiα0|L, λ1〉1|R, λ2〉2

]
. (4.3)

Here, |P, λ1〉1|P ′, λ2〉2 is shorthand for the two-photon composite system |P, λ1〉1⊗ |P ′, λ2〉2.

The phase α0 will be referred to as the bias phase. The Bell states are recovered when

α0 = jπ, j ∈ Z.

Through the interaction with the optically active medium, the states |Φin〉, |Ψin〉 evolve

to

|Φout〉 ≡
1√
2

ei[α(C,λ1)+α(C,λ2)]

×
[
|R, λ1〉1|R, λ2〉2 + ei[α0−2(α(C,λ1)+α(C,λ2))]|L, λ1〉1|L, λ2〉2

]
(4.4)

|Ψout〉 ≡
1√
2

ei[α(C,λ1)−α(C,λ2)]

×
[
|R, λ1〉1|L, λ2〉2 + ei[α0+2(α(C,λ2)−α(C,λ1))]|L, λ1〉1|R, λ2〉2

]
. (4.5)

The parameters of interest are α ≡ 1
2

(α (C, λ1) + α (C, λ2)) and ∆α ≡ (α (C, λ2)− α (C, λ1)).

The aim within this experiment is not a joint measurement of the two parameters, but the

individual measurement of either the mean or the difference rotation. These parameters

can be estimated through coincidence measurement in the H-V basis. Rewriting the output

states (4.4) and (4.5) in the H-V basis yields:

|Φout〉 ∝
1

2
√

2

(
1 + ei[α0−2(α(C,λ1)+α(C,λ2))]

)
[|H,λ1〉1|H, λ2〉2 − |V, λ1〉1|V, λ2〉2]

− i

2
√

2

(
1− ei[α0−2(α(C,λ1)+α(C,λ2))]

)
[|H, λ1〉1|V, λ2〉2 + |V, λ1〉1|H,λ2〉2] (4.6)

|Ψout〉 ∝
1

2
√

2

(
1 + ei[α0−2(α(C,λ1)−α(C,λ2))]

)
[|H,λ1〉1|H, λ2〉2 + |V, λ1〉1|V, λ2〉2]

+
i

2
√

2

(
1− ei[α0−2(α(C,λ1)−α(C,λ2))]

)
[|H, λ1〉1|V, λ2〉2 − |V, λ1〉1|H,λ2〉2] . (4.7)

The expectation values of the HH and VV coincidences are therefore 1
4

(1 + cos (θ)), while the

mixed coincidences HV and VH give 1
4

(1− cos (θ)), where θ = α0−2 (α (C, λ1) + α (C, λ2)) =

α0 − 4 (α (C, λ1, λ2)) when |Φin〉 is used, and θ = α0 − 2 (α (C, λ1)− α (C, λ2)) = α0 +

2 (∆α (C, λ1, λ2)) for |Ψin〉. From here we see that the mean rotation can be measured with

|Φin〉 as the input state, and the dispersion is directly accessible with |Ψin〉. Clearly, the
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measurement schemes exhibit sensitivity to the parameters of interest, but before moving

on to the experimental implementation, let us analyse how well they perform.

Adopting the matrix formalism to represent states by vectors and operators by matrices,

and using the Pauli matrices σm with m ∈ {x, y, z}, the unitary transformation of optical

activity for a single photon in the left-right (L-R) basis takes the form of ULR (α (C, λ)) =

exp [−iσzα (C, λ)], while in the H-V basis it is UHV (α (C, λ)) = exp [−iσyα (C, λ)]. Writing

it in this way elucidates its role in terms of the Poincaré sphere: Optical activity is a rotation

of the polarisation state about the y-axis of the sphere (the L-R axis).

For the case of a photon pair, the experiment contains four modes that are pairwise

coupled, in the same way as a set-up consisting of two MZIs. The transformation in the H-V

basis becomes U (α (C, λ1) , α (C, λ2)) = exp [−iα (C, λ1) (σy1 ⊗ 12)− iα (C, λ2) (11 ⊗ σy2)],

with the subscripts indicating to which of the two photons the property belongs or operator

applies, and 1 being the identity matrix. Using α and ∆α and assuming the concentration of

the solution is the same for the two photons, the two-photon transformation can be rewritten

as

U ′ (α (C, λ1, λ2) ,∆α (C, λ1, λ2)) = exp

[
− i
(
α(C, λ1, λ2)(σy1 ⊗ 12 + 11 ⊗ σy2) (4.8)

+
1

2
∆α(C, λ1, λ2)(11 ⊗ σy2 − σy1 ⊗ 12)

)]
.

As all of the operators commute, the overall action can thus be considered as a sequence

of two transformations, in either order: A rotation of the polarisation of the two photons

in the same direction, and a rotation in opposite directions. The generators of the groups

can immediately be identified as Ĥcol ≡ (σy1 ⊗ 12 + 11 ⊗ σy2) belonging to the parameter

α(C, λ1, λ2) and Ĥdif ≡ 1
2

(11 ⊗ σy2 − σy1 ⊗ 12) belonging to the parameter ∆α(C, λ1, λ2).

Knowing the generators of the transformation is useful because it allows to assess the choice

of measurement for a given probe state. This can be understood by considering a quantity

called Fisher information (FI). The FI is a measure of the information about a parameter

that is provided by a measurement scheme, and is related to the achievable precision via

the Cramér-Rao bound: ∆θ ≥ 1√
I(θ)

, with θ being the parameter to be estimated, ∆θ its

uncertainty, and I (θ) the FI. It is defined as I (θ) ≡ ∑i p(xi|θ)
(
∂lnp(xi|θ)

∂θ

)2

, where p(xi|θ)
is the probability of obtaining the measurement outcome xi given the parameter value of θ,

and the sum is taken over all measurement outcomes of the positive operator valued measure

(POVM) [20, Sec. 13.1.1]. The quantum Fisher information (QFI) is the FI optimised over all

POVMs, and for a pure state it can be calculated as Iq = 4(∆Ĥ)2 = 4(〈Ĥ2〉 − 〈Ĥ〉2), where

Ĥ is the generator of the unitary transformation [144]. If the QFI is found to be equal to the
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FI, then the choice of POVM is optimal. In the literature, such an investigation can be found

for the case of a conventional (two-mode) MZI, where photon counting measurements in the

output arms (equivalent to H-V projections in our framework of polarisation-based phase

estimation) were shown to be optimal for any path-symmetric pure state [148]. Furthermore,

for a four-mode, two-MZI set-up equivalent to our measurement of the rotation difference,

photon counting measurements were shown to be optimal for singlet states [149]. However,

this is a four-mode case and we are interested in the mean rotation in addition to the

difference rotation. The FI and QFI for the states from above were therefore compared in a

similar way, and they were found to be equal. The values for the different input states are

given in Table 4.1, which allows a comparison of the different schemes for the same resources

of two photons. The distribution between the two parameters is particularly noteworthy:

The quantum probe states are sensitive to one parameter each while insensitive to the other.

If both parameters are of interest, then the FI of two classical photon pairs is equal compared

to choosing one of each quantum input photon pair. However, to estimate either one of the

two parameters alone, the quantum schemes provide a factor of two increase in the FI, which

can result in an enhancement of the precision by
√

2. In contrast, the factor of four difference

between the FI of α and ∆α is merely due to the choice of definitions and carries no special

significance.

classical |Φin〉 |Ψin〉
α 8 16 0

∆α 2 0 4

Table 4.1: Fisher information for three two-photon input states (columns) with respect to the
two parameters of interest, namely the mean rotation α and rotation difference ∆α. The classical
input state can be two single linearly polarised photons or a pair of linearly polarised photons
(with singles or coincidence detection). The quantum correlated input states |Φin〉 and |Ψin〉 are
given in Eqs. (4.2) and (4.3). In all cases, the FI and QFI are equal, indicating that the projective
measurements in the H-V basis are optimal.

4.4 Experimental implementation

The experiment consists in the measurement of the wavelength-dependent optical activity

of sucrose solutions at two concentrations. Using polarisation entangled photon pairs in the

scheme described above, the mean rotation and rotation difference are measured for a number

of wavelength pairs centred around the degenerate SPDC wavelength. The experimental
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set-up with which the idea is implemented is sketched in Fig. 4.5. It can be understood as

consisting of three main parts: State preparation, light-matter interaction, and measurement.

Figure 4.5: Schematic of the experimental set-up. Wavelength tunable polarisation-entangled
photon pairs in separate paths are created by type-II SPDC in a polarisation-based Sagnac inter-
ferometer, as detailed in Appendix D. The preparation of the desired polarisation state is then
completed by the half waveplate (HWP) and quarter waveplate (QWP) before the sample (the
HWP setting determines whether |Φin〉 of Eq. (4.2) or |Ψin〉 of Eq. (4.3) is selected). Next, the
photons propagate through the sample, which consists of a cuvette with a path length of 20 mm
filled with either water or a sucrose solution. Afterwards, each photon is incident on a polarising
beam splitter (PBS), followed by multimode fibre coupling and detection with avalanche photodi-
odes (APDs). A coincidence logic enables the detection of the four types of coincidences in the
H-V basis (HH, HV, VH, VV).

1. State preparation: Type-II SPDC in a Sagnac interferometer is used to create a

polarisation entangled state [150, 151]. The details about this quantum source, which will

from now on be referred to as a Sagnac source, are explained in Appendix D. Here it suffices

to note that the purpose of the Sagnac source is the generation of the state

|S〉 ≡ 1√
2

[
|H,λ1〉1|V, λ2〉2 − eiα0 |V, λ1〉1|H,λ2〉2

]
, (4.9)

and that the bias phase α0 can be controlled with a HWP inside the source. The photons

are coupled into SMFs, outcoupled, and brought into two modes with beam waists of 1.2

mm, vertically separated by approximately 1 cm. Bat ears applied to the SMFs compensate

for unwanted polarisation transformations in the fibres and subsequent mirrors, ensuring

that the polarisation state at the beginning of the paths still has the form of (4.9). Next,

one of the photons passes through a HWP which can be set either to 90◦ or 45◦ relative to
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the horizontal axis. This choice determines whether |Ψin〉 or |Φin〉 is created. Finally, both

photons pass through a QWP to convert the linear polarisations to circular polarisations.

2. Interaction: The interaction takes place as both photons travel through the same

sample, which provides a path length of 20 mm. The content of the cuvette is either pure

water (water HPLC grade from Hartenstein GmbH) or a sucrose solution (using the same

water and D(+)-Sucrose pure Ph. Eur., NF from Hartenstein GmbH) with a concentration

0.2± 0.002 g/ml or 0.4± 0.008 g/ml, at a temperature of 19± 1 ◦C.

3. Measurement: After the cuvette, the photons are separately detected. Each photon is

incident on a polarising beam splitter and subsequently coupled into one of two multimode

fibres (four in total for the two photons), from where it is detected with APDs. Analysing

the coincidences, this yields the four possible coincidence detection events HH, HV, VH, and

VV.

To tune the wavelengths of the photons, it is possible to make use of the impact of

the crystal temperature on the phase matching conditions, which is already familiar from

Chapter 3. Tuning the crystal temperature linearly changes the difference between the two

wavelengths, ∆λ, by shifting the wavelengths relative to a fixed degenerate wavelength. In

Fig. 4.6 (a) the dependence of the peak wavelengths of the two photons on the temperature

is shown, as measured with a single photon spectrometer after each of the SMFs that emerge

from the Sagnac source. An example spectrum is given in Fig. 4.6 (b). Note that the biphoton

spectrum that is relevant for coincidence measurements is in general not exactly the same

as the spectrum obtained through singles detection by the spectrometer. This is because

not every event that contributes to the singles also contributes to the coincidences. For the

purposes of the experiment, however, it is of interest that the measured bandwidth of 0.5 nm

full width at half maximum (FWHM), which is largely determined by the beam waist of the

detection mode, indicates a small bandwidth of the photons compared to the approximately

18 nm range over which ∆λ is tuned. For the optical activity measurements five equidistant

settings of ∆λ between 0 and 17.7 nm are used, and the degenerate wavelength is 809.7 nm.

For a calibration of the measurements that accounts for experimental imperfections and

details, the dependence of the coincidence counts on the phase is required. The calibration

curve can then be used for the estimator, to map the coincidences from the optical activity

measurements to a phase. The bias phase α0 in expressions (4.2), (4.3) can be conveniently

controlled using a HWP in the Sagnac source, namely the second HWP in the set of four

waveplates used to prepare the pump beam polarisation. This HWP determines the relative

phase between the equal H and V components of the pump beam polarisation, and conse-

quently the relative phase between the two propagation directions in the Sagnac loop; the

bias phase α0 is four times the HWP angle. The output of the coincidence counts for a
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Figure 4.6: Spectral characterisation of the photon pairs. (a) The dependence of the central
wavelengths of signal and idler photons as a function of crystal temperature. Data points correspond
to measured values, while the lines show fitted linear functions. (b) An example spectrum of one
of the photons, obtained with a spectrometer.

scan over different angles of this HWP, converted to an equivalent bias phase, is depicted

for |Ψin〉 in Fig. 4.7. The information of the four different coincidence counts from (a) can

also be combined into the curve of part (b) as detailed in the caption. The control of the

bias phase works for both input states |Φin〉 and |Ψin〉. The results for the |Φin〉 state are

very similar to Fig. 4.7. The experimental precision of the optical activity measurements

depends on the bias phase, so it is set to a suitable value in advance. As shown in more

detail later on, the aim is reaching a section of the curve midway between a maximum and

minimum to optimise the experimental precision. The required setting was found to depend

on the crystal temperature used, as shown in Fig. 4.8. This dependence is most likely due

to dispersive birefringent elements, such as waveplates, in the set-up.

The experimental state preparation is not perfect. In order to check how close the

experimental input states are to the desired states (4.2) and (4.3), the following additional

measurement was performed: A HWP was inserted behind the sample (simply the cuvette

filled with water), and the coincidences were measured as a function of this HWP angle

using degenerate photons. We can expect a curve similar to when optical activity is probed

at the degenerate wavelength, but with freely tunable rotation; a HWP rotation by an

angle β produces α(λ1) = α(λ2) = 2β. Therefore, the mean rotation α probed by |Φ〉
depends on the HWP angle, and the measurement outcomes as a function of α should be

sinusoidal curves with a quarter of the period compared to the curve as a function of α0

obtained by rotating the source HWP. In contrast, the rotation difference ∆α probed by

|Ψ〉 is zero, so the measurement outcomes should exhibit no dependence on the HWP angle.

The measurement results in Fig. 4.9 (a) and (b) indeed show the expected sinusoidal and
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Figure 4.7: Calibration of the measurement outcome as a function of phase in the biphoton
state, which is controlled with the Sagnac source HWP. The measurement results can be expressed
by the four individual normalised measurement outcomes HH, HV, VH, VV as shown in (a), or by

the combined quantity
√
HH×V V√

V H×HV+
√
HH×V V as shown in (b). The error bars cover intervals of ±

one standard deviation obtained from 20 repetitions of each measurement, using the state |Ψ〉 with
∆λ = 0 on a cuvette filled with water.
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Figure 4.8: Calibration of the Sagnac source HWP across different crystal temperatures. The
required settings of the HWP to maintain a constant phase of the biphoton quantum state vary
with the crystal temperature. The data points are measured values with the two types of input
states distinguished by colour (but these are almost on top of each other), while the line shows a
fitted linear function.

zero dependence, respectively. Except for experimental imperfections, they reflect what is

expected from Section 4.3 and Table 4.1. They can also be compared to HWP measurement

results for a separable photon pair, presented in Fig. 4.10. Coincidence measurements on

the classical state yield two of the four curves with the same period as the quantum state,
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and such a reduced period oscillation is commonly referred to as super-resolution. However,

due to the lower amplitudes of those curves, the super-resolution does not result in the

same sensitivity. This is an example demonstrating the fact that super-resolution does not

imply super-sensitivity, i.e. sensitivity beyond the standard quantum limit [132, 137, 152].

Unlike the super-resolution coincidence curves, the singles shown in Fig. 4.10 (b) have full

amplitude, but the period is doubled.
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Figure 4.9: Test of the experimental quantum state by rotating a HWP behind the sample
at the degenerate wavelength setting. (a) For the state |Φ〉, a rotation of the HWP imparts a
relative phase between the two terms. In an ideal case, the fringes would have unity visibility. (b)
For the state |Ψ〉, a rotation of the HWP has almost no effect. Ideally, there would be no phase
difference, which would result in a zero signal. The error bars show ± one standard deviation
intervals obtained from 20 repetitions of each measurement.

The sinusoidal curves of Fig. 4.7 and 4.9 all have imperfect visibilities
(
vis ≡ max−min

max+min

)
below one. The combined coincidences from the calibration with the source HWP, an ex-

ample of which is given in Fig. 4.7 (b), had visibilities between 91.4% and 93.6% over all

the different crystal temperature settings in use. Given the low level of accidentals in the

experiment (∼ 0.6% of coincidences), the visibilities indicate a discrepancy between the ex-

perimentally prepared states and the target states (4.2) and (4.3), and hence, a potential

for improvement. To locate the origin of the imperfections, different sections of the set-up

were checked. The background-corrected visibility of the state at the output of the Sagnac

source was still significantly better, 98.0% in the diagonal-antidiagonal basis. Since tests

of the sample cuvette and detection apparatus showed that their contribution to unwanted

polarisation effects was negligible, the remainder of the drop in the visibility was likely to
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Figure 4.10: Classical measurement results for a rotation of a HWP behind the sample, i.e. the
classical counter-part to the results of Fig 4.9. A separable photon pair with linear polarisations
was used and the coincidences (a) and singles (b) were recorded in the H-V basis.

occur during the transfer of the photons from the Sagnac source to the sample. In this regard

classical states tend to be better, as evidenced by the visibilities in Fig. 4.10.

The visibilities have an impact on the amount of available information. This can intuitively

be understood from the fact that the signal obtained for a change in the phase drops with

a decrease in visibility. Moreover, the experimental imperfections that are responsible for a

decreased visibility introduce a phase dependence of the FI, which exhibits no such depen-

dence under ideal conditions (see Table 4.1). A very similar point was made in [148], and

Refs. [70, 152] also show that the FI depends on the visibility. As evident from Fig. 4.11,

the impact of a decrease in visibility is most pronounced at the extreme points of the coin-

cidence count curves. This figure provides a comparison of the FI as a function of the mean

rotation for three cases. The case of an ideal implementation of the proposed scheme with

entangled photons is shown by the green, upper horizontal line. The FI for the experimental

implementation, inferred from the fitted curve of the test measurements for |Φ〉 with the

rotation produced by a HWP behind the sample, is shown by the blue curve. It accounts for

all the experimental details that lead to a reduced visibility, but not for the losses, because

it is based on data post-selected for coincidences. Since standard equipment was used, the

losses in the experiment are significant; without accounting for the SMF coupling of the

photons in the Sagnac source and for the detection efficiency of the APDs, the single photon

transmission through the set-up was typically 46-56%. However, losses in the experiment

could be much reduced by using high efficiency detectors and anti-reflection coated elements

throughout. The case of an ideal implementation where either separable linearly polarised
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photon pairs are used or two repetitions with a single linearly polarised photon is depicted

by the red, lower horizontal line. Although due to the visibility below one, the experimen-

tal FI does not reach the ideal value for entangled photons, it surpasses the classical FI in

regions away from the extrema of the coincidence curves. The optimal values correspond

to the midway positions between the maxima and minima of the coincidence count curves.

The desired section can be reached by tuning the bias phase α0, which horizontally shifts

the curves of Figs. 4.9 and 4.11. Based on the calibration curve of Fig. 4.7 for the input

state |Ψ〉, a similar result for the inferred experimental FI can be expected for the rotation

difference ∆α, but with all the FI values rescaled.
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Figure 4.11: Comparison of the Fisher information as a function of the mean rotation for
different lossless cases. The experimental FI inferred from the fitted curve of the test measurements
for |Φ〉 with the rotation produced by a HWP behind the sample is shown in blue. The very narrow
lighter blue shaded region represents the uncertainty (± one standard deviation), as obtained from
the uncertainty of the fit parameters with standard error propagation. The inferred experimental
FI is presented alongside the FI from an ideal implementation of the quantum measurement scheme
in green (upper horizontal line), and the FI corresponding to a an ideal classical measurement with
linearly polarised photons in red (lower horizontal line).

To enable the mapping to a phase, which is based on a comparison with the calibration

curves, normalised coincidences are calculated from the raw number of detection events. The

combined quantities
√
V H×HV√

V H×HV+
√
HH×V V and

√
HH×V V√

V H×HV+
√
HH×V V are invariant with respect to

multiplicative factors applied to any of the detection channels, or a combination thereof (see

Supp. Inf. of [153]). This means that they should be robust to variations in the number

of photon pairs created or transferred from the Sagnac source to the remainder of the set-

up, as well as in the detection efficiencies. Nevertheless, experimentally, the inferred phase

was observed to slightly depend on some of these factors even when the sample was not

changed. Moreover, certain other experimental conditions that will be mentioned below can
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also affect the phase. Attempts to eliminate such effects were assessed by monitoring the

photon statistics. When counting coincidences per time interval for a fixed setting of the

experiment, a Poisson distribution is expected, and Fig. 4.12 shows an experimental example

that is quite close. Fluctuations in excess of a Poisson distribution were not completely

eliminated at all times, but could be significantly reduced by the measures listed below.

For an example data set, the value of the variance divided by the mean, which is one for a

Poisson distribution, was lowered from 154 to 1.14 by these actions.

• Vibrations within the Sagnac source were reduced by constructing a box around it and

removing the temperature controller of the crystal, which contains moving parts, from

the box.

• By insulating this box, the temperature on the inside was stabilised to within 0.1 ◦C,

in contrast to the ∼ 1 ◦C fluctuations on the outside.

• Since the polarisation transformation in the SMF is temperature-dependent, the tem-

perature of the fibres that connect the Sagnac source with the optical activity set-up

was stabilised. This was achieved by laying the fibres flat on the optical table wherever

possible, and applying insulating tape (Tesa Moll) from above.

• A stable operating condition was found for the pump laser through careful selection of

its operating current.

• Detectors were selected that had minimal fluctuation of the detector efficiencies.

• Air bubbles in the liquid were avoided through careful filling of the cuvette.
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Figure 4.12: Photon statistics. An example of experimental photon statistics (number of
VV coincidences per second, acquired over seven minutes) is presented by the histogram. For
comparison, a Poisson distribution is shown by the black line.
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4.5 Optical activity measurement results

The optical activity of sucrose as a function of wavelength can be modelled by Eq. (4.1), with

a single transition characterised by the coefficients j = 1, A1 = 2.1648× 107 deg nm2 dm−1

g−1 mL and λ1 = 146 nm from [154]. The result is shown in Fig. 4.13, with an additional

close-up on the region that is probed in the experiment.
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Figure 4.13: The optical activity of sucrose as a function of wavelength, as predicted by the
model of Eq. (4.1). The inset shows a magnification of the optical activity in the spectral region
probed within the experiment.

For the optical activity measurement a sequence of seven-minute sets was taken, which

consist of one-second acquisitions recording the four types of coincidences. For each of

the two input states, each of the two sucrose concentrations, and each of the five crystal

temperatures, one data set was taken with water, and one with a sucrose solution. The

measurement results are shown in Fig. 4.14. Part (a) contains the results for mean rotations

and (b) for the rotation differences. Overlaid are the curves predicted by the model of Eq.

(4.1) with the parameters specified above. Due to the optical activity being proportional

to the concentration, for both means and differences the values for the higher concentration

0.4 g/ml are expected to be a factor of two larger than for the lower concentration of 0.2

g/ml. The reason behind the mean rotations being approximately constant and the rotation

differences being linear functions is that as shown in Fig. 4.13, the ORD curve is nearly

linear within the spectral region that is probed. This is not generally true for different

media, centre wavelengths, and wavelength ranges.

Not all data points fall within one standard error from the model. In particular, for the

optical rotation difference measurement at a concentration of 0.4 g/ml, there appears to be

a systematic error based on the fact that all the measured values are below the predictions.
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Figure 4.14: Comparison of experimental optical activity measurement results (data points)
for sucrose with predictions by the model of Eq. (4.1) (lines). (a) depicts the mean rotations and
(b) the rotation differences for wavelengths of 809.7 ±∆λ

2 nm. The results for a concentration of 0.4
g/ml are given by the dashed green line, and for 0.2 g/ml by the solid blue line. The error bars show
± one standard error of the mean, estimated from the standard deviation of the experimentally
obtained angles. For the cases where the error bars are not clearly visible, the intervals are smaller
than the markers. The measurements were taken at a temperature of 19◦C.

The cause of this has not been established; one possibility might be an unintended difference

between the conditions for the two paths in the cuvette. A difference in conditions could

also explain the non-zero rotation difference at ∆λ = 0, where a value of zero is expected,

independently of the form optical activity takes as a function of wavelength. Nevertheless,

the graphs show the expected overall behaviour, and the model notably has no free fitting

parameters. The experiment constitutes a proof of principle for this type of measurement

scheme. Fig. 4.14 (b) reveals that the difference between the optical activity at two wave-

lengths is very small, and the state |Ψ〉 is sensitive to this difference. Crucially, the signal

of the comparatively large mean is separated from the small difference signal.

4.6 Discussion

To the best of my knowledge, this constitutes the first measurement of molecular optical

activity that is based on quantum correlations. The speciality of this experiment is that the

mean and difference of the optical rotation at two wavelengths are measured separately. As

explained earlier, for the same resource of two photons, the quantum measurement schemes
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ideally allow a factor of
√

2 enhancement in the precision of the mean or difference mea-

surements, compared to using two separable linearly polarised photons. The difference mea-

surement is especially interesting, because the ORD is often very small but reveals valuable

information about the stereochemistry and molecular transition energies. A high precision

measurement of the mean rotation can also be used for a number of applications, for instance

to determine the concentration of a given optically active substance. In a sensing application

where the goal is the detection of trace amounts of a substance, the measurement precision

would determine the smallest concentration that can be distinguished from zero.

We will conclude this section by looking at how this experiment fits in the context of some

relevant works from the literature. A distinctive feature of this experiment in comparison to

previous polarisation-based quantum metrology experiments is the fact that it involves four

modes in total, and the two photons are distinguishable so that they can probe two different

polarisation-based MZIs.

Given that four modes are involved, one might ask how the above scheme is related to

the joint estimation of multiple parameters, a problem that has been studied in some recent

works [155–159]. Research on multi-parameter quantum metrology has revealed some intri-

cacies in the extension of concepts from the comparatively well-understood single parameter

estimation to the multi-parameter case. For instance, it has been shown that the simul-

taneous estimation of multiple parameters can lead to a better precision than if the same

resources are distributed to estimate the parameters individually [156]. Furthermore, while

a quantum Cramér-Rao bound can also be established for multi-parameter estimation, the

possibility to saturate it depends on the commutativity of the measurement operators for the

various parameters [144]. Another topic in multi-parameter estimation concerns the need for

multimode entanglement. Generally, multi-parameter quantum metrology encompasses the

study of unitary and nonunitary processes. Within unitary processes generated by commut-

ing operators, one scenario relevant to imaging applications is the estimation of phases in a

number of modes relative to one reference. A second scenario that is particularly relevant for

comparison with the above optical activity study consists in the estimation of a set of pair-

wise relative phases. Ref. [159] provides an analysis of both scenarios. The authors propose

quantum states without mode-entanglement that perform at least as well as other, multi-

mode entangled states, suggesting that multimode entanglement is not a required resource

for multi-parameter estimation tasks. This is consistent with the fact mentioned earlier that

in our case, the states |Φin〉 and |Ψin〉 yield no advantage for a joint estimation of both

parameters α and ∆α. Indeed, the goal in this chapter differs from that of multi-parameter

quantum metrology. Although the use of two wavelengths introduces the rotation angles at

the wavelengths, α1 and α2, as two potential parameters of interest, the experiment of this
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chapter addresses single-parameter estimation tasks, albeit unusual ones. The more conven-

tional single-parameter estimation task would be to determine the optical activity at only one

of the two wavelengths. In that case, using a two-photon state as a resource, a polarisation

NOON state or similar could simply be used at the wavelength in question, without probing

the second wavelength at all. However, recasting the two parameters α1 and α2 in terms

of multiwavelength sum and difference parameters α and ∆α, the situation changes. As we

have seen, quantum mechanics allows to directly access these multiwavelength parameters

via the inter-mode entangled states |Φin〉 and |Ψin〉, which are each sensitive to one of the two

parameters. The proposed scheme provides an advantage when multiwavelength parameters

are of interest individually rather than jointly, for example when only the derivative of the

wavelength dependence is required.

The distinguishability of the photons in the experiment means that (superpositions of)

Bell states are used as opposed to NOON states. In fact, the photons are distinguishable

for two distinct reasons. The first is the separate paths containing one photon each. For

the particular case of the input state |Φin〉 and when ∆λ = 0 so that the other source of

distinguishability is eliminated, the scheme can be directly compared to the polarisation

NOON type measurements with N=2, which can provide the same precision enhancement.

Yet, a consequence of the individual paths for the photons is that the two photons are

also detected separately. Hence, the typical problem of losing events due to both photons

being incident on the same detector is completely avoided, even with four non-photon-

number-resolving standard APDs. The second DOF by which the photons are distinguishable

whenever ∆λ 6= 0 is the wavelength. This DOF plays a very different role than the path,

since the optical activity is wavelength-dependent and it is this dependence which is studied.

In [146], Bell et al. present another experiment where entangled photons with unequal

wavelengths are used for phase measurement. Similarly to the optical activity measurement

experiment above, the entangled multicolour biphoton state is created through a superposi-

tion of two events of a nonlinear optical process. In [146], it is realised by four-wave mixing

in a photonic crystal fibre that the pump beam traverses in two directions. It allows the

creation of path entanglement without the requirement of photon indistinguishability that is

typical for schemes relying on HOM interference. The experiment bears some resemblance

to the part of the above optical activity measurement in which |Φ〉 is used to measure the

mean rotation. By exploiting the distinguishability of the photons, both experiments avoid

the issue of the two photons being incident on the same detector. However, some important

differences also exist: Despite the photons being multicolour in both schemes, the role of

the wavelength is different within the two experiments. In [146], the wavelength difference

serves as a distinguishing feature that is useful for the implementation, rather than as an
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important parameter for the phase itself. In contrast, in the optical activity experiment,

the distinguishability is already achieved through the path DOF, and the actual wavelength-

dependence of the phase is of interest. Moreover, the optical activity experiment adds the

new element of measuring the difference between the phases at the two wavelengths.

The idea of using anti-correlated states for measuring a phase difference has been es-

tablished in magnetometry, where macroscopic singlet states, which are insensitive to the

homogeneous component of the magnetic field, can probe the spatial field gradient [144, 160].

Macroscopic singlet states in cold atomic ensembles have been proposed and implemented

[161, 162]. The photonic counter-part has also been created successfully [163–165]. In Ref.

[149], singlet states of photons produced in parametric down-conversion are proposed for

the measurement of symmetry-breaking effects. The measurement scheme for the |Ψ〉 state

from above (using a particular setting of the bias phase) is recovered from the proposed

scheme in the limit of using only two photons. Singlet states possess the special property

of being invariant to global rotations about any axis. As an alternative, the phase differ-

ence measurement from above could also be generalised to N > 2 photons using the state
1√
2

(
|N

2
, 0, 0, N

2
〉+ eiα0|0, N

2
, N

2
, 0〉
)
, where |a, b, c, d〉 denotes a state consisting of a photons

with wavelength λ1 and polarisation R, b photons with wavelength λ1 and polarisation L, c

photons with wavelength λ2 and polarisation R, and d photons with wavelength λ2 and po-

larisation L. The state |Ψ〉 is also a member of this family of states, which is constructed as

a superposition of the eigenstates corresponding to the minimum and maximum eigenvalues

of the generator of the unitary transformation [21, 128, 166]. Similar states have also been

proposed in the context of quantum clock synchronisation [167, 168].



88Multiwavelength optical activity measurements with entangled photons



Chapter 5

Conclusions and Outlook

This thesis combines experimental, analytic, and numerical work in the fields of nanopho-

tonics and quantum optics. The common motivation behind the individual projects is the

goal of optical quantum metrology on nanoscatterers. An understanding of light-matter

interaction for a given system of interest, and a suitable nonclassical light source form the

prerequisites for the goal.

To this end, I have studied the interaction of classical light with a nanostructure that

consists of a (sub-)wavelength hole in a metal film. Furthermore, I have shown ways of

manipulating and measuring the wavefunction of photon pairs produced through SPDC.

Finally, I have demonstrated how photon pairs can be used to measure the interaction of

light with chiral molecules.

5.1 Summary of key contributions of this thesis to the

fields of research

Chapter 2 presents two experiments on the interaction of classical light with nanoholes.

A description of the polarisation DOF of light in terms of helicity is very useful, since

a symmetry can be associated with this observable. Section 2.3 demonstrates how helicity

can be used and controlled in nanophotonics experiments, even though in the nonparaxial

regime its relationship with polarisation is subtle. Circular nanoapertures in metal make up

the scatterers for this experiment. The scaling of the power transmitted through nanoholes

as a function of the hole size has been studied by the nanophotonics community. The

experiment adds to that body of work by establishing that the scaling of the transmitted

power is different for the two output helicities, when a Gaussian beam is incident on the

nanohole in a helicity eigenstate. The experiment is published in Ref. [31].

89
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In Section 2.4, a simple nanopositioning technique that enables the identification of a ref-

erence position is proposed and experimentally implemented using the same nanostructure.

As it only relies on cylindrical symmetry of the probe field and the scatterer, it can also be

adapted to other systems besides nanoapertures.

Chapter 3 contains analytic and numerical results on the control of the spectrotemporal

properties of photon pairs produced in SPDC.

Section 3.2 shows a way of manipulating the time delay between photons produced in

type-II SPDC through the crystal position, and the underlying mechanism is explained. The

results have immediate implications for experiments in which photon pairs to be used for

quantum interference are created via type-II SPDC, particularly in a collinear configuration.

The work is published in Ref. [2].

In Section 3.3 a simple, new method is proposed that allows to measure the complex

spectral wavefunction of biphotons produced in type-II SPDC. Since the wavefunction con-

tains the complete information about the spectrotemporal DOF, it admits the calculation of

any observable related to this DOF. The probability distribution of time delays between the

photons is of particular practical interest, because it is difficult to measure experimentally.

The content of this section is published in Ref. [3].

Chapter 4 presents a quantum metrology experiment in which entangled photon pairs

are used for the first time to measure natural optical activity. The special feature of this

experiment is that nondegenerate photons provide information about different quantities of

interest: One type of entangled state, with correlated polarisations, is sensitive to the mean

optical activity, while another type with anticorrelated polarisations gives direct access to

the ORD.

5.2 Outlook

Striving for speed, compactness, and efficiency, technology is reducing the size of devices such

as sensors and transistors to smaller and smaller scales. This miniaturisation calls for new

tools to control and measure structures at the nanoscale. The intersection of nanophotonics

and quantum optics is a promising space for the development of such tools, because it allows

to combine nonclassical resources, such as single photons or entangled photon states, with

the understanding of tightly confined modes offered by nanophotonics. One of the tasks

that can benefit from quantum resources is measurement. This thesis pursues the goal of

performing quantum-enhanced measurements of nanostructures by exploiting the interplay
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between nanophotonics and quantum technologies. The work presented in the thesis makes

several contributions towards this larger goal.

First of all, the nanohole experiments of Chapter 2 demonstrate a way to exploit sym-

metries in nanoscattering. This is particularly advantageous when no analytic model for

the light-matter interaction is known, a common case in nanoscattering. Although classical

light was employed in the experiments, the approach of basing the experimental design on

symmetries is equally applicable when using nonclassical light.

Secondly, some tools for engineering biphoton states are developed in Chapter 3. The

ability to tailor and control quantum states of light is a key requirement for their use within

quantum metrology. Spectrotemporal properties, which are the focus of the chapter, play a

role for applications that involve energy transitions or exhibit a dependence on the photon

timings.

Lastly, the goal of quantum measurements with nanoscatterers is approached more di-

rectly in Chapter 4. The quantum metrology experiment presented there involves nanoscat-

terers on the smallest scale, namely molecules acting as the scatterers. The light-matter

interaction is used to reveal molecular properties exhibited through the refractive index of

the medium.

In the future it would be interesting to perform quantum metrology experiments on larger

scatterers, for example complex biomolecules or nanostructures made of dielectrics or metals.

This could better motivate restricting the probe power and would allow tapping into more

of the typical features of nanophotonics explained in Section 1.1.1. The measurements could

again be of optical activity, but other aspects of the light-matter interaction could also be

probed. The transition to larger scatterers could be realised via two routes:

1. In special systems, for instance with metamaterials, it may be possible to have light inter-

acting with larger structures in such a way that a simple effective interaction is maintained.

A unitary transformation, through which the parameter of interest is encoded in the probe

state as a phase, would then permit the use of conventional, well established tools of quantum

metrology [21, 166].

2. Generally, however, the light-matter interaction can be more complex, so that no mapping

onto well-studied problems in quantum metrology is obvious. This poses the question of

how the parameter of interest in a given system can be measured. The task can further be

complicated by losses that are often present in nanophotonics experiments (examples can be

found in [48] and [5, Chapter 12]).

With regard to the choice of probe light, although the experiment of Chapter 4 strictly

speaking does not make use of conventional NOON states, it has some challenges in common

with NOON-type quantum metrology experiments: The enhancement of the measurement
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precision is on the one hand limited by difficulties in creating the required sort of entangled

state with a high photon number, and on the other hand degraded by losses. Already today,

the losses could be significantly reduced with different equipment, such as anti-reflection

coatings and high-efficiency detectors [169]. The preparation of useful nonclassical states is

an important challenge [20, Sec. 13.5.2], [136, 141, 170–173]. The problem of loss is also

being recognised and tackled in the research community (see for example [21] and references

within, as well as [174–180]).

Despite such challenges, combining elements of quantum metrology and nanophotonics

might open up exciting new possibilities. Real-world metrological applications could benefit

from jointly leveraging phenomena of the two fields, for instance the field enhancement of

nanophotonics on the one hand, and the fast state evolution of quantum metrology on the

other. A further interesting path might emerge from optical properties that are not accessible

in nature but attainable through the design of metamaterials. Could these novel properties

be put to use in metrological applications? I am curious what new ideas the connection of

nanophotonics with quantum metrology will generate.

The results of this thesis also admit some more immediate follow-up studies that are not

explicitly related to the idea of quantum metrology for nanoscatterers.

In my opinion, an analysis in terms of helicity and total angular momentum is especially

worthwhile in the set of optics experiments that would otherwise typically be considered

in terms of spin and orbital angular momenta. The main reason for this is the predictive

power due to the connection with symmetries. In the experiment of Section 2.3, helicity

conversion is measured for a case where light interacts with matter that lacks duality sym-

metry. In the case of a dual scatterer, theory predicts that independently of its geometry, no

conversion occurs. This, in fact, is a striking example for the difference in predictive power

of the frameworks. Hence, an experimental observation of such helicity preservation would

constitute a nice follow-up of the work from Section 2.3. It could in principle be done with

a similar experimental set-up; the main challenge would be procuring a dual scatterer, as

most naturally occurring materials are not dual.

There is also a possibility for extensions related to Chapter 3. The effect explained in

Section 3.2 is rooted in spatio-temporal correlations within the biphoton wavefunction. The

primary consequence of moving the crystal is a shift of the time delay distribution. However,

the results of Chapter 3 point towards a possibility of shaping the temporal wavefunction in

a more comprehensive manner. It could be achieved via more general spatial manipulations,

for instance with an SLM, which can again affect the temporal properties due to spatio-

temporal correlations.
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In the optical activity study presented in Chapter 4, measuring the difference between

two wavelengths was of particular interest. However, the same method can also be used for

other differential measurements. As further examples involving optical activity, the experi-

mental set-up can be adapted to compare the concentrations or enantiomeric purities of two

solutions by choosing the photons to be at the same wavelength and simply performing the

differential measurement across two different solutions. Of course, the differential measure-

ment approach is by no means limited to optical activity measurements. Such measurements

could also be used more generally to compare the relative phase difference between two pairs

of modes, or to estimate derivatives of parameters that affect the relative phase with respect

to the relevant DOF by which the two pairs of modes differ, for example to estimate some

types of spatial gradients.
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Appendix A

Nanofabrication

The samples used for the experiments of Chapter 2 were fabricated by Dr. Alexander Mi-

novich at the ACT Node of the Australian National Fabrication Facilities. Later on, I made

further nanoaperture samples at the Central Analytical Research Facility of Queensland

University of Technology (QUT) with the help of Michael Larkins and Dr. Kristy Vernon.

Here I provide details about the fabrication process at QUT to give the reader an idea about

what is involved in the creation of such nanoaperture samples.

The final nanohole sample is obtained in three main steps: A suitable glass substrate is

required, then a gold film is deposited on the substrate, and finally the nanoapertures are

milled in the gold.

A.1 Glass substrate

Given that the gold layer containing the nanoapertures should have a thickness of only 100-

200 nm, a transparent substrate is used to support the gold film. This substrate is the

object the nanofabrication starts with. We chose to make samples on two different glass

substrates, a microscope coverslip (made from colourless borosilicate glass (D 263) with a

thickness of 0.15±0.02 mm) and a microscope slide (alkaline earth boro-aluminosilicate glass

with a thickness of 1.10 ± 0.03 mm). The main difference between the two, the thickness,

is the basis of their respective advantages and disadvantages. On the one hand, the thicker

microscope slide is less fragile and therefore easier to handle. On the other hand, the thinner

coverslip can allow imaging of the gold film using microscope objectives with higher NA, as

high NA objectives tend to have shorter working distances so that they need to be closer to

the gold. As required, the substrates were cleaned following a four-step procedure:
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1. Using tweezers, the substrate is immersed in a solution of detergent in water for a

duration of 10 s.

2. Next, it is held in a bath of acetone for 2 minutes.

3. Then the sample is quickly rinsed with ethanol.

4. Finally, it is dried using compressed nitrogen from a nitrogen gun.

A.2 Gold film

Once the substrate is ready, the gold film is created on top of it from bulk gold such as

commercially available gold string. A very thin (∼ 2 nm) layer of chromium may be used

for better adhesion between the gold and glass, but it was not done in our case. The

gold film deposition can be achieved via sputter coating or thermal evaporation under high

vacuum. The choice of method has an impact on the purity, surface quality, and structure

of the gold film. Ideally, one would like a smooth film. The specifics, in turn, influence

the geometrical precision of the holes that are later milled into the gold: Irregularities and

crystalline boundaries behave differently in the milling process, which may lead to a deviation

from the design structures. Examples of such defects are shown in Fig. A.1. The details

of the gold film also affect the interaction of light with the sample. Simple calculations

and simulations that model multilayer structures with piecewise constant permittivities as

obtained from tables for bulk materials generally do not account for such details.

(a) (b)

Figure A.1: SEM images of nanoholes with erratic shapes. In both cases, the outline of the
hole, which is meant to be circular, contains irregularities. In addition, the hole walls in (a) are
not vertical as intended. In (b) imperfections in the surface of the gold film are visible.

For our gold films, we used vacuum deposition with a thermal evaporator (Emitech

K975X), which typically results in a better film purity than sputter coating [181, Sec.

18.3.2.1]. However, we encountered some difficulties related to the film thickness. The

film thickness monitor contained in the device, which is designed to assist with achieving

the desired value, was not operational at the time of use. Without the monitor, it could
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still be possible to control the film thickness after a thorough calibration that relates the

specific settings (amount of gold used, device settings, coating times) with film thicknesses.

Yet, uncertainties in the calibration led to uncertainties in the film thickness. The film on

the coverslip has a thickness of ∼ 120 nm, and the one on the microscope slide is ∼ 130 nm

thick.

Ellipsometry is a very useful tool for characterising multilayer structures. An ellipsometer

is a device that measures the polarisation-dependent scattering of light from planar surfaces

and multilayer samples, potentially as a function of the scattering angle and wavelength

[182]. The physical layout of the apparatus is illustrated in Fig. A.2. The thickness of a

layer can be estimated with an ellipsometer based on the interference between light that is

scattered from the lower and upper surfaces of the layer. However, this works only for thin

films (approximately < 100 nm thickness) in the case of metal samples. The reason for this

is that absorption takes place, which results in a decrease of the amplitude of light scattered

from the lower surface.

Figure A.2: Schematic of an ellipsometer. Polarised light is reflected off a planar sample and
the polarisation of the reflected light is analysed. The angle of incidence, Φ, and wavelength of the
light may be varied.

We performed ellipsometric measurements on thinner gold films (thickness of 10-20 nm),

and the results revealed a further complication to the calibration of our thermally evaporative

film deposition, namely that the film thickness strongly depended on the position of the

sample within the chamber. The maximum relative variation of film thickness we measured

for different positions was as much as ∼ 80%. Ellipsometric measurements can also be

used to determine the complex permittivities of the sample materials. Knowledge of these

permittivities is useful for any subsequent modelling of light interacting with the fabricated

sample. Fig. A.3 shows the complex permittivities as a function of wavelength that we

obtained for our glass (a) and gold (b) materials through ellipsometric measurements. This

is plotted alongside reference values from the literature which could otherwise have been
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used for modelling purposes. For the case of glass, the results obtained for the coverslip

and microscope slide are very similar and also match the reference values closely. On the

other hand, discrepancies between experimental permittivities and the reference values are

evident for gold. The reference values for the real part of the permittivity are mostly within

one standard deviation of the experimental values, but there is a significant deviation of the

experimentally obtained imaginary part compared to the reference values at wavelengths

above 500 nm. This might be due to the polycrystalline structure of the gold.

Figure A.3: Comparison between experimentally obtained wavelength-dependent complex per-
mittivities and reference values for glass (a) and gold (b). In (a) the solid curves are the experimental
permittivities for the coverslip (black) and the microscope slide (blue), while the dashed green line
is the permittivity for Schott borosilicate crown (N-BK7) [183]. (b) shows the mean experimental
permittivities of gold in black solid lines and an interval of ±σ is indicated by the grey lines, as
obtained from four independent measurements. Again, the green dashed lines show a reference
permittivity, this time values for gold from [184].

A.3 Nanoaperture milling

The final step is milling the nanoholes into the gold film with an FIB machine. We used an

FEI Quanta 200 3D, a dual beam system that allows to mill structures using an ion beam,

and to image the sample using either ion or electron beams [185, Chapter 12]. All these

applications make use of beams of charged particles, which can be manipulated with electric

and magnetic fields. The electrons are released through field emission from a tungsten tip,

and the gallium ions are obtained from a liquid metal ion source with a tungsten needle,

where the large electric field results in ionisation and finally also field emission. These

primary electrons or ions are accelerated and focused on the sample. Electrons excite the

atoms near the sample surface, which then emit secondary electrons that are detected. When
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an ion beam is used, material is sputtered during the interaction of the ions with the sample.

For imaging applications, a low ion beam current is used to reduce the amount of sputtering,

but the imaged section is nevertheless gradually milled away with increasing imaging time.

The dark rectangular regions around some of the holes in the electron beam images of both

(a) and (b) in Fig. A.5 are due to milling during ion beam imaging. The properties visible

through ion beam imaging are different from those that show up in an electron beam image

[185, Fig. 7.8]. An example of an ion beam image can be seen in Fig. A.4. The pattern

in the gold might appear like surface roughness at first, but it is actually due the differing

orientations of crystalline domains.

Figure A.4: Ion beam image of a circular nanoaperture. The pattern of the gold film does not
show surface roughness but different orientations of the crystalline domains.

A higher beam current is chosen for lithographic applications, i.e. to deliberately pattern

the sample. This is how the nanoholes are created. The preparatory steps to get the

machine ready for milling include setting up the focus of the beams, and this influences the

quality of the final nanostructures. For example, if astigmatism is not properly corrected,

a hole that is designed to be round may turn out elliptical. It is also important to find the

right combination of beam current and dwell time that leads to the correct milling depth.

Insufficient depth means that the holes do not fully penetrate the gold film, while overmilling

can result in an undesired shape, for example due to material redepositing at the edge of the

hole [185, Sec. 2.4]. The milling settings also influence the shape of the hole walls. The aim

for our nanosamples was cylindrical rather than the conical holes (compare Fig. A.6 (a) and

(b) with Fig. A.1 (a)).

As the holes are very small, it can actually be quite difficult to locate them on the

sample at the beginning of optical experiments. The challenge in the search for the holes is

the following: When illuminating a large portion of the sample, very little light is transmitted

through the nanoapertures, but the more tightly the light is focused, the smaller the spot.

One way to simplify the search would be to have them close to the edge of the sample.
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However, this is usually not very practical since it would restrict the options for how the

sample can be mounted later on. To help with navigation on the sample, it is therefore

convenient to create the nanoholes in the vicinity of some easy to find marker. One option is

to use a scratch in the gold, but this has the disadvantage of the scratch potentially affecting

the gold film in an extended region. An alternative option is to mill a large hole as a marker

(see Fig. A.5 (a) for an example), which requires time but does not disturb the gold film

around the marker.

(a) (b)

Figure A.5: SEM images of large sections of two different samples. In (a) an arrow milled into
the sample, which serves as a marker, is visible, along with parts of three nanohole arrays. (b)
shows a part of one nanohole array with holes of increasing size towards the right.

We milled a variety of different nanoholes, namely circular, elliptical, and rectangular

nanoapertures with cross-sections ranging between 200 nm and 750 nm. For the ellipses and

rectangular holes, aspect ratios between 0.3 and 1 were used. A selection of examples is

shown in Fig. A.6.
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(a) (b)

(d)(c)

Figure A.6: SEM images of four example holes, illustrating the range of sizes and shapes
created. (a) and (b) are circular holes of different sizes, while (c) shows a rectangular and (d) an
elliptical hole. The scale is the same in all subfigures, with the length of 1 µm indicated by the
insets. The overlaid measurements were performed with the FIB machine and provide information
about the hole sizes.
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Appendix B

Details for Chapter 2

Rotational symmetry of scattered light when a field in

a superposition of Jz = 1,Λ = 1 and Jz = −1,Λ = −1

impinges on a cylindrically symmetric object

This Appendix considers an electromagnetic field consisting of a superposition of Jz = 1,Λ =

1 and Jz = −1,Λ = −1, that impinges on a cylindrically symmetric scatterer, such that the

symmetry axis of the scatterer and incident electromagnetic modes coincide. In particular,

we will see what kind of rotational symmetry is obtained when helicity modes of the scat-

tered field are imaged, even in the case of imperfect helicity projection. Relating this to

the nanoaperture experiment of Section 2.4, the analysis corresponds to a case of perfect

alignment, but allows for imperfections in the polarisation preparation and analysis. In the

nanoaperture experiment, the incident light field consists of predominantly Jz = 1,Λ = 1

with only a very small component of Jz = −1,Λ = −1, but the following analysis is valid

for a general superposition of the two modes.

Let us first treat the two input modes separately, since each one forms a cylindrically

symmetric system with the scatterer. A superposition of the resulting modes will be con-

structed at the end. We will begin with the incident mode Jz = 1,Λ = 1. The z-component

of the angular momentum is conserved due to cylindrical symmetry, so it is clear that both

incident field and transmitted field should be invariant to rotation about the z-axis, except

for a phase factor. In contrast to Jz, Λ is not conserved, so that the scattered field originat-

ing from the Jz = 1,Λ = 1 mode contains two modes: Jz = 1,Λ = 1 and Jz = 1,Λ = −1.

Considering these two modes of well-defined helicity, after collimation, the transmitted field

with unchanged helicity can be written in terms of the functions D1pz
from Eq. (1.4) and has
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no azimuthal dependence, while the transmitted mode with opposite helicity can be written

in terms of C1pz
of Eq. (1.3) and has an azimuthal dependence of exp(i2θ) (The azimuthal

dependence here refers to the scalar component of the field). The central node of the beam

with opposite helicity (see Fig. 2.4 (b) for the case of the nanoaperture) is then an optical

vortex of charge two. Both of these factors of azimuthal dependence, 1 and exp(i2θ), are

invariant to rotations by π about the z-axis. Because of the unit vectors for LC and RC

polarisation, such a transformation on the full vectorial field results in an overall phase factor

of -1 in the case of both helicities. This common property of the two modes is of course

consistent with the fact that both fulfil Jz = 1.

Now, the modes originating from the incident mode with Jz = −1,Λ = −1 can be

treated in an analogous way, where the same argument concerning rotations by π can be

made for the two scattered modes Jz = −1,Λ = −1, Jz = −1,Λ = +1. This means that in

fact, all four modes contained in the scattered field share the factor of -1 after an angular

momentum preserving transformation. Imperfections of the projective measurement will

result in mixing of the four modes. However, the essential result is that due to the common

two-fold rotational symmetry of all the modes, the intensity distribution of the measured

helicity mode is also invariant to a rotation by π.
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Details for Chapter 3

C.1 Numerical modelling

In the numerical calculation of the mode function the refractive indices are modelled by

Sellmeier equations for KTP that depend on the frequency, polarisation, and propagation

direction of the light, as well as the crystal temperature [186]. A temperature dependence of

the poling period, which is caused by thermal expansion of the crystal, is also incorporated

based on coefficients from [187], although this has a comparatively small effect.

In the calculation of the longitudinal wavevectors, I make the approximation of using kzm =√
(k(ωm, T ))2 − |qm|2 with k(ωm, T ) = n(ωm, T )ωm

c
, where n(ωm, T ) is calculated for the

propagation direction z.

C.2 SPDC state

For the biphoton wavefunction at the crystal exit facet

|Ψ〉 =

∫
dqsdqidωs Φfull(qs,qi, ωs, ωi;T, ωp)â

†
s(qs, ωs)â

†
i (qi, ωi)|0〉 (C.1)

is used, where the function Φfull(qs,qi, ωs, ωi;T, ωp) is the biphoton mode function

Φfull(qs,qi, ωs, ωi;T, ωp) ∝ sinc

(
∆kz(qs,qi, ωs, ωi;T, ωp)L

2

)
exp

(
−w

2
p|qs + qi|2

4

)
×exp (i kzp(qs + qi, ωs + ωi, T )(zc − zfoc (zc)))

×exp (i (kzs(qs, ωs, T ) + kzi(qi, ωi, T ))(L/2)) . (C.2)
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This is equivalent to Eqs. (3.1) and (3.2) of Section 3.2 and the definitions of the variables

are provided there; the only difference is that here the dependence on ωp is explicitly incor-

porated. In Section 3.2 it is held constant and therefore omitted.

After projection into spatial modes Gs and Gi, the mode function becomes

Φ (ωs, ωi;T, ωp) ≡
∫ ∫

dqsdqi Φfull(qs,qi, ωs, ωi;T, ωp) G
∗
s(qs)G

∗
i (qi). (C.3)

Detection modes

Laguerre Gaussian (LG) modes are used as detection modes. This encompasses the typical

Gaussian, appropriate for the simple use of a SMF as in Section 3.2, but also higher order

modes, the projection into which can be achieved by the use of holograms, SLMs, or q-plates

before the fibre coupling. The Laguerre Gaussian modes are determined by the parameters

l, q, w, which are the vortex charge, the radial index related to the number of radial nodes,

and the beam waist, respectively. They are defined as

G(q) = LGl,q (kr, φk;wm) = fl (φk) fl,q (kr) ,

fl (φk) = exp (ilφk)

fl,q (kr) =

√
w2
mq!

2π (|l|+ q)!

(
wmkr√

2

)|l|
L|l|q

(
w2
mk

2
r

2

)
exp

(
−w

2
mk

2
r

4

)
exp

(
i

(
q − |l|

2

)
π

)
.

Here, L
|l|
q (x) is the associated Laguerre polynomial. The polarisation is omitted, but is

determined by the projection modes applying to either the signal or idler photon. The

momenta in cylindrical coordinates are related to the Cartesian ones in the usual way:

φk = Arg (qx + iqy)

kr =
√
q2
x + q2

y .

Section 3.2 explains how the effect of a longitudinal displacement of the crystal on the

detection modes is modelled.
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C.3 Taylor approximations

C.3.1 Taylor expansion of longitudinal wavevectors

A multivariate Taylor expansion of the longitudinal wavevector, kzm, about ωm = ω0m,

T = T0, and qm = 0 up to the first non-zero order in each variable is

kzm(qm, ωm, T ) ≈ km(ω0m, T0) + (ωm − ω0m)
∂km
∂ω

+(T − T0)

(
∂km
∂T

)
− |qm|2

2km(ω0m, T0)
. (C.4)

All derivatives are evaluated at the reference settings. The wavenumber is km(ωm, T ) =

kzm(0, ωm, T ), ∂km
∂ω

is the inverse group velocity, and ∂km
∂T

= ω0m

c
∂nm
∂T

.

C.3.2 Taylor expansion of the longitudinal wavevector mismatch

Since ∆kzL/2 is the argument of the sinc function in Eq. (3.2), down-conversion is most

efficient for ∆kz = 0. T0 is defined as the temperature at which collinear down-conversion

takes place efficiently at the reference frequencies ω0s and ω0i, so that

kp(ω0s + ω0i, T0)− ks(ω0s, T0)− ki(ω0i, T0)− 2π

Λ (T0)
= 0. (C.5)

The poling period, Λ, depends on the crystal temperature due to the thermal expansion of

the nonlinear crystal. Using Eqs. (C.4) and (C.5), a multivariate Taylor expansion of the

longitudinal wave vector mismatch, ∆kz, about ωs = ω0s, ωi = ω0i, T = T0, and qs = qi = 0

up to the first non-zero order in each variable is

∆kz ≈ (ωs − ω0s + ωi − ω0i)
∂kp
∂ω
− (ωs − ω0s)

∂ks
∂ω
− (ωi − ω0i)

∂ki
∂ω

+(T − T0)

(
∂kp
∂T
− ∂ks
∂T
− ∂ki
∂T

+
2π

(Λ (T0))2

∂Λ

∂T

)
− |qs + qi|2

2kp(ω0s + ω0i, T0)
+

|qs|2
2ks(ω0s, T0)

+
|qi|2

2ki(ω0i, T0)
. (C.6)

Since the pump frequency is fixed in Section 3.2, the first term does not contribute there.
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C.4 Symmetrised mode function after Taylor approxi-

mation

First, some definitions are introduced that will be useful later on:

XT ≡
(
∂kp
∂T
− ∂ks
∂T
− ∂ki
∂T

+
2π

(Λ (T0))2

∂Λ

∂T

)
XT2 ≡

(
∂ks
∂T

+
∂ki
∂T

)
ct ≡ −

XT(
∂ks
∂ω
− ∂ki

∂ω

)
Xq2 (qs,qi) ≡ −

|qs|2
2ks(ω0s, T0)

− |qi|2
2ki(ω0i, T0)

Xq3 (qs,qi) ≡ −
|qs + qi|2

2kp(ω0s + ω0i, T0)
+

|qs|2
2ks(ω0s, T0)

+
|qi|2

2ki(ω0i, T0)

Xω ≡
(
∂kp
∂ω
− ∂ks

2∂ω
− ∂ki

2∂ω

)
cωp ≡ −

Xω(
∂ks
∂ω
− ∂ki

∂ω

) .

Now, in order to establish the relationship between a change in crystal temperature or

pump wavelength and the frequencies, the wavefunction is written explicitly in the sym-

metrised form that is intrinsic to the quantum interference process. Let ∆ωp ≡ ω1 + ω2 −
ω0s − ω0i and Ω ≡ ω1 − ω0s+ω0i

2
− ∆ωp

2
. With these definitions and change of variables, after

some work one can obtain
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Φ (ω1, ω2;T = T0 + ∆T, ωp = ωp0 + ∆ωp) Φ∗ (ω2, ω1;T = T0 + ∆T, ωp = ωp0 + ∆ωp)

≈ Φ (ω1 + ∆Tct + ∆ωpcωp, ω2 −∆Tct −∆ωpcωp;T0, ω0p)

×Φ∗ (ω2 + ∆Tct + ∆ωpcωp, ω1 −∆Tct −∆ωpcωp;T0, ω0p)

∝ exp

(
i

(
2Ω

(
∂ks
∂ω
− ∂ki
∂ω

))(
L

2

))
×
∫ ∫

dqs′dqi′G
∗
s(qs′)G

∗
i (qi′)SP (qs′ + qi′)

×exp

(
i

(
Xq2 (qs′ ,qi′)

)(
zc − zfoc (zc) +

L

2

))
×sinc

(
L

2

((
∂ks
∂ω
− ∂ki
∂ω

)(
−Ω +

ω0s − ω0i

2
−∆Tct −∆ωpcωp

)
+Xq3 (qs′ ,qi′)

))
×
∫ ∫

dqs′′dqi′′Gs(qs′′)Gi(qi′′)S
∗
P (qs′′ + qi′′)

exp

(
− i
(
Xq2 (qs′′ ,qi′′)

)(
zc − zfoc (zc) +

L

2

))
×sinc

(
L

2

((
∂ks
∂ω
− ∂ki
∂ω

)(
Ω +

ω0s − ω0i

2
−∆Tct −∆ωpcωp

)
+Xq3 (qs′′ ,qi′′)

))
.

(C.7)

C.5 Applicability to other type-II SPDC configurations

The calculations have been shown for the case of collinear SPDC with a periodically poled

crystal. However, the method is also applicable to noncollinear down-conversion and when

a crystal without periodic poling is used. In the theory above, this modifies the Taylor

expansion of the longitudinal wavevectors (Eq. (C.4)), and consequently the wavevector

mismatch ∆kz of Eq. (C.6). Specifically, the first derivative of the wavenumbers with respect

to the transverse momentum can be non-zero and the expansion can be performed about

non-zero transverse momenta q0m. Despite these changes, the method for the wavefunction

reconstruction can be used since Eq. (3.20) still holds. However, the constants defined in

Eqs. (3.21)-(3.24) of the main text are modified in the following way:
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XT ≡
(
X0p

∂kp
∂T
−X0s

∂ks
∂T
−X0i

∂ki
∂T

+
2π

(Λ (T0))2

∂Λ

∂T

)
(C.8)

Xω ≡
(
X0p

∂kp
∂ω
−X0s

∂ks
2∂ω

−X0i
∂ki
2∂ω

)
(C.9)

ct ≡ − XT(
X0s

∂ks
∂ω
−X0i

∂ki
∂ω

) (C.10)

cωp ≡ − Xω(
X0s

∂ks
∂ω
−X0i

∂ki
∂ω

) , (C.11)

with the new constant X0m ≡ km(q0m,ω0m,T0)
kzm(q0m,ω0m,T0)

= km(q0m,ω0m,T0)√
(km(q0m,ω0m,T0)2−|q0m|2)

. Additionally, a

crystal without periodic poling can be considered as having an infinite poling period and

then the dependence on the poling period in Eq. (C.8) drops out.

The applicability of the method relies on the fact that to first order, the argument of the

phase matching function has a linear dependence on Ω and on the crystal temperature and

pump frequency.

In practice, the easiest way of obtaining the constants ct or cωp may be by experimen-

tally measuring the shift in the biphoton spectral amplitude induced by a change in crystal

temperature or pump frequency.

C.6 Quantum state reconstruction for the case of a

pulsed pump

This section shows that in the case of a pulsed pump, it is possible to gain information about

the Wigner function where the sum-frequency variable has been traced out. The way we will

proceed is by working out the expression for the reduced Wigner function and comparing it

with the measurable quantities from the wavefunction reconstruction scheme.

Lifting the constraint of a monochromatic pump and allowing a superposition of different

pump frequencies, the biphoton density matrix is defined as

ρ = |ψ〉 〈ψ|

=

∫
dωsdωidω

′
sdω

′
i Φ (ωs, ωi) Φ∗ (ω′s, ω

′
i) a
†
s (ωs) a

†
i (ωi) |0〉 〈0| as (ω′s) ai (ω

′
i) . (C.12)
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and with that, the biphoton Wigner function is

W (µ1, µ2, τ1, τ2) =
1

π2

∫
dΩ1dΩ2 〈µ1 + Ω1, µ2 + Ω2| ρ |µ1 − Ω1, µ2 − Ω2〉

× exp [2i (Ω1τ1 + Ω2τ2)] , (C.13)

where

|x, y〉 = a†s (x) a†i (y) |0〉 . (C.14)

This leads to

W (µ1, µ2, τ1, τ2) =
1

π2

∫
dΩ1dΩ2 Φ (µ1 + Ω1, µ2 + Ω2) Φ∗ (µ1 − Ω1, µ2 − Ω2)

× exp [2i (Ω1τ1 + Ω2τ2)] . (C.15)

It can be rewritten in the diagonal coordinates in the following way:

W ′ (ω+, ω−, τ+, τ−) =
1

π2

∫
dΩ1dΩ2 Φ

(
ω+ + 2ω−

2
+ Ω1,

ω+ − 2ω−
2

+ Ω2

)
× Φ∗

(
ω+ + 2ω−

2
− Ω1,

ω+ − 2ω−
2

− Ω2

)
(C.16)

× exp

[
2i

(
Ω1

2τ+ + τ−
2

+ Ω2
2τ+ − τ−

2

)]
, (C.17)

where ω+ = µ1 + µ2, ω− = (µ1 − µ2) /2, τ+ = 1
2

(τ1 + τ2) , τ− = τ1 − τ2.

Additionally defining Ω+ = Ω1 + Ω2, Ω− = (Ω1 − Ω2) /2 so that Ω1 = Ω+

2
+ Ω−, Ω2 =

Ω+

2
− Ω−, one obtains

W ′ (ω+, ω−, τ+, τ−) =
1

π2

∫
dΩ+dΩ−

× Φ

(
1

2
(ω+ + Ω+) + (ω− + Ω−) ,

1

2
(ω+ + Ω+)− (ω− + Ω−)

)
× Φ∗

(
1

2
(ω+ − Ω+) + (ω− − Ω−) ,

1

2
(ω+ − Ω+)− (ω− − Ω−)

)
× exp [2i (τ+Ω+ + τ−Ω−)] . (C.18)

Now the goal is to trace out the sum coordinates ω+ and τ+ to obtain the reduced Wigner

function:
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W
′′

(ω−, τ−) =
1

π2

∫
dω+dτ+dΩ+dΩ−

Φ

(
1

2
(ω+ + Ω+) + (ω− + Ω−) ,

1

2
(ω+ + Ω+)− (ω− + Ω−)

)
×Φ∗

(
1

2
(ω+ − Ω+) + (ω− − Ω−) ,

1

2
(ω+ − Ω+)− (ω− − Ω−)

)
× exp [2i (τ+Ω+ + τ−Ω−)] . (C.19)

To simplify the expression, the following property can be used:
1

2π

∫
dxdt exp (i(x− a)t) g(x) = g(a). Letting x = 2Ω+, t = τ+, a = 0 so that∫

dΩ+dτ+ exp (i2Ω+τ+) g(Ω+) = πg(0), this results in

W
′′

(ω−, τ−) =
1

π

∫
dω+dΩ−Φ

(
1

2
ω+ + (ω− + Ω−) ,

1

2
ω+ − (ω− + Ω−)

)
×Φ∗

(
1

2
ω+ + (ω− − Ω−) ,

1

2
ω+ − (ω− − Ω−)

)
exp [2iτ−Ω−] . (C.20)

The above can be written as

W
′′

(ω−, τ−) =
1

π

∫
dω+dΩ−Φ′ (ω+, ω− + Ω−)

×Φ′∗ (ω+, ω− − Ω−)× exp [2iτ−Ω−] , (C.21)

and this expression of the reduced Wigner function is proportional to f (∆S, T, ω0p).



Appendix D

Sagnac source

The purpose of this source is the creation of polarisation-entangled photon pairs of the form

cos(φ)|H〉1|V 〉2 + sin(φ)exp(iα0)|V 〉1|H〉2, (D.1)

where H and V denote horizontal and vertical polarisations, respectively, | · 〉i with i ∈ {1, 2}
symbolises one of two outputs (Gaussian modes in SMFs), and φ and α0 are real parameters.

The basic idea behind the set-up is that type-II SPDC is used within a polarisation-based

Sagnac interferometer [150, 151], each direction of the pump light giving rise to one term of

the superposition in expression (D.1).

The Sagnac source has the usual advantage of Sagnac interferometers, which is the in-

trinsic stability that is based on the fact that the two ‘arms’ of the interferometer actually

consist of the same path, just with propagation in opposite directions [126, Sec. 3.6]. So if

for instance the path length changes, then this happens for both arms such that a relative

length change is avoided. A further benefit is the possibility to tailor the quantum state.

As we will see below, the amount of entanglement and the phase between the terms in the

superposition can be adjusted in a straightforward manner.

The detailed set-up as implemented in the experiment of Chapter 4 is depicted in Fig.

D.1. The section up until the Sagnac PBS serves to prepare the desired pump state. First,

the pump power is regulated using a HWP followed by a polarising beam splitter. As the

pump power is low, the SPDC counts are proportional to it. Next, the pump polarisation is

controlled with a set of waveplates (HWP, QWP, HWP, QWP). The key role of the pump

polarisation will become clear shortly. Although any polarisation can be achieved with

one HWP and QWP, this combination of four waveplates is especially practical when the

polarisation state needs to be adjusted, as it allows direct access to the relative amplitudes

of H and V through the first HWP, and to the relative phase between H and V through
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the second HWP. After the waveplates, the pump passes through a lens that focuses it

into the SPDC crystal. The pump beam waist inside the crystal influences the efficiency of

coupling the SPDC photon pairs into SMFs at the end, jointly with the crystal length and the

detection beam waist [82, 188]. The reason for this is that the pump beam waist and crystal

length determine the amount of spatial correlations and therefore the distribution of Gaussian

and higher order LG modes created, while the detection mode determines what Gaussian

mode the SPDC state is projected into. The pump beam is then reflected by a dichroic

mirror that is reflective at the pump wavelength and transmissive at SPDC wavelengths,

and enters the Sagnac loop via the Sagnac PBS. To understand how the overall SPDC state

is created, let us follow the pump path in each direction.

Counter-clockwise direction: First of all, what happens for the H polarisation component

of the pump? This component is transmitted through the Sagnac PBS so that the loop

is traversed in the counter-clockwise direction. The pump enters the SPDC crystal, which

is oriented to allow for type-II SPDC with an H polarised pump, thereby creating one V

(signal) and one H (idler) polarised SPDC photon. Since the photon pair goes through the

HWP before incidence on the polarising beam splitter, we have that the idler photon is V

polarised and gets reflected downwards, then transmitted through the dichroic mirror and

is incident on the lower coupler. In contrast, the signal photon is transmitted towards the

right and is incident on the right coupler. Both couplers incorporate longpass filters to reject

pump photons and filter for the SPDC photons.

Clockwise direction: For the V polarised component of the pump, the pump is reflected by

the polarising beam splitter so that the Sagnac loop is traversed in the clockwise direction.

In this direction, the pump polarisation is rotated from V to H by the HWP before the

nonlinear crystal, so that once again the appropriate pump polarisation is available for the

down-conversion process, and again a V (signal) and H (idler) photon is created. This time

the SPDC photons have no HWP before the polarising beam splitter, and the idler photon

is transmitted downwards to the lower coupler, while the signal photon is reflected towards

to right coupler.

Putting these two processes together, what we get overall is a photon pair where we

definitely have one H and one V polarised photon due to the type-II SPDC process, and

we have the idler photon always ending up at the lower coupler (output 2) and the signal

photon always ending up at the right coupler (output 1). The labels signal and idler have

a meaning besides the polarisation at the exit from the nonlinear crystal. Importantly for

the experiment of Chapter 4, the wavelength of the photons can be tuned with the crystal

temperature, and the signal and idler wavelengths may be distinct. While the final paths of

the signal and idler photons are fixed irrespectively of the pump polarisation, it determines



115

their polarisations: The pump polarisation component H (V) results in the signal being

H (V), with the idler the corresponding opposite. This highlights the role of the pump

polarisation in tailoring the state of the photon pair: The relative amplitude between H and

V controlled by the first HWP within the set of four waveplates determines φ of expression

(D.1) and therefore the relative amplitudes of the two terms; the phase between the pump

H and V components that is controlled by the second HWP sets the relative phase between

the two terms given by α0 in (D.1). In the experiment of Chapter 4, φ is set to −π/4, while

α0 is adjustable.

ff ppKTP
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laser
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QWP QWP
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PBS

Beam2
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Pump2
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Figure D.1: Experimental set-up for the ‘Sagnac source’, a quantum source based on type-II
SPDC within a polarisation-based Sagnac interferometer. A narrowband cw laser (Ondax SureLock
diode laser) emits the linearly polarised pump beam at a wavelength of 404.85 nm. The beam is
expanded with a telescope using lenses with focal lengths 15 mm and 40 mm. The pump power is
set to 2.5 mW with a HWP followed by a polarising beam splitter (PBS). The pump polarisation is
prepared with a set of four waveplates (HWP, QWP, HWP, QWP) that are set up to allow control
of the relative amplitudes of H and V via the first HWP, and of the relative phase via the second
HWP. Next, the pump beam passes through a lens with a focal length of 300 mm, which is placed
at a distance of one focal length from the centre of the nonlinear crystal (15 mm ppKTP crystal)
inside the Sagnac loop. A dichroic mirror (DM) that is reflective at ∼405 nm and transmissive at
∼810 nm reflects the pump beam that then enters the Sagnac loop via a PBS. This PBS is referred
to as the Sagnac PBS and works for both wavelength ranges. Due to a dual wavelength HWP
inside the Sagnac loop, the pump beam is H-polarised when it is incident on the nonlinear crystal
from either direction. Orthogonally polarised photon pairs are created through type-II SPDC at
near-degenerate wavelengths determined by the crystal temperature that is controlled with an oven.
The SPDC photons are split at the Sagnac PBS. The pump photons get blocked by the DM in
their Sagnac PBS output arm, and in addition, any residual pump light is discarded by longpass
filters in both output arms. Finally, the SPDC photons are coupled into SMFs.



116 Sagnac source



List of Symbols

CHAPTER 1
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Ĥcol . . . . . . . . . generator of mean rotations.
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