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Abstract

Optical trapping offers a non-contact, non-destructive tool for manipulating and handling

particles, from micron sized particles down to individual atoms with light. One can distin-

guish two different applications for optical trapping. The first relying on the ability to trap

small particles (from tens of nm to tens of µm); the second, related to the confinement and

cooling of atoms or collections of atoms. Until now there has been no system that combines

the forces due to both dielectric particle trapping and atom trapping as they are usually

contained in completely separate parameter regimes, even though both of these trapping

applications arise from the same force. The force is the result of the interaction of the po-

larisability of the trapped object with the electric field of the trapping laser, which depends

directly on the dipole strength trapped object. In the case of classical trapping, the force

acts on an induced dipole caused by the electric field on the object, whereas in the case of

atom trapping, the induced dipole arises from the optical transitions present in the electronic

structure.

In this way, optically trapped nano-particles containing embedded optical defects brings

about a new regime of trapping and cooling nano-particles. This new trapping regime will

allow well established techniques from atom trapping to be applied to the more massive nano-

particles. The result is an optical trap showing capabilities with improved trapping strengths

and cooling mechanisms. The enhanced control will allow us to cool the centre of mass

motion of nano-particles down to their quantum ground state, even in a room temperature

environment, exciting for high precision sensing and macroscopic quantum experiments.

In this thesis I focus primarily on identifying and observing the trapping forces on the
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optical defects inside of optically trapped nano-diamonds. I developed an experimental

set-up and procedure to isolate, trap and reliably measure the trapping behaviour of nano-

particles as a platform for investigating the atomic forces on optical defects in nano-diamonds.

I continue with a detailed analysis of the photo-physics of the Nitrogen Vacancy centre

which is the most interesting and studied optical defect in diamond. I explore the implica-

tions of the intense trapping laser field, required for optical trapping, on the feasibility of

observing defect related forces on NV centres in nano-diamonds. Due to the limitations of

the Nitrogen Vacancy defect I explore the properties of Silicon Vacancy centres in diamond,

highlighting the properties that an ideal particle would posses, with a particular emphasis

on generating collective effects. I investigate the effects of the high intensity, near infra-red

trapping laser field and show the exciting possibilities of cooling the centre of mass motion

and the internal temperature of the nano-particle simultaneously.

Whilst I have not yet reached the goal of levitating a particle and observing the coop-

eratively enhanced resonant optical dipole forces on its internal embedded defects, I have

undertaken a number of steps providing the ground work and foundations for ultimately

observing and using these forces.

‘I like it when somebody gets excited about something.
It’s nice.’

– J.D. Salinger, The Catcher in the Rye
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Organisation of Thesis

This thesis brings together three fields of physics: cold atom physics, opto-mechanics of

levitated nano-particles and diamond material science; combining them into a unique system

offering distinct advantages for inertial sensing. In Chapter 1 I provide an introduction

into the three distinct fields of physics that are involved in this thesis and how they can be

combined within a single system. I begin with an introduction into optical forces and optical

trapping with light, presenting a review on how this field developed from first observations

in the 1970s, through to the 1997 Nobel prize in Physics ‘for development of methods to

cool and trap atoms with laser light’. At this point I digress into the field of diamond

material science and its fascinating physical and optical properties and finally show how

we can merge these two fields to provide potentially significant advantages in the field of

quantum opto-mechanics.

Chapter 2 gives an extensive review of optical trapping forces. I introduce the two

approaches to optical trapping: classical trapping and atom trapping. I provide an intuitive

understanding of optical trapping before analysing the individual forces arising from a clas-

sical approach for optical trapping and then from a quantum approach for atom trapping.

I then show a new optical trapping design we have developed using focused-Bessel beams,

that enables us to enhance the frequency tuning of an optically levitation sensor. Finally I

end the chapter by delving into a discussion on the optical cooling strategies for both atom

trapping and classical trapping.

Chapter 3 contains the experimental work to measure and monitor the optical forces

xix
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of a nano-diamond containing NV centres. I begin with the analysis of combining the stan-

dard radiation pressure forces on a diamond nano-particle along with the internal atom like

optical transitions embedded within the diamond matrix. I provide important details on

the preliminary study that observed cooperatively enhance dipole forces on nano-diamonds

in liquid trapping as a motivation for observing the same forces in an optically levitated

system. I then focus on the process of developing a custom built optical trapping system

and developing an imaging system to comprehensibly monitor the motion of particles within

the optical trap. I show how the trapping stiffness of the system can be extracted by quan-

titative measurements of the trapped particles position and demonstrate that the sensitivity

is sufficient to observe the expected optical forces. Finally, I focus on trapping Nitrogen

Vacancy centres in nano-diamonds and the development of the protocols for quantitatively

measuring the classical and atomic trapping components. I show that unfortunately the NV

centre can not be simplified to an ideal two level system and further analysis of its internal

structure is required before the resonant optical forces on the nano-diamond can be observed.

In Chapter 4 I present the theoretical and experimental work to investigate the near in-

frared quenching mechanism on NV centres in nano-diamonds. I begin with the development

of the confocal microscopy set-up designed to investigate the lack of fluorescence observed.

I follow this by providing a more comprehensive analysis of the Nitrogen Vacancy centre

and its internal photo-physics. Finally, I show that the quenching observed is provided by

a dramatic increase in the charge state interconversion processes. Finally I discuss the im-

plications of this result on generating optical forces on NV centres in an optically levitation

regime.

As a result of the previous study into the NV centre, the Silicon Vacancy (SiV) centre was

investigated as a colour centre in diamond that could potentially replace the NV centre with

respect to observing the resonant radiation pressure forces on nano-diamonds. Chapter 5

begins with the the description of the Silicon vacancy centre and discuss the nano-diamond

samples I have available. I present a new optical levitation system for the SiV centres as well

as introduce an acid treatment process to clean the nano-diamond samples. In addition, I

present the preliminary measurements made to ensure that the trapping laser did not have

an effect on the SiV centres as shown in the NV centre. These preliminary measurements



xxi

then motivate a deeper investigation into the photo-dynamics of the SiV centre, showing

that the SiV centre exhibits an anti-stokes process with possibilities for optical refrigeration.

I end this chapter with a discussion of the implications of our analysis of the SiV centres

with respect to observing the resonantly enhanced optical dipole forces.

Chapter 6 contains the conclusions of this work and novel now directions that this work

provides the foundations for.

‘I may not have been sure about what really did interest me,
but I was absolutely sure about what didn’t.’

– Albert Camus, The Stranger
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‘There are things known and there are things unknown,

and in between are the doors of perception.’

– Aldous Huxley

1
Introduction

1.1 Optical Trapping

In 1970, Arthur Ashkin of Bell Labratories calculated that a focused beam of light incident

on a microsphere could exert a large force through radiation pressure or conservation of

momentum off a reflecting surface [1]. This result motivated a simple experiment to examine

such a force on a sample of transparent latex spheres suspended in water [2]. Surprisingly,

not only did this experiment demonstrate forward motion due to laser radiation pressure, but

also the existence of a transverse force that results in particle guiding, particle separation,

and stable three-dimensional trapping [3].

Optical trapping of dielectric particles in an aqueous media has found the majority of

its applications in biology. For in vitro applications, optical traps are used to study the

properties of a variety of objects, such as polymers [4], DNA [5], single molecules [6] and

1
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molecular motors [7]. For in vivo applications, optical traps are usually employed in a non-

quantitative manner to manipulate the relative position of biological objects, such as sorting

cells [8] and positioning fluorescent probes [9]. However more importantly, in Ashkin’s

seminal papers he also observed that one could levitate a dielectric particle in air with the

laser radiation pressure acting on the induced dipole of the particle [10]. This is an important

step towards removing the mechanical interactions between the environment and the motion

of the particles that destroys any possibility of observing desirable quantum effects.

Figure 1.1: Typical size regimes of optical trapping with the dielectric trapping range shown
in orange and the atom trapping range shown in pink. Typically optical forces on dielectrics
are capable of manipulating organic and inorganic objects ranging from tens of microns down
to tens of nanometres, whereas atom trapping is confined to trapping of single atoms.

Whilst optical levitation of dielectric materials did not gain much traction at the time,

it was predicted in the early 70’s that similar trapping forces were possible with atoms. The

main difference between atom trapping and trapping of dielectric particles is the structure

of the internal dipole. For atom trapping the force is acting on the dipole of an optical

transition instead of acting on an induced dipole of the bulk material, generated by the

incident electric field. The issue preventing the successful trapping of atoms was that the

optical forces were tiny. The potential wells created were so shallow that the thermal energy

of the atoms was sufficiently high enough for them to ‘boil’ out of the optical trap. Hence,

in order to trap atoms they must first be pre-cooled so that they do not have sufficient

kinetic energy to escape. It wasn’t until 1986 when Steven Chu et al. demonstrated the
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first working optical trap for neutral atoms [11], who along with Claude Cohen-Tannonudji

and William D. Phillips were awarded the 1997 Nobel Prize, ‘for development of methods

to cool and trap atoms with laser light.’ This work allowed the preparation of atoms in

their quantum ground state. The methods they developed to cool the atoms to their ground

state include Doppler cooling [12], optical molasses [13], velocity selective coherent popula-

tion trapping [14] and Sisyphus cooling [15]. These techniques enabled further discoveries

which resulted in applications such as producing one-component plasmas [16], producing

Bose-Einstein condensations in a dilute gas [17], measuring quantum properties on single

atoms [18], and increasing precision of atomic clocks [19].

Recently, optical levitation of dielectric particles has made a resurgence [20]. Levitated

nano-particles are now being investigated for the development of macroscopic quantum ex-

periments and for high-precision force and acceleration sensing [21–24]. It is important to

note that there are two distinct temperatures related to levitated nano-particles: the in-

ternal temperature of the nano-particle matrix as well as the temperature related to the

oscillatory centre of mass (CoM) motion of the nano-particle. The interesting temperature

in this system is the temperature of the CoM motion which is typically decoupled from the

internal temperature of the nano-particle itself due to their vastly different energy scales.

The consequence is that the levitated nano-particles can be optically trapped and cooled,

even if their internal temperature is at room temperature or hotter. The goal is to cool the

CoM temperature from room temperature down to or towards the quantum ground state∗.

Once we reach this regime we aim to control and manipulate the CoM motion of the whole

system enabling macroscopically distinct superposition states [25]. Additionally, the large

mass of the solid nano-particle provides avenues for exceedingly accurate acceleration and

force sensing [26, 27]. Currently, the major limitation for achieving a quantum ground state

in these systems is the poor control over the CoM motion of the particle. Unfortunately,

many of the regimes used for cooling atoms are not applicable for cooling the CoM motion

∗Due to the equipartition theorem, when the particles are trapped at atmospheric conditions the CoM
motional temperature must also be at room temperature due to the thermal coupling arising from the
Brownian collisions between the particle and the air molecules. To cool the CoM temperature we must first
decouple the Brownian collisions heating the particle by transitioning the particle into a vacuum environment.
It is therefore fair to assume that whenever cooling of a particle is mentioned, it is occurring in a vacuum
environment.
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of nano-particles due to the lack of a resonant force provided by the atomic transitions.

Current techniques that are being developed to cool the CoM motion include parametric

feedback cooling [28–30] and cavity cooling [24, 31, 32]. Whilst these techniques are showing

promise in cooling the nano-particles towards the ground state they will greatly benefit from

a strong optically resonant force similar to the optically resonant force in atoms.

Our aim is to create this strong optically resonant force in an optically levitated dielectric

particle. If we can dominate the optical forces with a strong optically resonant force, the

particle will behave like a giant atom. In this way we will be able to open up many of the well

established techniques used in atom trapping and apply them to the more massive dielectric

nano-particle as shown in Figure (1.2). We propose to generate this strong resonant optical

dipole force by utilising the interesting physical and optical properties of embedded optical

defects contained within diamond.

Figure 1.2: Atom trapping toolbox applicable to dielectric particles exhibiting a strong
resonant optical dipole force. We aim to generate a strong resonant optical dipole force within
a dilectric nano-particle to open up many of the well developed atom trapping techniques
and apply them to the more massive dielectric object.
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1.2 Diamond

Diamond has been known for thousands of years as both a prized gemstone and as an

engraving tool, however the popularity of diamond grew rapidly in the 19th century when

techniques improved to cut and shape the material. In fact, the popularity of diamond was

transformed by the marketing campaign of De Beers’, who owned and still owns the majority

of the world’s diamond supplies. De Beers’ marketing campaign focused on advertising the

product rather than the brand and can be argued to be one of the greatest advertising

campaigns, the result of which made diamonds a true icon in the eyes of the public. These

diamonds are natural diamonds which are found in many different types and colours, each

with different optical and physical properties. Natural diamonds contain many imperfections

and defects that are desirable in jewellery and are responsible for producing their vibrant

colours as shown in Figure (1.3).

Figure 1.3: Natural diamonds which are found in many different types and colours, each with
different optical and physical properties. Unlike pure diamonds which are colourless, natural
diamonds typically contain many impurities and defects that are desirable for jewelry and
produce a vibrant range of coloured gems. Different diamond defect types and atomic inclu-
sions have been identified and produce different coloured diamonds. For example, nitrogen
defects tend to turn the diamonds a yellow or orange colour, whereas natural radiation from
exposure to radioactive uranium from rocks near the earths surface can produce diamonds
with a distinctive green hue.
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Unlike diamonds found in nature, pure diamond is optically transparent from the near

UV all the way through to the far infrared as seen by the negligible extinction coefficient (k)

in Figure (1.4). In combination with its extreme mechanical, electrical and thermal prop-

erties, diamond based applications have proliferated into a diverse range of fields including

mechanical machining, high-power high frequency electronics, high power non-linear optics,

optical windows and many more [33]. Important for strong optical forces, diamond exhibits

a relatively high refractive index (n) that varies slowly in its transparent window as shown

in Figure (1.4).

Figure 1.4: Dependence of the complex refractive index of diamond as a function of wave-
length. It can be observed that the real part of the refractive index remains fairly constant
at ∼ 2.44 from the visible to the far infrared, where the complex absorptive part goes to
zero. In comparison water has a real part of the refractive index of ∼1.33 and fused quartz
has a refractive index of ∼1.46 [34].

Recent advancements in diamond synthesis now provides us with dramatically improved

diamond samples with specified properties of our choosing. These new techniques not only

give the science community the possibility of tuning the characteristics of the diamond,

but now diamonds can be grown with a wide variety of desirable defects. For instance,

by choosing specific defects one can affect the diamonds hardness or change its electrical

conductivity. More specifically, some of the defects in the crystal structure can produce

a system with its own optically accessible energy level structure separate to that of the

diamond matrix, which is called a colour centre or optical defect. Many atomic inclusion
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impurities are known to form colour centres in diamond with a variety of different inclusion

structures [35–38]. In fact, diamond has been found to contain over 500 optically active

defects over the range of 170 nm to 10 µm [36].

Of all of the optical defects found in diamond, by far the most intensively studied is

the Nitrogen Vacancy (NV) centre presented in Figure (1.5)†. The NV centre possesses in-

teresting optical properties and has become prominent in at least three fields of research:

high-resolution magnetometry, biomedicine, and quantum information technology. The in-

ternal energy structure of the NV centre is shown in Figure (1.5).

The most explored and useful property of the NV centre is its fluorescence, which can

be easily detected from individual centres. The NV centre can exist in two separate charge

states depending on the presence of an extra external electron. The neutral charge state

(NV0) emits fluorescence at a characteristic zero phonon line (ZPL) wavelength of 575nm

whereas the negative charge state (NV−) emits fluorescence at 637nm. It is only the NV−

centre however, that exhibits interesting spin optical properties that can be spin polarised

and observed at room temperature. As a result, the NV0 charge state is often neglected by

exciting with a wavelength that favours the fluorescence of NV−. It is typically only the

NV− centre that is referred to when mentioning the NV centre as a whole.

NV centres have found promising applications in detecting single spins and weak magnetic

fields. The external magnetic fields acting on a single NV centre can measurably alter the

fluorescence. The detection of the modified fluorescence of the NV can be used to probe

the surrounding fields. This technique has even enabled the detection of electron spins and

nuclear spins in ambient conditions [39, 40]. NV centres for high resolution magnetometry

have been used in encouraging applications for the read out of single spin based magnetic

memories and for high-resolution imaging techniques [41–44].

Recently, research into NV centres in diamond for biological and medical purposes has

been quite active. Nano-diamonds containing fluorescent centres have several important

properties in this field. They are bio-compatible and non-toxic due to their inert carbon

†There are in fact at least four other optical defects made up of nitrogen impurities and vacancies in the
diamond crystal lattice, however it is the VN1 crystalographic defect that is being referred to as the NV
centre and more often than not it is only the negative charged state of the VN1 defect that is referred to as
the NV centre.
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Figure 1.5: Physical and energy level structure of the NV centre with its associated fluores-
cence spectra. Top left is the unit cell structure of the NV centre in the diamond matrix.
The carbon atoms are shown in purple, the lattice vacancy in white and substitutional ni-
trogen atom indicated in green connected together by the associated covalent bonds. In the
centre of the image is the level scheme of the NV− centre displaying the typical optical and
non radiative transitions. Bottom right is an example of the NV− centre room temperature
fluorescence signal. The NV− shows a strong stable zero phonon line (ZPL) around 637nm
followed by wide a broad phonon side band (PSB) emitting fluorescence out past 765 nm.
For a more detailed understanding of the NV centre, its charge states and its internal spin
structure refer to Chapter 4.

structure. They can be excited by a laser through tissue and the resulting emission from

the defect can also penetrate tissues. As a result, fluorescent nano-diamonds are being

extensively used as new types of probes for bio-labelling and as drug delivery vehicles [45–

48].

NV defects in diamond are also being investigated for their implementation of solid state

quantum technologies. One avenue is to use NV centres in diamond as addressable and easy

to manipulate quantum states (qubits), even in room temperature conditions [49]. There
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are several properties that make NV centres an excellent candidate for use in quantum

information. Firstly, a single emitter shows a large dipole transition moment between the

ground and excited state providing a strong optical interaction strength. In addition, the

spin state of the NV centre can be optically initialised, coherently manipulated and read

out with optical and microwave excitation resulting in long coherence lifetimes even at room

temperature [50–53].

As a consequence, levitating optical defects such as the NV centre is especially exciting

as information can be encoded into the vibrations and spin structure within the diamonds,

which can be extracted using the light they emit. This mechanism is aimed to be used in

a ground state opto-mechanical system for studying macroscopic quantum mechanics and

for creating hybrid quantum systems. Recently photo-luminescence from optically levitated

nano-diamonds containing NV centres has been observed, showing a reduction in fluorescence

for increased trapping laser powers [54–56]. The reduction or quenching of fluorescence has

not previously been explained in this regime. In this thesis I investigate this quenching

mechanism and examine the limitations this mechanism has on the feasibility of utilising

levitated NV centres for quantum-opto-mechanical applications. Nevertheless our approach

to using NV centres in this thesis differs to these approaches since we are not interested

in their optical spin properties. Instead, we would like to use the NV centre as an ideal

two level atom in order to apply an additional force on a levitated nano-diamond as a

whole. Using the atomic structure of the colour centres in the diamond matrix allows us

to observe resonant optical dipole forces that are both repulsive and attractive depending

on the resonant detuning, analogous with the resonant dipole force in atom trapping. By

dominating the force with the resonant optical dipole forces we aim to create an optically

levitated nano-particle that behaves like a giant atom. In this regime we can apply a number

of well developed cooling strategies that have been developed for atoms and apply them to

the more massive levitated nano-particle. This will be a particularly exciting step since we

would control a highly isolated massive mechanical oscillator that can be cooled towards

its quantum ground state and manipulated through a strong resonant optical dipole force.

As such, we will have developed a platform with all of the key ingredients for performing

quantum opto-mechanical applications and protocols with unprecedented superposition sizes.
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1.3 Quantum Opto-Mechanics

The motivations behind the huge interest in developing quantum opto-mechanical systems

are varied. On a technological level, these systems are pushing the limits of high precision

sensing for the detection of small forces, displacements, masses and accelerations which when

packaged appropriately provide sought-after commercial applications. On a more fundamen-

tal level, quantum opto-mechanics focuses on manipulating and detecting of the mechanical

motion in the quantum regime using light, thereby allowing for the generation non-classical

states of the mechanical oscillator [57–59]. As such, these devices offer a promising approach

for further scientific developments, such as for developing a hybrid quantum information pro-

cessing system linking incompatible quantum systems together and preserving their quantum

coherence. They also allow for more fundamental tests of quantum mechanics, such as prob-

ing quantum gravity and collapse theories in a parameter space of size and mass that remains

challenging to access.

In any case, these systems rely on the generation of mechanical quantum coherence states.

Generating these states requires three key ingredients: good coherence which requires good

isolation, strong non-linearities, and efficient cooling mechanisms to bring the mechanical

motion into its quantum ground state. Recent experimental achievements in this field in-

clude ground state cooling [59], producing light matter entangled states [60] and observation

of single photon phonon correlations [61]. Many designs for quantum opto-mechancal exper-

iments at many mass scales have been developed as shown in Figure (1.6). However, in all of

these and many other systems, with the exception of cold atoms, the mechanical oscillator is

physically clamped to a substrate or support resulting in an unavoidable coupling to a ther-

mal reservoir. Fluctuations in the thermal reservoir place limitations on the opto-mechanical

sensitivity and add decoherence, leading to a faster collapse of the targeted quantum states.

In order to maintain a long quantum ground state lifetime it is thus ideal to minimise the

effect of the thermal reservoir and as a result these systems require cryogenic cooling.
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Figure 1.6: A variety of opto-mechanical experiments arranged according to mass [59, 62–67].

In this context, optical levitation completely eliminates the need for any material supports

allowing for much higher thermal isolation as shown in Figure (1.7). In this regime the motion

is extremely well isolated from the environment because not only is the object mechanically

isolated by levitation in ultra-high vacuum, but the motion is also naturally decoupled from

the internal thermal degrees of freedom due to their vastly different energy scales. With

mechanical Q-factors of optically levitated systems reaching 1011 this is a clear advantage

for maintaining quantum coherence of the mechanical resonator [68]. In this regime the

limiting factor of thermalisation and decoherence is the momentum recoil of the scattered

photons which is strongly dependent on trapping laser intensity [69]. Whilst optical levitation

systems offer a clear advantage over current cryogenically cooled systems in maintaining any

quantum coherence generated, cooling to and manipulating the quantum ground state is

technologically challenging due to the weak interaction between the dielectric particle and

the optical field.
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Figure 1.7: Comparing schematics of a generic opto-mechanical experiment with an opto-
mechanical experiment based on levitated nano-particles. In typical opto-mechanical exper-
iments the oscillator is physically connected to the environment and must be cryogenically
cooled to remove heating from thermal coupling to the environment. In an experiment based
on levitated particles there is no physical connection between the oscillator and the envi-
ronment and the particle can be cooled towards the quantum ground state even in a room
temperature environment. Indeed the particles internal temperature may be quite hot, how-
ever since it is decoupled from the centre of mass temperature of the particle, it will not
affect the oscillatory quantum mechanical modes of the system.

Introducing optically resonant dipole forces from optical defects in levitated nano-diamonds

as shown in Figure (1.8) is expected to enhance the control we have over the particle and

benefit all of the quantum opto-mechanical applications. These resonant optical forces will

enable us to use a multitude of cooling and state generation techniques borrowed from atom

trapping and apply them to the more massive nano-particle. In addition, the increased forces

on the NV centres will allow trapping of nano-diamonds with significantly lower trapping

powers which will reduce many detrimental effects such as the heating of the nano-diamond

itself and reducing shot noise heating once in the ground state. This approach can be further

extended by including other optical defects into the diamond lattice in order to create new

and unprecedented hybrid quantum systems.

‘All you really need to know for the moment is that
the universe is a lot more complicated than you might
think, even if you start from a position of thinking it’s
pretty damn complicated in the first place.’

– Douglas Adams, Hitchhiker’s Guide to the Galaxy,
Mostly Harmless
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Figure 1.8: Optical levitation with optically enhanced resonant dipole forces. The optical
dipole force in a focused gaussian beam trap is dependant only on the incident beam power
and the polarisability of the object. My aim is to levitate a dielectric particle with embedded
optical defects, thus not only will the particle experience a force due to the delectric optical
dipole force but it will also experience a resonant dipole force on the collection of embedded
optical defects. This force will provide both an attractive and repulsive force conditional on
the detuning of the trapping laser field.
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‘Alice: How long is forever?

White Rabbit: Sometimes, just one second.’

–Lewis Carol

2
Optical Trapping

The idea that sparked off this project was to generate wavelength dependent resonant optical

dipole forces in a dielectric particle such that it behaves like a giant atom. The concept

was to use well developed techniques from cold atom physics on a collection of embedded

optical transitions within a dielectric nano-particle in order to cool the massive dielectric

particle toward the ground state. This chapter provides a comprehensive review of the

origin of optical trapping forces, for both atoms and dielectric particles. In particular, I

show a comparison between the two optical trapping regimes and emphasise the resonant

mechanisms in atom trapping that allow for enhanced manipulation techniques, providing

cooling to the quantum ground state.

I begin this chapter by exploring the general concept of optical trapping in order to

provide an intuitive understanding of the underlying mechanisms for all types of optical

trapping. I present the general expression of the radiative forces that are valid for both

15
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atoms and dielectric particles, showing that the forces are dependent on both the beam

profile and the polarisability of the trapped object. I describe how manipulating the trapping

beam profile can enhance the sensing capabilities of the levitated nano-particle and present

a technique using focused Bessel Gaussian beams to achieve this. I then focus on describing

the gradient and scattering forces that result from the polarisability of dielectric particles

and then similarly, for atoms.

I then discuss the various techniques for laser cooling for both atoms and dielectric

particles. For atom trapping I show how most of the cooling strategies arise from the

resonance of the polarisability with a particular emphasis on Doppler cooling. Finally, I

discuss the current cooling strategies for a dielectric particle and the possibility of harnessing

optical transitions in such objects to enable Doppler cooling of the more massive dielectric

objects.

2.1 General Description

Optical traps are capable of controlling and manipulating particles using incident light fields.

Optical trapping requires a balance between two forces: the scattering force and the gradient

force. The scattering force pushes the particle along the propagation direction of the light,

whereas the gradient force pulls the particles along the gradient of the light field, usually

towards the region of highest field intensity. Generally to produce a stably trapped particle,

the gradient force must overcome the scattering force and the particle will be trapped in the

focus of the light field [70]. In most implementations, to obtain gradient fields strong enough

to enable consistent trapping and overcome the scattering force, a Gaussian laser beam is

tightly focused down to a diffraction limited spot in order to create rapid beam divergence.

Optical traps of this kind are known as a single beam trap or optical tweezer [71].

For optical trapping and manipulation in aqueous media, near infra-red lasers such as

Nd:YAG (λ = 1064 nm) and Nd:YLF (λ = 1047 nm) are the most commonly used. These

lasers are chosen for three reasons. Firstly, the wavelength is short enough to avoid absorp-

tion in water which peaks at 3 µm. Secondly, optical tweezers are often used for biological

applications where many organic tissues have a transparency window in the near infrared
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region. Finally, laser systems of these types are readily available with extremely high power

and stability.

In addition the index of refraction of the particle to be trapped plays an important role

in the dynamics of the optically trapped particle. When the refractive index of the particle

is a higher refractive index than the surrounding medium, the particle is drawn towards the

region of highest intensity. Conversely, if the particles index is lower than the surrounding

medium, the reverse occurs and the particle will be pushed away from the highest intensity

regions.

2.2 Ray Optics Regime

Trapping was initially performed on particles much larger than the wavelength of light. In

this regime, optical traps can be qualitatively understood in terms of geometrical ray optics

which can provide an intuitive understanding of how the particle will behave in a tightly

focused beam. Figure (2.1) shows the force vectors arising from a Gaussian light beam

incident on a particle with a refractive index (np) higher than the surrounding medium (nm).

In Figure (2.1a) the focused laser beam refracts off the boundary of the spherical particle.

Due to conservation of momentum, the total refraction off the particle imparts a momen-

tum shift ∆ρ and hence a force on the particle. Since the particle is sitting in the centre

of the Gaussian beam, symmetry cancels the transverse components and the net force on

the particle is backwards towards the focus. In Figure (2.1b) if the particle is displaced

transversally on the beam axis then the rays entering the particle have uneven amplitudes.

In this case the forces due to refraction are uneven and there is a net restoring force towards

the centre of the trap. The scattering forces on the particle are caused by momentum trans-

fer due to the reflection components of the rays entering and exiting the particle that are

absent in Figure (2.1). When the particle is placed symmetrically in the beam, the scatter-

ing force pushes the particle only in the direction of propagation, whereas if the particle is

displaced transversally on the beam axis then the scattering force has a component in the

direction away from the beam centre. It is clear that to optically trap the particles we want

to maximise the gradient force and minimise the scattering forces.
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(a) (b)

Figure 2.1: Forces on a particle due to a Gaussian light beam. (a) The focused laser beam
refracts off the boundary of the spherical particle. The total refraction off the particle imparts
a momentum shift ∆P and hence a force on the particle. Due to the particle sitting in the
centre of the Gaussian beam symmetry cancels the transverse components and the net force
on the particle is backwards towards the focus. (b) If the particle is displaced transversally
on the beam axis then the rays entering the particle have uneven amplitudes. In this case
the forces due to refraction are uneven and hence there is a net restoring force towards the
the highest intensity region. In this geometry there is a slight component in the direction of
propagation since the incident beam is collimated. The combination of a displaced particle
and a focused beam will provide a net force, due to refraction towards the centre of the trap.
The scattering forces on the particle are caused by momentum transfer due to the reflection
components of the rays entering and exiting the particle that are absent in this figure.

In order to calculate the forces on the trapped object the trapping beam can be split up

into a number N of representative rays with powers P and incident angles θ. By considering

the forces due to the Fresnel reflections and transmissions of each ray, the total force can be

calculated using a summation of the forces due to each ray.

Fscat =
N∑
i

nm · Pi
c

(
1 +Ri cos(2θRi)−

T 2
i (cos(2θRi − 2θTi) +Ri cos(2θRi))

1 +R2
i + 2Ri cos(2θTi)

)
(2.1)

Fgrad =
N∑
i

nm · Pi
c

(
1 +Ri sin(2θRi)−

T 2
i (sin(2θRi − 2θTi) +Ri cos(2θRi))

1 +R2
i + 2Ri cos(2θTi)

)
, (2.2)
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where R and T are the Fresnel reflection and transmission coefficients of the surface at the

reflection and transmission angles θR and θT of the incident rays. The forces are polari-

sation dependent as the Fresnel coefficients are different for rays polarised perpendicularly

or parallel to the plane of incidence. This regime gives an understanding of particle trap-

ping, however it is only valid where the particle radius a is much larger than the wavelength

(a � λ). Moreover for most optical traps, and those considered in this thesis, the parti-

cles are much smaller than the wavelength; hence, to accurately calculate the forces on the

particles we must consider the induced dipole regime.

2.3 Rayleigh Regime

In this section I begin with a brief description of how a laser beam both induces a dipole in

an object and how the interaction of this induced dipole with the incident field can generate

a trapping force. Following this, I will more formally explain the theory of the forces on

both atoms and dielectric nano-particles.

For an object in a focused laser beam, the electrons react to the electric field due to

the Lorentz force, F = qE, where the force F is equal to the charge q multiplied by the

strength of the electric field E. This displaces the electron cloud within the object by a

small distance creating an oscillating induced dipole. The relative tendency for any object

to have its charges displaced by an external electric field is given by its polarisability α.

This induced dipole will now experience a scattering force in the direction of light propa-

gation as well as a gradient force if it is subject to a non uniform electric field. The gradient

force arises due to one charge of the dipole experiencing a stronger electric field and therefore

stronger force than the other separated charge. Since a dipole will move to the maximum

of an electric field gradient, the object will be pushed along the gradient of the electric field

towards the centre of the tightly focused laser beam. You can also see the effects of the

gradient force in terms of energy. For a dipole in an external electric field, the induced

dipole is anti-aligned with the incident field. Thus, the coupling energy between the induced

dipole and the field is negative, and therefore the induced dipole will want to move towards

the highest field region where the coupling energy is minimised.
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From this description we can observe that the forces on an object in an optical trap are

reliant on two main properties, the gradient of the electric field created by the focused laser

beam profile and the strength of the induced dipole within the trapped object given by its

polarisability. The following sections provide a rigorous derivation of both radiation pressure

forces, gradient and scattering, that arise from these two considerations. I begin with the

general expression of the radiative forces that is valid for both atoms and dielectric particles.

I follow this with an extended discussion on manipulating the optical trapping profile in order

to provide interesting potential well geometries. Subsequently, I discuss the features of the

polarisability of dielectric particles and then atoms, highlighting the differences between the

two. I finally conclude with a discussion on the laser cooling strategies that are applicable

in each regime.

2.3.1 General Expression of the Radiative Forces

To derive the motion of an object within an optical trap we must look at the radiation forces

on the induced dipole. This description is independent on whether the dipole arises from

an atomic transition or from a dielectric medium, relying only on the polarisability of the

object. The time averaged optical force F acting on the expectation value of the dipole

moment of the object 〈D̂ε〉 at position r0 in an electric field E is then [72],

F = 〈D̂ε〉∇E(r, t)r0 . (2.3)

The object undergoes forced oscillations at the frequency ω of the field, and hence we can

write,

〈D̂ε〉 = ε0αE(r, t) (2.4)

where α is the polarisability of the object. The polarisability is a complex number,

α = α′ + iα′′ (2.5)

which depends on the wavelength and the field amplitude, and has the dimensions of length

cubed.
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We now assume that the internal state of the object reaches a steady state at a point r0

under the effect of the field,

E(r, t) = E(r, t) + E∗(r, t), (2.6)

where the electric field vector is given by,

E(r, t) = x̂
E0(r)

2
eiφ(r)e−iωt, (2.7)

where x̂ is the unit vector in the polarisation direction, E0 is the electric field strength, ω is

the trapping frequency and φ(r) is the phase at position r.

And now substituting Equation (2.4) into (2.3), we obtain four force terms,

F (r) = ε0αE∇Er0 + ε0α
∗E∗∇E∗r0

+ ε0αE∇E∗r0
+ ε0α

∗E∗∇Er0 . (2.8)

The two first terms oscillate at 2ω and give rise to no effects when averaged over time. The

two remaining terms do not oscillate at all and thus give rise to a force [72].

F (r) =ε0α
′∇|E0(r)|2

4
− ε0α′′

E2
0(r)

2
∇φ(r). (2.9)

The radiative force thus comprises two contributions. The first of these relates to the real

part α′ of the polarisability and depends on the gradient field of the electromagnetic wave.

This corresponds to the dipole force, also known as the gradient force. The other contribution

relates to the imaginary part α′′ of the polarisability and depends on the gradient of the phase

of the wave. This force corresponds to the resonant scattering force or resonance radiation

pressure force which is related to the absorption of the photons.
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2.3.2 Gradient Force

The first term in Equation (2.9), called the gradient force is given by,

F grad(r) = ε0α
′∇|E0(r)|2

4
, (2.10)

which depends only on the real part of the polarisability α′ and the gradient of the electric

field amplitude squared |E0(r)|2.

To relate the gradient force as a function of the beam intensity we must use the time

dependent Poynting vector S(r, t), which describes the instantaneous energy flux crossing a

unit area per unit time and is given by,

S(r, t) ≡ E(r, t)×H(r, t), (2.11)

where the associated magnetic field vector under this approximation is given by,

H(r, t) = ẑ × E(r, t)

Z0

' ŷnmε0cE0(r, t) = ŷH(r, t), (2.12)

with, Z0 =
√
µm/εm ' 1/(nmε0c) is the intrinsic impedance of the medium, c = 1/

√
ε0µ0 is

the speed of light and ε0 and µ0 are the vacuum permittivity and permeability, respectively.

The beam intensity I(r), defined as the time-averaged version of the Poynting vector is

then given by,

I(r) ≡ 〈S(r, t)〉

=
nmε0c

2
|E0(r)|2. (2.13)

Now by combining Equation (2.13) with Equation (2.10) we can see how this force is

dependent on the gradient of the intensity of the trapping beam,

F grad(r) =
α′

nmc
∇I(r)

2
. (2.14)

Since this force depends on the gradient of the beam intensity, the beam profile is thus very
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important to determine the optical trapping behaviour. As an example, we will consider

the conventional beam profile used in optical tweezers and the profile predominately but not

exclusively used in this thesis, the Gaussian beam profile as shown in Figure (2.2).

Figure 2.2: Geometry of a particle of radius a at a position r = (x, y, z) in a Gaussian beam
with a beam waist W0, Rayleigh range ZR and total angular divergence Θ.

Using a paraxial Gaussian beam description with linear polarisation, the electric-field

vector at the position r in terms of complex amplitude E(r, t) is given by [73]

E(r, t) = x̂
1

2

√
4P

πW 2
0 nmε0c

ikW 2
0

ikW 2
0 + 2z

exp

[
−(kW0)

2(x2 + y2)

(kW 2
0 )2 + (2z)2

]
e−ikz

× exp

[
−i 2kz(x2 + y2)

(kW 2
0 )2 + (2z)2

]
e−iωt

= x̂
E0(r)

2
eiφ(r)e−iωt. (2.15)

where x̂ is the unit vector in the polarisation direction, P is the beam power given by

P = πW 2
0 nmε0cE

2
0/4, W0 is the beam width, ω is the trapping frequency and k is the wave

number in the medium given by k = nmω/c. It follows that the Gaussian beam intensity is

then given by,

I(r) =

(
2P

πW 2
0

)
1

1 + (2z̃)2
exp

[
−2(x̃2 + ỹ2)

1 + (2z̃)2

]
. (2.16)
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where, x̃, ỹ and z̃ are the normalised spacial co-ordinates given by,

(x̃, ỹ, z̃) = (x/W0, y/W0, z/kW
2
0 ). (2.17)

Now substituting Equation (2.16) into Equation (2.14) and differentiating, the gradient

force can be expressed in terms of each of its three components∗,

F grad,x(r) =− x̂α′ 4x̃/W0

1 + (2z̃)2

(
P

πW 2
0

)
1

1 + (2z̃)2
exp

[
−2(x̃2 + ỹ2)

1 + (2z̃)2

]
(2.18)

F grad,y(r) =− ŷα′ 4ỹ/W0

1 + (2z̃)2

(
P

πW 2
0

)
1

1 + (2z̃)2
exp

[
−2(x̃2 + ỹ2)

1 + (2z̃)2

]
(2.19)

F grad,z(r) =− ẑα′8z̃/(kW
2
0 )

1 + (2z̃)2

[
1− 2(x̃2 + ỹ2)

1 + (2z̃)2

](
2P

πW 2
0

)
× 1

1 + (2z̃)2
exp

[
−2(x̃2 + ỹ2)

1 + (2z̃)2

]
. (2.20)

The gradient force consists of three components acting as restoring forces directed towards

the centre of the focused laser beam for all objects with positive real polarisablities. Ad-

ditionally it can be observed that this restoring force increases linearly with beam power,

which in fact, can be generalised for all beam shapes.

It should be noted that due to the paraxial approximation of Maxwell’s equations being

used in the description of the Gaussian beam, this derivation does not rigorously describe

a highly focused beam where s = λ
2πW0

� 0. In this case, the equations do not account

for the mixed field components of the electric and magnetic fields that are formed in tightly

focused beams [74]. Barton and Alaxander [75] compared this derivation with a derivation

that contained fifth-order corrections to the Gaussian beam description. According to their

analysis the paraxial approximation solution contains average errors of ∼ 0.8% for s = 0.02

and ∼ 4.4% for s = 0.1. Consequently errors of these magnitudes are to be expected

depending on the value of s. However, it should be noted that this description is used only

in this section in order to obtain a stronger qualitative description of the resonant radiation

forces in optical traps.

∗Hidden by representing the force using normalised notation is the scaling of the force with beam waist.
The scaling of the force with the beam waist is F ∝ W−40 in the x̂ and ŷ coordinates but F ∝ W−60 in the
ẑ coordinate.
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Trapping Frequency

For displacements small enough the trapping forces acting upon a particle sitting in the focus

of an optical trap, can be approximated as a simple harmonic oscillator F = −κx. The spring

constant κ also known as the trap stiffness is then a direct measure of the optical restoring

forces acting on the particle: a property that can be easily measured experimentally. The

easiest method to determine the trap stiffness is to measure the variance in the Brownian

motion of the trapped particle. The energy J , stored in the spring is equal to half the spring

constant κ times the variance in motion 〈x2〉,

J =
1

2
κ〈x2〉. (2.21)

By the equipartition theorem, the energy in the Brownian motion of the trapped particle is

equal to 1
2
kBT . By setting these two energies equal and solving for the stiffness yields:

κ =
kBT

〈x2〉
. (2.22)

Calculation of the variance in the position is straightforward, however it requires an

accurately calibrated position detector. A more useful method of measuring the trapping

stiffness involves measuring the frequency spectrum of the Brownian noise exhibited by the

particle. The mass of the particle is so small that inertial forces are much weaker than those

of hydrodynamic drag. In this case, the motion of the object is that of a massless, damped

oscillator driven by Brownian motion,

βẋ(t) + κx(t) = F (t), (2.23)

where, β = 6πνa is the drag coefficient of the particle, ν is the dynamic viscosity of the

surrounding fluid, a is the radius of the particle and F (t) is the force arising from Brownian

noise. The frequency spectrum of the Brownian noise source, F̃ (f), is modelled as a Wiener

process which has zero mean and is essentially constant in amplitude,

|F̃ (f)|2 = 4βkBT. (2.24)



26 Optical Trapping

Figure 2.3: Measurement of the position and characteristic trap frequency of a particle
trapped in the over-damped regime. By performing a fast Fourier transform (FFT) on the
position signal of the particle we obtain the power spectrum of the particle. In the over-
damped regime the power spectrum is given by the Lorentzian function in Equation (2.26)
shown in red. From the Lorentzian function we can extract the corner frequency of the
particle shown in green which is a measure of the trapping stiffness using Equation (2.27) A
more comprehensive discussion on how the corner frequency measurments are obtained can
be found in Section (3.4.2).

The Fourier transform of Equation (2.23) is then,

2πβ

(
κ

2πβ
− if

)
x̃(f) = F̃ (f), (2.25)

and the power spectrum is then given by,

|x̃(f)|2 =
kBT

π2β

[(
κ

2πβ

)2
+ f 2

] . (2.26)

Equation (2.26) is that of a Lorentzian with a corner frequency fc = κ/2πβ. Therefore the

stiffness of the optical trap can be extracted from the measurement of the corner frequency

by,

κ = 2πβfc. (2.27)

In an over damped optical trapping experiment we do not have access directly to the trapping

stiffness κ. By measuring the displacement of the particle and applying a Fourier transform

we obtain the power spectrum of the oscillation. By fitting the Lorentzian describing the



2.3 Rayleigh Regime 27

power spectrum shown in Equation (2.26) to the Fourier transform, we obtain the corner

frequency fc, which can then be related to the trap stiffness κ by using Equation (2.27) as

shown in Figure (2.3).

2.3.3 Radiation Pressure Force

The radiation pressure force† is related to the absorption of photons by the object and is

given by,

F scat(r) = ε0α
′′E

2
0(r)

2
∇φ(r), (2.28)

which depends only on the complex part of the polarisability α′′ and the gradient of the

phase of the electromagnetic phase φ(r). Taking the example of a travelling plane wave,

E(r, t) =
E0

2
eik·re−iωt, (2.29)

with constant amplitude E0 and wave-vector k, where |k| = k = ω/c, the scattering force is

given by,

F scat = ε0α
′′E

2
0

2
∇(k · r) = ε0α

′′E
2
0

2
k =

α′′

nmc

I(r)

2
k. (2.30)

The force lies along the direction of propagation k of the wave, increasing linearly with the

imaginary part of polarisability and laser intensity.

In a weakly focused Gaussian beam where the local field acting on the object can be

approximated as plane waves, the scattering force is obtained by substituting Equation (2.16)

into Equation (2.30):

F scat =
α′′

nmc

(
P

πW 2
0

)
1

1 + (2z̃)2
exp

[
−2(x̃2 + ỹ2)

1 + (2z̃)2

]
k. (2.31)

Unfortunately, obtaining an accurate description of the scattering force in optical traps

is difficult since the trapping beam is a tightly focused beam and the Gaussian beam phase

profile is much more complicated than a plane wave. To model the scattering forces of

†The radiation pressure force is often simply called the scattering force, however for trapping of dielectric
particles one needs to distinguish between a scattering force arising from absorption of photons and one that
arises from Rayleigh scattering.
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the beam near the focal region beyond the paraxial limit, an approach using Mie theory is

necessary [76].

We have seen in the previous sections that there are now two main properties that strongly

influence the forces within the optical trap. The first is the optical trapping profile and the

second is the polarisability of the trapped particle. In this thesis we are mainly concerned

with tailoring the polarisability of a dielectric particle to include the resonant properties

that are observed in atoms; however for sensing applications, it is interesting to first begin

a discussion on manipulation of the optical trapping profile.

2.4 Manipulation of Optical Trapping Profile

At the outset of this project we were interested in potential applications of optical levitation.

Optically levitated nano-particles have the unique property that they are strongly isolated

from any interaction with their environment: except for air particles and the trapping laser

beams. Air particles act as a noise source as they randomly hit the levitated particle, as well

as damping the motion of the harmonic oscillator. However, by trapping the particle inside

a vacuum chamber and evacuating the air from the chamber, we can remove the detrimental

effects of collisions between the particle and air molecules. In this way, the levitated particle

is completely isolated from its environment, interacting only with the optical field and gravity.

By having very good isolation from the environment and no collisions with air molecules, this

kind of system presents very narrow motional resonances with frequencies typically in the

kHz regime. Thus, if the particles motion can be coupled to an external force with the same

frequency as the one provided by the optical trap, the motion of the particle will be amplified,

producing an enhanced signal. As such, this kind of system has all the characteristics of a

selective mechanical transducer.

The unique feature of optically levitated particles in vacuum compared with other stan-

dard acoustic sensors, such as Micro-electro-mechanical systems (MEMS), is that the me-

chanical motion of the levitated particle is almost perfectly decoupled from the environment

as well as its internal temperature. The result is the possibility to cool its internal noise

to the quantum regime without the need of using cryogenic fridges. The idea is to use the
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optical trap to modulate the motion of the particle and bring to a stop, or as close to a stop

as quantum mechanics allows. These features make a mechanical transducer or gravimeter

based on optically levitated particles a potentially disruptive emerging technology, ensuring

high gain and low intrinsic noise, whilst having the possibility of further enhanced measure-

ments by using quantum sensing techniques.

Apart from the challenges of cooling the particle towards its ground state, which is an

ultimate goal throughout this thesis, controlling the trapping frequency of the transducer

is an also integral component to successful sensors. In traditional MEMS technologies it is

difficult to tune the mechanical frequency of the oscillator, whereas for optically trapped

particles the oscillator frequency can easily be tuned with laser intensity. The only issue

is that to get to low frequencies you need to dramatically reduce the intensity, inevitably

losing the particle if only a single focused Gaussian beam is used. As a result, I investigated

tailoring the optical trapping potential to push towards lowering trapping frequencies down

towards 0 Hz. Whilst the optical sensor can be used for frequency dependent acoustic sensing,

as we bring the trapping frequency towards 0 Hz the transducer becomes highly sensitive to

any continuous external force. For example in this regime, the sensor can be optimized as a

gravimeter where the noise sensitivity is limited only by shot noise of the trapping lasers.

To reduce the trapping frequencies towards 0 Hz, I wanted an optical profile that has a

strong gradient transversally to maintain the particle in the trap and have a weak gradient

in the axial direction for low frequency mechanical resonances and hence measurement. In

order to tailor the optical trapping profile we investigated the use of Bessel beams. A Bessel

beam, is a beam whose amplitude is described by a Bessel function of the first kind as shown

in Figure (2.4). A true Bessel beam has an optical profile with strong confinement in the

radial direction and is non diffractive in the axial direction. The beam is also a self-healing

beam, meaning that the beam can be partially obstructed at one point, but will reform at a

point further down the beam axis.

Due to the non-diffractive nature of Bessel beams, when used for optically trapping they

provide a strong gradient force in the radial direction and zero force in the axial direction.

As a result, the trapped particle is free to move in only a single dimension, ideal for sensitive

measurements of weak forces in this direction. However, ideal Bessel beams are not physical
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Figure 2.4: Bessel beam intensity profiles. Left panel is the radial intensity profile of a Bessel
beam that remains unchanged over the entire propagation distance of the beam. The middle
panel is the axial intensity profile of the beam showing the diffraction free propagation of
the Bessel beam. The right panel is the intensity plot of the radial axis given by the zeroth
order Bessel function.

as they must posses infinite energy across the beam. Instead, we can generate truncated

Bessel beams or quasi-Bessel beams which are approximations of the Bessel beam, having

the same properties as a Bessel beam over only a finite region. Quasi-Bessel beams can

be generated with spatial light modulators (SLM), however SLM’s can only be used at

low power. To create Gaussian-Bessel beams with higher intensities we can use diffractive

optics by illuminating a conical prism called an axicon with a Gaussian beam as shown in

Figure (2.5).

The inherent structure of the Bessel beam consists of a central core and many concentric

rings where the total power of the beam is equally distributed amongst the core and the

outer rings, (Pcore = Ptotal
Nrings

) [77–79]. Producing a quasi-Bessel beam with a longer Bessel

zone requires a wider beam and therefore a larger number of rings than a shorter Bessel

beam. This relationship therefore presents a trade-off between central core intensity and

Bessel beam length. In optical trapping we need sufficient power within the central core to

maintain a stable trap, thereby setting a limit on the length of the Bessel zone.

Trapping particles in a long Bessel beam is technically challenging for two reasons. Firstly,
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Figure 2.5: Generating a quasi-Bessel beam using an axicon. From left to right through
axis z a collimated Gaussian beam incident on the axicon with axicon angle α generates
a quasi-Bessel beam within the shaded region. Since the axicon is simply diffracting the
incident Gaussian beam it is compatible with high intensity input powers.

since we have a slowly varying gradient in the axial direction the scattering force dominates

over the gradient force thereby pushing the particle out of the trap. The second issue is

that the beam power is distributed among a large number of rings and thus the central core

intensity required for trapping is dramatically reduced. To solve the first challenge we require

the use of two counter propagating Bessel beams to balance and cancel out the scattering

forces. Removing the scattering forces on the particle leaves only the weak gradient force,

providing the desired lower trapping frequencies. Introducing a second counter propagating

beam creates a new challenge and that is to optimise the alignment of the two central cores in

order to perfectly cancel out the scattering forces and hold the particle. If the two beams are

not aligned along the entire Bessel beam propagation length the particle will not be confined

within the optical trap. Due to the challenge of aligning the two counter propagating Bessel

beams we anticipate the need of a single Gaussian beam optical trap to initially trap the

nano-particles as shown in Figure (2.6). By initially trapping the particles in the single

beam trap we can then align the quasi-Bessel beams and balance the counter propagating

scattering forces. We can then slowly reduce the power of the single beam trap until the

nano-particle is trapped by only the counter propagating quasi-Bessel beams. Without the

single beam trap I anticipate the Beam alignment and balancing of scattering forces within
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the quasi-Bessel beams to be practically infeasible.

Figure 2.6: Experimental optical trapping design using counter propagating quasi-Bessel
beams. The two counter propagating Bessel beams will generate a strong gradient of the
intensity in the radial direction and slowly varying gradient in the axial direction. The two
beams are essential to cancel out the scattering forces from each beam. An additional single
beam optical trap is needed to initially trap the levitated nano-particle and align the counter
propagating Bessel beams.

Unfortunately, the introduction of the single beam trap introduces geometrical con-

straints on the allowable separation of the two axicons generating the counter propagating

Bessel beams. To efficiently cancel out the scattering forces the length of the generated

Bessel zone needs to closely match the separation of the axicons. The minimum allowable

Bessel length is then also fixed by the minimum allowable axicon separation. Looking at

our current levitation experiments we can determine an allowable axicon separation distance.

The smallest footprint lens I can currently optically levitate particles with is an f = 3.1 mm,

0.7 NA aspheric lens (C330TMD-B, Thorlabs). Using this lens for initially optical trapping

the particles permits the separation distance between the two axicons to be approximately

14 mm‡.

To determine a rough estimate of the input laser powers required to levitate particles in

this experimental design we can compare the Bessel beam properties to the properties of our

single beam Gaussian trap described in detail in Chapter 3. Our single beam optical trap

‡This approximation includes accounting for space needed for the optical mounts and ensuring that the
single beam optical trap does not clip the quasi-Bessel beams. Interestingly, a long working distance lens does
not offer significant improvement on the allowable space as these lenses require a larger physical footprint in
order to create the required k-vectors.
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can optically trap 100 nm nano-diamond particles with 50 mW and 170 nm silica particles

with 25 mW of input laser power. The focal spot size of the trap is W0 ≈ 1 µm at 1064 nm.

In order for the Bessel beam to trap in the axial direction it must have a similar gradient

profile. From the geometry of the Bessel beam as seen in Figure (2.5) the number of rings

N at the centre is given by,

N ≈ Zmax
2∆r

, (2.32)

where, ∆r is the spacing between Bessel rings, which is fixed for a given axicon angle, and

Zmax is the length of the Bessel zone [80]. Now using an axicon producing a Zmax = 11.2 mm

Bessel zone will have its maximum central core intensity displaced 7 mm from the axicon tip,

ideal for two counter propagating beams with a 14 mm axicon separation§. In combination

with a Bessel beam producing a central core diameter of W0 = 1 µm obtained by setting

W0 = 0.72∆r, we must have a total of N ≈ 4000 rings♦. Due to each ring containing

identical laser power, the power in the central core is then,

Pcore =
Ptotal
N

. (2.33)

Thus a Bessel beam with these parameters requires at least Ptotal = 200 W and Ptotal = 100 W

of input laser power to optically trap the 100 nm nano-diamond and 170 nm silica particles

respectively in the radial direction. Currently these power constraints make this platform

infeasible in its current design.

In order to reduce the required laser power and allow tunability of the optical trapping

potential we propose to use a combination of a lens and an axicon with a displacement d

between the two elements as shown in Figure (2.7). The initial idea prompting the investi-

gation of this geometry was that the Bessel beam profile will be modulated by the focused

Gaussian beam reducing the total number of rings, thereby increasing the intensity in the

central core whilst only mildly reducing the axial Bessel zone. In actuality, the lens focuses

the Bessel rings into a tighter Bessel zone where the radial pattern varies much faster as

§This value was calculated from the theory presented in Section (2.4.1)
♦Whilst the separation of each subsequent ring of the Bessel function is ∆r the central core has a slightly

different width, where the central core beam width ( 1
e2 ) is given by r0 = 0.72∆r.
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shown in Figure (2.8). As a result, we found that we can theoretically produce Bessel zones

with much stronger beam gradients or conversely similar beam gradients displaced further

from the tip of the axicon.

Figure 2.7: Generating a focused quasi-Bessel beam using a lens-axicon system. From left to
right through axis z a collimated Gaussian beam incident on the lens with aperture radius a1

and focal length f . The beam is then propagated through the lens, adding the phase factor,
by distance d and integrated over ρ1. Then, we have a cylindrically symmetric intensity
profile at distance d (axicon plane with radius aperture a2 and apex angle α) from the
lens and at a distance ρ2 from the optical axis. Finally, we have a cylindrically symmetric
intensity profile from the tip of the axicon along the axial distance and at distance r from
the optical axis.

(a) (b)

Figure 2.8: Conceptual intensity pattern of the focused quasi-Bessel beam. (a) Axial in-
tensity profile of a Bessel beam showing the diffraction free propagation. (b) Conceptual
behaviour of the axial intensity profile of a focused-quasi-Bessel beam showing the focus-
ing of the Bessel pattern and reduction of central core radius providing an increase in the
gradient of the intensity useful for optical trapping.
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Upon our initial investigation we noticed that the lens-axicon system has previously been

proposed for generating optical Bottle beams in the far field [81]; however, studies of the focal

region of a lens-axicon system, useful for optical trapping, concentrate on the appearance of

spherical aberrations destroying the Bessel like properties [82].

We show that it is possible to engineer tightly confined focal regions with various tight

focal spot sizes, with increased central core intensities by separating the spherical lens and

the axicon by a distance d. The lens-axicon separation allows for the use of longer focal length

lenses playing a crucial role in reducing the effects of spherical aberrations. We also show that

when short focal length lenses are still required to generate the focused Bessel-Gaussian field,

we can eliminate the effects of spherical aberrations and still have an agreement between

theory and experiment by using parabolic lenses instead of spherical lenses.

In order to further appreciate the desirable properties of focused Bessel Gaussian beam,

it is useful to formally describe the beam profile by calculating the diffraction propagation

of a Gaussian beam through both optical elements.

2.4.1 Theory

Through a circular aperture with radial coordinate ρ and phase retardation φ(ρ), the Kirchhoff-

Fresnel (K-F) integral in cylindrical co-ordinates calculates the diffraction propagation of a

monochromatic wave at position (r, z) with initial electric field profile A(ρ) [83]:

u(r, z) = e
ikr2

2z
k

z

∫ a

0

A(ρ)e−ikφ(ρ)e−ik
ρ2

2z J0

(
krρ

z

)
ρdρ, (2.34)

where k=2π
λ

is the wavenumber with wavelength λ, a is the aperture size and J0 is the

zeroth order Bessel function. The geometry and parameters of the optical system are also

represented in Figure (2.7).

The analytical solution for the lens-axicon combination with separation d and Gaussian

input involves two K-F integrals. The first K-F integral evaluates over the radius of the lens

a1, the electric field diffraction from the lens plane with radial coordinate ρ1 to the axicon

plane with radial coordinate ρ2 with a separation d, such that,
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u1(ρ2, d) = e
ikρ22
2d
k

d

∫ a1

0

A(ρ1)e
−ikφlens(ρ1)e−ik

ρ21
2dJ0

(
kρ2ρ1
d

)
ρ1dρ1, (2.35)

with Gaussian input, A(ρ1) =
√
I0e
−( ρ1

W
)2 , and parabolic lens phase retardation, φlens(ρ1) =

(nlens − 1)

(
R

[
1−

√
(1− (

ρ21
R2 )

])
[84], where I0 is the input beam intensity with beam

diameter W, nlens is the refractive index of the lens and R is the radius of curvature of the

plano-convex lens [85].

The second K-F integral then evaluates the electric field diffraction from the axicon plane

to the Bessel zone with coordinate (r, z ) such that,

u2(r, z) = e
ikr2

2z
k

z

∫ a2

0

u1(ρ2, d)e−ikφaxicon(ρ2)e−ik
ρ22
2z J0

(
krρ2
z

)
ρ2dρ2, (2.36)

with axicon phase retardation given by φaxicon(ρ2) = (naxicon − 1)αρ2 where a2 is the radius

of the axicon, naxicon is the refractive index of the axicon and α is the apex angle of the

axicon.

Unfortunately, this double integral is computationally expensive for d > 0 due to the

rapidly varying phase factor which requires sampling of ρ2 of the order of λ. In order to

calculate the focused Bessel beam profile, we replaced the first K-F integral with Gaussian

beam optics using the thin lens approximation with a focal length f , assuming that the

axicon tip is placed far from the focus of the lens, (f − d� zR = λf2

πW
). In this way we can

replace u1 in Equation (2.36) with,

u1(ρ2, d) =
√
I0

(
f

f − d

)
e
− ρ22

W2( f−df )
2

e−ik
ρ22

2(f−d) . (2.37)

Contrary to the exact analytical solution using two K-F integrals, the Gaussian approxi-

mation, assuming thin lenses, will not include spherical aberrations. Note that in the instance

where d=0 (a lens-axicon doublet), both phase terms can be included in a single K-F in-

tegral which can then be numerically solved including spherical aberrations [82]. Spherical

aberrations are more significant for shorter focal length lenses in lens-axicon doublets, which

is also true for lens-axicon systems separated by d.
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2.4.2 Simulation

Now we proceed to integrate Equation (2.36), substituting in the thin lens approximation

for the input electric field given in Equation (2.37) in order to analyse the effect of focusing

a quasi-Bessel beam. We show the effect of tuning the separation d between the lens and

the axicon on the peak intensity, the peak position and the Bessel zone length.

Figure (2.9) shows the simulation of the axial beam profile for an axicon only. The radial

axes ρ is normalized to the first ring radius of no light r0(α), where α is the angle of the

axicon as depicted in Figure (2.7). Figure (2.9b) shows the evolution of the size of r0 with

respect to α. The first ring radius of no light r0 is typically of the order of micrometers.

Hence, Figure (2.9a) gives the idea of a radially symmetric shape of the intense central core

and the surrounding concentric rings throughout the Bessel zone. Again I point out that

the total beam power is equally distributed between the core and the outer rings since the

intensity in each ring drops away at the rate of 1
ρ2

[77–79]. Thus, the central core contains

the total power of the beam divided by the number of rings.

(a) (b)

Figure 2.9: Normalised numerical calculations of a quasi-Bessel beam. (a) Numerical cal-
culation of the beam profile normalized to the incident beam radius on the axicon W as
a function of the radial coordinate ρ normalized to the first ring of no light r0(α), where
α is the angle of the axicon. Intensity distribution normalized at its maximum intensity.
(b) Evolution of the size of r0 with respect α for a collimated Gaussian beam, which is
independent of beam size.
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Considering the geometric structure of the lens-axicon system (Figure 2.7), significant

changes appear in the beam shape compared to the Bessel-Gaussian beam generated by

an axicon alone. Figure (2.10) shows the numerical simulations of a lens-axicon system for

different distances d between the lens and the axicon. The profiles shown are for a 30 mm-5◦

lens-axicon combination, where the first value is the focal length of the lens and the second

is the apex angle of the axicon. This notation is maintained throughout this section. Firstly,

the presence of a lens focuses the Bessel beam structure such that the radial width of the

core and the concentric ring radii are no longer constant. The width of the central core and

the concentric ring radii narrow down, tilting towards the focus of the lens as we move along

the axial direction. Consequently, the central core spot size reduces significantly. Secondly,

due to the focusing, the effective incident beam diameter reduces through the propagation

of the axicon. Therefore, the total number of concentric rings decreases thereby increasing

the intensity in the central core.

(a) d = 4 mm (b) d = 8 mm (c) d = 12 mm

(d) d = 16 mm (e) d = 20 mm (f) d = 24 mm

Figure 2.10: Numerical calculation of the beam profile using a 30 mm-5◦ lens-axicon com-
bination with six different distances d. (a) 4 mm, (b) 8 mm, (c) 12 mm, (d) 16 mm, (e)
20 mm and (f) 24 mm. All intensity distributions are normalized to the maximum of (f).
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In Figure (2.11) we present a plot of the intensities of the focused-quasi-Bessel beams

calculated for the 30 mm-5◦ combination including a comparison with a quasi-Bessel beam

from only a single 20◦ axicon. Figure (2.11a) shows the intensity of the focused-quasi-Bessel

beams in the axial direction and Figure (2.11b) shows the intensity distributions of the

focused-quasi-Bessel beams in the radial direction evaluated at the peak intensity. As the

lens-axicon separation distance is increased, the focal point of the lens moves closer to the tip

of the axicon resulting in less rings and a higher central core intensity at the cost of a reduced

effective Bessel zone. Interestingly, the size of the central core at peak intensity remains

unchanged for any lens-axicon combination as exemplified in Figure (2.11b). Figure (2.11c)

and (2.11d) shows a comparison between the focused-quasi-Bessel beams and the quasi-

Bessel beams generated by a single 20◦ axicon. Only the largest and smallest lens-axicon

separations are compared: d = 24 mm (yellow) and d = 4 mm (red). For comparison with

these beam profiles, the beam widths incident on the 20◦ axicon are equivalent to the beam

widths incident on the 5◦ axicon after propagating the distance d from the lens to the axicon

for the corresponding lens-axicon combinations. The dashed black curve corresponds to

d = 24 mm (yellow) and the solid black curve corresponds to d = 4 mm (red).

The result of the lens acting on the quasi-Bessel beam is that we produce a smaller

Bessel zone with higher peak intensities. Whilst this can be achieved by simply illuminating

a sharper angled axicon with a smaller beam profile, Figures (2.11c) and (2.11d) highlight

that the peak intensity is higher for the focused-quasi-Bessel beams than for the 20◦ axicon

alone. For optical trapping, since the optical potential depth is proportional to the maximum

beam intensity♣, we observe that the lens-axicon combination provides a stronger optical

trapping potential further from the axicon tip than is possible with an axicon alone. The

displacement from the axicon tip is particularly advantageous for our experimental design

in Figure (2.6) when the minimum distance between two axicons is constrained.

♣The optical potential depth is proportional to the maximum beam intensity for any continuously inte-
grable beam profile, which can be observed in Equation (2.44)
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(a) (b)

(c) (d)

Figure 2.11: Numerical calculation of the intensity for 30 mm-5◦ lens-axicon combinations
with six different values of d : 4 mm (red), 8 mm (green), 12 mm (blue), 16 mm (cyan),
20 mm (magenta) and 24 mm (yellow). (a) On-axis the core intensity profile. (b) Radial
intensity distribution at the peak intensity. (c) and (d), comparison of the focused quasi-
Bessel beams with quasi-Bessel beams generated using only a 20◦ axicon. Solid black has
the equivalent beam radius on the axicon as the red curve and the dashed black curve has
the equivalent beam radius on the axicon as the yellow curve.

2.4.3 Results and Analysis

An experimental implementation to confirm the theory I developed was constructed pre-

dominantly by Md Iftekher Chowdhury and can be observed in detail in reference [86]. All

experimental values are obtained using high dynamic range (HDR) imaging of the Bessel

profile for varying axial positions. A summary of the experimental results are presented.

It was initially found that for a shallow 5◦ axicon and longer 50 mm focal length lens, we

obtained good agreement between the simulation and experiment as shown in Figure (2.12);

however, for the shorter 30 mm focal length lens, the expected numerical intensity distribu-

tion simulations differed drastically from the experimental profile as shown in Figure (2.13).
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(a) 50 mm-5◦ Simulation (b) 50 mm-5◦ Experiment (c) 50 mm-5◦ Comparison

Figure 2.12: Simulation (a) and experiment (b) of a normalized intensity beam profile gen-
erated with a 50 mm-5◦ lens-axicon combination separated by d = 35mm. (c) Comparison
of the simulation (black) with the experimental data (purple) for the intensity distribution
of the central core. All plots normalized to their peak intensities.

(a) 30 mm-5◦ Simulation (b) 30 mm-20◦ Simulation

(c) 30 mm-5◦ Experiment (d) 30 mm-20◦ Experiment

Figure 2.13: Simulation (top row) and experiment (bottom row) of the intensity beam
profile generated with a 30 mm-5◦ lens-axicon (left column) and 30 mm-20◦ lens-axicon
(right column) with the lens-axicon separation d = 8 mm for all plots. All plots normalized
to their own peak intensity.
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Since the beam profile is strongly dependant on the rapidly varying phase of the incident

beam we attributed the altered beam profiles to spherical aberrations induced by the spher-

ical lenses. To investigate and reduce the effects of spherical aberrations we implemented an

aspheric lens with a focal length of 32 mm to replace the 30 mm spherical lens. Figure (2.14a)

and Figure (2.14b) show the simulation and experimental result for the axial beam profiles

generated by a 32 mm-20◦ aspheric lens-axicon combination with a lens-axicon separation

distance of d = 22.15 mm. Similarly, Figure (2.14d) and Figure (2.14e) show the 32 mm-5◦

aspheric lens-axicon combination with a lens-axicon separation distance of d = 17.65 mm.

Figures (2.14c) and(2.14f) show a comparison of the theoretical and experimental axial in-

tensity data for the 32 mm-20◦ and 32 mm-5◦ aspheric lens-axicon combination respectively.

(a) 32 mm-5◦ Simulation (b) 32 mm-5◦ Experiment (c) 32 mm-5◦ Comparison

(d) 32 mm-20◦ Simulation (e) 32 mm-20◦ Experiment (f) 32 mm-20◦ Comparison

Figure 2.14: Simulation (a) and experiment (b) of a normalised intensity beam profile gen-
erated with a 32 mm-20◦ aspheric lens-axicon combination separated by d = 22.15 mm. (c)
Comparison of the simulation (black) with the experimental data (purple) for the intensity
distribution of the central core. Simulation (d) and experiment (e) of a normalized inten-
sity beam profile generated with a 32 mm-5◦ aspheric lens-axicon combination separated by
d = 17.65 mm. (f) Comparison of the simulation (black) with the experimental data (purple)
for the axial intensity distribution. All plots normalized to their own peak intensity.
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From Figure (2.14) we obtain a good agreement between theory and experiment showing

that spherical aberrations are indeed detrimental to the generation of focused-Bessel beams

but can be removed using aspheric lenses. We attribute the remaining spherical aberrations

in the data to the spherical imaging lens in the set-up [86].

2.4.4 Experiment Outlook

By using an aspheric lens-axicon system we have shown that we can increase the central

core intensity and maintain a long propagation distance further from the axicon tip than

by using an axicon by itself. Using a suitable choice of axicon and lens, we can tune the

Bessel-Gaussian beam to meet the specific needs of the Bessel-Gaussian beams. To give an

example of a desired use of focused-quasi-Bessel beams, I return to the idea of the experiment

for force sensing using two counter propagating Bessel beams as shown in Figure (2.6).

In Figure (2.15) I have compared four differing numerically simulated quasi-Bessel beam

profiles designed for optical trapping. Two of the profiles, black and blue are generated using

a single 25◦ axicon and beam widths of 1.2 mm and 5 mm respectively, providing a central

core FWHM of 950 nm and Bessel propagation length of 2.5 mm and 7.3 mm respectively.

The third Bessel profile (red) is generated with a 32 mm-20◦ lens-axicon combination with a

separation of d = 22 mm. The result is a Bessel beam similar to the black curve with closely

matching propagation length (2.5 mm) and central core FWHM (950 nm). This beam design

produces a Bessel zone with much higher axial symmetry such that the intensity profiles of

the two counter propagating are better matched, providing a more optimal balancing of the

scattering forces.

Unfortunately in our particular experimental implementation, we foresee the need of a

single beam optical trap which sets a minimum separation between the axicons of approx-

imately 14 mm. Whilst in principle there is nothing preventing the implementation and

trapping of particles with only the counter propagating Bessel beams, aligning the beams

and balancing the scattering forces will be practically infeasible without the initial single

beam trap. As a result, we investigated the potential of generating a focused-quasi-Bessel
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beam displaced axially from the axicon tip. The final green beam profile is therefore gener-

ated with a 20 mm-5◦ lens-axicon combination separated by d = 10 mm producing a 2.5 mm

long Bessel beam profile displaced from the tip of the axicon by 7 mm. This displacement

from the axicon tip now allows for the axicons to be separated by approximately 14 mm

providing an overlapping 2.5 mm Bessel zone at the centre. This combination now allows for

the additional space required for the single beam optical trapping lens.

We calculated previously that a Bessel beam profile with the same properties as the blue

curve will require a beam intensity of 100 W to radially trap the 170 nm silica particles♥.

By comparing directly the maximum beam intensity of the axicon only blue curve with

the lens-axicon system green curve we observe a 4.06 times increase in the maximum of

the field intensity which is directly proportional to the optical potential depth as shown in

Equation (2.46). I now estimate that it will require a more reasonable 24.6 W of input

laser power to optically trap silica particles in a focused-quasi-Bessel beam with an axial

propagation length of 2.5 mm displaced by 7 mm from the axicon tip. Using this new lens-

axicon system we can now separate the axicon tips by 14 mm allowing for the additional

space required for the single beam optical trap. The importance of this result is that the

lens-axicon system now provides us with a previously unattainable experimental design for

optical trapping, ideal for sensing of weak forces.

In this section I have covered only the shape of the optical trapping beam. The second

mechanism to increase the optical trapping strength on the object relies on the polarisability

of the particle. In the following sections we look at the polarisability of trapped objects

and how resonances in the polarisability can lead to enhanced cooling and manipulation

strategies.

♥By using larger silica particles the gradient force will increase with radius cubed thereby further reducing
the required laser power. It it true that the scattering force will increase at a much faster rate, scaling with
the radius to the sixth power. In our design however, since the scattering force is cancelled out by the
counter propagating beams, the drastic rise in scattering force will not be a significant issue and trapping of
larger particles will be more suitable, allowing for reduced beam intensities.
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(a)

(b)

Figure 2.15: Numerical simulations of four quasi-Bessel beams for experimental implemen-
tation. Black and Blue are calculated without a lens for a 25◦ axicon with beam widths of
1.2 mm and 5.5 mm respectively producing beams with a central core radius of 950 nm and
Bessel propagation lengths of 2.5 mm and 11.2 mm respectively. The red curve is generated
with a 5 mm beam, incident on a 32 mm lens and 20◦ axicon separated by 22 mm. The
resulting Bessel beam has a Bessel zone that is 2.5 mm in length and central core radius
of 950 nm. The final green Bessel beam is generated with a 10 mm beam, incident on a
20 mm lens and 10◦ axicon separated by 10 mm. The resulting Bessel beam has a central
core radius of 700nm and Bessel propagation zone that is 2.5 mm but axially displaced with
the maximum intensity 7 mm from the axicon tip. Figure (a) shows the beam intensity
from the axicon tip in the axial direction. Figure (b) shows the radial beam intensity at the
position of maximum axial intensity.

2.5 Polarisability

For optical trapping, once the beam geometry has been set, the most important property

is then the complex polarisability of the trapped object. The polarisability is a measure
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of an objects ability to have its charge distribution displaced under the influence of an

external electric field. It is therefore a measure of the ability to form instantaneous dipoles.

Whilst the optical force on the instantaneous dipole is identical for all objects, the complex

polarisability of an object creating the instantaneous dipole changes depending on the nature

of the object. In this thesis I focus on two particular objects: atoms and dielectric particles.

For atoms, it is the resonances from the atomic transitions that provide additional degrees of

freedom to the optical traps, thereby providing additional cooling mechanisms. In order to

further investigate the radiative forces we must now consider the polarisability of dielectric

particles and then contrast it with the polarisability of atomic transistions, highlighting the

resonant properties that that make these objects ideal for optical manipulation and control

that resulted in many famous quantum optics applications.

2.5.1 Dielectric Polarisability

For dielectric Rayleigh particles, where the radius of the particle is much smaller than the

wavelength (a� λ), the amplitude of the illuminating light is constant over the extent of the

particle, and the electrostatic approximation can be used to calculate the polarisabilities [87].

The complex polarisability of a small particle is,

α = 3V
ε̂− εm
ε̂+ 2εm

, (2.38)

where ε̂ = ε1(λ) + iε2(λ) and εm = n2
m are the dielectric constants of the particle and the

surrounding medium respectively and V = 4
3
πa3 is the volume of the particle with radius

a [87]. In most situations the trapped object is a dielectric particle with negligible absorption

such that the refractive index is real (ε̂ = n2
p) and thus the polarisability can be written as

α = 4πn2
ma

3

(
m2 − 1

m2 + 2

)
, (2.39)

where np and nm are the refractive indexes of the particle and medium respectively and

m = np/nm is the relative refractive index of the particle♠. Since the polarisability is now

♠It is important to note that although the refractive index can be complex, this equation is only valid
for a real refractive index. Interestingly however, in the Rayleigh regime the light interaction pictures for
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real, it may be interpreted that there will be no scattering force on the dielectric particle

due to Equation (2.28) now having no contribution; however, one must be careful when

calculating the total scattering forces on a dielectric nano-particle as we must consider both

the absorptive scattering force as well as the scattering force from photons that are deflected

or re-emitted from the particle. The absorptive scattering force arises from the photons

that are absorbed by the particle and not re-emitted, whereas the remaining scattering force

arises from the fact that as the electric field of the incident laser beam oscillates harmonically

in time, the induced dipole oscillates synchronously with it, radiating secondary scattered

waves in all directions. If we use the complex dielectric constants and evaluate both the real

and imaginary parts of the polarisability in Equation 2.38 we indeed obtain the complete

scattering force. However, it is typical in the field of optical trapping and levitation to neglect

the absorption of the particle and calculate the polarisability from the refractive index as in

Equation (2.39). In this case the scattering force is calculated using Rayleigh scattering and

momentum transfer as described in Section (2.5.1).

Gradient Force

By substituting the real part of Equation (2.39) into Equation (2.14) the gradient force on

a transparent dielectric particle is given by,

F grad = R
[

2πnma
3

c

(
m2 − 1

m2 + 2

)]
∇I(r). (2.40)

The gradient force in a Gaussian beam can now be expressed in terms of each of its three

components by substituting in the beam intensity from Equation (2.16):

F grad,x(r) =x̂
2πnma

3

c

(
m2 − 1

m2 + 2

)
4x̃/W0

1 + (2z̃)2

×
(

P

πW 2
0

)
1

1 + (2z̃)2
exp

[
−2(x̃2 + ỹ2)

1 + (2z̃)2

]
(2.41)

metals and dielectrics are similar and thus Equation (2.39) can be used for calculating the gradient force for
metal nano-particles with the appropriate correction to the volume due to attenuation of the incident light
field [88].
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F grad,y(r) =ŷ
2πnma

3

c

(
m2 − 1

m2 + 2

)
4ỹ/W0

1 + (2z̃)2

×
(

P

πW 2
0

)
1

1 + (2z̃)2
exp

[
−2(x̃2 + ỹ2)

1 + (2z̃)2

]
(2.42)

F grad,z(r) =ẑ
2πnma

3

c

(
m2 − 1

m2 + 2

)
8z̃/(kW 2

0 )

1 + (2z̃)2

×
[
1− 2(x̃2 + ỹ2)

1 + (2z̃)2

](
2P

πW 2
0

)
1

1 + (2z̃)2
exp

[
−2(x̃2 + ỹ2)

1 + (2z̃)2

]
. (2.43)

Typically we think of the gradient force producing a restoring force towards the centre

of the trap, but this is valid only when the refractive index of the particle is larger than the

refractive index of the medium (np > nm). This is strictly true in optical levitation regimes

where the surrounding medium is a vacuum or gaseous medium where the refractive index is

nm ' 1, however in liquid, the particle may have a lower refractive index than the medium

and be pushed away from the region of highest intensity. In this case, the particle can be

trapped in a local minima of intensity. The gradient force on the particle increases for larger

differences in refractive index and is zero when the refractive indexes match. Additionally,

the gradient force on the particle increases with the third power of the radius of the particle.

Whilst it may initially appear that in order to produce a stronger optical trap, one can use

larger particles, this reasoning is not strictly true as you also need to consider the increase in

the scattering force that may push the particle out of the optical trap. In comparison to what

we will see with the forces on an optical transition, the forces on a dielectric particle varies

slowly with wavelength. In the Rayleigh regime this dependence on wavelength appears only

from the refractive index of the particle np(λ)∗∗.

Another feature of the gradient force is that by integrating Equation (2.40) we see that

the dipole force can be derived from a potential:

∗∗For larger dielectric particles, there may also be an additional wavelength dependence due to Mie reso-
nances that will be strongly dependent or particle size and shape.
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F grad(r) =−∇Ugrad(r)

= − α′

2nmc
I(r). (2.44)

In the situation above where we consider a Gaussian beam, the potential is given by,

Ugrad(r) = −2πnma
3

c

(
m2 − 1

m2 + 2

)(
2P

πW 2
0

)
1

1 + (2z̃)2
exp

[
−2(x̃2 + ỹ2)

1 + (2z̃)2

]
. (2.45)

In order to achieve a stable, optically trapped particle, the depth of this potential well, which

has a maximum at (x̃, ỹ, z̃) = (0, 0, 0), should be much larger than the average kinetic energy

of the particle (typically generated by Brownian motion††). For a focused Gaussian beam

trap this is satisfied when,

∆Ugrad =
2πnma

3

c

(
m2 − 1

m2 + 2

)(
2P

πW 2
0

)
� kBT. (2.46)

Figure 2.16: Optical potential depth of a single 100 nm nano-diamond in a 100 mW Gaussian
beam focused to a beam waist of 1 µm. The particle depth is expressed in multiples of average
kinetic energy (kBT at T = 300K). The optical potential depths dependence on wavelength
arises only from the change in refractive index as shown in Figure (1.4) [34].

††In vacuum, it does not need to be as large because the variance of average kinetic energy is not nearly
as large.
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Fortunately for dielectric particles, it is possible to produce optical traps with trap po-

tentials deeper than kBT even at room temperature. Figure (2.16) gives an example of the

optical potential depth of an optically trapped nano-diamond and its wavelength depen-

dence. It should be noted that not only does the restoring gradient forces need to overcome

Brownian motion‡‡ but also overcome the scattering forces pushing the particle out of the

trap.

Scattering Force

From Equation (2.30) we saw that scattering force is related to the complex part of the

polarisabiliy α′′ such that,

F abs =
α′′

nmc

I(r)

2
k. (2.47)

By substituting the imaginary part of Equation (2.38) into Equation (2.30) we obtain the

force on the particle in a plane wave due to absorption given by,

F abs = Im
[
4πnma

3 ε̂− εm
ε̂+ 2εm

]
I(r)

2
k. (2.48)

This equation is valid for both metallic and dielectric particles, however in order to de-

termine absorptive scattering forces acting on the particle we must be careful in correctly

determining the imaginary parts of the polarisability. It is important to note that one can

not use the typical polarisability using the refractive index for dielectric particles as shown

in Equation (2.39) since,

Im
[
4πnma

3 ε̂− εm
ε̂+ 2εm

]
6= Im

[
4πnma

3m
2 − 1

m2 + 2

]
. (2.49)

In a classical framework, Equation (2.48) only accounts for the scattering force due to

absorption of photons that are not re-emitted. The total scattering force must also include

the scattering forces that arise from the fact that as the electric field of the incident laser

beam oscillates harmonically in time, the induced dipole oscillates synchronously with it

‡‡The typical bound for Brownian motion to obtain stable trapping, proposed by A. Ashkin, is for the
potential depth to be greater than 10kBT .
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thereby radiating secondary scattered waves in all directions. The total scattering force

acting on the particle can then be written as,

F = F abs + F scat =

(
kIm [α] +

k4

6π

nm
c
|α|2
)
I(r)

2

k

k
. (2.50)

For dielectric particles in the Rayleigh regime where the absorption of the particle is neg-

ligible, the scattering force due to isotropic Rayleigh scattering dominates over the scattering

due to absorption. The typical way to derive the scattering force for dielectric particles is

using photon momentum transfer. The momentum of a single photon of energy J is given

by,

p = ~k =
Jnm
c

. (2.51)

A beam of incident photons can be scattered by a particle resulting in two impulses. The

force on the particle is equal to the difference between the momentum of the input beam and

the scattered field from the particle. The scattered field, since the particle is in the Rayleigh

regime, is isotropic in all directions; hence, the impulse arising from the scattered light has

no preferable direction and results in no net force. The change in momentum, or force, of a

particle can be calculated by considering the photon flux impinging on an object under the

conservation of momentum:

F scat = ẑ
nmσ

c
〈S〉T

= ẑ
(nm
c

)
σI(r), (2.52)

where nm is the refractive index of the particle, 〈S〉T is the time averaged Poynting vector,

c is the speed of light and σ is the scattering cross section for the radiation pressure of the

particle. In the case of a small dielectric particle in the Rayleigh regime where the light

scatters isotropically, the scattering cross section σ is given by [89],

σ =
k4

6π
|α|2 . (2.53)

Now substituting Equations (2.16) and (2.53) into Equation (2.52), the scattering force
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is given in terms of the intensity distribution in a weakly focused Gaussian beam:

F̂ scat(r̂) =ẑ
8

3
π

(
n3
m

c

)(
2π

λ

)4

a6
(
m2 − 1

m2 + 2

)2

×
(

2P

πW 2
0

)
1

1 + (2z̃)2
exp

[
−2(x̃2 + ỹ2)

1 + (2z̃)2

]
. (2.54)

We can see here that the scattering force increases with the radius to the sixth power

compared to the gradient force which scales with the third power. So whilst both forces

will increase with the size of the particle, the scattering force increases much faster and will

start to dominate as the particle size increases. The implication is that smaller particles are

more likely to be trapped and larger particles are pushed out of the trap. A comparison of

the gradient force and scattering force for our 100 nm nano-diamonds trapped in a 100 mW

Gaussian beam focused to a beam waist of 1 µW is shown in Figure (2.17), highlighting the

lack of dependence on trapping laser wavelength.

Figure 2.17: Optical forces on a single spherical 100 nm nano-diamond in a 100 mW Gaussian

beam focused to a beam waist of 1 µm evaluated at z =
2kW 2

0√
3

where the gradient force is at a
maximum. Optical scattering forces arising from absorption of photons, such as from surface
impurities, are neglected. These forces are calculated from the refractive index profile of the
diamond taken from Figure (1.4).
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(a)

(b)

(c)

Figure 2.18: Dependence of the optical forces and potential depth on the physical properties
of the optically trapped particle. The potential depth is expressed in multiples of average
kinetic energy at room temperature, (kBT at T = 300K), and the ratio between the axial

gradient force and scattering forces evaluated at z =
2kW 2

0√
3

where the gradient force is at a
maximum is shown. Unless otherwise stated the values are calculated for a single 100 nm
nano-diamond (a = 50 nm) in a 100 mW 1064 nm Gaussian beam focused to a beam radius
of 0.5 µm, indicated by the yellow line in each plot. Figure (a) shows the dependence on
particle radius, figure (b) the dependence on refractive index of the trapped object and
finally figure (c) shows the dependence on the Gaussian beam waist.
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Figure (2.18) provides a deeper understanding of the optical trapping forces dependence

on different properties of the trapping system. For each of the properties, (a) particle radius,

(b) refractive index and (c) beam waist, the axial optical force ratio
(
Fgrad
Fscat

)
and the optical

potential depth is shown. The optical potential depth is expressed in multiples of average

kinetic energy at room temperature, (kBT at T = 300K), and the optical forces are calculated

at the point z =
2kW 2

0√
3

, where the gradient force is at a maximum. Unless otherwise stated the

values are calculated for a single 100 nm nano-diamond (a = 50 nm) in a 100 mW, 1064 nm

Gaussian beam focused to a beam radius of 0.5 µm, indicated by the yellow line in each plot.

Figure (2.18a) shows that as the radius of the particle is increased, the gradient force also

increases generating a deeper potential well; however, since the scattering force scales much

faster than the gradient force, the scattering force quickly dominates and the particle can no

longer be trapped. Similarly in Figure (2.18b), a larger refractive index generates a deeper

potential well, but simultaneously leads to the scattering force overcoming the gradient force,

pushing the particle out of the trap. It is only the beam waist in Figure (2.18c), where, by

decreasing the beam waist, there is a clear gain in both the optical potential depth and

optical force ratio simultaneously, highlighting the constant need for strong focusing.

2.5.2 Atomic Polarisability

In order to better understand why the trapping and cooling of dielectric particles has not

had the same success in quantum applications as the trapping and cooling of atoms, it is

ideal now to look at the properties of trapping atoms that make them an ideal trapping

candidate.

In order to determine the forces on an optical transition inside of an optical trap we must

consider its complex polarisability. In comparison to the forces on a dielectric particle, the

forces show a resonance behaviour around the transition frequency ω0. The polarisability of

a two-level atom with zero velocity is given as,

α =
d2

ε0~
(ω0 − ω) + iΓ/2

(ω0 − ω)2 + 1
2

(
dE0

~

)2
+ Γ 2

4

, (2.55)

where, d is the dipole moment of the transition, Γ is the transition linewidth, ω0 is the
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transition frequency, ω is the trapping laser frequency and E0 is the electric field strength.

We can rewrite this as a linear polarisability term with a saturation term (1 + s)−1 which

tends to zero at high intensities:

α =
d2

ε0~
(ω0 − ω) + iΓ/2

(ω0 − ω)2 + Γ 2

4

1

1 + s
, (2.56)

where the saturation parameter s is given by,

s =
1

2

(
dE0

~

)2
1

(ω0 − ω)2 + Γ 2

4

=
I

Isat

1

1 + 4
(
ω−ω0

Γ

)2 , (2.57)

with,

Isat =
2I

Γ 2

(
dE0

~

)2

. (2.58)

We can see from Equation (2.55) that the polarisability of the two-level atom shows resonant

behaviour around the transition frequency ω0. Note also that if the velocity v of the atom is

non-zero, the Doppler effect should be taken into account in the polarisability, by replacing

ω by ω − k · v. This non zero velocity plays a very important role in Doppler cooling of

atoms as described in Section (2.5.3).

(a) (b)

Figure 2.19: Power broadened polarisability of a 637 nm two level transition, with a 2π ×
20MHz transition linewidth at the centre of an optical trap with (a) 1 mW and (b) 0.25 mW
of power at the focal spot of a 0.85 NA objective. The resonance of the transition for typical
dielectric trapping intensities is power broadened. The resonance width is then given by√
Γ 2 +

(
dE0

~

)2
rather than Γ as observed from Equation (2.55).
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Gradient Force

By substituting the real part of Equation (2.56) into Equation (2.14) the gradient force on

a atom is then given by,

F grad =
d2

ε0~
ω − ω0

(ω − ω0)2 + Γ 2

4

1

1 + s

∇|E0(r, t)|2

2
. (2.59)

Now a simpler expression can be obtained by recalling that the Rabi angular frequency

Ω1 is equal to −dE0/~ such that,

F grad =
~(ω − ω0)

2

∇(Ω2
1/2)

(ω − ω0)2 + Γ 2

4

1

1 + s
(2.60)

We can see now that the dipole force varies directly with the gradient of the light intensity.

There is also interesting behaviour about the atomic transition ω0. For a blue detuning

(ω > ω0) the atoms are repelled from regions of high intensity, whereas for red detuning

(ω < ω0) the atoms are attracted towards such regions.

By integrating Equation (2.60) we see that the dipole force derives from a potential:

F grad = −∇Ugrad(r), (2.61)

with,

Ugrad(r) = −~(ω − ω0)

2
ln

[
1 +

Ω2
1(r)/2

(ω0 − ω)2 + Γ 2

4

]

= −~(ω − ω0)

2
ln [1 + s(r)]

= −~(ω − ω0)

2
ln

[
1 +

I(r)

Isat

1

1 + 4
(
ω−ω0

Γ

)2
]
. (2.62)

where the choice of integration constant gives a zero potential outside the laser beam. This

potential now suggests that it may be possible to trap atoms at the focal point of a laser

beam if the frequency is red detuned (ω < ω0). The potential has a minimum in both the x
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and y dimensions of typical width ω0, and also has a minimum in the z direction of typical

width zR = πω2
0/λ, where zR is the Rayleigh length. The atoms will only be trapped within

the potential well provided that their kinetic energy is less than the depth of well. For a given

laser frequency the trap depth is given when the saturation parameter s has a maximum

which coincides with the maximum of the field such that,

∆U =
~(ω0 − ω)

2
ln [1 + smax] . (2.63)

For a Gaussian beam trap as described in Section (2.3.2) we can substitute the relation

for the electric field amplitude given by substituting Equation (2.16) into Equation (2.63)

giving,

Uq =
~(ω − ω0)

2
ln

(
1 +

d2

~2
2P

πW 2
0 nmε0c

1

(ω − ω0)2 + Γ 2

4

)
. (2.64)

Figure 2.20: Optical potential depth for a single 637 nm transition, with 2π × 20 MHz
transition linewidth at the centre of an optical trap with 0.25 mW and 1 mW of power at the
focal spot of a 0.85 NA objective. The particle depth is expressed in fraction of average kinetic
energy (kBT at T = 1K). The resonance of the transition for typical dielectric trapping
intensities is power broadened, where the resonance width is then given by

√
Γ 2 +Ω2

1 .



58 Optical Trapping

It is important to note that whilst the trap depth always increases with the incident

laser power, the increase in trapping power also leads to power broadening of the resonant

transition as shown in Figure (2.20). For intensities below saturation the resonance width is

given by the transition linewidth Γ , whereas for very large intensities the resonance width is

given by
√
Γ 2 +Ω2

1 . In practice, it is difficult to produce potential wells able to trap atoms

with temperatures above a few milli-Kelvins; hence, the atoms have to be cooled first, before

they can be trapped.

In addition to trapping, the dipole force also plays an important role for controlling and

manipulating the trapped atoms. It is used to reflect atoms (atom mirrors), to focus them

(atom lenses) and to diffract them (atom diffraction gratings).

Resonant Radiation Pressure Force

In order to determine the resonant radiation pressure forces on an atomic transition we need

to consider the spontaneously scattered photons that interact with the atomic transition. By

substituting the complex part of Equation (2.56) into Equation (2.30) the resonant radiation

pressure force or scattering force is given by,

F scat = ~k
Γ

2

Ω2
1/2

(ω − ω0)2 +
Ω2

1

2
+ Γ 2

4

, (2.65)

where again we have used the fact that the Rabi angular frequency Ω1 is equal to −dE0/~.

This can be simplified by using the saturation parameter s such that,

F scat = ~k
Γ

2

s

1 + s
, (2.66)

where we recall that the saturation parameter is again given by,

s =
I

Isat

1

1 + 4
(
ω−ω0

Γ

)2 , (2.67)

with,

Isat =
2

Γ 2

Ω2
1

I
. (2.68)



2.5 Polarisability 59

In writing the force in this form we can observe that for small values of the saturation

parameter (s� 1), the radiation pressure is proportional to the the light intensity. However

as the laser power is increased the force saturates such that the maximum scattering force

is,

Fmax
scat = ~k

Γ

2
. (2.69)

We can now see that the scattering force has a strong resonant behaviour around the

transition frequency ω0 with a width on the order of the width Γ of the atomic line. Typically

the atoms used in atom traps have extremely narrow linewidths and require specialised

narrow lasers to address the transition with the appropriate detuning.

Interestingly, we have arrived at Equation (2.66) using a completely classical model of

light, nevertheless, the momentum of a photon ~k appears in this equation even though the

concept of a photon doesn’t exist in this model. If one were to take care in tracking the

emission and absorption rates using the optical Bloch equations, it can be proved that it is

still valid to interpret this force as the result of momentum exchanges between laser photons

and atoms. Additionally, we have not considered the absorption and stimulated emission of

photons that one would expect from a quantum mechanical description of light. However,

this effect contributes no force since the total momentum transfer is zero in this case, since,

∆P sti = −∆P abs = ~k. (2.70)

Now since both the gradient force and the resonant radiation pressure force will be acting

on the atom simultaneously, it is worthwhile to identify the regimes that favour one force

over the other. As has been shown earlier, in most practical trapping beams we require a

high gradient field in order to trap. As such, we consider the case where the light intensity

varies significantly on the scale of the wavelength, such that |∇| is of the order of k. In this

case,
F scat

F grad

≈ Γ

|ω − ω0|
. (2.71)

For low detuning (|ω − ω0| � Γ ) the resonance radiation force dominates, whereas for high

detuning (|ω − ω0| � Γ ) the gradient force dominates. Nevertheless too large a detuning
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and the dipole force decreases as it is not resonant with the transition. As a result the

optimal detuning of the laser to produce the strongest gradient force is given by,

(ω − ω0) ≈
√
Ω2

1

2
+
Γ 2

4
. (2.72)

For atom trapping, the case of closed two-level atoms is important because radiative forces

have a strong effect only if they are allowed to act continuously. If the two level system is

not closed, the spontaneous emission, or non-radiative pathways will bring the atom into a

different energy level where the radiative forces will be negligible because the detuning is very

large and thus, the atom is practically transparent to the laser field. In an optical trap this is

problematic as the atom will no longer experience a force holding it within the optical trap.

In optical trapping of dielectric particles containing optical defects this condition is relaxed

since the forces on the dielectric polarisability and remaining ensemble optical defects can

still hold the entire object within the optical trap.

It should be emphasised here that when comparing the effects of the two optical forces,

that the gradient force F grad can be derived from a potential, whereas the scattering force

F scat does not. The consequence of this being that the gradient force is a conservative force

and the scattering force is dissipative. Thus the gradient force alone can not take energy

away from the motion of the atom and therefore the atom will have an oscillatory behaviour

whilst trapped in this regime§§. Alternatively, since the scattering force is dissipative it can

indeed cool or heat the motion of the atom within the harmonic gradient force potential. As

a result, it is the manipulation of the scattering forces on the atom that are predominantly

used to slow the motion of the atoms.

‘Priority is like temperature.
Everything has a temperature,
but some are hotter than others.’

– Unknown

§§The exception is if there is an external control modulating the strength of the gradient force, thereby
cooling the motion of the particle, as is done in feedback cooling.
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2.5.3 Laser Cooling

Temperature is simply a measure of the average kinetic energy of the random motions within

a system. In classical statistical mechanics, the equipartition theorem relates the tempera-

ture of a system to its average energies. The equipartition theorem states that systems in

thermal equilibrium have the same average energy associated with each independent degree

of freedom of their motion. For an atom in a fixed optical trapping potential, the tempera-

ture is a measure of the average kinetic energy of the gas molecules. As a result, to cool the

temperature of a gas towards the quantum regime, the velocities of the ensemble of atoms

needs to be reduced.

In comparison, a levitated nano-particle has two temperatures that need to be considered.

The obvious temperature is the internal temperature of the nano-particle itself; however, the

temperature we are interested in for quantum opto-mechanical applications is the temper-

ature related to the oscillatory motion of the nano-particle as a whole and is called the

centre-of-mass (CoM) temperature♦♦. The internal temperature of the nano-particle arises

from vibrations in the crystal lattice and provides a net zero oscillation to the entire particle.

In addition, since the mechanical frequency of the CoM motion is very different from the

phonon vibration frequencies, in a vacuum environment the two temperatures are completely

decoupled and the internal temperature of the nano-particle can typically be neglected on

the dynamics of the opto-mechanical system. Whilst this temperature does not directly

impact the opto-mechanical system, large changes in internal temperature can modify the

physical and optical properties of the nano-particle and can even vaporise them from the

trap. For the optically levitated particle in a fixed potential, the CoM temperature is related

to the average kinetic energy of the nano-particle. As a result, in order to cool down the

nano-particles CoM temperature the nano-particle motion needs to be minimised.

In the following sections, I will first cover Doppler cooling for atoms, relying on the reso-

nances of atomic transitions, before investigating the current strategies for cooling dielectric

particles. Chapter 3 will provide the feasibility study of using Nitrogen Vacancy centres to

create an optically trapped dielectric particle that acts like a giant atom.

♦♦There is also a particle motion associated with rotations and libations that have not been considered in
this thesis.
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Doppler Cooling

Doppler cooling is the predominant cooling strategy that can be used to trap and slow the

motion of atoms, thereby forming the foundation for a number of experiments that includes

generating Bose-Einstein condensates and producing accurate atomic clocks: achieving ac-

curacy better than 1 part in 1015. I introduce Doppler cooling in detail since it is the ideal

passive cooling technique to apply to a massive dielectric particle that exhibits strong res-

onant dipole forces in order to bring the motion of the particle down towards its quantum

ground state. In light of this, it is worthwhile to describe this technique and mention the

implications of applying this technique on a more massive object.

Figure 2.21: Doppler cooling shift in one dimension. The atom interacts with two counter-
propagating waves with the same frequency ω < ω0. In the reference frame of the the moving
atom, the wave that opposes its motion is closer to resonance than the one in the direction
of motion and the scattering force of the opposing wave dominates, slowing down the atom.

First we consider an atom with velocity v, placed in two counter propagating laser waves

of the same frequency ω, slightly below the atomic frequency ω0 as shown in Figure (2.21).

We denote the detuning from resonance by,

δ = ω − ω0 < 0. (2.73)

The two counter propagating waves both produce a scattering force on the atom in opposing

directions. For a stationary particle the components of each wave cancel, however for a mov-

ing atom with velocity along the laser axes v, the atom ‘sees’ the two laser frequencies are

now shifted by the Doppler shift ±kv. For a small saturation parameter (s� 1) and aver-

aging over a half wavelength, coherences between the two waves can be neglected [90]. Thus

the radiation pressure force F1 and F2 arising from each wave can be evaluated separately
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and the total force on the atom is then given by,

Fdoppler = F1 + F2. (2.74)

The radiation pressure force for the wave in the positive k direction in the small intensity

regime (Ω1 � Γ ) is then,

F1 = ~k
Γ

2
s1, (2.75)

where,

s1 =
Ω2

1/2

(δ − kv)2 + Γ 2

2

=
s0

1 + 4
(
δ−kv
Γ

)2 , (2.76)

with,

s0 =
2Ω2

1

Γ 2
=

I

Isat
. (2.77)

Similarly the radiation pressure force for the wave in the negative −k direction in the small

intensity regime (Ω1 � Γ ) is,

F2 = −~kΓ
2
s2, (2.78)

where,

s2 =
Ω2

1/2

(δ + kv)2 + Γ 2

2

=
s0

1 + 4
(
δ+kv
Γ

)2 , (2.79)

with the same s0 defined previously.

The sum of the two forces is now,

Fdoppler = ~k
Γ

2

I

Isat

(
1

1 + 4
(
δ−kv
Γ

)2 − 1

1 + 4
(
δ+kv
Γ

)2
)
. (2.80)

For a negative laser detuning, the force on the atom is always in the direction opposite

the motion. Figure (2.22) shows this dependence for a negative detuning (δ = −Γ/2).

We can see that for positive velocities, the atom experiences a negative force opposed to

the motion. Similarly, for negative velocities the atom experiences a positive force further

slowing down the motion. This can be interpreted by noting that as the atom moves towards

a laser field, the Doppler shift (kv) brings the atom closer to resonance increasing the

scattering force and opposing the motion. A force opposing the velocity can be considered
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as a friction force, damping the motion of the atoms. Since this friction force only acts in one

direction, six Doppler beams are needed to cool the cloud of atoms, which can ultimately

reach temperatures below one milli-Kelvin. This technique is also known as optical molasses,

since the dissipative optical force resembles the viscous drag on an object moving through

molasses.

Figure 2.22: Doppler cooling force in normalised units. The resulting force arising from two
counter propagating beams interacting with an atom with velocity v and detuning to the
transition frequency by δ = −Γ

2
. The total radiative force on the atom always opposes the

velocity of the atom resulting in a frictional force that damps the motion of the atom.

In order to obtain the minimum temperature reached by Doppler cooling, one must

calculate the heating rate that opposes the effects of Doppler cooling. The heating rate

arises due to fluctuations in the radiation pressure force arising from the statistical nature

photon interactions imparting momentum on the trapped object. Assuming we are far from

saturation (s� 1), this calculation predicts that the lowest temperature reached by Doppler

cooling is given by [91],

kBT =
~Γ
8

1 + 4δ2/Γ 2

−δ/Γ
, (2.81)

which is dependent on the detuning δ and the transition linewidth Γ , and surprisingly not

on the intensity of the lasers forming the molasses. The minimum temperature that can be
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achieved is when δ = −Γ
2

and is then given by,

TminDop =
~Γ
2kB

, (2.82)

which is know as the Doppler limit.

Whilst this temperature limit appears to be much larger for optical defects than for atoms

due to their much larger transition linewidths, there are numerous techniques developed in

order to cool the particle past this theoretical limit. In fact, when the Doppler limit was

investigated in detail for atoms [92, 93], it was shown that in certain circumstances the

temperature of the atoms reached temperatures one or two orders of magnitude below the

Doppler limit. This particular phenomenon was christened the Sisyphus effect and could

cool the atoms further down towards the second temperature limit, called the recoil limit.

In fact there are a large number of cooling mechanisms to bring the temperature down past

the Doppler limit towards the recoil limit which rely on the internal energy structure given

by the atom and its associated resonances. The recoil temperature however, arises for all of

the radiative cooling techniques since each cooling photon is quantized and thus imparts a

quantised recoil velocity,

VR =
~k
m

(2.83)

where m is the mass of the atom. The lowest limit for radiative cooling called the recoil

temperature and is then given by,

TR =
mV 2

R

kB

=
~2k2

kBm
, (2.84)

which interestingly does not depend on the transition linewidth and becomes colder for

increased mass, as is the case with levitated nano-diamonds containing optical defects.

I have covered the main trapping and cooling strategies of atom trapping and the under-

lying concepts behind them, showing that the resonant energy structure within the atoms

enables a wealth of cooling techniques. This section provides the foundation for investigating
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and comparing the known forces and possible resonant forces on larger dielectric particles

with an embedded internal structure. For completeness, I should mention that there are

even more cooling strategies to bring the temperature of the atoms down even further into

the sub-recoil temperature. I have only touched the surface of the complete array of cooling

techniques for atoms as I believe it to be beyond the scope of this thesis, however further

details can be found in the following review articles [94, 95].

‘One must imagine Sisyphus happy.’

– Albert Camus, Myth of Sisyphus

Dielectric Cooling

There are two current approaches to cooling the CoM motion of levitated nano-particles,

feedback cooling [28–30] and cavity cooling [24, 31, 32]. In feedback cooling, the particle

position has to be measured accurately in order to operate a feedback loop. Measurement

uncertainty in the position limits the lowest attainable temperature which is fundamentally

limited by the standard quantum limit [29, 69]. The standard quantum limit is reached

when the measured position uncertainty of the particle equals the momentum uncertainty

due to photon recoil. For scattered light composed of a mean number of photons N , the

uncertainty in the measurement due to shot noise is,

∆N =
√
N, (2.85)

giving a nano-particle momentum uncertainty of,

∆p =
√
N~k. (2.86)

From the Heisenburg uncertainty principle, ∆x∆p = ~
2
, such that the minimum possible

position uncertainty is,

∆x =
1

2k
√
N
. (2.87)
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Now we can see that the position measurement improves as the number of photons N in-

creases. We can not however continue to increase N, since the large photon numbers lead

to a large momentum spreads as seen from Equation (2.86). The increase in momentum

spread due to large photon numbers is called recoil heating and causes an increase in the

uncertainty of the oscillator energy, thereby allowing for an increase in the probability of

exciting the quantum mechanical state of the mechanical oscillator.

The total uncertainty in the oscillator energy depends on the uncertainty of both ∆x and

∆p and is given by [29],

∆E =
1

2

(
mΩ2

0∆x
2 +

∆p2

m

)
=

1

2

(
mΩ2

0

4k2N
+
N~2k2

m

)
(2.88)

The first term is related to the measurement uncertainty due to the random arrival of photons

and the second part is the recoil heating arising from the measurement back-action due to

momentum transfer. The lowest noise, known as the standard quantum limit occurs when

the back-action equals the measurement uncertainty, giving N = NSQL = mΩ0

2~k2 .

Minimising this energy uncertainty reduces the probability of exciting the quantum me-

chanical state of the oscillator, which are separated in energy by ~Ω0, where Ω0 is the CoM

angular frequency defined by the particle mass and trap stiffness as Ω0 =
√

κ
m

.

This discussion highlights the trade-off between measurement accuracy and recoil heating

due to photon scattering. Whilst most photons do not interfere with the centre of mass

state of the mechanical oscillator, the higher powers required to perform continuous position

measurements limits the quantum state coherence time.

Cavity cooling is a passive cooling technique and therefore eliminates the need for contin-

uous measurement acquisition allowing for the particles to be cooled to even lower tempera-

tures with reduced trapping powers. Cavity cooling relies on the coupling between the cavity

mode and Rayleigh scattering off the particle, shifting the cavity frequency along the cavity

axis. In passive cooling strategies of this kind the temperature is reduced as the heating

mechanisms are removed. In perfect vacuum, a cooling strategy of this kind is expected to
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reach colder temperatures than a feedback mechanism, however due to the geometry of the

system, the cooling can not be achieved in all three spatial dimension and the particle can

boil out of the trap in the transverse dimensions as the vacuum is reduced.

Whilst these techniques are showing promise in cooling the nano-particles CoM motion

towards the quantum ground state, they have not yet achieved this goal. In particular,

proposals have been made to combine both the passive cavity cooling and feedback cooling

strategies to achieve ground state cooling, however they will still greatly benefit from a

strong non-linear coupling such as the case in atoms. Additionally, once the nano-particles

are cooled to the ground state a number of the quantum opto-mechanical applications rely

on a strong non-linear coupling to be feasible, which these strategies do not provide.

Besides controlling the CoM temperature, critical in quantum opto-mechanical appli-

cations, the nano-particles internal temperature must also be managed. Whilst the CoM

temperature and the internal temperature are naturally decoupled due to greatly differ-

ent energy scales, the internal temperature can directly influence the physical properties of

the nano-particle and any embedded defects. Additionally, ensuring that the nano-particle

does not melt or vaporise in the optical trap is important [96]. When the nano-particle is

trapped in air, it can convectively cool to the surrounding gas medium, however in vac-

uum, unless laser cooling is used [97], the dominant way to reduce the temperature of the

nano-particle is through radiative pathways. Whilst the transparency of diamond is ideal

to avoid absorption of the trapping laser, the high transparency is maintained through to

the far infrared preventing efficient radiative emission of thermal phonons. As a result, it

has been observed that the nano-diamonds are heating and subsequently lost from the trap

either through graphitisation or sublimation [98]. The heating in nano-particles in general

is through absorption or inelastic Raman scattering of the trapping laser. In addition, any

optical defects in the crystal lattice absorb photons of higher energy and emit lower energy

photons where the difference in photon energy is dumped into thermal energy in the crystal.

Multi-phonon excitation processes are often present in these optical defects that can thus

produce a heating effect even when the trapping laser wavelength is lower in energy than the

optical transition. These problems appear to be strongly sample dependent and I suspect

this is due to some samples having more optical defects or attached amorphous carbon than
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others. These heating mechanisms can lead to the nano-diamonds being incinerated once

an efficient cooling mechanism is missing for high enough vacuum. Thus, the vast array of

quantum opto-mechanical applications would not be feasible. In addition, the additional

heat can alter the optical defect properties since they are strongly temperature dependent.

For example, the width of the resonance of optical defects broadens with increased temper-

ature. Ensuring the crystal is as cold as possible is therefore advantageous in improving the

optical transitions required for cooling of the CoM temperature of the particle. As a result,

improved sample preparation and control over the nano-diamonds internal temperature is

essential for optically levitated nano-diamonds. In chapter 5, I will discuss the possibility of

using the internal optical defects to passively cool the nano-diamond whilst simultaneously

cooling the CoM motion of the nano-diamond.
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‘A subtle thought that is in error may yet

give rise to fruitful inquiry that can establish

truths of great value.’

– Isaac Asimov

3
Investigating the Dipole Force on Nitrogen

Vacancy Centres in Nano-Diamonds

3.1 Introduction

The aim of this section is to explore the possibility of levitating a dielectric particle containing

atomic tranisitions that interact with the incident light field producing a resonantly enhance

optical dipole force. In this way, the massive∗ levitated object will behave like an atom and

the vast toolbox of cooling techniques that have been developed for atoms can be used on the

nano-scale object. Whilst detuning dependent forces have been studied for micro and nano-

particles exhibiting plasmonic resonances or Mie resonances, they are typically several tens

of nanometres wide [99]. To engineer sharp Mie resonances [100], large particles are needed

∗Massive in relation to the mass of a single atom.
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with either near field coupling or complex propagating beams to efficiently excite them [101,

102]. In comparison, I propose to use optical defects in diamond which provide spectrally

sharp resonances, even at room temperature. Since both the dipole from the NV atomic

transition and from the dielectric nano-particle can be manipulated by the same incident

optical field, we propose that forces on both induced dipoles can be achieved simultaneously.

One challenge with using optical defects in comparison to atoms, with respect to generating

resonant optical forces, arises due to the coupling between the optical defects and their

environment. This coupling leads to an increased dephasing of the artificial atoms within

the nano-particle, reducing the strength of the induced dipole and hence optical forces.

Alternatively, since we can have many identical optical defects within the same nano-particle,

the defects can behave cooperatively, drastically increasing the induced dipole strength and

therefore optical forces.

Nitrogen Vacancy (NV) centres were the initial candidate for observing theses forces since

they have attracted significant attention over the past decade and there are readily available

nano-diamond samples with high concentrations of NV centres exhibiting low strain and

low amorphous carbon impurities. The NV centre consists of a Nitrogen atom and an

adjacent vacancy site within a diamond crystal generating an array of interesting optical

properties when it is in the negatively charged state NV− (See Figure 3.1). The NV− centre

displays outstanding spin optical properties that persist even at room temperature making it

suitable as a solid state spin qubit and nano-scale magnetic sensor. In this thesis I am mainly

interested in the transisiton optical properties of the NV centre rather than the spin optical

properties that the NV possesses. The NV− shows a strong stable zero phonon line (ZPL)

around 637 nm followed by a wide broad phonon side band (PSB) emitting fluorescence out

to approximately 800 nm at room temperature. Due to their strong stable fluorescence, NV−

centres have also been used extensively as bio-labels for high resolution, real time and low

disruption imaging of living cells [9].
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Figure 3.1: Physical and energy level structure of the NV centre with its associated fluores-
cence spectra. Top left is the unit cell structure of the NV centre in the diamond matrix. The
carbon atoms are shown in purple, the lattice vacancy in white and substitutional nitrogen
atom indicated in green, connected together by the associated covalent bonds. In the centre
of the image is the energy level scheme of the NV− centre displaying the typical optical and
non radiative transitions. Bottom right is an example of the NV− centre room temperature
fluorescence signal. The NV− shows a strong stable zero phonon line (ZPL) around 637 nm
followed by wide a broad phonon side band (PSB) emitting fluorescence out past 780 nm.
For a more detailed understanding of the NV centre, its charge states and its internal spin
structure refer to Chapter 4.

3.2 Previous Work and Motivation

Initially, a proof of principle experiment was performed to observe the atomic dipole forces on

NV centres in liquid trapping [103]. I will review this experiment as it sets the foundations

of the work in this thesis. This experiment observed enhanced dipole forces in the same

nano-diamond sample that we use to observe the resonant optical forces in levitation. It
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also provides an introduction to a number of interesting properties of the nano-diamonds

including the unexpected observation of cooperativity.

In this experimental platform, a Gaussian standing wave trap was formed by focusing

a Gaussian beam on a silver coated mirror. The standing wave pattern creates a stronger

trap along the direction of propagation compared with a standard single beam Gaussian

trap. In addition, the scattering force can be neglected since the scattering force arising

from incident and reflected beams will cancel out. The mirror forms the top of a static

microfluidic chamber that contains the nano-diamonds suspended in deionised water (See

Figure 3.2).

Figure 3.2: Experimental set-up for observing cooperatively enhanced dipole forces from
Nitrogen Vacancy centres in trapped nano-diamonds. The trapping laser is focused through
a high numerical aperture objective into a microfluidic chamber producing a strong optical
trap. The microfluidic chamber (right panel) consists of a cover-glass (145 µm thick), a
spacer (140 µm thick) and a mirror on the top that results in a standing wave, improving
the trapping efficiency and minimizing the scattering force. [103]

The investigated nano-diamonds were initially characterised using a home built combined

confocal/AFM microscope set-up [104]. The samples with a high concentration of NV centres

show a ZPL centred at 639.1 ± 0.7 nm with an average spectral width of 2.1 ± 0.6 nm (See

Figure 3.3a and 3.3b). The shifting and broadening of the NV− centres’ ZPL is attributed to

imperfections in the surrounding lattice which includes strain, nearby charge traps or foreign
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atoms within the nano-diamonds. Additionally, the size distribution of the nano-diamonds

was determined using dynamic light scattering, resulting in an average size of (100 ± 23 nm).

The expected number of NV centres per nano-diamond is 〈NV 〉 ≈ 9500 [105].

(a) (b)

Figure 3.3: Optical properties of nano-diamonds containing many NV centres extracted from
photo-luminescence spectra obtained on 40 different nano-diamonds. (a) Position of the
ZPL. The distribution consists of two clearly distinct populations which was approximated
by two normal distributions. The overall average ZPL position is 〈ZPL〉 = 639.08 nm (b)
Spectral width of the ZPL peak. The distribution was fitted by a normal distribution (blue),
giving an average value of σ = 2.09 nm [104].

In order to observe the forces on the nano-diamonds the trapping stiffness κ was mea-

sured. The trapping stiffness κ is obtained by recording the position of the particle using a

quadrant photodiode (QPD) and by extracting the corner frequency (See Chapter 3.4.2 for

comprehensive details on this method). Due to the stiffness’ dependence on the size of the

nano-diamond, which can not easily be measured in the trap, the trapping stiffness of a par-

ticular wavelength was always compared to a reference trapping wavelength of 639.13 nm.

Since the atom like forces are dependent on the detuning of the trapping laser from the

optical transition, it is expected that using a reference laser centred on the transition will
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give no atom like forces. This comparison thus gives us a relative trap stiffness ratio, κ(λ)
κ(λref )

,

which is independent of the nano-diamond size.

To characterise the contribution due to the NV centres on the trap stiffness, the stiffness

ratio was measured on a number of different nano-diamonds, for a given set of wavelengths,

for two different nano-diamond samples: one with low concentration of NV centres and the

second with a high concentration of NV centres. The low concentration sample serves as

a reference as we do not expect the resonant forces to have a measurable effect on this

sample. The resulting trap stiffness ratios as a function of laser wavelength for each sample

of nano-diamonds with low and high concentration are displayed in Figures (3.4a) and (3.4b)

respectively.

(a) Low NV concentration (b) High NV concentration

Figure 3.4: Measured relative trap stiffness of trapped nano-diamonds in water for observing
cooperatively enhanced dipole forces in NV centres with trap powers ranging from 4 mW
to 6 mW. (a) Relative trap stiffness κ(λ)

κ(λref )
for nano-diamonds containing few NVs. The

symmetric spread in the measured trap stiffness for a given wavelength is due to experimental
noise. (b) Relative trap stiffness for nano-diamonds containing a high concentration of NV
centres. The data scattering in this case is strongly asymmetric with stiffness ratios much
lower than 1 for wavelengths below λref and higher than 1 for wavelengths above λref . The
shaded areas are guides to the eye using three times the average standard deviation from
the low-density NV sample with an overall linear trend. [103]
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The monotonic trend in both samples is attributed to chromatic aberrations from the mi-

croscope objective that are aggravated by the standing wave pattern†. The large symmetric

spread in the measured trap stiffness of the low density sample is due to experimental noise.

Whilst the high density sample has both of these effects appearing, the data also exhibits a

number of nano-diamonds that show significant deviations from the mean, displaying stiff-

ness ratios much lower than 1 for wavelengths below λref and higher than 1 for wavelengths

above λref . The extreme values are attributed to nano-diamonds with a large number of NV

centres leading to a significant contribution of the atomic forces from the NVs to the trap

stiffness. However, upon analysis it was found that the NV centres acting independently

could not account for the trends observed or explain such dramatic deviations for a number

of the nano-diamonds. To account for the trends observed, it was proposed that if there

were cooperative effects between NV centres in the nano-diamonds, this effect would have a

significant impact on the dipole forces by modifying both the spontaneous decay rate τ = 1
Γ

and the steady state population. The cooperative effect that could drastically increase the

total dipole force and explain the observed trend is, superradiance.

Superradiance is a cooperative phenomenon which occurs when N collective emitters

couple collectively to a mode of the electromagnetic field as a single, enhanced dipole. This

gives rise to a burst of photon emission, with a peak emission rate proportional to N2,

rather than N for independent emission. The principle condition required for superradi-

ance to arise is indistinguishability of emitters with respect to the field mode [106]. The

two properties necessary to satisfy this criteria are spatial indistinguishability and spectral

indistinguishability. Spatial indistinguishability occurs when the emitters are confined to

a volume much smaller than the wavelength of the electronic transition, V � λ, which

is satisfied for the case of NV centres in nano-diamonds. Spectral indistinguishability on

the other hand is harder to satisfy in solid state emmiters due to the large inhomogeneous

broadening and unavoidable dephasing. If the spectral separation of two emitters is much

larger than the linewidth ∆λ� Γ , then the two emitters are spectrally distinguishable and

act independently. In contrast, if the spectral separation is within the linewidth the photons

†It appears that due to the non perfectness of the imaging system the microscope objective was in focus
for 650 nm, rather than 639 nm: confirmed by an optical tweezer computational model [103].
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emitters begin to become indistinguishable. The closer and better the overlap the stronger

the spectral indistinguishably becomes.

The most observable feature of superradiance is the accelerated optical emission, scaling

faster than linearly with the number of emitters. The nano-diamond sample was thus in-

vestigated for superradiance by measuring the decay curves of 100 separate nano-diamonds

with high concentrations of NV centres. The nano-diamonds were then compared against a

Dicke model of NV centre superradiance [107]. Figure (3.5a) shows a subset of NV decay

curves representative of nano-diamonds of different size and brightness. The red curve is the

decay curve for a single NV centre used for reference. The faster diamonds were not well fit

by exponentials, but rather required a superradiant model [107].

The specific details of the model can be found in the supplementary material of ref-

erence [107]. Within each nano-diamond the spectral indistinguishability of each of the

NV centres cannot be guaranteed. As a result the model breaks down the superradiance

into D spectral domains of N cooperative NV centres. Within each domain the collective

state is described using Dicke States [106]. Whilst the exact interpretation of breaking the

superradiance into individual domains is not clear, this superradiance model accounts for

the extreme variance observed between nano-diamonds and accurately fits the time resolve

fast fluorescence measured in Figures (3.5b to 3.5e). What is clear is that there are many

mechanisms involved that influence the spectral indistinguishability, including dipole-dipole

interactions and dephasing, differing significantly due to crystal strain and distance between

emitters. As a result the superradiance measured depends strongly on the nano-diamond

and can range from domains of D = 1, where they are all acting independently, to D = 50

where the nano-diamond is strongly superradiant. It is important to realise here that the

expected average number of NV centres in the nano-diamonds are 〈NV 〉 = 9500, and we are

still in a regime far from purely superradiant.
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(a)

(b) (c)

(d) (e)

Figure 3.5: Superradiance from nano-diamonds with containing NV centres. (a), Measured
normalised fluorescence decay curves for five different NDs, with lifetimes ranging from the
usual few tens of nanoseconds for a single NV centre in a ND (red trace), to lifetimes
around 1ns for high NV density nano-diamonds (green trace, ND # 4). (b-e), Fluorescence
decay curves (blue) and corresponding fits (red) for four different high NV concentration
nano-diamonds. Note that the curves are normalized to their respective maximum. The
different nano-diamonds exhibit increasingly faster photo-emission with corresponding life-
times of (25, 3.6, 2.2, 1.1)ns for NDs 1–4 respectively. The shorter lifetimes correspond to
larger collective domain sizes of D = (2, 7, 10, 50), respectively. [107]
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Nevertheless, the skewness of the measured ratios in Figure (3.4) and the reason only a

small number of the nano-diamonds exhibited a significant and strong resonant force arising

from the NV centres can be attributed to the observation of superradiance in this nano-

diamond sample. Whilst these measurements indicate that there are resonant forces acting

on a bulk object we are far from dominating the motion of the particle with the atomic forces

and being able to apply the powerful quantum technologies developed for atom trapping and

cooling, in this more massive regime. Ideally, we aim to engineer or selectively trap strongly

superradiant NV centres in nano-diamonds in order to continuously probe their resonant

properties.

3.2.1 Optically Levitated NV centres

Moving to optical levitation is the clear next step for observing atomic dipole forces in nano-

diamonds for a number of reasons. Firstly, levitation is one step closer to an under-damped

trapping regime, which is essential for any optical cooling strategy to work. Secondly, in the

water trapping experiment a single nano-diamond could not be held indefinitely since there

was a significant probability that a second nano-diamond may randomly float into the optical

trap. In this case the trapping trace must be discarded and a new single nano-diamond must

be found. The consequence is that the trapping ratio can not be measured across the entire

wavelength range and statistics on many nano-diamonds are essential. In optical levitation

the trapped nano-diamond can be held indefinitely once the chamber has been purged of

all additional nano-diamonds that are floating near the trap. In this case, it is possible to

measure the trapping forces on a single nano-diamond as we tune the trapping laser across

the transition of interest. Ideally, we would trap a nano-diamond that contains many NV

centres with strong superradiance, such that the dipole force on the ensemble of NV centres

is stronger than the dipole force on the bulk nano-diamond. In addition, we are not just

interested in the 637 nm dipole transition of the NV centres, but also the 1042 nm singlet

state transition of the NV centre, as well as the ZPL transitions of both the Silicon Vacancy

(SiV) centre and Germanium Vacancy (GeV) centre shown in Figure (3.6). Silicon Vacancy

and Germanium vacancy centres will be covered in Chapter 5, however at the outset, we
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considered the NV centre as the optimal candidate due to the availability of a clean‡, highly

concentrated nano-diamond sample with previous evidence that cooperative dipole forces

can be observed.

Figure 3.6: Transition diagram of optical defect in diamond. On the left is the level scheme
of the NV− centre displaying the relevant optical and non radiative transitions. The NV−

centres have a strong optical transition around 637 nm. From the excited state the defect
can decay non-radiatively into the excited 1A1 singlet state. The middle diagram is the
level scheme of the SiV centre displaying the relevant optical and non radiative transitions.
The SiV centres have a strong optical transition around 739 nm with a smaller PSB. On the
right is the level scheme of the GeV centre displaying the relevant optical and non radiative
transitions. The GeV centres have a strong optical transition around 602 nm. [108]

Whilst the experiment is designed to be customisable for investigating different optical

resonances, we initially decided to concentrate on the 1042 nm singlet transition for a number

of reasons. Firstly, it had been observed that under strong 637 nm laser irradiation, such as

is required for levitation, the NV− centre fluorescence is quenched due to ionisation into the

NV0 state which will drastically reduce the expected resonant dipole force [109]. Additionally,

the 1042 nm transition in the NV centre is expected to have a 10× stronger dipole moment

than the 637 nm transition, as well as having a much sharper transition linewidth of 1 GHz

rather than 100 MHz as for the 637 nm transition [110]. This transition is also not expected to

have nearly as strong a phonon side band, which reduces the expected force by an estimated

96% for the 637 nm ZPL since there is only a 4% probability that the emitted photon is

‡The nano-diamonds are clean in regards to surface impurities such as graphitic and amorphous carbon
that drastically increased absorption leading to much larger scattering forces and heating rates.



82
Investigating the Dipole Force on Nitrogen Vacancy Centres in

Nano-Diamonds

emitted within the ZPL. Unfortunately, the quantum yield of the 1042 nm transition is tiny,

on the order of 10−4–10−5, which will also cause a large reduction in the optical dipole force.

Our running hypothesis at the time was that the reduction in fluorescence from the NV centre

under 1064 nm light was due to electron storage in this 1042 nm transition which would result

in a drastically increased optical dipole force. Importantly, for the measurement of this force,

the 1042 nm transition will have zero electron population unless the NV− centre has first

been excited. Only when the NV− centre is excited will an electron population transition into

the singlet states, enabling the field to interact with this transition, leading to the creation

of an induced dipole and thus optical force. As a result the atomic trapping force can be

conditionally switched on and off with a low power excitation beam ideal for experimental

observation. The cooperative effects of this state however, are completely speculative so the

possibility of this transition to show a significant atomic force was unknown§. Regardless of

whether or not the forces on the 1042 nm transition could be observed or not, the optical

levitation platform was designed in such a way that changing optical transitions and therefore

tunable trapping laser wavelengths is a simple process and the 637 nm optical forces could

be investigated instead.

3.3 Experiment Overview

In this section I present the experimental apparatus, procedures and technological solutions

that I have developed in order to build an experimental platform to analyse the optical

forces on optically trapped nano-particles. Specifically, I focus on developing a custom-built

optical levitation system and developing an imaging system to comprehensively monitor the

motion of the particles within the trap. I aim to accurately measure the trapping forces

in real time to provide an ideal platform for investigating and characterising the forces on

atomic defects within trapped nano-particles. Finally, I will focus on trapping the Nitrogen

Vacancy centres in nano-diamonds and develop the protocols for quantitatively measuring

the classical and atomic trapping components.

§In fact, the following experiment was started before the liquid trapping measurements were completely
understood and explained by a cooperative process. In hindsight, this transition was not the optimal
transition.
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Figure 3.7: Photo of a levitated nano-diamond trapped in our optical levitation platform in
air. The bright yellow spot is the diffraction limited scattering of the 100 nm nano-diamond.
Above the nano-diamonds is the injection nozzle for nebulizing nano-diamonds into the
trapping chamber. Below the nano-diamond is the trapping microscope objective covered
by a microscope objective slide.
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Figure 3.8: Schematic representation of the optical trapping optics providing a platform
for measuring the forces on an optically levitated nano-particle. A nano-particle is trapped
at the focus of the objective lens enclosed within a custom built chamber. The 785 nm
and 1064 nm trapping laser are polarisation controlled and combined on the polarising
beam splitter (PBS). The trapping lasers are then expanded to match the back aperture
of the objective before being reflected off the pellicle beam splitter into to the microscope
objective. The scattered signal from the trapped nano-particle is back reflected through the
pellicle beam splitter and measured using a balance detector. A green laser is also focused
onto the nano-particle for fluorescence excitation of NV centres. The fluorescence signal is
collected by the microscope objective and reflected off a 750 nm longpass dichroic mirror
and coupled into a multimode fibre. The fluorescence signal can then be connected to either
a fibre coupled spectrometer or avalanche photo diode (APD) for detection. Fianlly, a CCD
imaging camera is aligned to image the initial trapping of particles in the trapping chamber
using a single f = 75 mm imaging system.

The optical elements of the optical levitation platform can be observed in Figure (3.8).

Two optical trapping lasers can be used independently by cross polarising the two NIR

lasers and combining them with a polarisation beam splitter (PBS). The Ventus 1064 nm
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laser is the main trapping laser, with the second laser being either a 785 nm diode laser or a

1042 nm tunable laser. The output of the Ventus 1064 nm trapping laser is incident on a half

wave plate and polariser to control the power whilst simultaneously maintaining horizontal

polarisation. The power of the 785 nm diode laser or 1042 nm tunable laser is controlled

through the combination of a fibre paddle polarisation controller and a half waveplate and

polariser, which also ensures that the polarisation on the PBS is vertically polarised. The

output coupler for this path was chosen so that either the 785 nm or 1042 nm laser output

will have a beam size that approximately matches the 2.4 mm diameter output of the Ventus

1064 nm laser. The trapping lasers are now combined through the PBS to be collinear and

are then expanded using a beam expander to tailor the beam size of the lasers to fill the

microscope objective in order to optimise the trapping potential at the focus.

A custom built shutter was aligned with the focal point of the beam expander in order

to allow for transiently blocking all of the trapping laser power incident on the levitated

particle. The trapping beams are then reflected by a pellicle beam splitter, transmitting

through a 750 nm dichroic mirror before reflecting vertically into the microscope objective,

enabling the trapping of a levitated nano-particle at the focal spot. The scattered light from

the nano-particle is collected by the microscope objective and back propagated through

the pellicle beam splitter and is imaged using a balanced detector set-up as described in

Section (3.4.2) for position measurements. Imaging of the optical trapping chamber and

visualising the behaviour of the particles is done using a CCD camera and a single one lens

(100 mm) imaging system with a 2× magnification.

For excitation of Nitrogen Vacancy centres in optically levitated nano-diamonds a 532 nm

laser is input coupled into a single mode optical fibre. The output of the 532 nm fibre is

then collimated before being focused on the optically levitated nano-particle using a 30 mm

lens. The emitted fluorescence of the nano-diamonds is collected and collimated through the

trapping objective before being reflected by the 750 nm dichroic mirror, spectrally separating

it from the trapping laser wavelengths. A 550 nm long pass filter blocks the excitation laser

allowing for the 550 nm to 750 nm fluorescence to be fibre coupled using a lens into a mul-

timode fibre providing a confocal microscopy collection arrangement. A 400 nm to 600 nm

blue-green bandpass filter is used on the laser output of the 532 nm laser in order to remove
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trace amounts of unwanted pump laser at approximately 700 nm. If the filter is removed,

the trace pump laser light is also focused on the levitated nano-diamond and is subsequently

efficiently detected by the confocal fluorescence detection. Using the blue green filter com-

pletely removes this small unwanted signal, however this unwanted wavelength matches the

emission of the NV centres and thus by removing the blue-green filter we can precisely align

the confocal fluorescence detection path. The florescence counts can be analysed through

either a fibre coupled spectrometer or counted using an avalanche photodiode (APD). For

collection in the APD path the multi-mode fibre is collimated and refocused onto the APD

sensor. Within this beam path additional filters are used to enable the changing of the de-

tection window and to further reduce the unwanted signal from the trapping and excitation

lasers.

In order to produce strong optical potential fields that are capable of optically levitating

nano-particles it is essential that the trapping laser profile fills the back entrance objective

entrance of the objective. The Ventus 1064 nm laser and the fibre coupled tunable 1042 nm

laser have exceptional TEM00 Gaussian spatial profiles and do not require any beam prepa-

ration in this regard. The 785 nm diode laser however, produces a far from Gaussian profile

that cannot be used in free space for optical trapping. As a result the 785 nm diode laser is

fibre coupled into a single mode fibre using a lens with two additional cylindrical lenses to

optimise the fibre coupling. An optical isolator is also mounted on the input path to ensure

that no back reflected laser power through the optical set-up can interfere with the power

and spectral stability of the laser diode. The optical fibre acts as a spacial filter such that

the output of the fibre is only a TEM00 Gaussian profile that can now be used for optical

levitation.

3.3.1 Optical Sources

Compared to traditional optical trapping and levitation, we use a large number of optical

sources. This is due to the wavelength dependency of the internal defects. We need specific

wavelengths that can either strongly or weakly interact with the internal defects as well as

diamond matrix. The main laser to optically trap individual particles in air is a continuous
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wave 1064 nm Nd:YAG laser (Ventus 1064, Laser Quantum). Continuous wave 1064 nm

Nd:YAG lasers are commonly used for optical trapping because lasers of this type are com-

mercially available at relatively low costs with high power, high stability and excellent beam

profiles. However, there are two disadvantages that make trapping with this wavelength less

than ideal. Firstly, microscope objectives are usually designed for the visible spectrum and

typically have low transmission values in this wavelength range: rarely stated by the man-

ufacturer. Secondly, the detection of a levitated nano-particle relies on the balanced signal

of two photodetectors. The standard photodetectors are silicon based, which have a poor

response to the infrared spectrum. The combination of these two effects produces a weaker

position measurement efficiency which will correspond to a reduction in the sensitivity of the

optical forces we are trying to measure. Additionally, it had been observed previously that

a 1064 nm trapping laser suppresses or quenches the observed fluorescence of NV centres

within a levitated nano-diamond [54]. When we initially began this experiment we partially

attributed the quenching to the possibility of population cycling within the 1042 nm singlet

states♦.

As a result, I implemented the 785 nm diode laser into the set-up to optically trap nano-

particles. This wavelength should provide a better photodetector response as well as an

increased transmission through the microscope objective, allowing for higher sensitivity force

measurements with lower incident powers. In addition, it was anticipated that the 785 nm

laser would not interfere with the internal dynamics of the NV centres♣. Unfortunately, the

785 nm diode laser has poor beam shape and needs to be fibre coupled in order to clean the

beam profile and generate a nice Gaussian TEM00 beam profile which is required for optical

trapping.

The third trapping laser is a tunable CW Toptica Photonics 1000 nm to 1090 nm fibre

coupled laser. This laser was chosen so that it had the capability to trap the nano-diamonds

and tune the wavelength across the 1042 nm singlet transition of the NV centre to observe

♦In Chapter 4 I will show that this fluorescence quenching is dominated by a charge state interconversion
process leading to increased channels for non radiative decay.
♣As explained in Chapter 4 there does not appear to be an easily accessible wavelength to use for trapping

of NV centres without interfering with the defect. Potentially working in the deep infrared will be possible
since these photons may not have enough energy to efficiently ionise and recombine the defects charge state.



88
Investigating the Dipole Force on Nitrogen Vacancy Centres in

Nano-Diamonds

both the attractive and repulsive forces acting on the singlet transition of the optically

levitated NV centres in nano-diamonds.

The final laser that is incident onto the nano-particles is a CW solid state 532 nm laser.

This laser was implemented into the set-up in order to excite the NV centres in the levitated

nano-diamonds in order to modulate the atomic dipole forces from the 1042 nm singlet state.

Additionally, it provides a fluorescence signal providing a measurement of the NV centres

internal electron dynamics. However, since the laser is focused onto the nano-particle it will

also experience an unwanted additional optical trapping force. To minimise the impact of

these optical forces on our measurements, we used a low NA lens and an excitation orientation

such that the axial direction was aligned with the detection path to minimise the addition

trap strength along this direction.

3.3.2 Microscope Objective

Once the optical source has been chosen, the microscope objective is the most important

element for an optical trap in order to produce a strong gradient of the intensity. The choice

of objective directly determines the efficiency of the trap. The efficiency of the trap is given

by the trap stiffness versus the laser input power, which is a function of both the NA and

the transmittance of the objective. A necessary condition to trap the particles is to produce

a gradient force sufficiently large enough to overcome the scattering force that will push the

particle out of the trap. Typically, it takes a high NA objective to produce a strong enough

gradient profile to overcome the scattering force. The vast majority of objective lenses are

complex multi lens constructions, designed specifically for imaging purposes using visible

light, not for focusing high intensity infrared laser beams. Therefore the optical properties

of different objectives in the infrared can vary widely. Unfortunately, manufacturers rarely

supply information regarding transmission characteristics in the infrared.

When microscope objectives absorb the laser power the trapping system is negatively

impacted in three ways. Firstly, the power in the trap focus is diminished compared to the

available power at the back entrance of the objective. Secondly, the signal on the position

detector is also reduced but more so, as the necessary signal is back reflected through the
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objective further reducing the intensity. The last impact from an absorbing objective is that

less power can be used before damage is caused to the objective. Unfortunately, microscope

objectives do not give a damage threshold for maximum intensity through the objective, and

they are too valuable for us to experimentally determine this value. In summary the more

the objective absorbs, the more care is needed with the input laser power, both in damaging

the objective and receiving a sufficient trapping signal.

The best trapping objective I used to optically levitate the nano-particles was a 100×

0.85 NA IR Olympus Objective. I directly measured the transmission of the objective at a

variety of wavelengths from 785 nm to 1064 nm and observed the transmission of the objective

to be consistently ≈ 85%.

Once the objective is chosen, tailoring the trapping laser beam size to fit the back entrance

aperture is essential. Typically, the back aperture of an objective is a few mm in diameter and

in order to provide the strongest focus and full use of the numerical aperture the incident laser

field has to fill or overfill the back aperture. In ‘Principles of Optics’ by Lukas Novotny and

Bert Hecht, the influence of the filling factor f0 of the back-aperture of an objective lens on

the intensity profile of the focus is analysed. The filling factor of the back-aperture is defined

as the ratio of beam waist with the back-aperture radius. The intensity profile at the focus is

calculated for a Gaussian beam using a rigorous angular spectrum representation that takes

into account the vector nature of the fields and as a result, includes the polarisation effects

that produces an elongated field confinement in the direction of polarization. The tightest

focal spot occurs at the limit f0 → ∞, which corresponds to an infinitely overfilled back-

aperture which is identical to the solution with a plane wave incident on the lens. Figure (3.9)

from ’Principles of Nano-Optics’ by Lukas Novotny and Bert Hecht demonstrates the effect

of the filling factor f0 on the confinement of the electric field intensity |E|2 [111].

It is clearly evident from this analysis that the filling factor is important for the quality of

the confinement of the electric field intensity and therefore strength of the optical trapping

potential. For example, in the case where the beam waist matches the back-aperture of

the objective (f0 = 1), then the maximum intensity at the focus is reduced by a factor of

2.53. This highlights that the lack of intensity in the largest k-vectors drastically reduces
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Figure 3.9: Influence of the filling factor f0 on the back-aperture confinement of the focus. A
lens with NA= 1.4 is assumed and the index of refraction is 1.518. The electric field intensity
|E|2 is plotted at the focal plane for different filling factors. The dashed curves have been
evaluated along the x-direction (plane of polarization) and the solid curves along the y-
direction. All curves have been scaled to equal amplitude with the scaling factor indicated
in the figures [111].

the spatial confinement at the focus. It is therefore necessary to ensure that the back-

aperture of the objective is sufficiently filled to optimise the trapping strength. The obvious

drawback by overfilling the objective is the loss of incident laser power that is not transmitted.

Depending on the incident laser, if there is not sufficient laser power, what you may gain in

field confinement might be lost in the reduction of having lower field intensity.

3.3.3 Trapping Chamber

The design of the trapping chamber has little influence on the levitated nano-particle once

it has been trapped, however it is vital in initially loading the particle into the optical trap.

The optical trapping dipole force is a conservative force. This means that this force will not

dissipate any of its kinetic energy. In the absence of any damping, the particle would simply

cross the beam. For a nano-particle to become stably trapped at the focus of an optical

trap, the particle must move across the focus with a sufficiently small velocity such that the

damping of the surrounding air will be able to slow the particle down to below the potential
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depth of the optical trap.

The first method to load particles into an optical levitation trap used a piezoelectric

transducer (PZT) [3]. By applying an alternating current to the PZT it will generate vibra-

tions that provides enough momentum to the particle such that it can break the Van der

Waals forces between the attached particles and the substrate, thereby launching the parti-

cles into the air. By carefully controlling the amplitude of the driving current, the particles

are on average launched vertically, such that the peak of their trajectory coincides with the

centre of the optical trap. This will provide a chance that there will be a particle that crosses

the focus with sufficiently small velocity and become trapped. For this technique to work

however the particle must have enough momentum to overcome the Van der Waals forces

and therefore does not work for smaller nano-particles where the masses do not provide the

necessary momentum.

In order to deliver and load smaller particles into an optical trap, we can use nano-

particles dispersed in a volatile aerosol generated by a commercial OMRON MicroAIR U22

nebulizer. The nebulizer consists of a porous membrane driven by a piezo that vibrates at the

top of a liquid reservoir, pressuring out a mist of very fine micron sized droplets into the air

(≈ 4 µm). By suspending the nano-particles in a volatile liquid, the micro-droplets emitted

from the nebulizer evaporate quickly leaving only a cloud of nano-particles suspended in

air. The nano-particles suspended in air then randomly pass through the laser focus and are

trapped by chance when the velocity of the nano-particle is sufficiently small.

This method produces two main problems which need to be monitored and acknowledged

when designing the optical trapping chamber. The first issue is that it is essential to minimise

the air flow around the optical trap. If there is a constant air flow pushing the nano-

particles in the chamber, the chance of a particle having a small enough velocity when passing

through the focus is dramatically reduced. As a result, designing the trapping chamber to

be completely enclosed enhances the chance that a particle will be optically trapped.

A second issue is that this method is not well suited to trap a specific particle within a

sample, as a large spray of particles are needed. Unfortunately, this also means that there

is a large number of particles deposited on the surfaces of the injection chamber. If the

optical elements are exposed, they will be covered in a film of deposited nano-particles and
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the optical properties of the elements will be significantly degraded. For example, if the

microscope objective is coated with nano-diamonds, the transmitted beam may no longer

be Gaussian, which will significantly affect the focus and thus optical potential. Therefore

it is essential to protect any exposed optical elements. In order to do this, we designed

a trapping chamber with replaceable optical windows. We used coverslip glass as optical

windows to protect all of the lenses which are inexpensive to replace. Our trapping objective

is corrected to work through a coverslip and this way, we not only protect the objective,

but are also in the best possible condition for focusing. In our design the aerosol is sprayed

down into the chamber onto the microscope objective. Due to this geometry a large number

of particles are deposited onto the cover-slip placed on top of the objective. After repeated

sprays, depending on the concentration of the sample, this coverslip needs to be replaced

as it can significantly scatter the incoming trapping laser, resulting in a degraded optical

potential that will not trap nano-particles.

Figure 3.10: Schematic diagram of the trapping chamber. The trapping chamber has larger
spherical openings for the microscope objective and condenser lenses. There is a small hole
on the bottom of the chamber threaded with a M4 hole with a slightly large hole on top for
injection of nebulized particles. The two rectangular openings are for imaging the trapped
object with a CCD camera. The trapping chamber is made from steel so that glass coverslips
can be attached to the surfaces of the chamber using magnets to both enclose the chamber,
prevent air flow and protecting optical surfaces.
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Considering these constraints, we designed the trapping chamber that was made of steel

as shown in Figure (3.10). The larger circular opening is sized so that the microscope

objective can be placed close to the centre of the chamber. The smaller circular opening

is designed for a 1
4

inch condenser lens for measuring the position in forward scattering if

necessary. Glass coverslips are placed on the inner faces of the chamber with magnets to

protect the optical elements. The rectangular opening on the front face is for imaging with

a CCD camera and is also protected with a glass coverslip placed on the outer face of the

chamber. The glass coverslips also have the advantage of limiting the air flow within the

chamber. The bottom of the chamber is threaded with an M4 hole so that it can be fixed to

a standard Thorlabs post for installation in the experiment. The final hole on the top face

of the chamber is for delivering of particle with a nebulizer.

3.4 Detection

Observing the particles motion within the optical trap is essential for optical trapping. This

system uses two distinct detection schemes to observe the nano-particles in the trap. The first

is a standard CCD camera to observe the nano particles motion as they enter the trapping

chamber and to determine when a particle has been optically trapped at the focus of the

trapping laser. The second detection schemes involves a balanced photodetector, necessary

for high speed sensitive measurements of the nano-diamonds position within the optical trap.

This is essential for a quantitative analysis of the optical forces acting on the nano-particle.

3.4.1 CCD Camera

The first imaging system is a video based imaging system using a CCD camera (LU165M,

Lumenera). The CCD camera’s primary role is to monitor the injection of the nano-particles

into the optical trap and determine if there is a particle trapped at the focus. The CCD

camera also allows us to observe a number of detrimental effects reducing the quality of the

optical trap, such as unclean optical elements and airflow issues.

The CCD camera scheme does not use the microscope objective but uses a simple 100 mm
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one lens imaging system providing a 2× magnification that is aligned such that the image

plane of the CCD coincides with the focus of the optical trap. When particles are injected

into the trapping chamber and cross the laser beams, the scattered light from each individual

nano-particle can be observed on the CCD camera. Only nano-particles that cross the focus

of the optical trap with sufficiently small vibrational energy can be stably trapped by the

optical trap. It is therefore essential to ensure that within the trapping chamber, in which

the nano-particles are injected, that the airflow is reduced. If there is airflow within the

chamber the nano-particles will consistently drift across the focus and fail to be slowed and

held within the trap. The airflow in the chamber can be observed on the CCD camera as a

constant drift of the particles in one direction. To reduce the airflow all sides of the trapping

chamber are closed to further insulate the nano-diamonds from this effect. The result is that

the injected nano-particles will slowly drift within the optical trapping chamber under the

Brownian force and a small contribution from gravity. Once one of these particles crosses the

optical focus of the chamber, it can be optically trapped, observed on the CCD camera as a

stable bright diffraction limited spot. To ensure additional particles do not get trapped once

the first particle has been trapped, we can apply a small airflow to the trapping chamber that

is sufficient to vent the untrapped particles, whilst still maintaining the optically trapped

particle. The trapped particle can now be held within the optical trap indefinitely.

For a CCD camera of this type it is possible to process the signal acquired from the

camera in order to track the position of the particle within the optical trap with sub pixel

accuracy, using several centroid fitting algorithms [112–114]. Video tracking of trapped

objects has been implemented in real time [115, 116], however this technique is limited by

the frame rate of the camera and hence, trapping frequencies near or above the frame rate of

the CCD cannot be measured. Video tracking is common in water trapping for example since

the trapping frequencies are much smaller. In air, we expect frequencies in the kHz range

which will require an expensive high-speed camera. To obtain a high frequency position

measurement, a quadrant photodiode (QPD) or high bandwidth balanced detector (BD) is

required.
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3.4.2 Balanced Detector

A balanced detector (BD) is a device that precisely measures a small difference in the in-

tensity of two beams. A balanced detector consists of two photodetectors that measures the

power of two incident beams and internal circuitry produces a voltage which is proportional

to the difference in their intensities. The intuitive approach to how a balanced detector

measures the position of a particle is shown in Figure (3.11)

Figure 3.11: Schematic showing how the position of the nano-diamond affects the balanced
detector (BD) signal. When a particle is on axis with the objective axis the scattered light
is collimated back along this same axis. D-shape mirror is used to divide this beam in two
equal part such that the differential power in the balanced detector is 0. When the particle
is displaced off axis, the scattered light after the objective is no longer propagating along the
microscope axis and the D-shape mirror is not dividing the beam in 2 equal parts, resulting
in a non-zero equal signal on the two photodetectors. The internal electronics amplifies the
difference in signal which is then proportional to the particles radial position.

When the particle is in the centre of the trap, the re-collimated back reflected signal is

symmetric and centred on the centre of the back aperture of the objective. In this case a

D-mirror splits the beam exactly in half so that the differential signal is zero. When the

particle oscillates to one side of the trap the scattered signal from the particle is deflected to

one side and the D-mirror splits the intensity unevenly resulting in a voltage signal on the
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balanced detector. This signal increases the further the particle moves from the centre of the

trap. If the particle is moved to the other side of the trap a negative voltage is recorded on

the balanced detector. An example of a voltage signal of a optically levitated nano-diamond

is shown in Figure (3.12).

Figure 3.12: Position measurement of a levitated particle as a function of time at atmospheric
pressure. The position axis is normalised to the smallest measurement increment of the
detection signal.

The corner frequency as described in Section (2.3.2) can be evaluated from the position

measurements using a MatLab package designed for precise calibration of optical tweezers,

tweezercalib 2.0 [117]. Figure (3.13) is an example of a power spectrum density produced by

the tweezercalib 2.0 Matlab program. The program fits a Lorentzian profile to the data to

produce a value of the corner frequency of the trapped nano-diamond which then provides

a value of the trapping stiffness through Equation (2.27).

Interestingly, from the corner frequency measurement we can determine the average vari-

ance in motion of the levitating nano-diamond by substituting Equation (2.27) into Equa-

tion (2.22) such that,

〈x2〉 =
kBT

2πβfc
, (3.1)

where, β = 6πνa is the drag coefficient of the diamond, ν is the dynamic viscosity of the

surrounding air, a is the radius of the diamond. For the nano-diamond in Figure (3.13),

using the typical value of the dynamic viscosity for air in ambient conditions ν = 1.846 ×

10−5kg m−1 s and a particle radius of a = 500 nm, the average root mean squared variance
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Figure 3.13: Power spectrum density plot of a trapped nano-particle in the optical trap.
This is the raw image output of the MatLab program, Tweerzercalib 2.0, used to plot and
fit a Lorentzian curve to the data (Solid line). The corner frequency of this trace is given as
fc = 53800± 600Hz.

in position is
√
〈x2〉 ≈ 16 nm. Using this measurement we can then calibrate our raw

position measurement data by normalising by the root mean squared (RMS) value from the

data to this value of 16 nm as shown in Figure (3.14). For this nano-diamond the position

detection resolution is then given by the smallest detectable position change on the calibrated

trace. For this nano-diamond the balanced detector provides a measurement resolution of

approximately 1 nm, far better than the Rayleigh criteria. The detector resolution is limited

by the sensitivity of the balanced detector but more importantly by the intensity of the

scattered signal from the levitated nano-particle.
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Figure 3.14: Calibrated position measurement of a levitated particle as a function of time.

All of the above measurements using the tweezercalib 2.0 software are performed in post

processing after acquiring the raw data with an oscilloscope. In order to observe the power-

spectrum and corner frequency in real time I implemented a field-programmable gate array

(FPGA) with Labview.

3.4.3 Data Processing

In order to move to continuous data acquisition and processing of the corner frequency it

was essential to reduce the processing load on the computer. I integrated the data collection

and Fourier transform processes with an FPGA module as shown in Figure (3.15) in order

to control and observe the experiment in real time as shown in Figure (3.16).

The FPGA card I used is a PCIe-7851R with an on-board clock of 40MHz. This card

would allow for a maximum bandwidth of 20MHz, however the acquisition logic, mainly

limited by the analogue to digital converter bandwidth, required 56 clock ticks to acquire

all the incoming signals which included not only the balanced detector signal but two extra

PD signals to track input laser powers as well as an APD counter for fluorescence detection.

Our maximum sampling rate was then 40MHz
56

= 714 kHz which provides us with a Nyquist

frequency of 357 kHz, which is the maximum frequency of oscillation of the particle that can

be measured with this system. We are working with trapping frequencies typically lower

than 150 kHz and this system provides us with sufficient bandwidth to track the particles

motion at higher frequencies in order to fit the corner frequency.
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Figure 3.15: Continuous data acquisition scheme using a field programmable gate array
(FPGA). Three analog inputs and a digital input are connected to the FPGA that accepts
high bandwidth signals. The main role of the FPGA is to peform a 4096 point by point fast
Fourier transform (FFT) on the input position singal from the balanced detector and pass
the final binned transformation to the computer at a much lower bandwidth than the raw
input data. A Labview program integrated with a Matlab kernel is then able to process the
FFT and fit the corner frequency measurement in real time with a controllable graphical
user interface (GUI).

Figure 3.16: Labview front-end GUI for the data-acquisiton and fitting of the position de-
tection signal which includes real time tracking of the the APD counter, corner frequency
and laser powers.
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To observe a power spectrum and fit of the corner frequency, the FPGA performs a point

by point FFT on 4096 measurements of the particles position, which were then fitted using

a combination of Labview and embedded Matlab code. We could then track the trapping

frequency at a rate of 714 kHz/4069 = 174 Hz providing us with a real-time measurement of

the trapping frequency.

The benefit of the FPGA system is that not only can we now observe real-time tracking of

the particles trapping frequency, but it also sets the foundations for exerting feedback control

on the particle in order to cool its CoM motional temperature. However, in order to cool

the particles motion, the particle needs to be brought into the under-damped regime with a

vacuum chamber such that the coherence time of the oscillation is longer than the feedback

time of the electronics. It is also possible to obtain FPGA systems with GHz clock speeds,

further increasing the feedback control. These ultra-fast signals however, would require a

full rethinking of the electronic system as we would start to become sensitive to signal delays

and signal reshaping in the system.

3.5 Levitation of NV Centres

So far I have shown the optical levitation platform for investigating optical defects. In this

section, I investigate specifically the nano-diamond samples containing NV centres and the

sensitivity with which I can measure changes in trapping strength.

3.5.1 Nano-Diamond Solution

In order to obtain the strongest atomic forces on the nano-diamond we desired nano-

diamonds with a high concentration of NV centres. Prior to the optical levitation experiment

the fluorescent nano-diamond solution was characterised by means of a lab-built confocal

scanning fluorescence microscope (Olympus 100× oil immersion objective Up-lanFLN, NA

1.3) excited with a 532 nm CW diode-pumped solid-state laser (Coherent Scientific Compass

315) and combined with a commercial atomic force microscope (NT-MDT Ntegra) [104]. The

measured average diameter of the nano-diamonds is 100.5± 23.3 nm, determined by atomic
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force microscopy and confirmed by dynamic light scattering analysis (Malvern Instruments

Zetasizer NanoZS). The nano-diamonds also have an estimated concentration of ≈ 104 NV

centres per nano-diamond [103].

In order to prepare nano-diamond samples for optical trapping the raw nano-diamond

water solution is sonicated for 30 mins in an ultrasonic bath to break possible clusters that

could have formed. The solution is then diluted in ethanol at various concentrations on the

order of 1 part in a million to one part in a billion. The ideal nano-diamond dilution depends

on the size of the trapping chamber, airflow conditions and the quality of the optical trap.

To inject the nano-diamonds into the trap the diluted nano-diamond sample is placed in a

commercial OMRON MicroAIR U22 nebulizer and nebulised into the trapping chamber. The

nano-diamonds float in the chamber and it can take several minutes before a nano-diamond

is trapped at the focus of the optical trap.

3.5.2 Force Sensing Protocol

Developing a protocol for trapping and measuring the forces on the nano-diamonds within the

optical trap is essential for producing accurate data that is consistent between measurement

sets. In order to measure the forces on the NV centres themselves, we must be able to

easily compare against a reference force. By investigating the 1042 nm state we are able to

switch on and off the resonance forces since there will be no available electron population

in the singlet state unless the NV centres are excited with the 532 nm laser. To ensure

each levitated nano-diamond behaves as expected in the trap we made a measurement of the

corner frequency as a function of trapping laser strength. Since the trapping force is linear

with power the corner frequency which is proportional to the trap stiffness should increase

linearly with trapping power as shown in Figure (3.17).

The continuous acquisition code provides an error in the fitting of the corner frequency,

this provides a single measurement uncertainty of approximately 2% for this nano-diamond.

We can improve this uncertainty by measuring at a constant power and averaging over N

samples, which reduces the noise by
√
N .
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Figure 3.17: Corner frequency measurement of a levitated nano-diamond as a function in-
cident laser power on the microscope objective. Each data point is one measurement made
by the FPGA and Labview program with measurement errors of aprroximatly 2% per mea-
suremnt. It is clear that the experimental platform is accuratly measuring the corner fre-
quency in a wide frequency space as it is directly proportional to the incident laser power as
expected from Equation (2.23).

I observed that the trapping stiffness remained constant over a period of a few min-

utes. However over longer periods the corner frequency was subject to slow drift which we

attributed to thermal movement in the mirrors, changing the optical alignment and hence

beam focal profile. To observe the optical dipole forces on the nano-diamond, I settled on an

80 second measurement. The nano-diamond was kept under constant power for the first and

last 20 seconds in order to extract the classical trapping frequency of the nano-diamond as

a reference κref = κDiamond. The two reference traces were used to ensure that the trapping

frequency measurement stayed consistent for the duration of the experiment and negligible

drift occurred during the measurement. By adding the 532 nm excitation beam to the mid-

dle 40 seconds the singlet transition becomes populated and the trapping strength now has

components from both the the force on the diamond and on the NV centres themselves. The

trapping stiffness is then given by κtot = κDiamond + κNV . Now by taking the difference in

corner frequency between the two measurements, we have just the trapping force from the

NV centres alone κtot−κref = κNV . An example corner frequency measurement of using this

protocol with 50 mW of 1064 nm and 2 mW of 532 nm laser power is shown in Figure (3.18).
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Figure 3.18: Continuous 80 second corner frequency measurement for detection of enhanced
dipole forces in levitated nano-diamonds containing NV centres. The nano-diamond was
trapped with 50 mW of 1064 nm laser power for the duration of the measurement. For the
middle 40 seconds 2 mW of 532nm green excitation laser was incident on the nano-diamond
exciting the NV centres to enable the resonant dipole forces. Each of the 13920 data points is
one measurement made by the FPGA and Labview program with an errors of aprroximatly
2% per measurement.

(a) (b)

Figure 3.19: Analysis of 80 s corner frequency measurement for detection of enhanced dipole
forces in levitated nano-diamonds containing NV centres. The nano-diamond was trapped
with 50 mW of 1064 nm laser power for the duration of the measurement. For the middle
40 seconds 2 mW of 532nm green excitation laser was incident on the nano-diamond exciting
the NV centres to enable the resonant dipole forces. To improve the measurement uncertainty
we averaged over (a) 1 second intervals and (b) 20 second intervals. From (b) we obtain a
value of the trapping frequencies κref = 52866 ± 54 Hz and κtot = 52935 ± 54 Hz providing
a trapping frequency due to the NV centres of κNV = 69± 107 Hz.

In conjunction with the FPGA card this 80 second measurement protocol provides 13920

measurements of the corner frequency since the card can measure the trapping frequency
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at a rate of 174 Hz. By averaging the measurements to one second intervals or 20 second

intervals we can drastically reduce the error in the measurement as shown in Figure (3.19).

From this particular measurement we obtain a value of the trapping frequencies κref =

52866±54 Hz and κtot = 52935±54 Hz providing a trapping frequency due to the NV centres

of κNV = 69 ± 107 Hz. The force due to the NV centres in this measurement is below the

measurement sensitivity and we therefore cannot confirm the presence of an additional optical

trapping force as observed in the water trapping experiments. Interestingly, the measurement

given above used the conditions where we expected the strongest atomic force component

and the measured force is still less than our measurement uncertainty of approximately

0.2%. This measurement scheme was repeated for a range of powers of the 1064 nm laser

and tunable 1042 nm laser and no observable force was observed across a significant number

of nano-diamonds.

3.5.3 Complications

To understand why we’re not observing an increase in trapping force we investigated a

number of possibilities. We thought that it may be possible we are selectively trapping

nano-diamonds with only a low number of NV centres, whereas highly fluorescing nano-

diamonds had high scattering and were pushed out of the optical trap. To verify that we

were trapping nano-diamonds containing a significant number of NV centres, we added a

fluorescence detection pathway to the system. The fluorescence signal was collected by the

objective and reflected by a 750nm dichroic mirror incident on a 50 µm core multimode fibre.

The output of the multimode fibre was coupled into the APD through an array of filters to

ensure that only the window from 550 nm to 750 nm was collected. The three filter stack

included a Semrock 532/1064 notch filter (NF03-532/1064E-25), a Thorlabs 550 nm longpass

filer (FELH0550) and a Thorlabs 750 nm shortpass filter (FESH0750). The filter stack was

characterised by a Cary 5000 UV-Vis-NIR spectrometer showing the black transmission

window shown in Figure (3.20).
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Figure 3.20: Transmission (black) of the filter stack for detection of NV centre fluorescence.
The green and red lines indicate the excitation and trapping laser frequencies respectively,
that are filtered out of the fluorescence spectra. The orange trace is a fluorescence spectra of
the same nano-diamond sample measured through the same filter stack on a similar confocal
microscopy set-up without the intense trapping laser.

The fluorescence pathway could be easily aligned by illuminating the levitated parti-

cle without the blue-green filter on the 532 nm laser and efficiently coupling a weak scat-

tered light signal from the nano-diamonds on the APD. By illuminating the levitated nano-

diamonds using 1 mW of 532 nm through the 30 mm lens, a back of the envelope calculation

shown in Figure (A.1) suggests that even with a quenching strength of 99% we should still

be able to observe a fluorescence signal.

However, for all trapped nano-diamonds and 532 nm excitation powers no fluorescence

signal could be detected. It became clear that either the trapping laser was selecting nano-

diamonds with little to no NV centres or that it was strongly interacting with the NV centre

themselves. It became apparent that to understand the dynamics of the levitated nano-

diamonds containing optical centres, we have to further understand the properties of the

nano-diamonds and the optical defects it contains by probing them with the trapping laser

on a cover-slip where the laser can be turned on and off without losing the particle.

‘Climb through your problems.
Failure is a huge part of success.’

– Ashima Shirashi
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‘There’s a fine line between fishing and just

standing on the shore like an idiot.’

– Steven Wright

4
Photo-Dynamics of Nitrogen Vacancy Centres

in Nano-Diamonds

The most widely studied colour centre in diamond, the Nitrogen Vacancy (NV) centre, is a

point defect consisting of a nitrogen-vacancy lattice pair embedded along the 〈111〉 axis of a

diamond [118]. The NV centre has two stable charge states, the neutral charge state (NV0)

and the negatively charged state (NV−), with photo-induced interconversion between these

two states [119]. There also exists a third, almost entirely neglected positivly charge state

(NV+) that is optically dark and accessible through control of the surface charge acceptor

rate [120, 121]. Of the three charge states, the NV− charge state is the most prominent and

has been intensively studied for a wide range of applications in both Physics and Biology due

to its high stability and interesting spin-optical properties [122]. Biologists have used them

extensively for biolabelling and imaging of internal biological structures [9, 123]. Meanwhile,

107
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physicists have been investigating their use for nanoscale sensing and quantum technology

applications [42, 124–128]. By exploiting the defects’ internal spin state, room temperature

quantum effects can be observed in the NV centre providing a platform to study a wide

variety of quantum manipulation protocols [51]. However, these desirable effects rely solely

on the properties arising from the NV− charge state and in most applications the excitation

wavelength is chosen to be from 510 nm to 540 nm, in order to maximise the NV− charge

state polarisation [109]. By using a single optimised excitation wavelength the impact of the

neutral charge state NV0 is often neglected, despite the optimal charge state polarisation

being limited at ≈ 75% [109]. While the spin-optical properties of NV− centres are extremely

robust [129], this is dependent on the ability to maintain the NV− charge state polarisation.

It has been observed however, that once a second probe laser is used in an experiment the

fluorescence of the NV centre can be dramatically quenched [123, 130–133]. It was expected

that there would be a reduction in fluorescence in our optical levitation experiment, but not

sufficiently strong enough to completely prevent any observation of fluorescence counts. For

extending the capabilities of the NV centre in platforms and systems that require additional

laser wavelengths it is therefore essential to understand the quenching processes.

Probing the quenching mechanism in the optical levitation platform was not possible;

even at our lowest trapping powers required to hold the nano-diamonds in the trap, I could

not observe any fluorescence. Thus, to observe the quenching mechanism I had to build a

new inverted confocal microscope to probe nano-diamonds immobilised on a coverslip.

In this chapter I clarify some of the mechanisms which lead to the quenching of the NV

centre fluorescence. I find that in nano-diamonds this quenching is driven by a continuous

charge state transfer between NV0 and NV− providing increased channels for non radiative

decay from the excited states. In addition, I show that the ionisation from the NV− to NV0

charge state strongly depends on the spin state of the NV−. Having a better understanding

of this mechanism is essential for any application that requires a spin manipulation protocol.

I experimentally observe the charge state interconversion process by probing the NV with a

near infra-red (NIR) laser. The NIR source is a continuous-wave laser of a few tens of milli-

watts, which allows us to avoid many of the mechanisms that rely on transient mechanisms

or high intensity fields [123, 130–132]. By then collecting the fluorescence of both charge
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states I finally show that the impact of the NV0 charge state and the electron acceptor/donor

density can not be neglected in a steady state regime.

4.1 Fluorescence Quenching Platform

The platform for investigating the quenching of NV centre fluorescence on a cover-slip is

shown in Figure (4.1).

Figure 4.1: Schematic of the experimental set-up where the nano-diamond, deposited on a
coverslip, is positioned using a piezo-stage. The two incident lasers (532 nm and 785 nm)
are combined using two dichroic mirrors (DM1 and DM2) and focused by the 100× 1.4 NA
Olympus oil objective. The small portion of the incident power that is transmitted through
the dichroic mirrors is used to monitor the power of each lasers using photodiodes (PD).
The emission from the nano-diamond is collected by the same objective and sent through
the dichroic mirrors and a filter to an avalanche photodiode (APD).

The combination of the dichroic mirrors before the objective allows for superposition

of the NIR laser mode with the 532 nm excitation laser on the 100× 1.4 NA Olympus oil

objective lens so the foci are overlapping in the sample plane. I included the possibility of

swapping the 785 nm laser out for either the 1064 nm or 1042 nm laser by changing optical

fibres. Due to the inefficiency of the dichroic mirrors, the weak transmitted laser power was

used to track the beam intensity on the photo-detectors in order to obtain a continuous

reading of the input laser powers. The fluorescence is back-collected through the same

objective and sent to either a fibred spectrometer or a fibre-coupled avalanche photodiode

(APD), collecting all wavelengths from 550 nm to 750 nm. The input laser powers and
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detection signals were controlled using Labview such that the fluorescence data could be

systematically collected. A permanent neodymium magnet is placed on a moveable arm

above the sample plane so that a large non zero magnetic field could be brought in close

proximity to the nano-diamond. The effect of the magnet is to mix the internal spin state

of the NV− which can be observed through a reduction in fluorescence signal [134].

In the experiment, 100 nm diameter nano-diamonds were dispersed on a glass coverslip

placed on the sample plane of the custom built scanning microscope. These were the same

nano-diamonds used in the levitation experiment which contain a large density of NV centres

providing high brightness useful for biological applications and sensing [105]. I first examined

the spectral response of excited NV centres under 785 nm NIR illumination in a spectral

window from 550 nm to 750 nm, showing both the NV0 and NV− emission. I excited the NV

with a fixed power of 0.75 mW of 532 nm and acquired fluorescence spectra for varying powers

of incident NIR, see Figure (4.2). Both the fluorescence of NV0 and NV− can be observed

Figure 4.2: Quenching spectra of the NV centres. Spectra recorded for 0.75 mW of 532 nm
for four different 785 nm powers: 0 mW, 2.3 mW, 9.7 mW and 21 mW. The lines indicate
the ZPL transitions of the NV0 (575 nm) and NV− (637 nm) charge states.

to be decreasing with increased NIR power. This overall quenching of the fluorescence as a

function of the incident power of 785 nm is confirmed by the APD measurements. I could not

observe any significant differences on the relative ratio of NV0 to NV− emissions due to the

difficulty to distinguish the fluorescence from the two charge states at room temperature,

however the fact that the whole spectrum is affected by the NIR laser in the same way,
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indicates that the quenching of fluorescence cannot be explained by simply a change in the

charge polarisation of the NV centre. This measurement was similar for both the 785 nm

and 1064 nm lasers. However due to extra processes that occur under 1064 nm illumination

I concentrated only on the quenching due to the 785 nm laser. This is explained further in

Section (4.9).

4.2 Quenching Data

In order to investigate the photo-dynamics of the NV centres in more detail, I used the

APD to observe the fluorescence for varied excitation and quenching powers on five different

nano-diamonds. This allows us to explore a large parameter space for model fitting. For each

of the five measured nano-diamonds I retrieved first the saturation curve of the NV centres.

The power dependence of the fluorescence under 785 nm illumination was then measured for

five powers of the 532 nm excitation laser. The measurements were then repeated with a

neodymium magnet placed ' 0.5 mm above the sample plane of the confocal microscope in

order to mix the spin state of the NV− charge state. This allowed us to study the impact

of the spin state of NV− on the fluorescence quenching. For each nano-diamond I observe

similar behaviour. Figure (4.3) shows one of the nano-diamonds characterised as an example.

It is clear from this measurement that in our optical levitation platform, the trapping

lasers were indeed providing a strong quenching mechanism preventing us from observing

florescence. Indeed it confirms that the lack of observed fluorescence in the levitation ex-

periment was not solely thermal or due to selective trapping of low NV concentration nano-

diamonds. Current explanations of the quenching mechanism in levitated nano-diamonds

indicate a stimulated emission (STED) like process or even the inclusion of a new ‘D’ state

into the NV centre physics [133, 135]. However, these quenching mechanisms only con-

sidered the NV − centre, whereas I observe that both the NV 0 and NV − fluorescence is

quenched. Additionally, I am interested in the impact on the internal spin dynamics, which

I am probing by mixing the spin state with a magnet. In any case it is essential to explore the

Nitrogen Vacancy centre in more detail and investigate the possible quenching mechanisms

and their implications on the possibility of observing atomic dipole forces on NV centres

within optically levitated nano-diamonds.
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(a)

(b)

(c)

Figure 4.3: Experimental quenching data of NV centres. (a) Saturation curve for a given
nano-diamond without and with a magnet in close proximity in light and dark colours
respectively. The open symbols are the experimental measurement while the curve show the
result from the best model obtained by fitting both of the saturation curves along with all of
the quenching data. (b) fluorescence quenching for a given nano-diamond as function of the
incident near-infrared power. The different curves are obtained for different green powers:
0.03 mW, 0.07 mW, 0.22 mW, 0.5 mW and 0.74 mW in this order from dark to light coloured
curves. Interestingly, a stronger green laser excitation reduces the fluorescence quenching.
(c) same as (b), with a magnet in close proximity to the nano-diamond. Interestingly,
for high near-infrared laser powers the the quenching induced by the magnet is minimal
indicating that the quenching laser is also depolarising the system.
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4.3 The Nitrogen Vacancy Centre

The nitrogen-vacancy (NV) centre is an extrinsic diamond crystallographic defect incorpo-

rated in the tetrahedral structure diamond where two adjacent carbon atoms are removed.

One carbon is replaced by a nitrogen atom and the other is left vacant (vacancy). The defect

has a trigonal symmetry of point group C3v where the C3 principle axis is along the NV pair

in the crystallographic 〈111〉 direction as shown in Figure (4.4a)∗.

(a) (b)

Figure 4.4: NV structure in the diamond lattice and photo-luminescence spectrum. (a) The
NV centre has a principal axis of symmetry in the crystallographic 〈111〉 direction. The
nitrogen atom is shown in black, carbon atoms are in grey, and the vacancy in white with
no bonds (black sticks) [35]. (b) Fluorescence emission spectra of single NV centres at room
temperature and liquid helium temperatures. The excitation wavelength for this spectrum
was 514 nm [51].

The nitrogen atom being in group V of the periodic table atom has five valence electrons.

In the NV defect, three of the valence electrons are shared with the three nearest neighbour

carbon atoms, and the last two occupy the dangling bond towards the vacancy. In this

situation the vacancy now has five unsatisfied active bonding electrons, two from the nitrogen

and one each from the dangling bonds of the three adjacent carbon atoms [137]. The NV

centre in this configuration with five free electrons is denoted as the neutral charge state

NV 0, however, if the defect acquires an additional sixth electron from elsewhere in the

lattice, then the optical properties are completely changed and the NV centre becomes the

∗It is this group symmetry that gives rise to a large array of the notation surrounding the energy levels
of the NV centre. For an in depth understanding of the notation and its physical origins I would refer you
to reference [136].
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negatively charged nitrogen vacancy centre NV −. The charge state of the defect strongly

depends on its local lattice environment with the presence of close surrounding impurities

acting as electron acceptor or donors [138]. Due to the NV charge states’ strong dependence

on local lattice effects, NV − and NV 0 can be found coexisting in the same diamond [139].

Additionally, the same NV defect can undergo photochromic switching between the two

charge states [119]†. The two charge states can be clearly identified spectrally due to their

different characteristic optical transitions as shown in Figure (4.4b). In practice, the desirable

properties of the NV centre rely solely on the properties arising from the NV − charge state

and in most applications, the excitation wavelength is chosen to be from 510 nm to 540 nm

in order to maximise the NV− charge state polarisation [109]. By using a single optimised

excitation wavelength the impact of the neutral charge state NV0 is often neglected despite

the optimal charge state polarisation being limited at ≈ 75% [109]. I will show in this chapter

that the existence of the NV0 charge state can no longer be neglected when the NV centres

are also irradiated with a second laser wavelength. Before I explore this mechanism we must

first understand the photo-physics of both NV0 and NV− and their photo-interconversion

mechanism.

4.3.1 NV− Structure

The NV− charge state consists of a ground triplet state 3A2 and an excited triplet state 3E,

as well as two metastable singlet states 1E1 and 1A1 [122]. Within the spin triplet states the

ms = 0 ans ms = ±1 spin states are split in energy at zero magnetic field by D = 2.87 GHz

for the ground triplet and D = 1.42 GHz for the excited triplet [122]. The spin transition rate

between the ground ms = 0 and ms = ±1 spin states is given by the spin-lattice relaxation

time T1 and has been measured to be Γ SF ≈ 6 ms = 167 Hz at room temperature and zero

magnetic field [140]. This spin mixing rate can be dramatically increased by applying a large

magnetic field in the vicinity of the NV centre [134].

The zero-phonon line between the 3A2 and 3E is centred at 637 nm and can be efficiently

excited with spin conservation at most wavelengths below 637 nm [122]. The radiative

†This mechanism will be covered in detail in Figure (4.8).
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Figure 4.5: Energy level structure of the NV− centre. The black arrows indicate dominantly
non-radiative processes, the orange arrows indicate spontaneous emission processes and the
red (NIR Stimulated emission) and green (532 nm excitation) arrows indicate processes that
can be accessed by the corresponding laser wavelengths.

lifetime of the excited state is 13 ns for NV centres in bulk diamond and approximately

ΓeT gZT = 26 ns for NV centres in nano-diamonds [141, 142]. Only a few percent of the

fluorescence is emitted at the ZPL, most fluorescence appears in the phonon side bands

between 600− 800 nm.

The excited triplet states can also decay to the excited singlet state, the rate from the

ms = ±1 excited triplet state is ΓeT±eS = 2π × 9.4MHz = 16.9 ns, whereas the rate from

the ms = 0 excited triplet state is almost an order of magnitude smaller at ΓeT0 eS = 2π ×

1.8MHz = 88.4 ns [143, 144]. Whilst it not completely understood why there is a large

discrepancy between these decay channels, it is noteworthy that this discrepancy enables

many of the interesting optical properties of the NV centre. It leads to the difference in

fluorescence intensity between the two excited spin states which in turn leads to a mechanism

for an all optical readout of the centres internal spin state. The excited singlet state has

a lifetime of ΓeSgS ≈ 1 ns [110] populating the longer lived ground singlet state and it has

been shown to emit fluorescence at a ZPL of 1042 nm [110, 145]. The longer lived ground

metastable state has a lifetime of ΓgSgT ≈ 150 ns and decays into the ground the triplet spin

state [110]. It was commonly believed that this population decayed only into the ms = 0
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spin state, however recently this has been challenged and it has been claimed that the decay

into the ground triplet is nano-diamond dependant and only a fraction, between 0.5 and 0.7,

of the electrons decay into the ms = 0 ground state [146, 147].

4.3.2 NV0 Structure

Figure 4.6: Energy levels of the NV0 centre. The NV0 centre can be approximated as a two
level system with a ZPL at 575 nm.

As opposed to the rigorous study the NV− charge state has received, the NV 0 charge

state has often been neglected. However, I believe in order to study the NV centre as a

whole it must be included. I use the established three level model to describe its intrinsic

dynamics. The third energy level attributed to the NV 0 is the metastable spin quartet 4A2

which was measured though an electronic parametric signal [148]. However, no ODMR or

optical readout of this metastable quartet have been measured and it is expected to have

negligible impact on the photo-physics of the NV centre and as such has been neglected‡.

The NV0 charge state consists of a ground doublet 2E and an excited doublet 2A with a ZPL

at 575 nm = 2.156 eV [122]. It can be efficiently excited at most wavelengths below 575 nm

‡Between submitting this thesis and subsequent corrections, Manson et.al. [149] identified that it is
possible for the conversion of NV from the negative charge state to the neutral charge state to occur by
tunneling from the excited NV− triplet state through to the meta-stable quartet level 4A2. They admit
however, that the specific details of the tunneling transitions requires further theoretical consideration.
Nevertheless, under high NIR laser fields in nano-diamonds I believe that the dominant process is as described
in this chapter.
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and in bulk diamonds has a radiative lifetime of 19 ns [150, 151]. In nano-diamonds, the

radiative lifetime is altered due to the changed phonon density of states due to the size of

the nano-diamonds. Since the wavelength of the emission for NV0 and NV− is similar, it is

expected that the NV0 radiative lifetime will increase by approximately the same factor as

NV− in nano-diamonds compared to bulk diamond and as such the radiative lifetime set for

the model was ΓeZgZ = 38 ns [141, 142]. The exact excitation cross section of the NV0 centre

is unknown, however, the ratio of excitation cross sections between NV0 and NV− can be

measured by looking at their relative emission intensities. Since the quantum efficiency of

both NV0 and NV− is ≈ 1 then the ratio of excitation cross sections is given by the ratio of

emission cross sections, giving ΓgZeZ = 1
3
ΓgT eT [109, 152]. Differing from NV−, NV0 does not

have detectable magnetic resonances associated with its degenerate spin doublet ground and

excited states [148]. Only a few percent of the fluorescence is emitted in the ZPL, whereas

most fluorescence appears in the phonon side bands between 550 and 750nm.

4.4 Nano-Diamonds and Surface Effects

The electronic structure in nano-diamonds is different to that from bulk diamond due to

the strong surface effects impacting both the band gap of the crystal as well as the charge

mobility and charge density. As a consequence, the photoconversion processes of an NV

centre in a nano-diamond is more complex than for an isolated NV centre deep inside a

high-purity bulk diamond. Our nano-diamonds are highly irradiated, CVD grown nano-

diamonds with hydrogen termination. As a result they contain not only NV centres but

also a high density of singlet nitrogen acting as charge donors, and hydrogen-carbon surface

bonds acting as charge traps.

It has been proposed recently that the NV− centre should not be considered alone, but

rather as an NV−–N+ pair [149]. This concept arises as the NV centre needs to have a charge

donor providing an additional charge to produce the NV−charge state. In this picture if

there is a singlet nitrogen within 1.2 nm of the NV centre it is energetically favourable for

an electron to tunnel from the singlet nitrogen to the NV centre, creating an NV−–N+ pair.

As a result, the charge state polarisation can be controlled by increasing the singlet nitrogen
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concentration. Interestingly, under 532 nm illumination the singlet nitrogen can be ionised

providing an increase in the charge carrier density in the diamond converting the majority

of the NV centres to the NV− state.

Competing with the singlet nitrogens providing additional charges to the diamond, sur-

face hydrogen-carbon bonds act as charge acceptors, reducing the availability of electrons

to the NV centre. This effect has been shown to create blinking of the NV centres and

a reduction of the NV− charge polarisation [153]. There is also a possibility that with

an extremely large charge acceptor density, the NV centres will convert into the NV+

charge state. This however, has currently only been observed with engineered gate elec-

trodes [120, 121, 154, 155].

As shown in Figure (4.2) our nano-diamonds display a strong fluorescence from both NV0

and NV− under 532 nm excitation. This indicates that neither the hydrogen-carbon charge

acceptors or the singlet nitrogen charge donors are dominating. I expect that the large

density of charge acceptors and charge donors in these nano-diamonds will induce a strong

increase in the electron tunneling rates as compared with a bulk diamond and therefore,

there are dynamics that may occur in these samples that do not in NV centres contained

within bulk diamond [156].

4.5 Quenching Mechanisms

Quenching in NV centres due to NIR emission has been observed previously [123, 130–

133]. The underlying quenching mechanism has been attributed to a variety of processes

including heating due to pulsed lasers [132], spin depolarisation [130], stimulated emission

(STED) [123] and through the addition of a additional fast decaying D state in the NV −

electronic structure [133]. Our data is inconsistent with a number of these mechanisms for

a variety of reasons. Firstly, I am collecting the fluorescence in a continuous-wave regime

of a few 10s of milliwatts on a coverslip eliminating mechanisms that rely on large thermal

changes of the nano-diamond. Secondly, I am observing quenching with a magnet present

in the set-up that already depolarises the NV− centre, removing spin depolarisation as the

main quenching mechanism. Finally, I am observing quenching on both the NV− centre
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as well as the NV 0 centre whereas all of the previous papers concentrated on the NV− in

their analysis. In order to understand the dynamics of the whole NV centre, I will cover the

main quenching mechanisms that may be occurring and leading to the strong reduction in

fluorescence.

4.5.1 Stimulated Emission

Stimulated emission (STED) is one potential quenching mechanism to occur for NV centres.

Since the PSB of the NV centre overlaps with the NV centre emission it is possible for the

NIR laser to stimulate the excited NV centre, undergoing a transition from the excited state

to the ground state. This mechanism will increase the amount of florescence in the NIR

laser wavelength channel, which is filtered out of the signal and is therefore observed as a

quenching mechanism.

The strength of this mechanism should scale linearly with the overlap between the PSB of

the NV centre and the laser wavelength. Whilst a STED mechanism is expected at 785 nm

due to the non-zero overlap, the 1064 nm laser is far from the PSB and a STED process is

expected to be negligible. It is therefore surprising that both the 785 nm and 1064 nm lasers

are quenching the fluorescence in a similar way due to the large wavelength separation [133] §.

4.5.2 D Band

In order to explain the 1064 nm quenching observed in NV centres without resorting to

using a STED mechanism, Gieselmann et.al. [133] introduced a new, fast decay channel to

the NV− centre mediated by the promotion of the excited state to a dark D band shown in

Figure (4.7).

The 1064 nm quenching laser is proposed to drive electrons into the fast decaying D

band of the NV centre which relax non-radiatively into the ground state of the NV centre.

Interestingly, due to the sub-femtosecond fast decay out of the D band, in the continuous

§I acquired preliminary data of the 1064 nm laser quenching that displayed the same quenching trends
as the 785 nm laser, however more comprehensive systematic measurments were taken of the 785 nm laser
quenching as additional model parameters would need to be introduced since it would be possible that the
1064 nm laser would interact with the 1042 nm optical transition of the NV− centre.
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(a) (b)

Figure 4.7: Concept of optical quenching of NV fluorescence through an additional D band.
(a) In the absence of the NIR laser, the NV can be regarded as a two level system excited
by a green pumping beam. (b), The NIR laser populates a dark band D, which decays
non-radiatively, thus reducing the fluorescence output compared with the emission without
NIR laser [133].

wave regime we can assume that there is negligible steady-state population in this D band

and the rate equations to describe both mechanisms are equivalent mathematically.

The problem with both of these mechanisms is that they consider only the dynamics of the

NV− centre and not the NV0 centre which is also quenched considerably. In addition, when

the internal spin state is probed, these mechanisms no longer capture the photo-dynamics.

As a result, I believed it was essential to understand the interplay between NV− and NV0

in order to accurately model the quenching of the NV− centre.

4.6 Charge State Photo-Interconversion

To convert between the two charge states we need to examine both the ionisation process

from NV− to NV0 and the recombination process from NV0 to NV−♦. The desirable effects

of the NV centre rely solely on the properties arising from the NV− charge state and as a

result, a standard ≈ 532 nm excitation laser is chosen to produce the highest charge state

♦I have denoted the process from NV− to NV0 as ionisation from NV0 to NV− as a recombination process.
This way of naming the process is centred around the NV− charge state as it is the charge state with the
most interesting optical properties and has been studied in more detail.
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polarisation in an effort to optimise these effects and allow any effects due to the NV 0

charge state to be neglected [109]. However, I believe that not only will the excitation laser

alter this balance but that any additional laser is going to alter this maximised charge state

polarisation under continuous wave excitation.

Figure 4.8: Ionisation and recombination processes. Schematic of the internal electron orbital
structure for the NV charge conversion process between the negative and neutral charge
states of the NV centre. The NV centre is in the NV0 charge state when there are 5
electrons in the structure and in the NV− centre when there is an extra sixth electron in the
structure. The NV− to NV0 conversion involves two photon excitation followed by a process
that releases enough energy to ionize an electron from the structure leaving the defect in the
ground state of the NV0. The recombination process from NV0 to NV− is also a two step
process. First the neutral defect is excited as shown by the movement of an electron from
the a1 orbital to the e orbital. Before decay can occur an additional electron is transferred
from the a1 orbital in the valence band to the vacant place on the a1 orbital in the band
gap. The vacant place in deep lying a1 orbital is then replaced by a new electron from the
valance band leaving the centre in the ground state of the NV−. The position of orbital
levels change with different electron configurations throughout both processes. The energy
level labels in this diagram arise from a group theory representation of the internal orbital
structure and are different from the typical energy level diagrams that are shown of the NV
centre [119].

4.6.1 Ionisation

Ionisation from NV− to NV0 occurs in a two photon process described in detail by the internal

electron orbital structure as shown in Figure (4.8). The typical energy level structure of the

NV centre with the included ionisation and recombination pathways in bulk diamond is

given in Figure (4.9). Admittedly, one should be careful using this picture of the NV centre
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in nano-diamonds as the surface charge states and electron confinement can alter the Fermi

level throughout the crystal [120].

First, a photon must excite an electron into the excited 3E state of the NV−, shown

in the orbital picture as a transition from the a1 orbital to the e orbital. The electron

can then be excited again into the conduction band leading to an ionisation process which

strips an electron from the centre, converting it into the NV0 charge state in its ground

state configuration [119]. This two step process has only been investigated with a single

excitation laser, leading to an ionisation rate that is quadratic with excitation power and

can no longer occur at wavelengths greater than the ZPL of the transition. However, I

observe that this process can be mediated by two lasers: one that strongly excites the

transition and one that strongly ionises the electron leading to the ionisation process. One

would initially assume that the ionisation mechanism would be spin independent; however,

these energy levels already show a spin dependant nature towards the singlet states that

leads to the spin polarisation properties of the NV−. Additionally, the dipole strength of

the two excited spin states differ by an order of magnitude which may break the symmetry

of the ionisation process leading to different ionisation rates for each excited spin state. As

a result, I investigated the possibility that the interaction cross sections of the excited NV−

centre energy levels can be spin dependant.

4.6.2 Recombination

The recombination process from NV0 to NV− also occurs in a two step process and is shown

in Figure (4.8). First a photon must excite an electron in the NV0 charge state into the

excited 2A state. A second electron can then be excited from the valence band into the

2E ground state which provides the extra electron to the centre, converting it into the NV−

charge state in its ground state configuration [119]. Currently, there is no evidence to indicate

which spin state the NV− charge state will now be populated in, however it has recently

been observed that the recombination process is a spin depolarising process indicating a non

negligible component in the ms = ±1 spin state [157]. In my analysis I observe that the rate

of recombination from the NV0 excited state to the NV− ground state is 180± 90 MHz/mW
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at 532 nm and 18 ± 2 MHz/mW at 785 nm. Additionally, the model indicates that this

process is spin depolarising such that the ratio into the ms = 0 ground state of the NV0 is

49.0± 6% for both laser wavelengths.

It has been proposed that the conversion from NV0 to NV− is mediated by ionisation of

single substitutional Nitrogen impurities (Ns) in the nano-diamonds providing free electrons

to combine with the NV0 charge state [148]. Our nano-diamonds contain a high concentration

of single substitutional nitrogen Ns which is consistent with high rates of recombination due

to the 532 nm laser. However in bulk diamond, singlet nitrogen requires a photon energy of

2.2eV (564 nm) to ionise which would imply that the 785 nm NIR laser should not induce

recombination. In our nano-diamonds there are two possible mechanism that could provide

this recombination rate. The first is due to the bandgap bending induced by the surface

allowing the singlet nitrogen to be ionised with a lower energy. The second and more

probable mechanism in my opinion is that the 785 nm NIR laser is ionising the NV− centres

which in turn provides the free electron for a second NV centre to be converted into NV−.

4.7 Model of the Photo-Dynamics

In order to develop the steady state equations to describe the photo-physics of the system

as a whole, I needed to determine the key variables that influence the system. The main

question is to determine whether the STED like quenching mechanism itself can explain all of

the photo-dynamics of the system or if it necessary to include the ionisation, recombination

mechanism. In each of these processes I also need to keep track of the internal spin state of

the NV centre. Whilst all the processes between the two triplet states are spin conserving,

it is unclear in which spin state the ground spin state will be in when transitioning from

either the NV0 charge state or the singlet state and as such these have been made to be free

parameters of the model.

From the known dynamics of the system, I developed an energy level diagram that in-

cludes the potential transition mechanisms between each state which is shown in Figure (4.9).

It must be noted that in order to simplify the model I have neglected two mechanisms

that I believe will be negligible on the photo-physics of the system. The first is that I have
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Figure 4.9: Energy levels of the NV centre with both charge states including the ionisation
and recombination processes. The black arrows indicate dominantly non-radiative processes,
the orange arrows indicate spontaneous emission processes and the red (785 nm) and green
(532 nm) arrows indicate processes that can be stimulated by the corresponding laser wave-
length.

only placed a spin mixing rate on the ground states of the NV− centre. Whilst there should

also be a spin mixing rate for the excited states of the NV−, since I am not exciting above

saturation of the NV centre the excited states of the NV centre will always have population

significantly smaller than the ground state and hence, the spin mixing rate of the excited

state will be negligible compared to that of the ground state.

Secondly, whilst it has not been observed, I believe that there will also be an ionisation

pathway from the excited singlet state of the NV− to the ground state of the NV0. This was

neglected in the model for two reasons. The first is that the lifetime of this state is very short

and hence there will be no significant population in this state to ionise. Secondly, by including

this ionisation pathway, I need to include multiple new free parameters to the model which

both increases complexity and risks the possibility of over parametrising the total ionisation

pathway leading to non-physical solutions. Over parametrisation of the ionisation pathway is

especially true once spin dependent ionisation is considered. Unfortunately, when I illuminate

the NV centres with a 1042 nm or 1064 nm laser I can no longer assume the excited singlet

state will be unpopulated since these wavelengths may cycle the singlet optical transition.
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As a result I focused my attention on the quenching due to the 785 nm laser where this

complication can be neglected♣.

From this energy diagram I developed an 8 level rate equation model that incorporates

both the ionisation and recombination mechanisms as well as the STED like mechanisms.

The population change of each energy level is given by:

˙ρeT0 = −ρeT0
(
ΓeT gT + ΓeT0 eS + µI785P785 + µI532P532 + S785P785

)
(4.1)

+ρgT0
(
ΓgT eT × P532

)
(4.2)

˙ρeT± = −ρeT±
(
ΓeT gT + ΓeT±eS + (1− µ) I785P785 + (1− µ) I532P532 + S785P785

)
(4.3)

+ρgT±
(
ΓgT eT × P532

)
(4.4)

˙ρgT0 = ρeT0
(
ΓeT gT

)
+ ρgS

(
κΓgS

)
+ ΓSF

(
ρgT± − ρgT0

)
− ρgT0

(
ΓgT eT × P532

)
(4.5)

+ρeZ (νR532 + νR785) + ρeT0 (S785 × P785) (4.6)

˙ρgT± = ρeT±
(
ΓeT gT

)
+ ρgS

(
(1− κ)ΓgS

)
+ ΓSF

(
ρgT0 − ρgT±

)
− ρgT±

(
ΓgT eT × P532

)
(4.7)

+ρeZ ((1− ν)R532 + (1− ν)R785) + ρeT± (S785 × P785) (4.8)

˙ρeS = ρeT0

(
ΓeT0 eS

)
+ ρeT±

(
ΓeT±eS

)
− ρeS

(
ΓeSgS

)
(4.9)

˙ρgS = ρeS
(
ΓeSgS

)
− ρgS

(
ΓgSgT

)
(4.10)

˙ρeZ = ρgZ

(
1

3
ΓgT eT × P532

)
− ρeZ

(
ΓeZgZ +R532 +R785

)
(4.11)

˙ρgZ = −ρgZ
(

1

3
ΓgT eT × P532

)
+ ρeT0 (µ (I785 × P785 + I532 × P532)) (4.12)

+ρeT± ((1− µ) (I785 × P785 + I532 × P532)) , (4.13)

where, the incident power of the 532 nm and 785 nm lasers are P532 and P785 respectively.

The energy level populations can be solved under steady state conditions and the fluores-

cence intensity F is then given by the populations of each of the excited states and their

corresponding fluorescence decay rates,

♣Whilst I can not then confirm that the 1064 nm laser is indeed quenching through the same mechanism
as the 785 nm laser, I believe that this is still the case.
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F =
(
ρeT± × ΓeT±gT± + ρeT0 × ΓeT0 gT0

)
+ σ

(
ρeZ × ΓeZgZ

)
, (4.14)

where σ is the ratio between the efficiency of collecting a NV− photon compared to an

NV0 photon, which depends on the fluorescence spectra and the collection window as well

as the spectral response of the detector. This was calculated to be σ = 1.5 for our APD

with a fluorescence window between 550 nm and 750 nm. The fluorescence value is then

compared directly against the data for the saturation curves with a single scaling parameter,

which is related to the effective number of NV centres and collection efficiency. For the

NIR quenching data, the data can be compared directly by normalising to the fluorescence

intensity with no NIR laser power,

Fluorescence Counts (norm.) =
F (PNIR)

F (0)
. (4.15)

From this complete model, the free parameters were varied in order to determine the

most likely dynamics of the system. Five sub-models were investigated and the most likely

model was identified by the Akaike information criteria which is covered after fitting the

models in Section (4.8).

• Model 1: Stimulated emission only

• Model 2: Spin independent Ionisation and recombination

• Model 3: Spin independent Ionisation and recombination including stimulated emission

• Model 4: Spin dependent Ionisation and recombination

• Model 5: Spin dependent Ionisation and recombination including stimulated emission.

The data was fitted against each model independently and the free parameters for each

model are listed in the following tables. The greyed values are parameters that were fixed

for that specific model. For reference, the model parameters correspond to the rates shown

in Figure (4.9).
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Model 1

Table 4.1: Model 1: Stimulated emission only.

Mean Std.Dev. ND1 ND2 ND3 ND4 ND5

ΓgT eT (MHz/mW) 52.6 7.6 61.2 50.4 45.4 45.7 60.1

ΓSF (MHz) 2.5 1.1 4.2 1.4 2.8 1.5 2.7

κ 0.57 0.13 0.64 0.66 0.38 0.66 0.49

I (MHz/mW) 0 0 0 0 0 0 0

I (MHz/mW) 0 0 0 0 0 0 0

µ 0 0 0 0 0 0 0

R (MHz/mW) 1 1 1 1 1 1 1

R (MHz/mW) 0 0 0 0 0 0 0

ν 0 0 0 0 0 0 0

S (MHz/mW) 18.0 0.7 18.9 17.7 17.5 17.3 18.5

Counts Scaling (A.U.) 0.57 0.13 0.64 0.66 0.38 0.66 0.47

Model 2

Table 4.2: Model 2: Spin independent ionisation and recombination.

Mean Std.Dev. ND1 ND2 ND3 ND4 ND5

ΓgT eT (MHz/mW) 60 21 77 31 59 51 84

ΓSF (MHz) 2.5 0.8 3.5 2.3 3.0 1.3 2.5

κ 1.0 0.0 1.0 1.0 1.0 1.0 1.0

I (MHz/mW) 9.1 13 0.014 24.6 21.0 0.044 0.0003

I (MHz/mW) 14 3 14 15 21 12 14

µ 0.5 0 0.5 0.5 0.5 0.5 0.5

R (MHz/mW) 77 28 96 114 44 58 74

R (MHz/mW) 58 7 60 54 50 66 62

ν 0.86 0.18 0.93 0.56 0.79 1.0 0.99

S (MHz/mW) 0 0 0 0 0 0 0

Counts Scaling (A.U.) 0.16 0.15 0.08 0.04 0.36 0.03 0.27
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Model 3

Table 4.3: Spin independent ionisation and recombination including stimulated emission.

Mean Std.Dev. ND1 ND2 ND3 ND4 ND5

ΓgT eT (MHz/mW) 78 42 93 26 139 60 72

ΓSF (MHz) 3.7 1.8 5.5 5.3 4.0 1.5 2.0

κ 0.93 0.10 0.85 0.99 1.0 0.99 0.79

I (MHz/mW) 8.4 15.7 3.0 36.4 1.7 0.7 0.002

I (MHz/mW) 6.3 4.5 3.1 7.5 6.3 1.5 13.1

µ 0.5 0 0.5 0.5 0.5 0.5 0.5

R (MHz/mW) 22 27 3.4 50 0.7 2.6 54

R (MHz/mW) 2.1 2.6 0.7 2.3 0.3 0.6 6.4

ν 0.40 0.45 0.000 0.002 0.24 0.98 0.76

S (MHz/mW) 76 101 57 28 254 30 10

Counts Scaling (A.U.) 0.13 0.11 0.08 0.05 0.18 0.03 0.30

Model 4

Table 4.4: Model 4: Spin dependent ionisation and recombination.

Mean Std.Dev. ND1 ND2 ND3 ND4 ND5

ΓgT eT (MHz/mW) 28 8 39 28 22 19 29

ΓSF (MHz) 6.2 3.7 6.1 2.4 9.6 2.6 10.4

κ 0.70 0.23 0.80 0.32 0.77 0.96 0.65

I (MHz/mW) 14.3 6.3 12.5 4.4 20.1 15.5 19.4

I (MHz/mW) 9.40 0.50 9.72 9.59 8.90 8.83 9.95

µ 0.837 0.005 0.835 0.841 0.843 0.836 0.832

R (MHz/mW) 182 91 116 337 173 135 171

R (MHz/mW) 18.8 1.8 19.5 17.3 17.7 18.0 21.8

ν 0.49 0.06 0.44 0.59 0.51 0.46 0.45

S (MHz/mW) 0 0 0 0 0 0 0

Counts Scaling (A.U.) 0.37 0.38 0.16 0.04 0.83 0.08 0.73
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Model 5

Table 4.5: Model 5: Spin dependent Ionisation and recombination including stimulated
emission.

Mean Std.Dev. ND1 ND2 ND3 ND4 ND5

ΓgT eT (MHz/mW) 28 8 39 28 23 19 30

ΓSF (MHz) 6.1 3.6 5.9 2.4 9.1 2.6 10.2

κ 0.68 0.23 0.77 0.33 0.74 0.97 0.64

I (MHz/mW) 14.2 6.2 12.0 4.6 19.7 15.5 19.1

I (MHz/mW) 9.31 0.51 9.51 9.59 8.74 8.81 9.89

µ 0.842 0.007 0.844 0.840 0.854 0.836 0.836

R (MHz/mW) 181 93 114 340 167 115 168

R (MHz/mW) 18.7 1.9 19.3 17.1 17.4 18.1 21.7

ν 0.50 0.06 0.45 0.59 0.53 0.46 0.46

S (MHz/mW) 0.25 0.24 0.52 0.01 0.48 0.03 0.20

Counts Scaling (A.U.) 0.37 0.38 0.16 0.04 0.82 0.08 0.72

4.8 Comparing Models

The residuals for each model and nano-diamond can be observed in Table (4.6).

Table 4.6: Comparison of models, showing the residuals of each nano-diamond and model,
as well as the mean value and standard deviation of each model.

Mean Std.Dev. ND1 ND2 ND3 ND4 ND5 # of Params.

Model 1 0.403 0.032 0.386 0.357 0.416 0.441 0.414 5

Model 2 0.189 0.066 0.183 0.091 0.222 0.269 0.181 9

Model 3 0.136 0.051 0.139 0.068 0.106 0.195 0.172 10

Model 4 0.113 0.049 0.129 0.054 0.076 0.178 0.130 10

Model 5 0.113 0.049 0.129 0.054 0.076 0.178 0.130 11
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In order to compare models with differing number of free parameters to the model I used

the Akaike information criteria.

Akaike Information Criteria

The Akaike information criterion (AIC) estimates the relative quality of a model by mea-

suring the goodness of fit and applying a penalty to models with a higher number of free

parameters. The penalty discourages over-fitting because the increasing number of parame-

ters in a model almost always improves the goodness of fit. The model provides a likelihood

function for the model that is dependant on the sample size n, the number of parameters k

and the residual sum of square of the fit from regression (RSS). I first start with determining

the AIC value of each model given by,

AIC = n ln (RSS/n) + 2k +
2k (k + 1)

n− k − 1
. (4.16)

The best model is determined by examining their relative distances from the model with

the lowest AIC value. The relative AIC value ∆i for the ith model is then given by,

∆i = AICi −min (AIC) . (4.17)

The relative likelihood L of the model given the data is then given by,

Li = exp

(
−∆i

2

)
(4.18)

In order to better interpret this value we can normalise these relative likelihood values

across all the models to give the Akaike weights,

wi =
Li∑5
j=1 Lj

. (4.19)

The Akaike weigths can now be interpreted as the probability that the model i is the best

model given the data and the set of candidate models.

For the five models the Akaike information criteria analysis is summarised in Table (4.7).
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Table 4.7: Model analysis with Akaike information criteria

k Mean RSS ∆i wi

Model 4 10 0.113 0 0.753

Model 5 11 0.113 2.2 0.247

Model 3 10 0.136 40.2 0.000

Model 2 9 0.189 105.0 0.000

Model 1 5 0.403 259.1 0.000

As a result of the Akaike information criteria analysis, I have concluded that Model 4

is 3× more likely than Model 5 and can exclude the remaining models. Interestingly while

Model 1, which involves only the NV− centre, can fit the general quenching trend, it is

not capable of fitting the complete set of data as soon as the internal spin state is probed

with a magnet. Finally, whilst Model 4 is the most likely model and the one discussed in

the following sections, this is true only for continuous wave steady state conditions. The

implication is that the stimulated emission pathway has a small impact on the steady steady

state populations. Under non-steady state pulsed regimes the stimulated emission pathway

may still have a significant impact on the transient populations of the NV centre.

4.9 Discussion of Identified Model

The identified model indicates that the quenching process of the NV centre fluorescence

occurs through a continuous spin dependant charge state transfer between NV0 and NV−

leading to increased non radiative decay through charge state interconversion of the NV

centre, without any significant STED-like process. It is important to note that the STED-like

mechanism alone could not account for the effects of the internal spin dynamics identified by

applying the magnet. Comparing the models using the Akaike information criteria confirms

that the steady state photo-physics of the NV centre is not significantly impacted by having

an additional STED-like process. I emphasise that this process may be relevant in time

resolved measurements. Additionally, while the model is kept quite general and the free
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Table 4.8: Final identified model parameters. The units for ΓgT eT , I532, I785, R532 and R785

are MHz mW−1 and for ΓSF is MHz. The spin mixing in the ground state, ΓSF , is noted
ΓNoMag
SF in the absence of magnet and ΓMag

SF when the magnet is present.

Fixed Parameters Free Parameters

ΓeSgS = 1 GHz [110] ΓgT eT = 28 ± 0.8

ΓgSgT = 6.6 MHz [146] ΓMag
SF = 6.2 ± 3.7

ΓeT±eS = 59 MHz [143, 144] κ = 0.70 ± 0.23

ΓeT eS = 11 MHz [143, 144] I532 = 14.3 ± 6.3

ΓeT gT = 38 MHz [142] I785 = 9.40 ± 0.50

ΓeZgZ = 26 MHz [151] µ = 0.837 ± 0.005

ΓgZeZ = 1
3
ΓgT eT [109, 152] R532 = 182 ± 91

Γ NoMag
SF = 1 KHz [140] R785 = 18.8 ± 1.8

ν = 0.49 ± 0.06

parameters unconstrained, the final values are physically meaningful and comparable with

measurements reported in the literature. For the fixed parameters, I used well established

values from the literature. In addition, to account for the modification of the lifetime of NV0

centres in nano-diamonds due to local field effects, I used an average lifetime of 26 ns instead

of the usual 13 ns in bulk [141, 142]. The final model parameters including both the fixed

and free parameters are given in Table (4.8). I observe two types of model free parameters,

those that are dependant on the internal NV structure and those that are influenced by the

nano-diamond structure ie. strain or surface effects. When we consider the values that are

related to the internal NV structure of the nano-diamond, the results obtained from the

model are very consistent across different nano-diamonds.

The model shows that under strong NIR illumination, the continuous charge state in-

terconversion processes provide a non-radiative decay across the different charge states: the

ionisation (recombination) provides a path from the excited state of the NV− (NV0) to the

ground state of the NV0 (NV−). Under steady state conditions the ionisation and recombi-

nation driving rates for the 532 nm laser are consistent with the charge state transfer rates
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for single NV centres in nano-diamonds [109]. Such driving between charge states is then

dramatically increased by the addition of the 785 nm NIR laser. I note that it is difficult

to directly compare the ionisation and recombination rates between the two laser wave-

lengths as the photo-dynamics are different for each wavelength. The 785 nm laser cannot

ionise/recombine the NV centres without the additional excitation of the transition pro-

vided by the 532 nm laser. The main result of the model, is that as soon as the incident

NIR power exceeds a few mW the ionisation/recombination rate is comparable or larger

than the spontaneous decay rates of the NV centre. This process is sufficient to explain the

strong fluorescence quenching. Furthermore, by obtaining measurements with a magnet to

mix the NV− ground state spin, we could also study the spin dependence of such ionisa-

tion/recombination processes. The exact value of the spin mixing, Γ SF
Mag = (6.2± 3.4) MHz,

depends strongly on the exact number and orientations of the NV centres within the diamond

crystal and consequently varies between nano-diamonds. The spin dynamics I obtained for

the NV− through the singlet state closely matches the values reported in the literature where

the recombination to NV− ground state favours the ms = 0 state over the ms = ±1 states ,

but varies significantly between nano-diamonds (κ = 0.70± 0.23) [146, 147].

Interestingly, the model also indicates that the NV− → NV0 ionisation process is a spin

dependant process. On a phenomenological level, this effect is similar to the spin dependent

charge dynamics under 1064 nm laser excitation [157] but has important consequence on the

spin state of the NV−. In the work of F. Jelezko and J. Warchtrup [119] it was proposed that

this process involves two photons and an Auger ionisation process. These results suggest

that this ionisation process is spin dependent, significantly favouring ionisation from the

ms = 0 spin state. Using the Akaike information criteria, the Akaike weight for the model

without spin dependence is negligible relative to the model with spin dependence, confirming

that this effect needs to be taken into account to properly describe the experimental data.

Remarkably, the spin selectivity of the ionisation process is the same between nano-diamonds

with a very small variation of the µ coefficient for the different nano-diamonds measured (µ

= 0.837± 0.005). This is consistent with a process related to the photo-physical properties

of the NV− centre with little to no effect from any of the neighbouring impurities in the

crystal or strain. One important consequence of this spin selectivity is the impact of the
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(a)

(b)

(c)

Figure 4.10: Predicted fluorescence, charge and spin polarisation of NV centres under 532 nm
excitation and 785 nm quenching. (a) Fluorescence count, (b) charge polarisation (1 is
completely in the NV− state) and (c) spin polartisation (1 is completely in the ms = 0 state)
obtained using the model with the average parameters obtained from fitting the experimental
measurements from 5 distinct nano-diamonds.
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785 nm laser on the spin polarisation of the NV−. For example, when operating above

saturation (532 nm power of ∼ 1 mW), moderate powers of 785 nm does not appreciably

change the charge state since the 532 nm will efficiently polarise the NV into NV−. On the

other hand, the spin polarisation is significantly modified as can be seen in Figure (4.10).

In most quantum applications of NV centres, the control of the spin plays a central role.

In particular, the spin initialisation is typically realised using 532 nm pumping to efficiently

prepare the NV− in the ms = 0 spin state. The results show that even a moderate amount

of 785 nm is sufficient to significantly reduce the spin polarisation. As a result under NIR

illumination the charge state interconversion process must be taken into account in order to

prepare the charge state of the NV but also for preparation of the spin state of the NV− for

quantum manipulation protocols.

For high resolution microscopy in which this process is used, maximising the quenching

efficiency would increase the resolution of the imaging. In order to maximise the STED-like

effect, the quenching laser would ideally be one that maximises the ionisation and recom-

bination rates. The ionisation and recombination quenching process could be dramatically

increased by first exciting each charge state at the ZPL and further driving the ionisation

and recombination process with an additional quenching laser. Identifying the optimal driv-

ing laser wavelength can be determined by observing the quenching of a nano-diamond as

a function of quenching laser wavelength. This result is consistent with the work of F.W.

Sun et al. [158]. Finally in comparison to traditional STED microscopy, this charge state

interconversion microscopy uses more laser wavelengths for imaging but reduces total laser

power incident on the sample reducing the heating and photodamage of the sample.

These results show that the 785 nm NIR illumination plays a critical role on the photo-

dynamics of the NV centre which could have a detrimental effect on manipulation protocols

of the quantum state of the NV− centre. A logical next step towards understanding and

controlling the charge state interconversion processes is to investigate the wavelength depen-

dence and the effect of the local environment on these processes. For example, the strain on

the crystal and density of nitrogen in the crystal could significantly impact the ionisation and

recombination rates. In addition, by capitalising on the various time scales of the processes

at play I believe it will be possible to achieve a better control on either the charge state or
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the spin state of the NV centres by pulse sequencing the different lasers wavelengths.

Whilst I have the ability to experimentally study the quenching dynamics of a 1064 nm

laser, the current model is not suitable for the analysis. It is expected that the mechanism

is indeed similar and that the quenching is due to the charge state interconversion process,

however in this case there will be a stronger ionisation pathway from the singlet state of the

NV− centre to the NV0 ground state. A wavelength close to the optically active 1042 nm

transition will drive the singlet transition providing a potentially significant population in

the excited singlet state resulting in this ionisation pathway to no longer be negligible.

As mentioned previously, this additional pathway is beyond the scope of this model since

accounting for it introduces a number of extra free parameters, risking over-fitting.

Unfortunately, for optically levitated NV centres there does not appear to be an easily

accessible wavelength that does not depopulate the excited state of the NV centres. Even at

1550 nm the fluorescence of NV centre has been observed to be quenched [56]. Potentially

working in the deep IR will be possible since these photons may not have enough energy to

efficiently ionise and recombine the defects charge state, however this will require a complete

replacement of all of the optical elements and detectors. As a result, observing resonant

optical dipole forces on NV centres in optical levitation does not appear to be feasible.

The reason that resonant optical forces were indeed possible to be observed in liquid

trapping was that the trapping laser powers needed to hold the nano-diamonds are approxi-

mately 50 to 100 times weaker than for levitation. Thus in the aqueous regime, the 2-photon

charge interconversion processes were minimal and the optically resonant forces were observ-

able. Due to the power constraints in optical levitation, the quenching is unavoidable and

eliminates the possibility of observing the additional atomic dipole forces from levitated NV

centres. Our attention must now change to other defects in diamond in which a quenching

mechanism has not been observed, namely, the Silicon Vacancy and the Germanium Va-

cancy centres. However, there is much less research on the Silicon Vacancy and Germanium

Vacancy centres since they do not possess the same room temperature optically initialisable

spin state that make the NV so interesting. Whilst recently there has been more interest in

these defects, it is still possible that quenching and charge state interconversion processes
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still occur in these defects under intense NIR illumination but has yet to be observed. Un-

fortunately, we do not have samples of Germanium Vacancies in nano-diamonds, however

we have two samples of Silicon Vacancies in nano-diamonds that I was able to investigate.

Chapter 5 covers the details of investigating the high power NIR trapping lasers effects on

Silicon Vacancy centres with, the aim of observing resonantly enhanced optical forces.

‘I’ve been making a list of the things they don’t teach you
at school. They don’t teach you how to love somebody.
They don’t teach you how to be famous. They don’t teach
you how to be rich or how to be poor. They don’t teach
you how to walk away from someone you don’t love any
longer. They don’t teach you how to know what’s going on
in someone else’s mind. They don’t teach you what to say
to someone who’s dying. They don’t teach you anything
worth knowing.’

–Neil Gaiman, The Kindly Ones
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‘The rock still has something to teach me.’

– Chris Sharma

5
Silicon Vacancy Centres in Nano-Diamonds

Optically levitating Silicon Vacancy (SiV) centres is the clear next choice after Nitrogen Va-

cancy (NV) centres due to both the availability of samples and their strong dipole transition

at optically available wavelengths. Additionally, the SiV emits over 80% of its fluorescence

into the zero phonon line (ZPL) [159], whereas the NV centre typically emits only 4% of the

fluorescence into the ZPL. To form the SiV defect in the diamond matrix, two neighbour-

ing carbon atoms along the 〈111〉 direction are replaced by a single silicon atom [160–162].

Unlike the NV centre, where the Nitrogen atom occupies the place of a carbon atom, the

silicon atom in the SiV centre sits between the two vacancies of the diamond matrix. This

provides additional symmetries to the centre which give the atomic structure additional spin

degeneracies as well partially reducing the strength of the phonon side band (PSB).

139
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(a) (b)

Figure 5.1: SiV structure in the diamond lattice and photo-luminescence structure. (a)
The SiV centre has a principal axis of symmetry in the crystallographic 〈111〉 direction. The
silicon atom is shown in black sitting in the centre of the unit cell, between the two vacancies
shown in white. (b) Fluorescence emission spectra of a nano-diamond containing many SiV
centres showing a strong ZPL emission centred at 739 nm.

Similar to the NV, the SiV can exist in either a neutral charge state SiV0, or a negatively

charged state, SiV−. The negatively charged state shows a strong ZPL at 739 nm that

can be off resonantly excited, typically using a 532 nm laser. The excited state lifetime is

≈1 ns [163–166], an order of magnitude faster than for the NV centre.

The combination of a shorter fluorescence lifetime and weaker PSB, makes the SiV−

centre appear as a better candidate for observing atomic dipole forces in levitated nano-

diamonds. However, there are still unknown parameters and detrimental effects that may

limit the possibility of observing atomic dipole forces on an ensemble of SiV centres. The

quantum efficiency, for example, is only on the order of 10% which reduces the effective

dipole strength and dramatically increases the heating rate of the nano-diamond since 90%

of the absorbed photons are being converted into heat in diamond lattice. This important

heating necessitates extra care because the SiV thermal dephasing rates broaden the spectral

properties of the transition as the temperature increases. Furthermore, the increased heating

rate can potentially vaporise the nano-diamonds within the trap if they get too hot.
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Observation of dipole forces on NV centres in water relied on the appearance of cooper-

ative effects which have not been investigated in SiV centres. We foresee that if we obtain

sufficiently large concentrations of SiV centres in nano-diamonds there would indeed be co-

operative effects increasing the decay rate, beneficial for two reasons. Firstly, the increased

decay rate and therefore decreased transition linewidth (Γ ), directly increases the dipole

force as observed in Chapter 2, Equation (2.60). Secondly, I anticipate that an increased

decay rate would increase the quantum efficiency of the fluorescence emission further in-

creasing the force and reducing the heating rate. Here, I am assuming that the channels for

non-radiative decay do not act cooperatively. In this case, an increase in the fluorescence

rate with no increase in the non-radiative decay rate would lead an to increased likelihood

of a fluorescence photon being emitted over being absorbed in the crystal lattice. This is

directly related to an increase in the quantum efficiency. I must note that the effects of

superradiance and its effects on the non-radiative pathways in solid state are unknown and

that it may indeed be possible for non-radiative transitions to behave cooperatively.

The other concern for the SiV centre is that the neutral charge state is often neglected and

may strongly interact with the trapping lasers as we observed for the NV centre. The neutral

charge state of the SiV centre has a lower energy ZPL at 946 nm [167]. I speculate that

unlike the NV centre, since the neutral charge state of the SiV centre is at a lower energy, the

excitation laser that excites the negatively charged state can also excite the neutral charge

state allowing for an efficient recombination process to occur. Unfortunately, at this stage

the charge state interconversion photo-dynamics of the SiV complex is unknown.

As a result, I found it imperative to investigate the SiV centres from two angles. The first

is to ensure that we can optically levitate the available samples of nano-diamonds containing

SiV centres. However, before attempting to observe the fluorescence of the SiV centres

in levitation, the second and more fundamental experiment is to investigate in detail the

photo-physics of SiV centres and assess the potential effects that the various high intensity

trapping lasers could have on the SiV centres.
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5.1 Silicon Vacancy Samples

‘You will not believe me even when I tell you, so it is fairly
safe to tell you. And it will be a comfort to tell someone. I
really have a big business in hand, a very big business. But
there are troubles just now. The fact is...I make diamonds.’

– H. G. Wells, The Diamond Maker

Synthesis and growth of diamond and nano-diamond samples is still an ongoing sci-

entific field of research. Due to the immense research interest on NV centres and their

room temperature quantum properties, many research groups have refined the process of

growing nano-diamonds with the desired number of NV centres with low strain and low

amorphous/graphitic carbon impurities. In comparison, whilst they are the second most

available defects, Silicon Vacancy samples are much harder to obtain especially with high

concentrations, exhibiting low strain and low amorphous and graphitic carbon.

High concentration samples are desirable for two reasons. Firstly, the higher the number

of SiV centres the stronger the atomic dipole forces are on the nano-diamond as a whole.

More excitingly, a higher concentration of SiV centres provides an increase in the likelihood

of collective effects∗.

Obtaining nano-diamonds with lower strain reduces the overall spectral broadening of

the SIV centres. This allows for the ensemble SiV spectral response within the one nano-

diamond to be sharper, providing a stronger resonance and therefore combined atomic dipole

force. This will also provide enhanced indistinguishability, a necessary condition to observe

collective effects.

Finally, the presence of amorphous and graphitic carbon on the surface of the nano-

diamonds is detrimental as it is absorbing in the visible and near infrared spectrum, drasti-

cally increasing the absorption of the nano-diamond. The increased absorption leads to both

heating of the nano-diamonds as well as increasing the absorptive scattering force pushing

the diamonds out of the optical trap.

We have obtained two nano-diamond samples containing Silicon Vacancy centres. The

∗Admittedly, if the SiV concentration is too high the defects themselves will create strain in the crystal
causing an increase in indistinguishability between centres, however we are far for reaching these concentra-
tions and can therefore ignore this effect.
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first sample was obtained from Fedor Jelezko’s group in Ulm University, Germany. This

sample is a high temperature, high pressure (HPHT) grown sample. The HPHT process is

a low cost process for growing diamonds but does not allow a great deal of control during

the synthesis process. These diamonds are low strain showing a width of the ZPL on the

order of 2 nm and are very clean, containing little to no surface amorphous and graphitic

carbon. Unfortunately, whilst these and other HPHT grown diamonds exhibit excellent SiV

properties, the HPHT growth process is unsuitable for obtaining high concentrations of SiV

required for observing either cooperativity or atomic dipole forces [168]. We must therefore

look for alternative growth methods.

The second sample we have available was grown using the chemical vapour deposition

method, abbreviated CVD, in house at Macquarie University. The CVD process allows for

a high level of control and customisation over the growth process of the artificial diamonds.

The inclusion of colour centres via the CVD growth method is undertaken by introducing

the desired dopant as the diamond is grown. This can be achieved by either choosing

the appropriate substrate or by introducing the dopant near the substrate in the reaction

chamber. We aimed to create a high concentration of silicon impurities in the diamonds by

growing the diamond films on a seeded silicon substrate wafer. Coating the silicon wafer with

4 nm detonation diamonds provides a foundation for the material growth, called seeding,

which can easily be seen on the final silicon wafer as shown in Figure (5.2). Once the samples

are removed from the CVD reactor the silicon atoms are dispersed within the diamond films,

however typically, they have not combined with vacancies to produce Silicon Vacancy centres.

In order to produce the Silicon Vacancies the diamond matrix needs to be air oxidised.

Air oxidisation is the process of heating a diamond sample in an oxygen environment,

resulting in the mobilisation of vacancies within the diamond lattice. Above ≈ 850◦C the

vacancies within the diamonds lattice move through the matrix where they can combine with

an adjacent silicon atom, producing a stable Silicon Vacancy defect [170]. In addition, this

process reduces imperfections and strain in the crystal lattice and removes amorphous and

graphic carbon from the surface of the diamonds, converting it into carbon dioxide (CO2).

Once the diamond films are air oxidised, to turn the diamond films into nano-diamonds,
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(a) (b) (c)

Figure 5.2: (a) Seeded silicon substrate after nano-diamond growth. We can observe that
the region where the substrate was seeded has resulted in a greater diamond growth when
compared to that of the unseeded region. (b) SEM image of the seeded region of the substrate
showing a polycrystalline diamond film. (c) SEM image of isolated diamond crystals of
various sizes on the unseeded region of the silicon substrate. These diamonds were grown in
house at Macquarie University and contain a high concentration of Silicon Vacancy centres
due to the silicon substrate [169].

the films needs to be milled to the desired size range using a planetary ball mill. The plane-

tary ball mill uses tungsten carbide milling balls in order to ground the diamond by impact,

shearing and frictional forces. The nano-diamond is then separated from the tungsten balls

through a sonication and centrifugation process producing a concentrated water solution

containing many nano-diamonds [169].

Unfortunately, due to the violent nature of the process, ball milling introduces large

inhomogeneous strain in the nano-diamond crystals. The inhomogeneous strain across the

crystal shifts the ZPL of each SiV centre creating a broad ensemble emission spectrum for

the nano-diamond as a whole. Typically, the nano-diamonds can be placed on a coverslip

and air oxidised for a second time, reducing the inhomogeneous strain, further improving

the ensemble spectral emission. For optical levitation however, this process is unavailable

to us since the nano-diamonds are unrecoverable once they are adhered to the coverslip

surface. I speculate that it may be possible to enhance the ensemble spectrum of the SiV

centres by air oxidising the nano-diamonds in levitation by heating the nano-diamonds above

≈ 850◦ in an air environment. This approach however would require significant research since

thermometry of levitated nano-particles is still a nascent field.

The solution of high density Silicon Vacancy centres made at Macquarie University was

characterised without the second air oxidation step using a combined confocal and high
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(a) SiV Flourecence (b) ZPL Location

(c) ZPL Width (d) Nano-Diamond Size

Figure 5.3: Optical properties of nano-diamonds containing a high density of SiV centres. (a)
Photo-luminescence spectrum of the grown nano-diamond sample containing SiV centres. A
fit comprising of a Lorentzian and three Gaussians was applied to extract the ZPL location
and FWHM data. (b) Location of the SiV centre ZPL. The peak of the fitted Gaussian is
located at 739.1 nm. (c) Full width at half maximum of the nano-diamond fluorescence.
The peak of the fitted Gaussian corresponds to 12.8 nm. (d) Distribution of nano-diamond
crystal sizes, the peak of the fitted Gaussian corresponds to a crystal size of 162±22 nm [169].

resolution atomic force microscope scan [169]. A typical fluorescence spectrum of a nano-

diamond is shown in Figure (5.3a). Statistics of the sample show the average location of

the ZPL to be 739.8 nm± 0.8 nm with a FWHM of 12.8±3.1 nm as shown in Figure (5.3b)

and Figure (5.3c) respectively. Finally, the average crystal size was determined to be 162.5±

22.3 nm as shown in Figure (5.3d). These results show the significant strain that has been

induced in the nano-diamond crystals. Without the second stage air oxidation process these

nano-diamonds exhibit an ensemble spectrum six times wider than for the low strain low SiV

concentration sample. Whilst this strain should not limit the ability to create an induced

dipole in the nano-diamonds and levitate them using the bulk dielectric polarisability, it will
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drastically reduce the atomic dipole forces and indistinugishability between centres needed

for cooperativity.

5.2 Optical Levitation of SiV Centres in Vacuum

In parallel to the spectroscopy measurements of the Silicon Vacancy centres, I attempted

to optically levitate the nano-diamonds containing SiV centres in a vacuum environment

using only the dielectric polarisability of the diamond. The two SiV samples in ethanol can

be observed in Figure (5.4). The low density SiV sample is observed to be a milky white

colour indicating low absorption, however the high SiV concentration sample is dark and

opaque. This indicates that the nano-diamonds are likely coated in a significant amount of

amorphous and graphitic carbon. In the following section I outline the new optical trapping

arrangement as well as the preliminary attempts of optically levitating the nano-diamond

samples.

This vacuum levitation platform was built specifically for observing and manipulating

the atomic optical dipole forces with further potential of applying optical cooling strategies.

To apply optical cooling strategies on an optically levitated nano-particle, the oscillation

of the particle must be in the under-damped regime. In order to reach the under-damped

regime the Brownian motion arising from the collision of gas molecules with the nano-particle

must be removed. In the new platform as shown in Figure (5.5) I implemented an optical

levitation set-up contained within a vacuum chamber in order to levitate nano-particles in

the under-damped regime.

The vacuum chamber contains a microscope objective and an aspheric condenser lens to

collect the laser and scattered fields for position detection as shown in Figure (5.6). The

trapping laser was fed in through one of the windows of the vacuum chamber and was

collected from two different ports. The first, collimated by the aspheric lens for position

detection and the second for observing particles within the chamber using a CCD camera.

Particles are nebulized into the chamber at standard atmospheric pressure. Many particles

are observed to pass through the CCD camera’s field of view and some particles may appear

as bright spots as they pass near the focus of the trapping laser. After a certain point in
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Figure 5.4: Photo of the SiV samples after settling for a long period of time. Without
sonicating the samples, the nano-diamonds will sediment at the bottom of the water solu-
tions. The sample containing a low density of SiV centres within each nano-diamonds is a
milky white colour. The sample containing a high density of SiV centres within each nano-
diamonds however, when settled, is dark and opaque suggesting that the nano-diamonds are
coated in graphitic and amorphous carbon.

time a low speed particle will pass through the focal point of the laser and would be trapped,

appearing as a stable bright spot on the CCD camera as shown in Figure (5.7).

At this point the vacuum pump is enabled, purging the chamber of both the remaining

nano-particles and surrounding air. The vacuum chamber is capable of obtaining a minimum

pressure of 10−6 mBar using the Turbopump; however currently, we can only maintain

trapping of a nano-particle down to appropriately 1 mBar at which point they are lost from

the optical trap. The loss of nano-particles at this pressure has been observed previously by

other research groups and the exact mechanism for particle loss is still disputed [171–174]. It

has been repeatedly shown however, that providing a particle cooling mechanism will allow
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Figure 5.5: Pan image of the full vacuum levitation set-up. The red roughing pump can
be seen on the left which can reduce the pressure of the chamber down to mBar pressures.
On top of the roughing pump is the second stage Turbopump which can get to a minimum
pressure of 10−6mBar. Next to it on the right lies the balanced photodetector and its
associated optics, a detail of which was shown in the previous section. Further away, theres
the setting for the vacuum chamber with its optical ports visible. Underneath the vacuum
pump and vacuum chamber is all of the lasers and associated optics preparing the beams for
optical trapping and detection.

the particle trap to be maintained through this pressure transition towards a high vacuum

regime. At this stage I have not implemented a cooling or feedback system and cannot go

to lower pressures. An additional advantage provided by this system is the ability to trap

nano-diamonds at lower trapping intensities due to the reduced Brownian motion kicking

the particles out of the trap. Typically nano-diamonds are lost at trapping intensities below

20 mW at 10 mBar as opposed to 50 mW for trapping at atmospheric pressure.
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(a)

(b)

Figure 5.6: (a) Image of the vacuum chamber from outside and (b), a levitated nano-
diamond inside the vacuum chamber. Glass coverslips are held in place protecting the
optical surfaces by the cylindrical magnets. The nano-particles are nebulized inside the
vacuum chamber with the laser on. The chamber is then closed and the particles float freely
until one is trapped in the laser beam. The vacuum pump is then engaged to evacuate the
chamber and any remaining nano-particles.
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Figure 5.7: CCD image of a stably trapped nano-particle appearing as a bright diffraction
limited spot.

In this platform, trapping of nano-diamonds containing low concentrations of Silicon

Vacancies is possible, however the concentration is so low, on the order of single sites per

nano-diamond, that observation of atomic optical dipole forces is infeasible. The high con-

centration sample however after repeated attempts can not be optically trapped within this

platform. We attribute the inability to trap due to the high absorption and scattering from

the optically opaque amorphous and graphitic carbon that covers the nano-diamonds. In

order to provide ourselves with a better SiV sample I investigated the potential of chemically

treating the nano-diamonds to both reduce the strain as well as the amorphous and graphitic

carbon surface impurities. This process was designed to replace the second air oxidisation

process that can not be implemented on our aqueous samples.

5.2.1 Nano-Diamond-Acid Treatment

I performed an acid cleaning treatment to the nano-diamonds consisting of boiling the so-

lution in a 1:1:1 Sulfuric Acid, Perchloric Acid and Nitric acid as shown in Figure (5.8).

The acid-nano-diamond mix was boiled at 150◦ C for 6 hours to remove the amorphous and
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graphitic carbon. Raising the temperature of the three acid mix does increase the reaction

speed, and should make it faster to clean the nano-diamonds as well as begin to remove

strain. However, this effect is non-linear and difficult to predict. When the strong acids

are boiled at too high a temperature they can produce highly toxic gases such as NOx. In

short, I could not perform an acid treatment that would reduce strain as well as reducing the

amorphous and graphic carbon. After boiling, the acid-nano-diamond mix was repeatedly

centrifuged, decanted, diluted in water and sonicated until the cleaned nano-diamonds were

suspended in a neutral pH water solution. The complete acid cleaning treatment is given in

the appendix, Section (A.1).

This acid treatment removed part of the amorphous and graphic carbon from the nano-

diamonds, however there was still too much absorbing material to successfully levitate them†.

To further remove more of the surface impurities, a more rigorous cleaning treatment is

needed [175]. I believe that there is potential in this space to also include boiling of the acid

solution at temperatures high enough to allow morphology changes in the crystal structure

as is the case in high temperature air oxidation. A process of this type will allow the

strain of the nano-diamonds to be reduced in an aqueous environment allowing for improved

ensemble optical transitions. This experimental approach was not followed as I continued to

investigate the spectral properties of the nano-diamonds containing SiV centres.

Whilst the levitation platform is ideally built to manipulate and take advantage of the

resonant forces from the internal defects, at this stage I have been unable to observe these

forces and as a result no publishable measurements have been obtainable from this system.

For NV centres the internal dynamics of the defects and the charge state interconversion

processes do not allow for observable dipole forces for the trapping lasers I have available.

For the SiV centres, the inability to levitate the high concentration sample has prevented

further exploration of the dipole forces for this centre. In the future levitation of Germanium

Vacancy centres, which I believe will be the most promising optical defect to date, will require

further engineering and research in order to have samples with the desired high concentration,

low strain and low surface impurities.

†I also attempted to trap the nano-diamonds in a water solution, however the scattering force was still
too large and the particles were pushed out of the trap.
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Figure 5.8: Image of the acid boiling treatment process on the nano-diamonds containing
many SiV centres to remove the unwanted surface impurities coating the nano-diamond.
The solution sits in a round bottom flask in a heated sand bath. A thermometer is placed in
the solution to measure the temperature of the acid nano-diamond mix. Above the solution
is the water cooled glass condensor to ensure that no nano-diamond material is lost.
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5.3 Silicon Vacancy Photo-Physics

The following section shows the preliminary results probing the interaction between the

trapping laser wavelengths and the photo-physics of the Silicon Vacancy centre. This pre-

liminary investigation shows a strong up-conversion mechanism in the SiV centre providing

the possibility to optically cool both the nano-diamond itself and its CoM motion with a

single trapping laser.

5.3.1 SiV Preliminary Data

Using the set-up described in Chapter 4, Figure (4.1) to probe the quenching of fluorescence

of NV centres, I placed our bright CVD grown sample of Silicon Vacancy centres at the focal

plane of the confocal microscope. Under 532 nm green excitation, the 739 nm Silicon Vacancy

florescence could be observed and increased with excitation power as shown in Figure (5.9).

The off resonant excitation mechanism of the SiV from the ground 2E state to the excited

2E state occurs through a third 2A level sitting above the excited state that quickly and

non-radiatively decays to the excited 2E state [176]. The slight non-linearity in excitation is

attributed to the saturation dynamics of the two level transition.

(a) (b)

Figure 5.9: Preliminary SiV measurements, exciting with a 532 nm laser. (a) excitation and
fluorescence spectra of the nano-diamonds showing SiV emission. The fluorescence spectra
was filtered with the 550 nm to 750 nm filter stack as shown in Figure (3.20). (b) Saturation
curve of the SiV centres under 532 nm excitation with a linear fit.

Probing the nano-diamonds with 1064 nm laser light showed no change in the fluorescence
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signal of the SiV centres. This preliminary measurement is a promising sign that the SiV

centres contained within levitated nano-diamonds will not directly interact with the intense

additional laser field destroying the strong optical dipole. It is true however that heating due

to the additional laser field will still effect the optical transitions and can not be investigated

on our current platform.

The 785 nm laser on the other hand, contrary to any expected effect, increased the SiV

fluorescence signal. Interestingly, the nano-diamonds probed with only 785 nm and no green

532 nm laser, exhibited fluorescence from the Silicon Vacancy centres that increased linearly

with input power as shown in Figure (5.10).

(a) (b)

Figure 5.10: Preliminary SiV measurements, exciting with a 785 nm laser. (a) Excitation and
fluorescence spectra of the nano-diamonds showing SiV emission. The fluorescence spectra
was filtered with the 550 nm to 750 nm filter stack as shown in Figure (3.20). (b) Saturation
curve of the SiV centres under 785 nm excitation showing a linear excitation.

The linear increase with excitation power indicates that this effect is not due to a two

photon process but by a single photon up-conversion or anti-stokes shift process. With this

data we thought of two possible theories that could explain the SiV fluorescence from the

785 nm excitation.

The first possibility is that the phonon side band of the Silicon Vacancy centres could be

thermally occupied and the laser is exciting from a thermally occupied state into the excited

state, absorbing a lattice phonon in the process as shown in Figure (5.11a). If this were the

case tuning the excitation wavelength above 739 nm and observing the excitation efficiency

as a function of wavelength should be approximately a Botlzmann distribution as shown
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(a) (b)

(c) (d)

Figure 5.11: (a) The first mechanism is an anti-stokes mechanism through excitation from a
populated phonon side band mode of the ground state. (b) This mechanism will appear to
have an excitation efficiency curve as a function of wavelength that can be approximated as
a Boltzmann distribution. (c) The second mechanism arises if the ground state of the SiV
centre is beneath the valence band of the diamond matrix. (d) For this mechanism, when
the excitation laser energy is higher than the energy difference from the valence band to the
excited state there will be a strong excitation efficiency. For wavelengths larger than this
the excitation efficiency will drastically reduce.

in Figure (5.11b). The second possibility of up-conversion arose during a literature review

on the SiV centre where I found that ab-initio calculations of the silicon energy structure

have placed the ground state of the Silicon Vacancy below the valence band of the diamond

crystal [177]. Whilst ab-initio are known to have large errors and this in not a typical energy

structure consistent with a sharp ZPL and weak PSB, if this were indeed the case, then the

phonon side band would be strongly occupied up to a specific energy difference between the

ground state of the SiV and the valence band energy as shown in Figure (5.11c). Again
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tuning the excitation wavelength above 739 nm and observing the excitation efficiency will

give some insight into the mechanism at play. In this regime, the excitation efficiency should

be slowly changing above 739 nm and drop off quickly once the excitation energy is too small

and doesn’t span from the valence band to the excited state as shown in Figure (5.11d).

It became apparent that to further understand this mechanism we would need to build

a spectroscopy set-up to investigate the wavelength dependence of the SiV excitation.

5.3.2 Experimental Platform

To observe the photo-luminescence properties of the SiV centres I built a new purpose built

microscopy experiment with an M Squared 700 nm to 1000 nm CW Ti:Sapphire laser. This

experiment was built for examining the SiV fluorescence. However, we anticipate that the

future directions of this project will require a customisable spectroscopy experiment for

analysis of a number of different fluorescent transitions and particles. We therefore designed

the experiment for systematic and repeatable measurements of the spectral properties of

any fluorescent particle, with easy control of the input and output spectral windows. The

entire experiment was integrated with a python program to efficiently and systematically

probe the SiV centres for a wide range of wavelengths and powers. The tunable M2 laser can

be tuned from 700 nm to 1000 nm in order to probe the excitation efficiency of the Silicon

Vacancy centres. The schematic of the new confocal microscopy set-up can be observed in

Figure (5.12).

The tunable M2 laser was fibre coupled into a single mode fibre, power controlled by

a half wave plate and polariser. The half wave plate was mounted on a Thorlabs rotation

mount (KDC101/PRM1Z8). The output of the fibre was collimated through a 750 nm

long pass filter and set incident through a 90:10 pellicle beam splitter. A highly reflecting

pellicle was used to maximise the detection signal since we had sufficient laser intensity. The

reflected light from the pellicle was set incident on a Thorlabs power meter for continuous

power measurement. The power meter was calibrated using a second power meter since the

reflection coefficent from the pellicle beam splitter is highly dependent on wavelength. The

transmitted laser power through the pellicle beam splitter was focused by a 40× 0.95 NA
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Figure 5.12: Schematic representation of the confocal microscopy set-up for systematic mea-
surements of SiV centre fluorescence. The nano-diamonds, deposited on a coverslip, are
positioned using a piezo-stage. The incident tunable 700 nm to 1000 nm Ti:Sapphire laser
is transmitted through a pellicle beam splitter and focused by the 40× 0.95 NA Olympus
objective onto the nano-diamond sample. The reflected power from the pellicle beam splitter
is used to monitor the incident power. The emission from the nano-diamond is collected by
the same objective and reflected off the pellicle beam splitter and collected by an avalanche
photo-diode.

Olympus objective. At the focus of the objective, a nano-diamond sample was placed on a 3

axis piezo-nano-positioning stage (P-563.3CD PIMars) so that a number of nano-diamonds

can be moved to the focus and investigated. The fluorescence of the nano-diamonds was back

collected by the objective lens and partially reflected by the pellicle beam splitter and then

fibre coupled into a 50 µm multimode fibre before being set incident on the APD. The input

and output filter stacks can easily be modified to collect the fluorescence of any particle,

using their respective excitation and fluorescence wavelengths.

Ideally, I wanted to collect only the ZPL fluorescence of the SiV centre and excite as close

to and above the ZPL as possible, however a number of sharp, long and shortpass filters are

needed to achieve this result, which are not typically available at these wavelengths. Ideally,

the excitation M2 Ti:Sapphire laser is used in continuous wave laser regime with extremely

narrow line-widths tunable over a wide range. Whilst it indeed generates a strong beam

with narrow linewidth at the desired range, it also leaks a collinear beam of low background,

broadband light as shown in Figure (5.13a). Any of this broadband light that is not filtered

out of the beam is transmitted efficiently through the set-up and can be clearly observed on

the APD. Thus, we need a longpass filter to block out this broadband light and allow the
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(a) (b)

(c) (d)

Figure 5.13: Filtering scheme for the SiV fluorescence measurement. Since the laser emits
a broadband background field on top of the intense excitaion wavelength (a), we need a
spectrally sharp longpass filter (b). After exciting the SiV centres (c), we need to block
out the remaining broadband field as well as the excitation laser (d). The result is that we
require two spectrally sharp long and shortpass overlapping filters, close to the ZPL.

desired narrow linewidth through the experiment as shown in Figure (5.13b). Now this laser

spectrum excites the nano-diamonds and emits fluorescence from the SiV centres as shown

in Figure (5.13c). Once the nano-diamonds have been excited, we need to efficiently block

out the intense laser wavelength and transmit the desired 739 nm fluorescence as shown in

Figure (5.13d). Thus, to perform this measurement we require spectrally sharp overlapping

long and shortpass filters at a wavelength as close to but above 739 nm.

We found and obtained three filters specifically for this experiment. For blocking out the

background of the M2 laser I used a Thorlabs hardcoated 750 nm longpass filter (FELH0750).

For blocking the input excitation laser I used two shortpass filters, a Thorlabs hardcoated

750 nm shortpass filter (FESH0750) and a Semrock 758 nm blocking edge BrightLine short-

pass filter (FF01-758/SP). The transmission profiles obtained from the manufacturer of each

filter and the expected optical density (OD) of the complete filter set is given in Figure (5.15).

From these profiles we can determine that we have an OD greater than 5 for all wavelengths,

sufficient to block out the broadband background of the M2 laser. For wavelengths above
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Figure 5.14: SiV emission from a nano-diamond sample at the focus of the confocal micro-
scope photographed through a 532nm notch filter. 532nm excitation can be transmitted and
observed through the filter for sufficiently large k vectors.

760 nm, the combined filtering from the two short pass filters provides an OD of over 17

which should be sufficient for completely eliminating the intense excitation beam. Using

these filters we expect that we can observe the fluorescence from the SiV centres centred

around 739 nm with excitation wavelengths above 760 nm and obtain no background counts

from the input laser.

5.3.3 Data Collection

This confocal platform is designed to efficiently and systematically analyse any fluorescent

sample under various conditions. To systematically control and collect the data from the

set-up we integrated all of the hardware components with Qudi [178]. The Qudi program is

a general, modular, multi-operating system suite, written in Python 3 for controlling labo-

ratory experiments. Currently the program contains experimental modules for performing

quantum optics experiments, however the open source nature of Qudi and its framework al-

lows for anyone to use and modify the software to fit their research needs. We are developing

on top of the confocal microscope module which is written to control an experiment of this

type. For each module the Qudi program is abstracted into a three layer design; hardware,

logic and graphical user interface (GUI) which are connected together using interfuse files

as shown in Figure (5.16).

A given experimental module expects particular devices that are necessary to perform
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(a) (b)

(c) (d)

Figure 5.15: Analysis of the three filters using manufacturers transmission profiles. Indi-
vidual transmission profiles of the filters in broadband (a) and around the 750 nm cut off
wavelength (b). (c) Individual OD profiles of the filters around the 750 nm cut off wave-
length. (D) total OD throughout all three filters showing that the incident laser field is
reduced by 5 orders of magnitude for λ < 750 nm and by more than 15 orders of magnitude
for λ > 760 nm.

Figure 5.16: Qudi structural design. There is a strongly-enforced three-layer design for all
Qudi experiment modules. Specific measurements are written as logic modules, including the
required tasks and data analysis. These logic modules connect down to hardware modules by
writing the appropriate interfuse file, meaning that the experiment itself is hardware agnostic
as long as the hardware can fulfil the minimum requirements. GUI modules connect to the
logic and provide a way for a user to operate the experiment, as well as a means to display
data and calculated results [178].
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measurements. The confocal logic module requires communication with at a minimum, a

scanning stage and a fluorescence detection signal. Controlling experimental hardware re-

motely is usually possible with today’s devices, unfortunately, the communication techniques

and protocols vary widely between them. It is thus the task of the hardware modules to

overcome these problems by translating the typical commands given by the logic files into

the language of the specific hardware. This abstraction allows the logic of the experiment

to operate without caring about the specific details of the device.

The hardware elements that were integrated into the Qudi program to run the experiment

were:

• Thorlabs rotation mount (KDC101/PRM1Z8) for controlling input laser power.

• M Squared SolsTiS 2000 700 nm to 1000 nm laser for controlling input laser wavelength.

• Physik Instrumente 3 axis piezo-nano-positioning stage (P-563.3CD PIMars) for mov-
ing the sample plane.

• Thorlabs power meter (PM100) for collecting input power readings.

• ID Quantique APD (ID100) for collecting fluorescence counts.

The logic files then control and synchronise the hardware devices for a given experiment.

They pass input parameters from the user interface to the respective hardware modules,

processing the measurement data in the desired way. The logic files are ultimately the core

of the program, performing all of the steps from the start of a measurement to its end,

including data evaluation and storage.

The graphical user interface (GUI) modules create windows on the screen that a user

can interact with, allowing for experiment control and data visualisation. However, Qudi is

fully functional without the GUI modules as the logic can be controlled by the integrated

IPython console or from a Jupyter notebook. The interactive GUI is useful for probing

the experiment and testing experimental approaches. Once the experimental approach is

designed, integrating the logic into an executable script allows for systematic measurements

for a variety of input parameters over a number of hours or days‡. The Qudi manager screen

displaying the Ipython console and providing the initial GUI for loading further GUI’s, logic

modules and hardware is shown in Figure (5.17).
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Figure 5.17: Qudi manager GUI for loading the appropriate hardware, logic and GUI files.
The manager also includes an IPython console for debugging and control of the experiment
through python commands.

Figure 5.18: Qudi counter GUI for observing the fluorescence signal. The blue curve is the
raw data signal as a function of time with a customisable moving average in yellow.
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Figure 5.19: Qudi confocal experiment GUI. This is the main window for controlling the
confocal microscopy experiment. An XY and XZ scan of the sample plane shows the location
of a number of fluorescent particles. The optimizer function in the lower right side performs
an XY and Z scan around a single fluorescent particle in order to place the particle at the
optimal position in the confocal set-up.

Our complete Qudi program consists of many logic files that operate the core confocal

set-up as well as a number of additional useful features. The core confocal program tracks

the APD counts, as shown in Figure (5.18), and performs 3 dimensional scans of the sample

plane to find and investigate fluorescent particles as shown in Figure (5.19). The program

includes an additional optimisation algorithm that scans a specified region around the flu-

orescent particle in x, y and z in order to find the centre of a fluorescent particle and its

maximum signal. The position optimiser logic in conjunction with a point of interest (POI)

manager allows the program to not only systematically re-find fluorescent particles but also

keep track of any slow drift or changes in position, as shown in Figure (5.20). For example,

position changes in the confocal experiment can arise from chromatic aberrations as the

incident wavelength changes. We developed additional logic and hardware files for monitor-

ing and controlling the laser’s excitation wavelength and power. The result is a complete

externally controllable experiment that can easily be controlled with the GUI or run over

extended periods of time with no additional interaction by executing a script containing the

required functions.

‡Even longer if that accuracy and quantity of data is required
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Figure 5.20: Qudi position of interest (POI) GUI. Each POI can be given a name and in
combination with the optimizer logic, the sample plane as a function of time can be tracked
(Bottom right), ensuring that the particle are always in the same relative position. This
function is essential for continuous systematic measurements.
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Figure 5.21: Photograph of SiV Lab and confocal microscopy set-up. Here, a 532 nm laser
was coupled for excitation of SiV centres and alignment of the set-up before being replaced
by the M2 laser for up-conversion measurements. In the background the computer used to
systematically control the experiment can be seen. Multiple screens are useful for monitoring
all of the Qudi modules.

5.3.4 Silicon Vacancy Excitation with Tunable Laser

In order to determine the excitation efficiency of the Silicon Vacancy centres for each wave-

length the Qudi program was used to systematically investigate each POI on our confocal

scan. The executable jupyter notebook script produces a saturation curve and a point spread

function (PSF) of the nano-diamond for each wavelength from 765 nm to 815 nm, which was

then repeated over each of the nine identified nano-diamonds. The complete array of satu-

ration curves and point spread functions on a single nano-diamond is shown in Figure (5.22)

and Figure (5.23).
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Figure 5.22: Systematically collected saturation curves from a nano-diamond containing
many SiV centres from 766 nm to 815 nm. Each curve is fitted in red with a saturation
curve described by Equation (5.1) in order to extract the excitation efficiency.
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Figure 5.23: Systematically collected point spread functions (PSF) from a nano-diamond
containing many SiV centres from 766 nm to 815 nm. Each PSF is a 1.6 nm by 1.6 nm scan
taken far from saturation.
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The PSF’s were used to normalise the excitation efficiency to account for changes in local

intensity for each wavelength. Ideally, an additional POI on a region without a nano-diamond

would be used to determine the background counts arising from the excitation laser in the

wavelength range where the filters were not optimal. Unfortunately, due to changes in the

scattering field induced by the presence of the nano-diamond, the background laser counts

varied rapidly with both position and wavelength over the coverslip surface. In addition,

contrary to the expected filtering, significant counts from the incident laser were observed

with wavelengths up to 773 nm. In fact, the short pass filters were tilted in order to shift

their response to shorter wavelengths and optimise the available wavelengths with negligible

laser background counts§. As a result only wavelengths above 774 nm are valid for analysis

since the background counts from the excitation laser were insignificant. Obtaining sharper

filters in this region will improve the filtering and enable us to scan a larger wavelength range

closer to the 739 nm ZPL of the SiV transition.

From the saturation curves at each wavelength we can obtain the excitation efficiency of

the SiV centres as a function of wavelength in order to gain insight into the up-conversion

mechanism, as described in Figure (5.11). The excitation efficiency here is a measure of how

strongly a particular wavelength can excite the optical transition and is defined as the ratio

of counts per watt far from saturation. For a linear saturation curve the excitation efficiency

is simply the gradient of a linear fit. For curves that show a saturation trend, it is possible to

obtain the excitation efficiency from fitting only the low power linear part of the saturation

curve. A more optimal way to obtain the excitation efficiency for all curves with a single

function is to fit a saturation function to the data given by,

C(I) =
Csat

I + Isat
, (5.1)

where, C is the number of counts, Csat is the saturation counts, I is the excitation intensity

and Isat is the saturation intensity as shown by the red fits in Figure (5.22). The excitation

§Whilst naively one may expect tilting a dielectric filter to shift the filter features to longer wavelengths
caused by the increased distance between each dielectric layer, the opposite is true. The explanation for this
counter-intuitive effect is due to the fact that the resonance condition depends on the k-vector component
perpendicular to the filter surface and not the k-vector components parallel to the surface.
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efficiency (η) is then the tangent of the curve at low excitation intensities (I � Isat) given

by,

η =
Csat
Isat

. (5.2)

For linear saturation curves the saturation fit does not provide a meaningful value for either

fitting parameter Csat or Isat however the ratio Csat
Isat

is fitted accurately and corresponds to

the gradient of the linear data and hence the excitation efficiency.

For each nano-diamond the excitation efficiency is then plotted as a function of wave-

length as shown in Figure (5.24). These curves resemble the Boltzmann distribution which

describes the probability of an electron to occupy a particular energy level given by,

η(λ) = A exp

(
−∆E
kBT

)
, (5.3)

where η(λ) is the excitation efficiency as a function of wavelength, A is the normalisation

constant, ∆E is the energy difference between the excitation energy and the ZPL energy, kB is

the Boltzmann constant and T is the temperature in Kelvin. As shown in Figure (5.24), this

model provides a good fit to the data and indicates strongly that the excitation mechanism

is an anti-Stokes shift process, absorbing phonons from the phonon side band of the ground

state. This simple model uses only the Boltzmann distribution leaving the normalisation

constant (A) and temperature (T ) as free parameters as shown in Table (5.1).

Table 5.1: Simple Boltzmann fit

Temperature (◦K) A (Counts×106
Watt

)
ND1 240 70
ND2 246 206
ND3 243 190
ND4 248 45
ND5 274 58
ND6 266 73
ND7 254 27
ND8 253 116
ND9 260 19
Mean 253 89

Std.Dev. 10 68
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Figure 5.24: Excitation efficiency of the SiV centres as a function of wavelength. The trend of
the plots indicate that the up-conversion mechanism for excitation is through an anti-Stokes
shift by absorbing a phonon from the phonon side band. The red fit to the data points is a
least squares fit of a simple Boltzmann distribution given in Equation (5.3).
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Whilst the fitted temperature is expected to be 300 K, this simple Boltzmann distribution

gives an average value of 253 ± 10 K. The simple Boltzmann distribution however disregards

a number of properties that complicate the true physics of this system.

Firstly, in our nano-diamonds, we have an ensemble of emitters with a distribution of

ZPL’s smearing out the fluorescence structure as compared to a single emitter with a single

ZPL. As shown in Figure (5.26) the ensemble spectra of the SiV emission varies from nano-

diamond to nano-diamond and is much broader than a single emitter, which should be less

than 10 nm at room temperature [179]. This highlights the large stress variations in the

crystal lattices that changes the absolute position of the ZPL of each emitter [179, 180].

More impactful to our analysis is that we are assuming that there is an equal optical

coupling between each phonon mode and the excited state. Instead, this excitation process

will not only depend on the Boltzmann distribution but also the density of optically coupled

states (ρg) of the ground state modifying the availability of particular phonon modes as shown

in Figure (5.25). To measure the shape of the optically coupled density of states, without

any effects of thermal occupation, one must measure the number of photons decaying from

the excited state into each phonon mode at or close to absolute zero [181]. This measurement

can be obtained from the photo-luminescence spectra of the phonon side band of the SiV

centres at low temperature.

Figure 5.25: SiV fluorescence model including the modification due to the effective SiV den-
sity of optically coupled states. At excitation energies lower than the ZPL we can excite the
transition by absorbing a phonon. The probability of a phonon being absorbed is dependent
on the Boltzmann distribution and the effective phonon density of optically coupled states.
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Rather than obtain the exact density of optically coupled states, requiring a cryogenic

setup, I model the effective density of optically coupled states at room temperature as

the normalised intensity of the phonon side band measured from the photo-luminescence

spectra of the defects at room temperature as shown in Figure (5.26c). Interestingly, since

we are measuring the up-conversion process only at room temperature and far from the

ZPL (> 35 nm) we can wrap up a number of the more complicated defect processes into

the room temperature fluorescence approximation of the optically coupled density of states.

Firstly, both the Huang-Rhys factor and n-phonon processes can be neglected as we do

not need to calculate each n-phonon transition probability or their normalisations, since

the room temperature fluorescence approximation measures all of these effective couplings

at once. The temperature dependence of the SiV ZPL can neglected as not only do we

only measure at room temperature, but we also measure at much larger wavelength shifts

(35 nm to 76 nm) than arise from the shift in ZPL position from absolute zero to room

temperature (∼ 1 nm). Admittedly, to get a better picture of the exact density of phonon

states, Huang-Rhys factor, temperature dependence of the ZPL width and position as well

as detemining the relevence and strength of any Jahn-Teller interactions in the SiV centre,

one should take careful measurments of the SiV fluorescence from room temperature through

to cryogenic temperatures [181, 182]. However, for these nano-diamonds where stress and

strain drastically broadens the ensemble emission of the SiV centres, these measurements

are gratuitous.

Unfortunately, in this experimental platform we could not also measure the SiV flores-

cence spectrum for each nano-diamond which would have been ideal for the following data

analysis. We do however have a number of fluorescence signals from the same sample of

nano-diamonds containing SiV centres. As shown in Figure (5.26), the fluorescence signal of

three different nano-diamonds containing SiV centres have similar features, however, varying

strain in the diamond matrix shifts and broadens the features of the spectra. For our analysis

the shape of the effective optically coupled density of states was calculated directly from the

normalised spectrum of SiV#1 (red) in Figure (5.26), which was chosen since it is the SiV

centre which showed the strongest fluorescence signal and appeared to be representative of

a typical SiV centre.
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(a)

(b)

(c)

Figure 5.26: Three representative normalised fluorescence spectra of the nano-diamonds con-
taining many SiV centres. (a) The full spectral region acquired from 550 nm to 850 nm. (b)
Spectral region from 700 nm to 820 nm highlighting the shift in ZPL position between each
nano-diamond. (c) Spectral region investigated using our confocal microscopy experiment
and model from 770 nm to 815 nm. The effective optically coupled density of states (DOS)
used in our model is shown in black and was approximated by the moving average of the
normalised fluorescence signal of SiV#1.
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The second model to fit the nano-diamonds is again the Boltzmann distribution, but now

it includes a modulation due to the PSB given by,

C = A exp

(
−∆E
kBT

)
ρg(E), (5.4)

where ρg(E) is the effective density of optically coupled states of the ground state at energy

E, measured directly from the photo-luminescence intensity. The fitting parameters of this

model are given in Table (5.2) providing an average temperature of 260 ± 13 K for the 9

nano-diamonds.

Table 5.2: Boltzmann fit modified by the effective density of optically coupled states.

Temperature (◦K) A (Counts×106
Watt

)
SiV1 256 61
SiV2 247 233
SiV3 246 205
SiV4 243 58
SiV5 278 63
SiV6 276 73
SiV7 260 28
SiV8 272 97
SiV9 261 21
Mean 260 93

Std.Dev. 13 75

The temperature indicated by this model is closer to the expected result, however it still

does not accurately fit the expected temperature of the nano-diamonds. The final model

that further captures the underlying physics of the Silicon Vacancy centre emission includes

the ability of the excitation laser to off resonantly excite the transition. In this final model

we assume that the excitation laser can not only excite directly from the PSB of the ground

state to the excited state, but also into phonon modes of the excited state as shown in

Figure (5.27). Since there can be phonon occupation in both the ground and excited states

then it should indeed be possible for the NIR laser to excite from higher phonon modes of

the ground state to phonon modes of the excited state which then decay non radiatively
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into the excited state of the SiV centre♦. This model now requires not only the calculation

of the Boltzmann distribution and the effective density of optically coupled states at one

excitation wavelength, but the sum of this distribution for all wavelengths of lower energy

than the excitation wavelength.

Figure 5.27: Off resonant excitation; SiV fluorescence model including the modification due
to the effective SiV density of optically coupled states. At excitation energies lower than the
ZPL we can excite the transition by absorbing a phonon. The probability of a phonon being
absorbed is dependent on the Boltzmann distribution and the effective density of optically
coupled states. In addition, we can not only excite directly to the excited state but also
to excited phonon modes of the excited state. Thus, we can excite from all phonon modes
where the transition energy to the excited state is lower than the excitation laser energy.

The final off resonant excitation model is then given by,

C = A
∑
E<E0

exp

(
−∆E
kBT

)
ρg(E), (5.5)

where we sum the point wise multiplication of the Boltzmann distribution with the effective

density of optically coupled states of the ground state ρg(E) for all energies E below the

incident photon energy E0. The fitting parameters of this model are given in Table (5.3).

♦Whilst one may initially assume that since the typical green laser can off resonantly excite the transition
then of course the 785 nm laser can off resonantly excite the transition into excited state phonon modes.
This line of reasoning however is flawed since the mechanism of excitation using a 532 nm laser is through
an additional orbital state that has not been introduced in this thesis. In particular that orbital transition
occurs from an a-orbital to an e-orbital which results in a large PSB providing the broad range of available
wavelengths available for exciting the SiV centre.
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Table 5.3: Boltzmann fit modified by the effective density of optically coupled states includ-
ing off resonant excitation.

Temperature (◦K) A (Counts×106
Watt

)
SiV1 276 11
SiV2 273 36
SiV3 268 34
SiV4 269 9
SiV5 319 8
SiV6 327 8
SiV7 285 4
SiV8 306 13
SiV9 314 2
Mean 293 13

Std.Dev. 23 12

The off resonant model provides an average temperature of 293 ± 23 K for the 9 nano-

diamonds, which is more realistic and provides a good indication of the underlying physics

behind the up conversion mechanism. Unfortunately, the spectrum used for this model is

only from a single nano-diamond measured using a separate confocal arrangement, whereas

each nano-diamond in this sample has a varied ZPL and FWHM arising from the strain in

each crystal. Since the PSB of the centres differ dramatically between nano-diamonds our

model will not accurately represent the expected excitation efficiency spectra and attributes

considerable errors in these models. Confirming this result for nano-diamonds and further

differentiating between these models requires improving our measurement set-up. We would

need to obtain the fluorescence spectra of each individual nano-diamond and use that spectra

in our fitting model. In combination with utilizing better filters, allowing us to span a larger

spectral region, we will have an increased ability to investigate and analyse the effective

density of optically coupled states’ effect on the anti-Stokes up-conversion mechanism.

Ideally a clean sample of identical emitters can be used in conjunction with a thermally

controlled confocal setup that can reach cryogenic temperatures should be used. By taking

systematic measurements of both the emission and absorption spectra as function of temper-

ature and follwing Davies et. al. [181] will allow us to get a much better value of the exact

phonon density of states as well as access to the Huang-Rhys factor and a determination of
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the impact and strength of the Jahn-Teller coupling.

Currently, there is no evidence to suggest under intense 785 nm or 1064 nm illumination

that the SiV centre is being ionised to it’s neutral charged state. There are many unknown

properties that would affect the ionisation and recombination rates and processes of the

SiV centre, such as the energy gaps to the valence or conduction bands. This makes it

difficult to speculate on these processes impact on the photo-physics of the centre. The

consequence of this lack of ionisation in combination with the upconversion mechanism is

that each fluorescence photon is drawing a phonon away from the nano-diamond lattice. As

a result, if we can optically levitate the nano-diamonds with a 785 nm laser we can not only

excite the SiV centres but also draw phonons out of the diamond lattice, thereby cooling its

internal temperature. However, since the Quantum efficiency of the SiV centre is only 10%,

then most photons are absorbed by the crystal lattice and decay non-radiatively, heating the

crystal lattice. Whilst internal cooling may not be immediately possible with SiV centres at

785 nm, this mechanism highlights the possibility that a precisely tuned laser acting on an

optical defect with a high quantum efficiency will be able to optically cool both the internal

temperature and CoM motional temperature of a levitated nano-diamond simultaneously.

In conjunction with collective effects this mechanism becomes even more interesting. Op-

tically levitating a nano-diamond exhibiting collective effects between its ensemble emitters

will not only dramatically enhance the optical forces, it may also dramatically increase the

quantum efficiency due to the increased rate of spontaneous emission. This increase in quan-

tum efficiency will thereby increase the effectiveness of the optical cooling effect leading to

cooler nano-diamonds and sharper transition lines. If the strain in the crystal is still present

and the SiV centres are not spectrally identical, this cooling can actually reduce the spectral

indistinguishably that the thermal dephasing provides. If the strain in the nano-diamonds is

indeed well controlled and the SiV centres are centred at the same frequencies, then cooling

the diamond matrix and creating spectrally sharper emitters would indeed create a feedback

loop of increasingly degenerate collective effects and enhanced cooling. At this point, collec-

tive effects will be limited by dephasing caused by dipole-dipole interactions. Nevertheless,

collective effects improves the cooling of the nano-diamonds and may even lead to optical

cooling in defects where it is not possible with single emitters alone. The final result of
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levitating a defect of this type is that we have an optically levitated nano-diamond where

cooling of both the CoM motion and the internal temperature could be done efficiently with

the same trapping laser.

It is clear that this system is extremely intricate, depending strongly on the physical

properties of each individual nano-diamond and optical transition. The goal now is to find

the optimal transition and engineer nano-diamonds with high concentrations of these defects,

exhibiting low strain and amorphous carbon to optimise these effects and create a massive

mechanical oscillator in its quantum ground state.

‘The beautiful thing about learning
is nobody can take it away from you.’

– B. B. King



‘When you read, don’t just consider what the

author thinks, consider what you think.’

– John Keating, Dead Poets Society

6
Conclusion and Future Work

Recent developments in optical levitation of dielectric particles have shown the potential of

levitated systems for macroscopic quantum experiments and high precision sensing [57–59].

These schemes however require for the CoM temperature of the levitated dielectric particle to

be cooled down towards the quantum ground state. Exciting experimental progress has been

made on the implementation of cooling through both feedback [28–30] and cavity cooling

techniques [24, 31, 32].

In this thesis I focused on the development of a new optical levitation scheme that brings

together opto-mechanics of levitated nano-particles with cold atom physics and diamond

material science. The aim was to observe and use an atom trapping like resonant force

arising from embedded optical defects within the levitated nano-diamonds. In the case

where this resonant force from the optical defects dominates, the nano-diamond will behave

similarly to a giant atom, allowing us to apply a number of well developed techniques from

179
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atom physics directly to the levitated nano-diamond.

This goal is an ambitious one requiring intimate knowledge of a variety of separate fields:

optical forces, opto-mechanics, material science, artificial atoms and some elements of atomic

physics. I initially wanted to simply use the well understood properties of the NV centre

and focus primarily on the physics of optical levitation. Instead, I found that they exhibited

complex mechanisms that required a deeper understanding of their photo-physical properties.

My initial investigation into observing optical forces on levitated NV centres within

nano-diamonds, detailed in Chapter 3, found that the intense trapping laser strongly inter-

fered with the ideal two level structure needed for observing resonant optical dipole forces.

Ultimately, in Chapter 4, I found that the infrared laser induces a strong charge state in-

terconversion process that continuously and non-radiatively, depopulated the excited state

of both charge states. Whilst I identified a number of possible applications of this mecha-

nism, unfortunately the charge state interconversion mechanism prevents us from observing

resonant optical forces on NV centres in levitation, which typically requires higher laser

intensities.

The second candidate for observing resonant optical dipole forces in nano-diamonds was

the Silicon Vacancy (SiV) centre, due to its stronger dipole transition and smaller phonon

side band. In Chapter 5, I showed that unfortunately, we were unable to optically trap

the sample of nano-diamonds that contains a dense number of SiV centres. We attribute

the inability to trap them due to the large quantity of amorphous and graphitic carbon

impurities on the surface of the diamonds. We did observe however, that a strong 1064 nm

trapping laser did not alter the photo-physics of the SiV centre, indicating that levitating

them with this wavelength will not be detrimental, as it is the case with NV centres. More

interestingly, I observed an anti-Stokes shift process in the SiV centres that could potentially

be used to draw phonons out, optically refrigerating the nano-diamond crystal. However,

since the quantum efficiency of the SiV defect is only 10%, most of the photons are absorbed,

negating the cooling effects of the anti-Stokes process. In this context, superradiance offers

an exciting opportunity. By harnessing cooperative effects between SiV centres within the

nano-diamond, their emission rate could be significantly increased. This would in turn

increase the quantum efficiency, enabling optical refrigeration.
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The analysis of the Silicon Vacancy centre provided insight into the ideal optical defect for

observing cooperatively enhanced dipole forces in optical levitation and ultimately provided

a number of questions and research goals that must be achieved in order to create a levitated

nano-diamond that behaves like a giant atom.

Whilst I have not yet reached my goal of experimentally levitating and manipulation

a giant atom, I have undertaken a number of steps providing both the experimental and

theoretical ground work for ultimately observing and using these forces. I have established an

important theoretical understanding of the photo-physics of colour centres and the potential

they have for generating cooperatively enhanced resonant optical dipole forces. In addition,

I have designed and built an optical levitation system specifically prepared for observing and

manipulating these forces on an appropriate nano-particle sample.

6.0.1 Future Work

The relevance of this research is ultimately concentrated on the interesting physics of a dielec-

tric nano-particles containing many optically addressable emitters. These objects establish

two novel research directions one of optical trapping and the other in the material science of

collective effects. In optical levitation, these nano-particles offer a mechanism for resonantly

enhanced dipole forces on a massive mechanical oscillator. If these forces are large enough

this kind of system enables a number of well developed cooling mechanisms, developed for

atom trapping, to be applied to a more massive nano-particle. This constitutes an ideal

system for macroscopic quantum experiments and high precision sensing. However, in addi-

tion to optical levitation, these nano-particles offer a platform for studying and controlling

collective effects such as superradiance in solid-state systems. Controlling superradiance in

a solid-state system would be particularly exciting as one could control and enhance the

emission properties of the nano-particles. In addition, since superradiance is strongly depen-

dent on environmental dipole-dipole interactions these nano-particles could be used for high

sensitivity measurements of dipole-dipole interactions.

Fundamentally, for these nano-particles to show either strong resonant dipole forces or

cooperativity it is essential to engineer the growth and preparation of these nano-particles to
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exhibit low strain and surface impurities, whilst containing a high concentrations of emitters.

Surface impurities, such as amorphous and graphitic carbon, dramatically increase the

absorption of the nano-particle, preventing the dielectric gradient force from overcoming the

scattering force. In addition, the increase in absorption directly relates to an increase of

the bulk temperature of the crystal, broadening the emission of each emitter and ultimately

leading to the destruction of the sample.

Strain on the other hand alters the local environment around each individual optical

defect modifying the spectral properties of each individual SiV centre. Engineering nano-

particles with low inhomogeneous strain not only sharpens the ensemble spectra but also

dramatically improves the spectral indistinguishability between each of the emitters within

the nano-diamond. This increased indisingushability improves the strength of the superradi-

ance of the collective emission drastically increasing the resonant dipole force by modifying

both the spontaneous decay rate and the steady-state population. It was shown in Chapter

3, that for the water trapping experiment, without superradiance, the resonant optical dipole

force would not have been observed. I expect that without supperadiance in a nano-diamond

sample the resonant dipole forces will not be strong enough to overcome the dipole force on

the dielectric material. Whilst superradiance has been observed for NV centres it has yet

to be observed for other closely packed emitters in diamond. It is therefore necessary to

confirm that this is not somehow specific for NV centres, but also true for optical defects in

general.

As a result, engineering higher quality samples is an important step. It is currently a

technological challenge to create nano-diamonds with high defect concentrations with low

strain and amorphous carbon impurities that are ideal for both cooperativity and enhanced

dipole forces∗. Typically, high concentrations of defects in nano-diamonds are formed by

milling larger CVD grown diamonds down to the appropriate size. Due to the violent nature

of the process, ball milling introduces large inhomogeneous strain in the nano-diamond

crystals. Engineering a process to mitigate the additional strain in the crystal will greatly

∗Whilst low strain Silicon Vacancy samples have been made, they are made using the HPHT process
which does not produce the densities of optical defects that would be ideal for cooperatively enhanced dipole
forces [168]. In addition most research in colour centres in diamond has been driven by quantum technologies
where high quality and control of only a few or single defects is required.
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benefit both cooperative effects and the strength of the resonantly enhanced dipole forces. I

anticipate that a better acid treatment than the one I implemented in Section (5.2.1) can be

devised to dramatically reduce the strain and surface impurities of the nano-diamonds. This

treatment is beyond the scope of this thesis as it involves boiling strongly reactive acids at

high temperatures, producing highly toxic gasses and as a result must be carefully designed

and conducted by a specialised chemist.

In regards to optical trapping these nano-particles, it is currently hard to establish the

intrinsic limitation of the strength of the resonant optical dipole forces. This is because the

resonant optical dipole forces will depend strongly on the specific spectral properties of the

emitters as well as their collective effect, dependent on the crystal matrix. As shown in

Chapter 2, to obtain the strongest resonant dipole forces we want an optical transition with

a short spontaneous lifetime, a small phonon-side band and a good quantum efficiency (small

non-radiative decay rate). We also require that the two level structure of the transition to

be insensitive to an off resonant high power trapping laser so that we can optically trap the

dielectric particle without affecting the internal photo-dynamics.

Having a high quantum efficiency is beneficial for two reasons. Firstly, by having a high

quantum efficiency the heating rate of the crystal is reduced since the number of photons

absorbed by the crystal is minimal. Secondly, the high quantum efficiency allows the pos-

sibility of optical refrigeration using an anti-Stokes process drawing thermal phonons out

of the crystal. Reducing the temperature in this way helps by both reducing the thermal

broadening of the optical transition as well as mitigating any thermal heating that has been

observed to vaporise diamonds at low atmospheric pressures. One particular defect that

deserves special mention is the Germanium Vacancy centre, which shows many of the same

properties as the Silicon Vacancy centre such as a strong dipole transition and small phonon

side band, but also exhibits a much larger quantum efficiency [183]. In addition these defects

don’t appear to suffer large thermal dephasing at room temperature like the SiV centre since

the optical transition has a higher energy (ZPL = 602 nm).

In regards to maximising collective effects in solid-state emitters, the focus is on max-

imising the spatial and spectral indistinguishability of emitters. Engineering nano-particles
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of this type provides a very promising way to systematically study and control the collec-

tive effects at room temperature. Controlling collective effects is particularly exciting as

one could control the emission properties of the crystal as a whole, tailoring the emission

characteristics of the ensemble emitter. Additionally, since the nano-particles’ superradiant

behaviour depends strongly on the environment (dephasing), these nano-particles can be

used as sensors to study classical and quantum systems through their dipole-dipole interac-

tions. Further applications of superradiant nano-particles include efficient photon counting,

efficient energy harvesting, quantum sensing and importantly for this thesis, a mechanism

for drastically increasing resonantly enhanced optical dipole forces [103, 184].

Ultimately, this work naturally leads towards generating cooperatively enhanced resonant

dipole forces on a massive mechanical oscillator. By dominating the forces on a levitated

object with resonant forces of this type, we obtain a massive dielectric particle that behaves

like a giant atom. This type of force opens up an array of atom trapping techniques, includ-

ing many resonant cooling mechanisms and quantum manipulation protocols, optimal for

performing quantum opto-mechanical applications and protocols with novel superposition

sizes. Commercially, this is exciting for its applications on high precision force and vibration

sensing. More fundamentally however, we can use this system for generating non-classical

quantum states of the mechanical oscillator modes, providing a promising platform for fun-

damental tests of quantum mechanics such as, probing quantum gravity and experimentally

placing stricter bounds on collapse theories. Finally, by including additional optical defects

we can encode information into the vibrations and spin structure of defects and create new,

unprecedented hybrid quantum systems, linking incompatible quantum systems together and

preserving their quantum coherence.
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‘On the summit, part of me wished that someone, any-
one, had noticed that I’d just done something note-
worthy – though maybe it was better that I didn’t
have to talk to anybody. How could I have expressed
what my last few hours had been like? It was enough
that I knew. I didn’t make a sound. I took off my
shoes and started hiking down the Cable route. It was
only then that someone noticed. “Oh, my God,” this
dude blurted out. “You’re hiking barefoot! You’re so
tough!”’

– Alex Honnold, On free soloing El Capitan
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A
Appendix

A.1 Nano-Diamond Acid Treatment

Nano-diamonds made in a CVD reactor are coated on Tungsten Carbide milling balls and

need to be cleaned of impurities including amorphous Carbon. The nano-diamonds need

to be removed from the milling balls, cleaned using a heated three acid treatment and

subsequently rinsed with deionised water.

Chemicals

• H2S04, Sulfuric Acid (∼ 90%)

• HClO4, Perchloric Acid (∼ 70− 72%)

• HNO3, Nitric Acid (∼ 65%)
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Temperature Concerns

Raising the temperature for the three acid mix does increase the reaction speed, and should

make it faster to clean the nano-diamonds. However, this effect is non-linear and difficult

to predict. When the strong acids are boiled at too high a temperature they can produce

highly toxic gases such as NOx. In short, do not set the temperature above 130 degrees

celsius for the heat block and 170 degrees celsius for the sand bath.

Overview of the Steps

The procedure can be divided into three main steps,

1. Removing nano-diamonds from the Tungsten Carbide milling balls. Concluding with
a solution of nano-diamonds in the three acid mix.

2. Heating and cleaning the nano-diamonds with the three acid mix.

3. Rinsing the nano-diamonds to arrive at a solution of cleaned nano-diamonds in deionised
water.

Step 1

All of the following steps should be undertaken in the acid fume hood with safety equipment

for strong acids. List of required PPE at bottom.

• Prepare the three acids, a beaker with wash water, pipette, four pipette tips, the Tung-
sten Carbide milling balls, small glass flask, small round bottom flask and sonicator.

• Place Tungsten Carbide milling balls into small glass flask.

• Pipette 1 ml of sulfuric acid into the small glass flask, rinse the pipette tip in the beaker
of water and remove tip.

• Pipette 1 ml of perchloric acid into the small glass flask, rinse the pipette tip in the
beaker of water and remove tip.

• Pipette 1 ml of nitric acid into the small glass flask, rinse the pipette tip in the beaker
of water and remove tip.
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• Place the small glass flask in the sonicator for 15 minutes, holding with a boss head
and clamp.

• Place acid bottles back into appropriate places.

• Once sonicated the small glass flask is removed from the sonicator. The nanodiamnonds
should then be suspended in solution with the tungsten carbide balls at the bottom of
the small glass flask.

• Pipette all of the three acid mix solution containing nano-diamonds from the small
glass flask and transfer it to the small round bottom flask for heating. Rinse the
pipette tip in the beaker of water and remove tip.

• Clear acid waste including the Tungsten Carbide balls coated in the three acid mix.

The nano-diamonds are now suspended in a three acid mix within the heating flask.

Step 2

All of the following steps should be undertaken in the acid fume hood with PPE.

• Mount condenser and connect water tubings.

• Prepare sand bath ontop of a heating plate with a temperature sensor to monitor the
temperature.

• Mount the flask containing the sample onto the condenser, ensuring good contact
between the flask and the sand bath.

• After ensuring tight water seal, turn on the water, ensuring water is flowing from the
bottom of the condenser.

• Turn on the heating plate and monitor so that the sand bath is held at 150 degrees
for 6 hours.

• Switch off the heating plate after the necessary cleaning time and wait until the the
three acid mixture has reached room temperature.

• Turn off the water and to the condenser and disassemble. Clean it with water and
place in the appropriate place.

The nano-diamonds should now be cleaned and still suspended in the concentrated three

acid mix.
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Step 3

We now need to rinse the nano-diamonds so that the are suspended in a water solution

rather than the three acid mix solution.

• Prepare 6 eppindorfs and pipette 1 ml of millipore water into each.

• Prepare a beaker of wash water

• Prepare pipette with spare pipette tips.

• Place 500 µl of three acid solution into each of the eppindorfs.

• Close eppindorfs and centrifuge to sediment the nano-diamonds.

• Clean acid flask.

• Pipette off the top layer of liquid from the eppindorfs and place in small beaker.

• Refill each eppindorf with millipore water using pipette and sonicate.

• Test pH of solution in the beaker and treat the solution as acid waste.

• Repeat the centrifuge process until the solution removed from the eppindorfs reaches
a pH of ∼ 7, ensuring to clean the beaker between each centrifugation.

• If need be on the last centrifugation after the pH was tested to be ∼ 7, enthanol can
be used instead of millipore water to produce a nano-diamond sample suspended in
ethanol.

• Deal with all of the remaining acid waste, clean the items used and place back in the
correct places.

The solution of nano-diamonds should now be clean from impurities, amorphous carbon

and now suspended in a water or ethanol solution.

Needed Items

• 1ml of each acid

• Large Beaker for washing of acid equipment

• Small glass flask for sonication
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• Pipette

• Four pipette tips

• Small round bottom flask

• Heating Plate

• Sand and convection container

• Temperature sensor that can handle up to 170 Degrees and sit in the 3 acid mix

• Condenser

• Water Tubing

• pH meter or pH strips

• Six eppindorfs

PPE

Eye/face protection

Tightly fitting safety goggles.

Faceshield (8-inch minimum).

Use equipment for eye protection tested and approved under appropriate government stan-

dards such as NIOSH (US) or EN 166(EU).

Skin protection

Handle with gloves double layer of Nitrile and Latex gloves.

Gloves must be inspected prior to use. Use proper glove removal technique (without touching

glove’s outer surface) to avoid skin contact with this product. Dispose of contaminated gloves

after use in accordance with applicable laws and good laboratory practices. Wash and dry

hands. The selected protective gloves have to satisfy the specifications of EU Directive

89/686/EEC and the standard EN 374 derived from it.
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A.2 Fluorescence Detection Calculation

From a similar confocal microscopy set-up, with 1 mW of 532 nm we typically observe more

than 106 Counts/s using the same filter stack arrangement and objective for the collection

of fluorescence.

To calculate the expected fluorescence in the levitation experiment, we must calculate the

ratio of excitation intensities between the two set-ups, as this is the only optical difference

between the two arrangements.

As opposed to the 0.85 NA objective the levitation experiment is focusing on the nano-

diamonds using a 30 mm lens with a 5 mm diameter beam, resulting in a Numerical Aperture

of the lens of 0.15.

The intensity of the beam at the focus is proportional to, NA2. Thus the reduction in

excitation intensity is,
Ilens
Iobj

=
NA2

lens

NAobj
2 =

0.152

0.852
≈ 0.03. (A.1)

The excitation intensity ratio is therefore 3% and the expected counts in the levitation

experiment is the roughly greater than 106 Counts/s × 3% ≈ 3 × 104 Counts/s with no

quenching.

The result of this calculation is that even with 99% quenching the expected counts are

greater than 300 Counts/s. Since our dark count is≈ 200 Counts/s, even with 99% quenching

a signal should be observed.
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Figure A.1: Back of envelope calculation for detection of NV centre fluorescence. By com-
paring our levitation experiment to a confocal experiment on a glass coverslip even with 99%
quenching we should still observe a flurescence signal above the noise.
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List of Symbols

The following list is neither exhaustive nor exclusive, but may be helpful.

a. . . . . . . . . . . . Particle radius

a1 . . . . . . . . . . . Aperture radius at the lens plane

a2 . . . . . . . . . . . Aperture radius at the axicon plane

A(ρ) . . . . . . . . Electric field profile

AFM . . . . . . . Atomic force microscope

AIC. . . . . . . . . Akaike information criteria

APD. . . . . . . . Avalanche photo-diode

BD . . . . . . . . . Balance detector

c . . . . . . . . . . . . Speed of light

c.c . . . . . . . . . . Complex Conjugate

CCD. . . . . . . . Charge coupled device

CoM . . . . . . . . Centre of Mass

CW. . . . . . . . . Continuous wave

d . . . . . . . . . . . . Lens-axicon displacement

d . . . . . . . . . . . Dipole moment

D . . . . . . . . . . . Spectral domain size

〈D̂ε〉 . . . . . . . . Expectation value of the dipole moment
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E . . . . . . . . . . . Electric field

E0 . . . . . . . . . . Electric field strength

E . . . . . . . . . . . Electric field vector

f . . . . . . . . . . . Focal length

fc . . . . . . . . . . . Corner frequency

FFT . . . . . . . . Fast Fourier transform

FPGA . . . . . . Field programmable gate array

GeV . . . . . . . . Germanium Vacancy

GUI . . . . . . . . Graphical user interface

H . . . . . . . . . . . Magnetic field vector

I . . . . . . . . . . . . Beam intensity

J0 . . . . . . . . . . . Zeroth order Bessel function

k. . . . . . . . . . . . Extinction coefficient

k. . . . . . . . . . . . Wave number

k. . . . . . . . . . . . Number of model parameters

K-F . . . . . . . . . Kirchoff-Fresnel

Li . . . . . . . . . . Relative likelihood of the model

m . . . . . . . . . . . Ratio of the refractive indexes m = np/nm

n . . . . . . . . . . . Refractive Index

nm . . . . . . . . . . Refractive index of the medium

np . . . . . . . . . . Refractive index of the particle

NA . . . . . . . . . Numerical Aperture

NV . . . . . . . . . Nitrogen Vacancy
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NV0 . . . . . . . . Neutral charge state of the Nitrogen Vacancy

NV0 . . . . . . . . Negatively charge state of the Nitrogen Vacancy

P . . . . . . . . . . . Beam power

PBS . . . . . . . . Polarisation beam splitter

PSB . . . . . . . . Phonon side band

PZT . . . . . . . . Piezoelectric transducer

QPD. . . . . . . . Quadrant photo-diode

q. . . . . . . . . . . . Charge

r . . . . . . . . . . . Position vector

R . . . . . . . . . . . Radius of curvature

RSS. . . . . . . . . Residual sum of squares

s . . . . . . . . . . . . Saturation parameter

S . . . . . . . . . . . Poynting vector

SiV . . . . . . . . . Silicon Vacancy

STED. . . . . . . Stimulated emission

u(r, z). . . . . . . Electric field as a function of radius (r) and axial position (z)

v . . . . . . . . . . . Velocity

wi . . . . . . . . . . Akaike weights

W . . . . . . . . . . Beam diameter

W0 . . . . . . . . . . Beam waist

x̂, x̂, x̂ . . . . . . Unit vectors

x̃, ỹ, z̃ . . . . . . . Normalised spatial coordinates

Z0 . . . . . . . . . . Intrinsic impedance of the medium
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ZR . . . . . . . . . . Rayleigh range

ZPL . . . . . . . . Zero phonon line

α . . . . . . . . . . . Axicon angle

α . . . . . . . . . . . Polarisability

α′ . . . . . . . . . . . Real part of the polarisability

α′′ . . . . . . . . . . Complex part of the polarisability

β . . . . . . . . . . . Drag coefficient

Γ . . . . . . . . . . . Transition linewidth

δ . . . . . . . . . . . . Laser detuning (ω − ω0)

∆i . . . . . . . . . . Relative AIC value

ε0 . . . . . . . . . . . Permittivity of free space

η . . . . . . . . . . . . Excitation efficiency

Θ . . . . . . . . . . . Gaussian beam angular divergence

κ . . . . . . . . . . . Trap stiffness

λ . . . . . . . . . . . Wavelength

µ0 . . . . . . . . . . Permeability of free space

ρ . . . . . . . . . . . . Momentum

ρ1 . . . . . . . . . . . Radial coordinate in the lens plane

ρ2 . . . . . . . . . . . Radial coordinate in the axicon plane

ρg . . . . . . . . . . . Density of optically coupled states

σ . . . . . . . . . . . Scattering cross section

τ . . . . . . . . . . . Spontaneous decay rate

φ . . . . . . . . . . . Phase of the electric field
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φ(ρ) . . . . . . . . Phase retardation

ω . . . . . . . . . . . Electric field frequency

ω0 . . . . . . . . . . Transition frequency

Ω1 . . . . . . . . . . Rabi angular frequency
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