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vm ABSTRACT 

Abstract 

Extracting biochemical information from cell and tissue autofluorescence without using 

any external biomarkers is a promising approach for disease diagnosis and treatment. This 

thesis reports the advancement of fluorescence microscopy and image acquisition tools to 

observe autofluorescence signals, and I intended to use these signals as a biomarker for 

disease diagnosis and classification. In this research, I applied the hyperspectral imaging 

technique in observing the autofluorescence signals in peripheral blood monocytes from both 

healthy control and motor neuron disease patients. Current motor neuron disease diagnosis 

and classification methods are mainly based on clinical observations, which depends upon 

an experienced neurologist to make an informed clinical judgment. The development of an 

early-stage biomarker would be beneficial for the diagnosis of this disease. 

Research presented in this thesis centers around the identification of distinct 

autofluorescence features from the peripheral blood monocytes, which can help reveal the 

difference between a healthy person and a motor neuron disease patient. From my result, a 

novel biomarker is discovered by applying the hyperspectral image technique. It is based on 

the mean cell intensity per unit area on a selection of channels. According to 15 samples, the 

classification methods showed promising results. With further validation, it may be applied 

in motor neuron disease classification. 

Keywords: Hyperspectral imaging, Motor neuron disease, Autofluorescence, Monocyte, 

Biomarker, Classification 
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Chapter 1: Introduction 

1.1 Introduction 

Advances in fluorescence microscopy techniques have facilitated progress in the life 

sciences by developing new ways to observe complex biological processes, visualizing 

cellular structures and helping to uncover the functions of different parts of the cell [ 1, 2]. 

Usually, various types of targeted labeling with extraneous fluorophores have been used to 

reveal vital biochemical information from fluorescent microscopy images. Multiple 

fluorescent probes are required to relate various aspects of cellular processes to one another, 

and this is difficult both practically and at the level of data analysis, due to the potential for 

signal crossover and spectral overlap between different fluorophores' emissions. [3] 

However, the large size of these fluorescent probes and the requirement that they need to 

be fused to functional proteins for detection means they can potentially affect normal cellular 

behavior leading to inaccurate observations. Autofluorescence, the fluorescence emitted by 

endogenous fluorophores, has come into the spotlight as a non-invasive way for investigating 

cell metabolism[ 4-6]. These endogenous fluorophores all have essential roles in cellular 

metabolism and can, therefore, provide auto fluorescent signatures to monitor vital biological 

processes [7, 8]. Hyperspectral imaging has emerged as a novel method for cell classification. 

This technique can be applied for cellular characterization in health, disease, and during 

treatment since cells within changing physiological conditions display different metabolism 

states. Accordingly, hyperspectral signatures can be used as a biomarker for disease 

classification and continuous monitoring. 

1.2 Statement of the problem 

Motor neuron disease (MND) is an idiopathic, late-onset, and fatal neurodegenerative 

disease that is characterized by the progressive loss of motor neurons in the brain and spinal 

cord [9, 10]. The most common form ofMND is called amyotrophic lateral sclerosis (ALS), 

which involves the progressive loss of function of both upper (UMN) and lower (LMN) 
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motor neurons. Importantly there are other forms of MND, or non-lethal mimic diseases, 

that affect either upper or lower motor neurons and display lower severity of symptoms. [ 1 O] 

Current MND diagnosis and classification methods are mainly based on clinical 

observations[ll], reliant upon an experienced neurologist to make an informed clinical 

judgment. Importantly, there has been a significant advance in the understanding of the 

genetic origins of MND, with many disease-associated genes discovered [12-20]. This has 

allowed the proposal of many hypotheses and mechanisms to explain the underlying 

molecular cause of MND [10, 21-33]. These findings, in tum, has identified prospective 

biomarkers, which may support the potential classification and diagnosis of specific forms 

ofMND or severity [34]. The lack of unbiased, quantitative tools for consistent and accurate 

diagnosis, and classification of the disease make a discussion on a patient's condition, and 

research communication more difficult. It is, therefore, critical to find a validated biomarker 

for diagnosis, classification, and therapy progress monitoring [35]. An accurate biomarker 

of disease progression is essential for evaluating the efficacy of new drug development [36] 

and would shorten the current diagnosis time for ALS patients (usually around one year from 

the onset of symptoms). [9] 

1.3 Significance and novelty of this work 

The primary purpose of this work is to develop a classification method to distinguish pre­

symptomatic motor neuron disease patients from healthy individuals by observing 

metabolism changes in their isolated monocytes using hyperspectral imaging techniques. 

Hyperspectral imaging provides new windows into the biological functions of individual 

living cells and may be used to detect and quantify aspects of their metabolic activity. If 

successful, the capacity of hyperspectral imaging for high throughput and automation may 

provide a new diagnostic tool for clinical use. 

1.4 Structure of the thesis 

This thesis comprises five chapters. Chapter 1 contains the general introduction of the 

study ofhyperspectral imaging technique and motor neuron disease (MND). 

Chapter 2 outlines the important concept of hyperspectral imaging (HSI) and motor neuron 

disease. It discusses the potential for HSI to be used as a classification method for MND. 
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Chapter 3 presents an outline of the hyperspectral system used and gives a full description 

of the imaging protocols. It also includes the information for data analysis of hyperspectral 

1magmg. 

Chapter 4 presents the result for a potential classification method using the information 

extracted from a chosen set of channels from our HSI system. My approach has a 86% 

accuracy on our samples, but further validation is required on a more extensive data set. 

Chapter 5 summarizes the whole work and discusses future works. 
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Chapter 2: Literature review 

2.1 Hyperspectral Imaging 

Hyperspectral imaging (HSI), which is also known as spectral imaging or 1magmg 

spectroscopy, is a method that integrates conventional imaging and spectroscopy, which 

allows us to gain both spatial and spectral information from a specimen [3 7]. The concept of 

"spectral imaging" was initially used for the area of remote sensing of the Earth; it was first 

defined by Goetz in the late 1980s [38-40]. Spectral imaging techniques include 

multispectral imaging (MSI), hyperspectral imaging (HSI), and ultra-spectral imaging (USI). 

These techniques are divided according to their spectral resolution, number of bands (each 

band represents a specific excitation and emission wavelength), width, and contiguousness 

of bands. [ 40] Since USI is not widely used in biomedical imaging, we will only compare 

HSI and MSI in this chapter when referring to spectral imaging. 

HSI has been applied to many fields, such as pharmaceutical research [41-44], 

pharmaceutical production [45, 46], food sciences [47-56], food quality assurance [47, 48, 

50-53, 55-57], forensic sciences [58-61], biochemistry and biomedicine [62-67], or cultural 

heritage [67, 68]. It has become an influential part of biomedical imaging, both in laboratory 

research and clinical diagnosis. It is reported that HSI is a potentially useful tool in measuring 

central changes of peripheral neuropathic injury and other neurodegenerative disease models. 

[69] 

Our HSI system uses fluorescence microscopy along with an Electron Multiplying CCD 

(EMCCD) for data acquisition. Quantitative imaging methods will then be applied for data 

analysis. Details about HSI and our system setup will be discussed in Chapter 3 

In this section, I will discuss the basic principle of fluorescence signal generation and 

detection, and the features of endogenous fluorophores. Then I will concentrate on 

explaining the basic concept for fluorescence microscopy and how quantitative imaging 

helps with data processing. Finally, I will demonstrate how our HSI system works. 
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2.1.1 Fluorescence and autofluorescence 

Fluorophores are fluorescent chemical compounds which have the property that they 

absorb photons at a specific wavelength and emit photons at a longer wavelength. It means 

that the color of the emitted light is red-shifted when compared to the absorbed light. [70] 

The emitted light is usually known as fluorescence. 

>, 
C, ... 
(1) 
C: 
w 

A F 

~-------,;::::--- T 2 

---,...--.....__-T 1 

p 

Sa__,__------"' ____ _._ __ _ 
electronic ground state 

Figure 2-1 Absorption and emission of light depicted on a Perrin-Jablonski Diagram 

Images are taken from [70] 

To understand how a photon can be re-emitted from fluorophores, we need to understand 

the different energy states of the molecule and how they interact with photons. The 

negatively charged electrons create chemical bonds between the positively charged atomic 

nuclei. Most stable molecules have an even number of electrons, and these electrons stay in 

different energy levels (i.e., orbitals). The electrons in the same energy states usually have 

opposite spin (spin is an aspect of the angular momenta in quantum physics used to describe 

the state of an elementary particle, which is carried within the particle itself [2]), All states 

with zero total electron spin are called singlet states, and given the label, "S". The electronic 

ground state is commonly a singlet state, designated as So. Upon absorption of light, one of 

the electrons jumps into another orbital, usually into the first excited singlet state, S1. The 

spin of this excited electron, which was lifted from the ground state to an excited state, is 

often not flipped. The spin of the excited electron and the spin of the single electron which 
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was left on the original ground state are still antiparallel. The electron distribution in the 

molecule is altered after the energy from the photon has been absorbed. 

However, the excited state of a molecule is unstable, since this redistribution of electrons 

weakens the bonds in the molecule. This excited electron can lose its energy via several 

mechanisms, for example, collisions with other molecules, reaction with other species, or by 

nonradiative deactivation processes, for example, internal conversion (IC), intersystem 

crossing (ISC) and vibrational relaxation [2]. The excited molecule may also emit a photon 

to return to a lower, relaxed state, though it may not be the same state as it originated in. The 

energy of the emitted photon will be equal to the energy difference between the initial and 

final state of the molecule. This emission of a photon is termed as fluorescence [2]. In some 

cases, the spin of the excited electron is flipped, and the total spin of the molecule is no 

longer zero, a triplet state is formed, designated as T1. "Phosphorescence" is usually defined 

as the emission from T 1 to So. A summary of the excitation and various decay pathways is 

generally given in the form of a so-called Jablonski diagram (Figure 2-1), as shown below. 

Although fluorescence is sometimes considered similar to phosphorescence, the most 

significant difference lies in how the electronic energy transition changes the electron spin. 

No changes in electron spin are involved in fluorescence. This process usually leads to a 

short-lived electron state. The excited state has a lifetime ofless than 1x10-5 s. Electron spin 

usually changes during the process of phosphorescence. Compared to fluorescence, 

phosphorescence has a longer lifetime of the excited state - from seconds to minutes. The 

emission wavelength is longer than the excitation wavelength in both fluorescence and 

phosphorescence. 

As described before, the essential property of fluorophores ( or fluorochromes) is that they 

can re-emit light upon absorption of light. Many fluorophores are organic molecules with 

conjugated double bond systems. For example, molecules contain several combined 

aromatic groups or planar or cyclic molecules with several n bonds [2, 71]. These n bonds 

are usually weaker than other bonds, which means they are more likely to be excited upon 

absorption. 

Fluorophores are divided into several categories based on their molecular complexity and 

synthetic methods, which are biomacromolecules, small organic molecules, synthetic 

oligomers and polymers, and multi-component systems [72]. 
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In biology studies, the fluorophores may be naturally occurring molecules such as the 

amino acid tryptophan, ATP ( adenosine triphosphate ), porphyrins, and other cofactors. They 

can also be synthetic chemical fluorophores, such as fluorescein, rhodamine, ethidium 

bromide. Furthermore, they can also be genetically modified protein, like GFP (Green 

fluorescent protein). The fluorophores that are discussed in this thesis are natural organic 

biomolecules, such as NADH (Nicotinamide adenine dinucleotide), FAD (flavin adenine 

dinucleotide), and FMN (Flavin Mononucleotide) [2]. 

Many parameters are used to describe fluorophores. The first important parameter for 

fluorophores is the wavelength characteristics, such as excitation and emission wavelength. 

They are usually reported by three different spectra: absorption spectra, emission spectra, 

and excitation spectra. The Stokes shift is defined as the difference between maximum 

excitation and emission wavelengths. [73] The second parameter is the Molar absorption 

coefficient (in Mole-1cm-1), which is used to link the quantity of absorbed light, at a 

particular wavelength, to the concentration of fluorophore in solution. The third one is the 

quantum yield, which defines the efficiency of the energy transferred from incident light to 

emitted fluorescence. It represents the fraction of excited molecules which emit fluorescent 

photons. Another parameter is the fluorophore's lifetime (measured in picoseconds), which 

indicates the duration of a fluorophore's excited state before returning to its ground state. 

[74] 

However, fluorophores are quite sensitive to the local environment; some of the emission 

parameters can vary due to changes in temperature and other factors. Besides, many different 

pathways can lead to non-radiative dissipation of the excited state energy, such as quenching, 

photobleaching, fluorescence resonance energy transfer (FRET), and solvent relaxation. 

Thus, we need to measure fluorescence in a controlled environment. 

Autofluorescence (AF), also known as native fluorescence, is widely found in all kinds of 

organisms, because of the universal presence of endogenous fluorophores. Autofluorescence 

describes the fluorescence emitted by endogenous fluorophores within the biological 

samples themselves, rather than the fluorescence emitted from external fluorophores, such 

as artificial fluorescent dyes or genetically-modified fluorophores [6]. 

With the development of microscopy and spectrofluorometry technology in the 20th 

century, autofluorescence was first reported by Stubel, a physiologist at Jena University, in 

1911 [5]. It soon led to the synthesis or modification of highly selective and sensitive 
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fluorescent dyes for cell labeling. Autofluorescence is often considered as nmse m 

exogenous and induced fluorescence-based assays, and they need to be optical filtered or 

bleached. 

However, one disadvantage of exogenous fluorescent dyes is that they may interact with 

cells and interfere with the observation of normal cell activities. Meanwhile, endogenous 

fluorophores do not introduce such problems. Moreover, the autofluorescence emission is a 

direct reflection of the cell's biological substrate condition, since most endogenous 

fluorophores are commonly involved in cellular metabolism, cellular signaling, and other 

biological activities [ 5] It is an outstandingly powerful resource for the direct monitoring of 

cell activities. It is reported that endogenous fluorophores in plants have more favorable 

spectral properties and quantum efficiency than that in animals, thus they can provide a more 

detectable signal for morphology and physiology analysis. [5]. Several articles and books 

reviewed the application of autofluorescence in optical biopsy for obtaining diagnostic 

information as a minimally invasive method [4-6, 75-84]. Observing autofluorescence has 

become an extraordinary method to reveal diagnostic information in situ without introducing 

exogenous markers. Since the amount and distribution of endogenous fluorophores are easily 

affected by the morphological and metabolic conditions of biological samples, it makes 

endogenous fluorophores an ideal intrinsic biomarker for measuring the changes in the 

microenvironments of cell or tissue. 

It is reported that many endogenous fluorophores can reveal the states of certain biological 

activities, [5] for example, NAD(P)H, flavins indicate the states of energetic metabolism; 

lipofuscins and lipofuscin-like fluorophores act as biomarkers in aging, oxidative damage, 

and more; porphyrins indicate alteration of heme metabolism. These endogenous 

fluorophores can help us distinguish cells that are in different pathological states, and are 

listed in Table 2-1 [ 4, 78]. 

Endogenous 
fluorophores 

Aromatic amino 
acids: Phe, Tyr, Trp 

Table 2-1 Recent reported Endogenous fluorophores 

Biological 
constituents 

Functional proteins 

Autofluorescence 

(ex)/ (em) ranges 

(240-280 nm) / 
(280-350 nm) 

Autofluorescence 
photophysical 

fingerprints and 
possible correlated 

alterations 

Spectral shape and 
amplitude (near UV, 
blue region tail) 
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Cytokeratins 
Intracellular fibrous (280-325 run) / Spectral shape and 

proteins ( 495-525 run) emission amplitude 

Excitation light 
(330-340 run)/ birifrangence effects 

Extracellular 
(400-410 run) spectral shape and 

Collagen/Elastin 
fibrous proteins 

emission amplitude, 
(350-420 run)/ depending on 
(420-510 run) maturation degree in 

eldering and fibrosis 

Spectral shape, 
Coenzymes of key (330-380 run)/ emission amplitude 

NAD(P)H enzymes in redox (440,462 run, bound, (NAD(P)H 
reactions free) bound/free, NAD(P)H 

total/ oxidized 

flavins ratios, 
depending on 

Coenzymes of key 
(350-370;440-450 

aerobic/anaerobic 
Flavins enzymes in redox 

nm) I (480/540 run) 
energetic metabolism, 

reactions antioxidant defense, 
inflammation, . . 
carcmogenes1s 

Spectral shape, 

(330-350 run)/ 
emission amplitude, 

Fatty acids Accumulated lipids 
(470-480 run) 

and photosensitivity 
depending on altered 

lipid metabolism 

Spectral shape, 
emission amplitude, 
and photosensitivity 

Retinals and (370-380 run)/ 
depending on 

Vitamin A 
carotenoids (490-510 run) 

multiple functions 
including antioxidant 
and vision roles, and 

altered retinal 
metabolism 

Spectral shape, 

Protoporphyrin IX 
emission amplitude, 

Protein prosthetic (405 run)/ (630-700 and photosensitivity 
and porphyrin 

group nm) depending on heme 
derivatives 

and iron altered 
metabolism 

Spectral shape, 

Lipofuscins/ Miscellaneous 
emission amplitude 

Lipofuscin like- (proteins, lipids, 
(UV, 400-500 nm)/ depending on 

lipopigments/ ceroids retinoids) 
(480-700 run) eldering, oxidation 

degree, cell sternness 
degree 
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Since each endogenous fluorophore has its unique fluorescence profile ( as shown in Figure 

2-2), they can be distinguished and quantified by quantitative analysis. A rich information 

dataset from these endogenous fluorophores can provide us with more insight into the 

understanding of cells that are in different states or undergoing different biological processes 

[ 4, 5, 78, 80, 85]. It is reported that features like channel ratios could be used as an imaging 

biomarker for redox ratios, which could further reveal the state of metabolism that linked to 

certain diseases. [86-89].For example, the ratio for NADH/NADPH could be measured by 

HIS, which further indicates the changes in redox ratios. In some studies, it is used to 

indicates the states of breast cancers [88, 89]. 

(!) 
(.) 
c:: 
(!) 
(.) 
ti) 

~ 

100 

§ 25 
r:i:: 

0 
400 500 600 

Wavelength (run) 

- Proteins 

- NAD(P)H bound 

- NAD(P)H free 

- Arachidonic acid 

- Vitamin A 

Bilirubin (BSA) 

Flavins 

• • • • Lipopigments 

700 

Figure 2-2 Typical spectral profiles of autofluorescence emission from single endogenous 

Fluorophores. Adapted from ". Autofluorescence spectroscopy and imaging: a tool for 

biomedical research and diagnosis" by Croce, A. C. and Bottiroli, G., 2014, Eur J Histochem, 

58, 2461. Copyright 2014 by" A.C. Croce and G. Bottiroli." Adapted with permission. 

To understand the information provided by these endogenous fluorophores, we need to 

have a deeper understanding of the data acquisition techniques and the data analyzing 

methods used in fluorescence microscopy and hyperspectral imaging. This is discussed in 

the following section. 

2.1.2 Fluorescence microscopy 

A typical fluorescence microscope is quite similar to a light microscope in overall design, 

except it is accompanied by a specialized excitation light source and filter set or filter cube. 
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Figure 2-3 shows a simplified schematic of an epi-illumination fluorescence microscope; it 

is a preferred design in modem fluorescence microscopy. Take the Stokes shift into 

consideration, and it is simple to imagine how to build a fluorescence microscope: illuminate 

the sample at a chosen wavelength and filter the emission light at a longer wavelength so 

that only the emission fluorescence can be seen [90]. In this section, we discuss each 

fundamental component in a fluorescence microscope. 

Biological sample -----

Objective 

Emission light 

Dichroic mirror 

Filter Cube -----

Emission Filter 

Detector 

Excitation Light 

------ Excitation Filter 

=;;;;;;;;;;;;;,(] 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

--------' 

Light Source 

Figure 2-3 Simplified schematic diagram of a fluorescence microscope ( epifluorescence) 

A typical fluorescence microscope contains two sources of light. One is used for 

illuminating the biological sample in the transmitted mode for initial viewing; it is usually a 

halogen lamp. The other is the excitation source, usually mercury arc lamp, xenon arc lamp, 

laser, or LED (Light-Emitting Diode), which is used for exciting the specimen. 

One essential requirement of a fluorescence microscope excitation light source is that its 

emission spectrum closely matches the excitation spectrum of the fluorophores so that an 

image with a high signal-to-noise ratio (SNR) can be captured. Wavelengths that match the 

fluorophore strengthen the signal, but any nearby wavelengths generate background noise 

that can outweigh the signal emitted by the object of interest. Mercury arc lamps and xenon 

arc lamps are very convenient sources of excitation since they have a broad spectrum, so 

they are suitable for several typical fluorophores. However, due to the instability and uneven 

illumination of these lamps, they are not suitable for quantitative analysis [70]. 
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Meanwhile, the laser has become another light source for fluorescence microscopy. Lasers 

emit light at discrete wavelengths and are well known for high stability both spatially and 

temporally - both on a short and long timescale [70]. Laser light can be easily be focused on 

the specimen plan compared to the mercury arc lamp. However, their high cost, limited 

wavelengths, and potential risk have confined their use [91]. 

Furthermore, high brightness LEDs across the visible spectrum has emerged as a new light 

source. LEDs are semiconductors that exploit the phenomenon of electroluminescence, in 

which a material emits light in response to the passage of an electric current [92]. LEDs are 

available throughout the UVNis/NIR-spectrum with a narrow bandwidth. They are easy to 

maintain and have a long lifetime, besides, they can be switched in nanoseconds, and they 

do not require warm-up and cool down. These features make them ideal light sources for 

fluorescence microscopy [70, 92-94]. Moreover, the LED source can be easily connected to 

the microscope via a liquid light guide, and they can provide a more uniform excitation 

across the field of view [93]. 

In a fluorescence microscope, the light at specific wavelengths (related to particular 

fluorophores) needs to be selected and separated from others. One desirable way is by using 

filter cubes, which are small block-shaped filter holders composing of the excitation filter, 

dichroic mirror, and emission filter [90], By fitting filter cubes into a circular carousel or 

linear block that can hold several different cubes, it makes switching these filter cube easily 

and rapidly possible, either manually or automatically. [95] 

Filters usually have different transmission properties. For example, a short-pass filter will 

only allow light shorter than a particular wavelength to pass, while a long-pass filter only 

allows light longer than a specific wavelength to pass through the filter. Besides, both wide 

band-pass and narrow band-pass filters exist based on the width of wavelength they allow to 

pass [96]. The narrower the range of wavelengths the filters are, the less the intensity is 

allowed to pass, which will result in a weaker signal [96]. However, this also means the 

system is more capable of discriminating individual fluorophores in a mixture (i.e., better 

contrast). Meanwhile, broadband filters provide more signal, but less contrast [95]. Other 

wavelength-selection devices, like monochromators and electro-optic instruments, are also 

widely used. Meanwhile, dichroic mirrors are another useful tool in filter cube manufacture, 

because they can reflect the shorter wavelengths excitation light and allow the long­

wavelength emitted light to pass. It prevents the excitation light from either the detector so 
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that the image is corrupted by excitation light [95]. Given the Stoke shift, it is easy to choose 

the right filter cube for the fluorophores of interests. 

In the early years of fluorescence microscopy, light-sensitive films were used for image 

recording, but with the development of electronic light detectors, it was possible to capture 

fluorescence images in a numerical, digital form. This advancement in image capturing 

methods, along with the development in image digitalization, analysis, and storage methods, 

have made a significant contribution to quantitative fluorescence microscopy. 

A variety of detectors are used in modem fluorescence microscopes, such as the charged­

coupled device (CCD), Electron Multiplying CCD (EMCCD) complementary metal-oxide­

semiconductor (CMOS) active pixel detector, and photomultiplier tube (PMT). [70] 

The most commonly used light detector in a standard widefield fluorescence microscope 

is a CCD camera. It offers excellent SNR and a relatively low price when comparing to 

EMCCD and CMOS detector. EMCCD provides high performance when imaging in low 

light level with speed, for example, single-molecule fluorescence. CMOS is useful for 

microscopy when speed is vital, combined with its high sensitivity and large field of view. 

Meanwhile, PMTs are used in applications without spatial resolution, such as laser scanning 

confocal microscopes. Other types of light detectors, such as intensified charge-coupled 

device (ICCD), and avalanche photodiodes (APDs), are becoming essential in modem 

fluorescence microscopy. [70] 

Although fluorescence microscopy has opened a new window for the biologist, especially 

in live-cell imaging, its use is still limited by some significant issues. The first one is 

photobleaching. Fluorescent molecules can be photochemically destroyed when interacting 

with surrounding molecules; they permanently lose their ability to fluoresce. This 

phenomenon affects the collection of high-quality image data. The second issue is 

phototoxicity. Under high-intensity illumination, the excited fluorescent molecules are more 

likely to be involved in free radical production with molecular oxygen. These free radicals 

are highly active and unstable. They can damage subcellular components and compromise 

the entire cell. [97, 98] This process might interfere with the observation. The last issue is 

the limited spatial resolution of images. The optical resolution of fluorescence microscopy 

depends on the wavelength of the light that builds the image, and it is also impacted by the 

numerical aperture of the lens. This makes it impossible for fluorescence microscopy to 

distinguish features less than ~250 nm. In other words, any objects that are smaller than 
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~250nm can be misinterpreted from the fluorescence image. Besides, only a few 

fluorophores can be measured simultaneously in one specimen, because, currently, some 

have close wavelengths that cannot be distinguished due to the limitation of filter cube 

settings; some fluorophores with similar colors may appear in the same wavelength in the 

fluorescence image. 

2.1.3 Hyperspectral imaging 

Hyperspectral imaging (HSI) was first applied in remote sensing by NASA in the early 70s 

[39], It was then modified for application in several different fields including biomedical 

research, agriculture, food safety, and forensic sciences. [38-40, 57, 59, 61, 64, 65, 68]. It 

has shown great potential in distinguishing and quantifying different fluorophores. Only gray 

or RGB images from a biological specimen can be captured by traditional biomedical spatial 

imaging. Features extracted from these images are usually spatial properties such as shape, 

size, and texture. However, limited information can be provided by these features for early 

detection and identification of cell abnormalities [ 40]. 

The HSI used in biomedical research combines the strength of both fluorescence 

microscopy and spectrometers. It obtains not only a 2-D spatial image but also acquires 

spectral information from each pixel. Another spectral imaging method, multispectral 

imaging (MSI) is similar to HSI but has two main differences: 1) HSI usually acquires 

images from tens to hundreds of bands (or "channels", each represent a specific 

excitation/emission wavelength) while MSI only captures a few bands; 2) HSI continuously 

measures the spectrum, while MSI usually measures selective, non-continuous bands [99]. 

HSI is more sensitive to complex spectral changes when comparing to MSI because it 

acquires more information spectrally. HSI exhibits extraordinary power in discriminating 

multiple chemical species, especially when their emission spectra are partially overlapped. 

[100] 

In biomedical imaging, with the ongoing discovery of exogenous biosensors, such as 

fluorescent proteins [100], quantum dots [101], and organic fluorophores [102] and the 

revelation of various endogenous chromophores, such as NADH, FAD, and Tryptophan, 

these findings made the widespread application of HSI possible. In order to take advantage 

of these exogenous and endogenous fluorophores, imaging systems must have the ability to 

measure the spectroscopic variations of several fluorophores together. This requirement is 

because most cellular responses do not take place independently, and there is a combination 
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of fluorophores changes that occur in response to cellular events simultaneously. It requires 

the HSI system to have excellent resolution, both spatially and spectrally, to observe these 

events in vivo. [99] 

One drawback of relying on conventional diagnostic imaging methods, which can be easily 

overcome by HSI, is that there is sometimes a lack of sufficient information. In most cases, 

even with the progress of the disease, however, there are no significant changes in the 

morphology or color characteristics in abnormal cells, which can lead to the delay of accurate 

diagnosis. Meanwhile, the information extracted from HSI can potentially provide crucial 

pieces of evidence for cellular metabolism changes due to diseases, since it can monitor 

fluorophores that are involved in cellular metabolism. One of the two main advantages of 

HSI is that it can image a combination of different fluorophores with a universal 

experimental setting without changing filter settings. Another advantage of HSI is that it 

improves the efficiency of the unsupervised linear spectral unmixing, which is an efficient 

information extraction method for HSI. It is one of two unmixing methods that can 

distinguish different components from a mixture without knowing which specific 

components are in the mixture [99]. Meanwhile, the other method, called supervised linear 

spectral unmixing, requires specific information to perform the unmixing procedure, 

including the exact number of fluorophores in the mixture and their emission spectra. 

However, if that information is either hard to acquire, as unknown chemicals are present in 

the mixture, e.g., for in vivo tissue measurements, or unreliable to use, as when the 

fluorophores' spectra are subject to change due to experimental and biological environment, 

the supervised spectral unmixing is most unlikely to succeed. In these situations, HSI's 

continuous spectral sampling becomes crucial because optimizing the wavelength of 

interested channels, as described earlier, is impracticable [99, 103]. 

The essential parts of an HSI system are similar to that of a standard microscope, which 

includes hardware, data acquisition software, and pre-processing software. It also requires 

appropriate image processing methods and data analysis methods to unlock the potential of 

an HSI system fully. 

2.1.4 Image processing 

After the hyperspectral image has been obtained, it is important to perform image pre­

processing to generate an accurate image for further analysis. The first important step is 

illumination correction, to correct the inhomogeneous illumination caused by misaligned 
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optics, dust, nonuniform light sources, or vignetting [ 104, 105]. The consequence of ignoring 

illumination correction often leads to intensity loss in dim areas, which can be up to 50% in 

scientific complementary metal-oxide-semiconductor (sCMOS) cameras [105]. However, 

these issues are often underestimated by many researchers. 

There are two kinds of illumination correction methods. One is called prospective methods, 

which use a set of reference images to help estimate the correct surface. It requires either a 

set of bright images or dark images or a combination of both bright images and dark images 

to help correct the sample images. However, when reference images are corrupted or 

unavailable, it would be impossible to use prospective methods. Retrospective methods 

would be more appropriate for this situation since they only rely on actual images. 

Retrospective methods estimate the illumination pattern based on several non-related actual 

images, then substrate this pattern to restore the images to its ground truth. 

After the images have been corrected, it is also important to get rid of the noise from the 

images. The noise intrinsic in hyperspectral imaging and the restricted ability of 

hyperspectral imaging tools presents one of the greatest difficulties in image pre-processing. 

The objective of image pre-processing is to enhance the visibility of certain image 

characteristics for subsequent assessment or display of images. The pre-processing method 

does not improve the intrinsic content of data but merely emphasizes it [ 106]. 

The advances in digital imaging sensors in past decades have resulted in a wide range of 

use of digitally processed cameras[107]. Nevertheless, the SNR limits the extraction from 

the images of helpful data. Although image noise sources for CCD[107] are well 

documented, little research has been accomplished to evaluate and validate the EMCCD 

noise sources. In this chapter, the noise components are presented and discussed based on 

previous work [8, 108, 109]. 

According to previous research, imaging noises are divided into different types, including 

spatially fixed noise, temporally varying noise, and digital processing based noise. [ 11 OJ The 

spatially fixed noise is known as illumination independent noise, which consists of reset 

noise, combined thermal noise, combined flicker noise, readout noise (Nread), dark current 

shot noise (Ndc), and offset fixed pattern noise (Noffset). On the other hand, photo-response 

nonuniformity (PRNU) and photon shot noise (SNph) are temporally varying noise [110]. 

This temporally varying noise is illumination dependent noise. Furthermore, digital 

processing-based noise consists of quantization noise (NQ) and EM gain noise. The noise 
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model for the EMCCD camera was summarised from the previous study, and shown 

below[107, 108, 111]. Table 2-2 shows the most common EMCCD noise. [8, 81, 107, 108, 

111-116] 

Table 2-2 Noise elements for EMCCD camera 

Noise Type Origin 

Illumination-Independent Noise Types 

NR, reset noise. 
CCD support IC. 

Ntherm combined 
CCD support IC's. 

thermal noise. 

Nother, combined 
flicker noise, dark CCD sensor and CCD 

transistor currents, support IC's. 
and other minor 

contributors. 

Nread, readout noise. As per NR, Ntherm, and 
Combined 

Nother. 
N R+ Ntherm+ N other. 

Ndark, dark-current CCD sensor. 
shot noise. 

FPN, offset fixed- CCD sensor. 
pattern noise. 

Illumination-Dependent Noise Types 

PRNU, photo 
response non­

uniformity. 

Nshot, photon shot 
noise. 

NCic 

F 

CCD sensor. 

CCD sensor. 

EM gain register. 

EM gain register. 

Manifestation 

Additive temporal 
and spatial variance. 

Additive temporal 
and spatial variance. 

Additive temporal 
and spatial variance. 

Additive temporal 
and spatial variance 

Additive temporal 
and spatial variance. 

Additive spatial 
variance only. 

Multiplicative spatial 
variance only. 

Additive temporal 
and spatial variance. 

Poisson noise 
component 

Uncertainty added 
to all input 

components 

Dependencies 

Temperature. 

Temperature. 

Temperature, CCD 
readout rate. 

Temperature, CCD 
readout rate. 

Temperature, 
exposure time. 

Temperature, 
exposure time 

Incident pixel 
illumination. 

Incident pixel 
illumination. 

Vertical shift speed, 
clock level, shape 

Hardware, 
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Digital Processing Noise Effects Types 

Nn, demosaicing 
noise. 

Nfiit, post-image­
capture effects. 

CCD support IC. 

CCD support IC. 

HYPERSPECTRAL IMAGING 

Multiplicative noise 
amplification or 

attenuation. 

Multiplicative noise 
effect. 

Demosaicing 
implementation, 
combined sensor 

noise. 

Parameters for 
image 

enhancement, 
combined sensor 

noise. 

The illumination-independent n01ses are mostly temperature related; they can be 

minimized by the CCD-sensor's cooling system [8, 117]. The illumination-dependent noises 

include pepper & salt noise, which is caused by cosmic ray and other abnormal activity from 

detector pixels, and the median filter can remove it. Furthermore, it can also be additive 

Gaussian distributed noise, which can be removed by spatial domain filters [110, 118, 119]. 

After the image pre-processing procedure, there are also a few optional steps that can be 

taken before data analysis, including image enhancement, image segmentation, and object 

measurement. Image enhancement is aiming at increasing the contrast between signal and 

noise/background; it will be helpful for future segmentation procedures, especially for 

automatic segmentation. The commonly used methods include histogram equalization[120], 

convolution and spatial filtering, Fourier transform and wavelet thresholding, etc [ 121, 122]. 

Then the images would be segmented based on the region of interest (ROI), in cell biology 

research, it is usually referred to the cell itself. Many algorithms have been developed to 

perform this procedure; they usually based on different features, such as contrast, local 

intensity changes, or textures. Some examples are the threshold, edge detection, and 

morphology operation, respectively [ 106]. 

Subsequently, it is also essential to extract the features from the images for data analysis. 

The widely used features are intensity features, texture features, and morphology features. 

After these features have been quantified, these data will be used for data analysis. 

2.1.5 Data analysis 

The data analysis methods for HSI usually serve one of the following purposes: 

classification and quantification. In the biomedical field, classification can help determine 
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cell type [7, 123], cellular metabolism states [124], disease diagnosis [125], and so on. 

Furthermore, quantification is usually used to determine one or more of the fluorophores 

inside specific cells and can also be used to monitor the changes within certain cellular 

activities. [24, 126, 127] The general workflow is to use classification methods to determine 

which group the sample belongs to, then use endmember extraction to determine the 

components of the sample, and finally, use unmixing methods to determine the relative 

quantity of each endmember within a sample [128]. 

2.2 Motor neuron disease 

Motor neuron disease (MND) is an idiopathic, late-onset fatal neurodegenerative disease 

that is characterized by the progressive loss of motor neurons in the brain and spinal cord [9, 

10]. MND has an average incidence of around 1 to 9 cases per 100,000 worldwide. 

Amyotrophic lateral sclerosis (ALS) is considered the most common subtype ofMND, with 

around 80%-90% ofMND cases diagnosed as ALS. [129] ALS is commonly referred to as 

motor neuron disease (MND) in the UK and as Lou Gehrig's disease in the USA [130]. The 

mean age of onset in individuals without a known family history is 56 years, which is around 

ten years later compared to those in individuals with familial ALS. The average life 

expectancy of MND patients in Australia is about 2.5 years from the time of the first onset, 

but it can vary significantly [ 131]. Even though significant advances in the genetic 

understanding of the disease [10, 22, 32, 129, 131, 132], the exact molecular mechanisms 

behind MND are still unclear. Riluzole is the only extensively used FDA-approved disease­

modifying medicine for MND before 2017, can only prolong the life expectancy for MND 

patients for three months on average [133]. The newly approved medicine edaravone only 

works under strict inclusion criteria; its efficacy still needs to be further explored. 

In this section, I am going to provide a brief introduction to MND, challenges in disease 

diagnosis, and the effect of the disease upon the immune system. 

2.2.1 Challenges in MND diagnosis and classification 

MND is considered a group of diseases that cause the selective degeneration of motor 

neurons in the brain and spinal cord [23]. As a consequence, this will then lead to muscle 

weakness and paralysis until the inevitable death caused by respiratory failure. [18, 134] 

However, it is now recognized that MND not only represents a group of different diseases, 
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but within each disease subtype, there is a spectrum of clinical complexity with regards to 

the age of onset, clinical manifestation, and severity. [134, 135] While these parameters can 

be determined from clinical evaluation, it can be a slow process and often only possible at 

later stages of the disease. Therefore, it would be valuable to develop a simple, unbiased, 

quantitative approach to improve patient classification. 

Current MND diagnosis and classification methods are primarily based upon clinical 

observations. The most widely used test is called the El Escorial criteria [ 11] and its modified 

versions [18]. However, it is a subjective evaluation reliant upon an experienced neurologist 

to make the judgment on rating scores. Methods such as neuroimaging and have been 

introduced to aid the diagnosis progress, where they have proven valuable in excluding 

mimic diseases from misdiagnosis [136]. However, they are unable to distinguish different 

forms of MND, and they can not estimate the severity of the disease. Table 2-3 gives a 

summary of variants and mimics ofMND. 

Table 2-3 Summary table of motor neuron disease and key features with each mimic/variant. 

MND Key feature 
Differentiating/key Subtype category 

category 

Bilateral symmetric 
T2and FLAIR 

hyperintensities 

ALS 
anywhere along the 

(Amyotrophic lateral 
corticospinal tract Radiographic Primary 

sclerosis) 
superiorly from the 
cortices extending 

caudally to the brain 
stem 

In contrast to ALS, 
PLS often involves 
the parietal and 

occipital lobes, while 
sparing the temporal 

PLS lobes. On PET studies, 
(Primary lateral PLSshows Radiographic Mimic 

sclerosis) hypometabolism in 
the precentral cortex, 
while ALS can have 

frontal lobe 
involvement, which is 

not seen in PLS 
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Atrophy of the 
anterior and 

posterior horns of the 
spinal cord in 

SBMA addition to the facial, 
(Spinal and bu/bar tongue, and Radiographic Mimic 
muscular atrophy J respiratory muscles. 

Involvement of the 
muscles of 

mastication is 
characteristic 

Symmetric T2 
hyperintensities 

within the substantia 
nigra, pons, medulla, 
anterior horns of the 

spinal cord, and 
PPS ventral nerve roots. 

(Postpolio In addition to the Radiographic Mimic 
Syndrome) CNS findings, MRI 

can also show Tl and 
T2 hyperintensities 
within the gluteal 

musculature without 
inflammatory 

changes 

T2 hyperintense 

PBP 
bands in the frontal 

(Progressive bu/bar 
lobe, corona radiata, 

Radiographic Variant 
internal capsule, 

palsy) 
pyramidal tract, and 

the brainstem 

MRI: Magnetic resonance imaging, CNS: Central nervous system, FLAIR: Fluid-attenuated inversion recovery, 
PET: Positron emission tomography 

2.2.2 MND biomarkers 

21 

It remains a significant challenge to identify a minimally-invasive biomarker of disease 

onset or progression. Several potential biomarkers have been reported in recent years. Some 

showing promise for disease classification and diagnosis [34]. Table 2-4 shows a summary 

of these biomarkers. 
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Table 2-4 Diagnosis and classification biomarker for ALS [30, 34-36, 137-142] 

Biomarker Type 

Protein-based 
marker 

Genomic 
biomarkers 

Biological fluid-
based biomarker 

N euroimaging 
Biomarkers 

Electrophysiological 
Biomarkers 

Another test 

Testing 
subjects 

CSF, blood 

Somatic cell 

Blood, Urine 

Brain and 
spinal cord 

Nervous 
system 

Skin, urine 

Measurement 
methods 

ELISA, 
Mass, 

spectrometer, 
western blot, etc. 

DNA sequencing 

Blood test 

MRI, PET, 

Nerve conduction 
studies and needle 
electromyography. 

Examples 

p75ECD,TDP-
43, Ratio of 

CD14 to SlOOp, 
pNfH, MCP-1, 

etc. 

SOD1, 
TARD BP, FUS, 

etc. 

Uric acid 

VBM,SBM, 
FDG-PEG, 

TSPO-PET, etc. 

CMAP, NI, 
MUNE, etc. 

Skin biopsies, Bedsores, 
Urine analysis. p75Eco 

Reference 

[137, 140, 
143-146] 

[147-149] 

[150] 

[151-156] 

[157-159] 

[160, 161] 

CSF: Cerebrospinal fluid, ELISA: Enzyme-linked immunosorbent assay, p75ECD: extracellular domain of p75. 
pNf-H: Phosphorylated neurofilament heavy subunit, VBM: Voxel-based morphometry, SBM: Surface-based 
morphometry DTI: Diffusion Tensor Imaging, TSPO-PET: The translocator protein, FOG-PEG: 
Fluorodeoxyglucose positron emission tomography, CMAP: Compound motor action potential, NI: The 
Neurophysiological Index, MUNE: Motor unit number estimation and motor unit number index 

Since MND is a complex disease, it is highly likely that multiple pathogenic processes are 

involved during the progress of the disease. This includes neuronal dysfunction, the 

accumulation of insoluble proteins, and neuroinflammation. These abnormalities may 

eventually be reflected by detectable changes in blood or CSF. However, because of disease 

complexity, a panel of biomarkers may likely be more informative. Alternatively, another 

solution may be to develop a method that can monitor the dynamic change of several 

biological processes simultaneously [36]. 

2.2.3 Hypothesis about MND mechanism 

In the past three decades, several hypotheses have been proposed, including excitotoxicity, 

structural and functional abnormalities of mitochondrial, impaired axonal structure and 

transport defects, altered energy metabolism free radical-mediated oxidative stress, and 

neuron inflammation, [22, 27, 30, 31, 33, 132, 162, 163] 
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Excitotoxicity is caused by over-stimulation ofreceptors for excitatory amino acids (such 

as glutamate), resulting in neuronal death mediated by cellular calcium influx [ 164, 165]. 

For example, abnormal levels of the astrocytic glutamate transporter EAAT2 have been 

reported in a study of human post mortem brain and spinal cord tissue [166]. Moreover, 

experiments in SODl transgenic mice have shown that overexpression ofEAAT2 can delay 

the progress of motor neuron degeneration. [167, 168] Although the exact mechanism 

remains unclear, it is worth noting that riluzole, an FDA-approved treatment for MND, 

seems to have anti-glutamatergic activity [169]. 

Mitochondrial dysfunction is widely observed in tissues that are affected by MND, 

especially for patients with mutant SOD 1. Mitochondria serve as a powerhouse for the cell, 

which is critical for the survival of the cell [30]. It is reported that mutant TDP-43 and mutant 

SOD 1 can affect the expression of proteins involved in energy metabolism in mitochondria 

[17, 19, 148]. However, whether mitochondrial dysfunction is the cause or result of 

neurodegeneration is still unclear. [170, 171] 

Altered energy metabolism states have been clearly illustrated in animal models, showing 

that whole-body energy physiology is effected in MND due to neurodegeneration. [ 172, 173] 

These metabolic changes can be observed within circulating blood and can be correlated 

with survival or functional status [174-176]. It has therefore been reported that measures of 

altered metabolism can be used as a biomarker for disrupted mitochondria. [177] 

Oxidative stress is caused by excessive production of Reactive Oxygen Species (ROS), the 

side products of healthy cellular metabolism (See Figure 2-4) [178]. Most ROS are oxygen 

free radicals, and they are involved in oxidative damage [179]. Under normal circumstances, 

these ROS are consumed by endogenous antioxidants, and the rate of generation for 

antioxidants is similar to that of ROS. However, once this balance is broken, oxidative 

damage can quickly affect normal cell function and health. Studies from post-mortem tissue 

analysis have observed oxidative damage to proteins, lipids, membranes, and DNA as 

consistent pathological disease features. [180] Furthermore, mutations in the SODl gene 

(which produces a critical antioxidant protein) are responsible for 20% of familial MND. 

[181, 182] 
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Figure 2-4 ROS in the cell. A.) Significant sources of ROS, B.) Generation of 

conventional ROS products [21, 181-185]. 

Another potential influence upon disease pathogenesis is neuroinflammation, which is 

supported by the evidence of activation and proliferation of microglia ( the resident immune 

cell in the CNS) in the areas of the CNS affected by MND [22, 185]. Microglia usually exist 

in a relaxed state in the healthy brain, with a small cell body and minimal expression of 

surface antigens [22]. Once they are activated due to injury or neurodegeneration, they will 

release several factors into the CNS, such as glutamate, ROS, proinflammatory cytokines, 

etc. in order to kill pathogens or remove debris [185, 186]. However, these factors may act 

on neuron directly to induce cell death, [186] The release of these inflammatory molecules 

from active microglia may affect astrocytes, and result in increased release of 

neuroinflammatory mediators which will result in more activated microglia. This creates a 

potentially lethal cycle [187]. Although neuroinflammation may have a strong influence on 
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neurodegeneration, there is evidence that there might be a cross-talk between 

neuroinflammation and oxidative stress, highlighting the complexity of disease mechanisms. 

A summary of some of the proposed mechanisms and hypotheses discussed above are 

shown in Figure 2-5. 
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Figure 2-5 Summary ofMND mechanism hypothesis. 

2.2.4 Monocytes function in N euroinflammation of MND 

Neuroinflammation is a hallmark of neurodegenerative disease, which involves the 

activation of several immune cells, such as microglia, macrophages, and T cells. These 

immune cells belong to the innate immune system; their roles include secretion of cytokines 

for immune cell recruitment to the site of infection, clearance of cellular debris, phagocytosis 

of pathogens, and antigen presentation. [188] 

Microglia (embryonically-derived macrophages) are reported as the essential immune cell 

type involved in neuroinflammation since they are the resident macrophages of the CNS. 
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[189, 190] Microglia are commonly believed to originate from peripheral mesodermal 

(myeloid) tissue, and microglial progenitors migrate into the nervous system primarily 

during embryonic and fetal periods of development. [ 191] It is widely accepted that activated 

microglia are a vital feature ofneuroinflammation in the CNS. However, more recent studies 

have shown that peripheral monocytes are also involved in several neurodegenerative 

diseases; several changes are observed in these monocytes, such as functional alterations 

skewed towards a pro-inflammatory state, and invasion into the CNS. [139, 192-196] 
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Figure 2-6 Potential role of monocyte and macrophage in MND. 

Monocytes are derived from hematological precursors in the bone marrow and then 

migrate into the peripheral blood. [197] Monocytes have two functional subpopulations: one 

is believed to 'patrol' within the blood vessel, the other one is thought to respond to 

designated signals and penetrate the endothelium to enter the tissue. [198] Upon injury or 

inflammation, monocytes synthesize and secrete inflammatory mediators, and generally gain 

the properties similar to macrophages. These changes include enlarged cell size, changes in 

the mitochondria, reticulum, and lysosomes. [197] 

It has been proposed that changes in monocytes within the blood may reflect 

neuroinflammation. For example, it is reported that upon motor neuron injury, changes in 



LITERATURE REVIEW 27 

monocyte receptors, cytokine secretion, and monocyte recruitment into CNS are observed 

[138, 141, 194, 199]. 

According to the previous discussion, monocyte can act as a biomarker for MND 

classification, due to its relationship with several mechanisms that exist in MND patients, as 

shown in Figure 2-6. 

This study is aimed at investigating the possibility of using autofluorescence features as a 

biomarker for MND diagnosis. It might be possible to use the change of monocytes' 

autofluorescence signal to reflect the condition of the MND patients. 
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Chapter 3: Methodology and material 

In this chapter, I am going to introduce the sample preparation procedure (monocyte 

isolation), HSI system setting, imaging protocol, image processing methods, information 

extraction methods, and data analysis methods. The sample preparation and HSI imaging 

were performed by Dr. Ayad Anwer and Dr. Sinduja Subramanian. And I carried out the 

imaging processing, data analysis, and further discussions. 

3.1 Monocyte isolation 

The monocyte was extracted from 15 samples, with 12 patients and three controls. All 

Monocytes isolation, purification, and characterization procedures were performed by Dr. 

Ayad Anwer and Dr. Sinduja Subramanian at the Department of Clinical Medicine Faculty 

of Medicine and Health Science, Macquarie University. The ethics approval is approved by 

Macquarie University MND biobank, Biobank HREC Number 5201600387. Monocyte 

isolation was performed using MACS Prep PBMC isolation kit (Miltenyi Biotec, #130-115-

169,) and pan monocyte isolation kit (Miltenyi Biotec, #130-096-537). Anticoagulated 

Whole blood was collected in 6 ml EDTA (BD bioscience, # 367873) from ALS patients 

and healthy volunteers following informed consent. The samples were obtained from the 

Macquarie University Neurodegenerative Disease Biobank, Macquarie University, New 

South Wales, Australia. Full blood count was performed with 2 ml blood using the Sysmex 

automated hematology analyzer in Douglass Hanly Moir Pathology. Monocyte isolation was 

performed in 4 ml of whole blood by the negative selection procedure. Initially, PBMCs 

isolation was performed using MACSprep PBMC isolation Kit by the negative depletion of 

non-PBMCs where all non-PBMCs were indirectly magnetically labeled with a cocktail of 

biotin-conjugated monoclonal antibodies against CD15, CD61, CD66b, and CD235a as a 

primary labeling step followed by the additional labeling with MACSprep Anti-biotin 

monoclonal antibodies conjugated with Microbeads as a secondary labeling. The 

magnetically labeled non-PBMCs ( e.g., neutrophils, eosinophils, platelets, and erythrocytes) 

were depleted by retaining them within a MACS column in the strong magnetic field of the 

MACS separator while the unlabelled target cells (PBMCs) were collected. 
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From the obtained PBMCs, human monocytes were isolated again by negative depletion 

of non-monocytes (negative selection) where non-monocytes were indirectly magnetically 

labeled with a cocktail of biotin-conjugated monoclonal antibodies followed by labeling with 

anti-biotin Microbeads. The non-monocytes (e.g., T cells, B cells, NK cells, and dendritic 

cells) were depleted by retaining them on the MACS column in the magnetic field of the 

MACS separator, and the unlabelled monocytes were collected after passing through the 

column. The obtained monocytes were washed with phosphate-buffered saline (PBS) and 

counted using countess II (Life technologies). Finally, 1 x 106 cells were obtained, which 

was 50% yield recovery from the initial 2 x 106 Monocytes. The live monocytes of ~4 x 105 

cells were then used for hyperspectral autofluorescence imaging, where 8 - 10 fields/images 

per sample were captured for analysis. Monocytes autofluorescence images were also 

obtained from Zeiss confocal microscopy at excitation/emission of 495/519 nm with the 

laser set at 488 nm. 

The monocytes were then stained with 1 µL LIVE/DEAD Fixable Near-IR Dead cell stain 

to determine the viability of cells prior to fixation, where it preserves the staining pattern by 

binding to the intracellular amines. The reactive dye has an excitation maximum of ~633 nm 

with the emission of~ 7 50 nm. This was followed by the additional labeling with 2 µL CD 14-

FITC and CD16-PE (Miltenyi Biotec) and washing with 1 mL MACS BSA buffer (Miltenyi 

Biotec) before fixation with 2% paraformaldehyde. The purity of the isolated monocytes was 

analyzed using a flow cytometer (BD LSR Fortessa X-20). The gate was set around 

CD14++CD16-, CD14+CD16++, and CD14++CD16+ monocyte population to exclude cell 

aggregates and debris where ~90% monocyte purity was achieved from ~93% live cells. 

Qualitative analysis of monocyte purity was also done using Zeiss confocal microscopy by 

capturing brightfield, CD14-FITC at 495/519 nm, and CD16-PE at 545/566 nm. 

3.2 HSI system setting 

The basic structure of an HSI system is very similar to a conventional microscope; in most 

cases, they are modified from a commercial fluorescence microscope or confocal 

microscope [200-202]. In my research, a single photon microscope (Olympus IX71 inverted 

microscope) is employed, because it has several access ports for multiple inputs or output 

devices, such as the EMCCD camera and illumination fiber bundle and homogenizing 

system [108]. 
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3.2.1 Microscope 

The Olympus IX71 system can accommodate multi-wavelength, advanced fluorescence 

techniques [203]. It has external power supplies for better thermal stability, differential 

interference contrast condenser, and the capacity to house six epifluorescence filter cubes. 

In this study, I use the Olympus IX71 system equipped with the UIS2 optical system that 

can detect near-IR wavelengths, which has much lower phototoxicity, which is preferred for 

imaging of live cells. Besides, it also has a good performance in the conventional visible 

spectrum. This system has high SNR and flat, high transmittance in a wide spectrum, even 

in the UV range. These features are ideal for the detection of weak autofluorescence in low 

light conditions [203]. The schematic diagram of hyperspectral hardware set up sees Figure 

3-1. 
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Figure 3-1 (a) Schematic diagram of the Hyperspectral hardware setup, Olympus iX71 TM 

microscope is marked with a red dotted line, whether filter cube is spotted with a blue dotted 

line, (b) single-photon autofluorescence microscopy, Olympus iX71 TM. Images are taken 

from [204] 

3.2.2 Light source 

Technological advances m LEDs make them viable sources for use in fluorescence 

microscopy. They require minimal stabilization time, have a long life, are low cost, can be 

obtained with narrow bandwidths in the order of 25 nm, and are available from the UV to 
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the green spectrum at reasonable power outputs of tens of milliwatts (mW). The LEDs 

available at the time of this project can provide useful outputs to record the cell's 

autofluorescence. Figure 3-2 shows the fluorescence intensity across a broad spectrum of 

excitation. In this figure, 12 LEDs are adjusted in excitation intensity with regard to the cell's 

autofluorescence. Here, the corresponding LEDs are presented with their actual visible color 

code (except the deep UV LEDs), while maintaining their full width half maximum (FWHM) 

characterization. Here all 11 LEDs have an FWHM width of 10 nm, except the 334 nm 

excitation source from a mercury arc lamp. Deep UV excitation at approximately 334 nm 

was provided by the use of a mercury arc lamp coupled into a fused silica fiber using a lens, 

and narrowband filter centered at 340 nm with 25 nm width. This captured the natural 334 

nm peak present in mercury arc lamps [8]. 
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Figure 3-2 Excitation range of autofluorescence in response to different wavelength 

stimulation from the light source. Images are taken from[204] 

3.2.3 Fiber coupling 

The LED sources, laser, and mercury arc lamp em1ss10ns were all coupled into the 

microscope using a custom-designed bundled fiber optic cable to produce a homogeneous 

light source. The end of the bundle was terminated with a 5 mm fused silica hexagonal 

homogenizing rod[108]. The homogenizing rod employs internal reflection to turn non­

uniform light sources into uniform sources, altering the spatial distribution of the pattern of 

origin. The particular rod employed can homogenize multipoint sources regardless of 

spectral characteristics. 
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The bundle was explicitly designed to allow multiple sources covering mid UV to near 

infra-red. The system requires no moving parts, and can all be TTL (transistor-transistor­

logic) controlled as each LED is powered by its own current source driver module similar to 

the 532 nm laser module. The mercury lamp was enclosed in a ventilated enclosure and 

equipped with a mechanical shutter capable of withstanding the considerable heat generated 

in proximity to the arc lamp; this was powered by a solenoid and a TTL controllable current 

amplifier [108]. Figure 3-3 gives an overall idea about the Coupling System design. 

Suggested bundle Configuration 
SMAconnectors 
for light 
sources, (x 17) 

5mm Hexagona l 
Homogenizer Tip 

Prizmatix 
10-LED 
system 

a 
19 fibers Tip: 
13x1mmPOF 

4x600um silica fiber 
for IR lasers 

2x600um silica fiber 
for UV lamp. 

Dense pack in 5mm 
hexagon. 

Xe Lamp 

Hg Lamp 
Lamp adaptors (x2) 

Legend 
---- - 1mm core Plasti c optical fibe r for LEDs 

- 600um core Low OH- Silica f iber for IR lasers 

- 600u m core High OH- Silica fibe r for UV Lamps (from 300n m) 

c:::i]::J - SMA connector - Special Lamp Adaptor 

Figure 3-3 Coupling System designed to interface all light sources to the microscope with a 

uniform field. 

3.2.4 Filter cube 

Three filter sets have been employed for this project, designed by Dr. Martin Gosnell [ 108]. 

These three filters are suitable for the autofluorescence measurements from the monocyte's 

organelle because they can measure most of the important fluorescence emitted by 

fluorophores that are involved in cell metabolisms, such as NADH/NADPH, FAD, and FMN. 

These filter cubes use the standard epi-fluorescent configuration of a source filter to 
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constrain the excitation band, a dichroic, and a bandpass with excellent stopband rejection 

so that the camera only sees the autofluorescent emission at the shifted wavelengths. 

Figure 3-4 shows the schematic filter position concerning the cell's autofluorescence 

emission. Both filter 1 and filter 2 use the bandpass filter for the emission, but filter 3 has a 

long-pass filter for emission. 

Cl) 

g 4 
Cl) 
(.) 
(/) 

~ 2 
0 
:::, 

u::: 

Filter 
1 

Filter 
2 

Filter 
3 

yri s 
- -- tryptophan 
- --- pyridoxin 
--- I po-Pigm nts 

0 '-----'-----~-'-- ,i;:;,..__,,jL...::!~ - -=-=::ii:.......J...- .i:-__ 4-_ ____.J'----
300 700 

Wavelength (nm) 

Figure 3-4: Emission range of autofluorescence detectable through the specified filter 

specifications. Images are taken from[204] 

3.2.5 Channel set-up 

It is possible to have 36 channels from the twelve illumination sources and three emission 

sources. However, not all the channels are useful due to the Stokes shift phenomenon of the 

adsorbate. As an example, it is quite unusual to find emission (i.e., Stokes shift) at 700 nm 

for a peak excitation lower than 400 nm. For that reason, a total of20 channels are useful for 

comparing the cell's autofluorescence [203]. 

The specification for each channel is shown in Table 3-1. 
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Table 3-1 The list of spectral channels and the respective specification. 

Spectral Camera 

Excitation Emission Quantum 
channel 

wavelength ±5(nm) wavelength ±5(nm) efficiency (QE) 

number (unitless) [204] 

1 365 414 0.5 

2 375 414 0.5 

3 334 450 0.5 

4 365 450 0.65 

5 375 450 0.65 

6 334 570 0.65 

7 365 570 0.65 

8 375 570 0.65 

9 385 570 0.65 

10 395 570 0.65 

11 405 570 0.65 

12 415 570 0.65 

13 425 570 0.65 

14 435 570 0.65 

15 455 570 0.65 

16 475 570 0.63 

17 495 570 0.63 

18 405 700 0.63 

19 455 700 0.63 

20 495 700 0.63 
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3.2.6 Camera 

In this study, an Andor iXon™+885 EMCCD camera (see Figure 3-5) has been used for 

all the sample image acquisition. This EMCCD camera is widely used in biological research 

[205-211] because of its superior sensitivity and reasonable SNR in low light conditions 

(when the signal is less than four-photon counts per pixel ) while comparing to other 

EMCCD cameras [209]. The EMCCD camera provides a clear field of view and excellent 

resolution, which offers excellent imaging ability for cell microscopy, due to its megapixel 

sensor format and 8 x 8 µm pixel size. Even at low-light conditions, the EMCCD gain can 

still maintain a high frame rate at 31 frames/sec on full resolution. [204] And the EMCCD 

gain can be switched off when the light from the specimen is sufficient, which will improve 

the SNR. Besides, its extended red QE response makes it ideal for popular red-emitting 

fluorophore imaging. 
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Figure 3-5 (a) Andor iXonTM+885 EMCCD, (b) Quantum efficiency of Andor 

iXonTM+885 EMCCD. Images are taken from[204] 

Moreover, this camera is capable of detecting single photons [204]. To reduce the noise in 

low light conditions, the acquisition conditions are full resolution and max frame rate (35 

MHz readout; frame-transfer mode; 1 µs vertical clock speed; xlOOO EM gain; 30 ms 

exposure; -85°C) [108]. It is essential to realize that sufficient cooling is required so that 

there is significantly less than one event per pixel on the EM gain. 

The critical specifications for Andor iXon885 EMCCD are given in Table E-1 in the 

appendix [204]. 
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The Andor™ IXON camera captures all the images under these illuminations, and the 

camera operates below -65 °C to reduce any kinds of sensor induced noises ( e.g., 

Illumination dependent and independent noises). 

3.3 HSI imaging protocol 

3.3.1 Using glass-bottom Petri dishes for imaging 

The glass-bottom dishes (Catalogue Number: GBD00004-200) are made with German 

optic cover glass and non-toxic adhesive [212] from Cell E&G™. The dishes were sterilized 

with Gamma radiation. These dishes are suitable for cell culture and live-cell imaging. These 

are 35 mm glass-bottom dishes with 18 mm well and 1.5 German cover glass. The actual 

thickness, confirmed from the manufacturer, was 170 µm ( ±5 µm). The thickness of the 

coverslip is significant for high-resolution microscopy. Typical fluorescence microscope 

objectives are designed for use with No: 1.5 coverslips (0.17 mm thickness). 

Figure 3-6(a) shows the glass-bottom Petri dishes from Cell E&G™. After that, 10 x 10 

grids are etched from the inside of the Petri dishes. A femtosecond laser performed the 

etching at the OptoFab, Macquarie University. All the grids are designed with 400 µm x 

400 µm with a specific number. This numbering is used to refer to the actual imaging area. 

Figure 3-6 (b) shows the grid template. With 40 x objective, typically a 190 µm x 190 µm area 

is imaged. Thus 400 µm x 400 µm gives enough space to image the center of a specific grid 

without interference with any grid line or number. (the grid lines are around 10 µm wide, 

and a single digit is 20 µm wide in this template) . After etching, the glass bottom dishes are 

soaked and washed with laboratory glassware detergent and a 10% bleach solution. Then the 

dishes are washed three times, with 70% isopropanol to sterilize. After that, all the dishes 

are air-dried in class II sterile safety cabinet and irradiated with UV for another 30 minutes 

for further use. 
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Figure 3-6 ( a) glass-bottom Petri dishes from Cell E&G™, (b )Schematic design of etched 

grid 

3.3.2 Media exchange to non-fluorescent medium 

Before any cell experiment, all Petri dishes containing cells were washed thoroughly for 

at least three times with Hanks balanced solution (HBS), where HBS is a non-fluorescent 

medium. Then each small petri dish is rinsed with 1 ml HBS before imaging. 

3.3.3 Hardware checking 

At first, the physical connection of the EMCCD camera is checked for the link with the C­

mount camera port tube (U-TV0.63XC) for the alignment purpose. Otherwise, the EMCCD's 

data will not be transferred properly to the P. After that, the fluorescence turret (IX2-

RF ACEV A) with appropriate filter cubes (filter specification is given in Section3.2.4) is 

installed for imaging. If any of the power or data cables are not plugged properly, it is needed 

to restart the whole system again. In our setup, the hyperspectral cables are not necessary to 

be connected. Because the EMCCD usually controls through customized Matlab software. 

This software controls the light sources through the 24 channel digital 1/0 card (USB-

1024LS), stored the digital counts for the images as HS data cube. Moreover, other 

parameters are sorted with another specific description file. 
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3.3.4 Using data acquisition GUI to take images 

The data acquisition GUI is operated in the MATLAB command window; this data 

acquisition GUI runs by writing the command of spectralControllerGUI. Details of the data 

acquisition GUI operation specification refer to Appendix section F. 

3.3.5 Taking references images 

As mentioned before, two sets of reference images are taken, water images and calibration 

Images. 

Calibration fluid is essential for calibration procedure, and it is a combination of dissolved 

fluorophores that would generate a spectrum that can be detected on an excellent signal level 

at all wavelengths within the current existing channels. Since every fluorophore has its 

unique, but uneven spectrum throughout the channels of interest. This is impossible to 

produce an even spectrum with good SNR using one fluorophore due to their different 

quantum efficiency at different wavelengths. Moreover, different signal power from the light 

source makes it more difficult. It is also important to notice that fluorescence intensities are 

corresponding to the concentration over only a limited range of optical densities of the 

sample, and this linear relationship is easily affected by the fluorophore content from the 

sample. However, a linear correlation is preferable between the concentration of 

fluorophores and the intensity of the fluorescence, and it means we need to control the 

concentration of each fluorophore precisely. It is reported that a mixture of fluorophores at 

certain concentrations can provide a roughly flat spectrum throughout all wavelength[108], 

which means, the flattest spectrum will have better photon counts and a decent SNR ( signal 

to noise ratio throughout all channels). 

Water images served as background Images for subtracting the background 

autofluorescence that might come from other sources. These images are later used for 

correcting the ununiform illumination from the light sources. 

3.3.6 Taking the sample image 

Once the sample has been prepared and place into the imaging dish, the image of the 

sample can be taken following the same procedure of taking the reference images, and some 

parameters need to be adjusted according to the different features of each sample in order to 

optimize the contrast and brightness. Two differential-interference-contrast microscopy 
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images (DIC images) were also taken for cell segmentation purposes, and this procedure was 

used to mask the cell area in the images. Images for different channels were taking by 

changing the light source and change of the filter cubes. 

3.4 Image pre-processing 

All the information in raw hyperspectral images is stored as photon counts. However, 

photon count is not a comparable unit for pixel values from different channels, because it is 

highly dependent on the quantum efficiency of the camera, exposure time, camera sensitivity, 

and EM gain, and all these parameters differ from channel to channel. All pixel values are 

therefore converted into a standard unit, PPS (photons per pixel per second), to perform 

further image processing operations, such as background subtraction, nonuniform 

illumination correction, and image smoothing. All these operations, including PPS 

conversion, are dealt with in the pre-processing procedures. 

In our system, PPS calculation for the camera (Andor iXON™) is given in Equation 3-1 

(k e f) _ (Yrawldigitall (k,e,f)- BOldigitall xse) 
YrawlPPSI 1 1 - G xQE xt 

EM expo 
(3-1) 

Here Yrawldigitall (k, e, f) denotes the arbitrary unit for digital counts (at the range of 214) 

for the sample, where k stands for channel number, e,f stand for the spatial coordinate of the 

pixel and the Bias Offset, BO[digitaIJ. Here BO [digital] is 100 counts for this experimental setup. 

Moreover, the sensitivity (se) for the readout rate at 13 MHz is 0.89. The EM gain (GEM) 

and exposure time ( texpo ) are adjusted by the operators individually for different channels, 

according to several factors, such as camera quantum efficiency, filter transmission rate, and 

the property of the sample [213]. The quantum efficiency (QE) of the camera detector is 

different for each channel (see Table 3-1). 

Due to the high sensitivity of the EM gain sensor, accompanied by abnormal behavior from 

sensor pixels, random noise like spikes or dips is easily generated in the images. To minimize 

the effect of noise, a median filter with a size of 3 x 3 pixels is applied to the images. The 

median filter is designed to remove abnormal pixels with extreme value compared to its 

neighborhood. The size of 3 x 3 pixels is chosen for the median filter, to make sure the filter 

only removes the abnormal pixels itself without blurring the image. 
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The EMCCD camera's main noise sources are split into two broad classifications, light­

independent noise, and light-dependent noise [107]. The illumination-independent noises 

(including dark-current shot noise and readout noise) are temporal noise, which is affected 

by temperature changes. This noise can be minimized by using optimum temperature (below 

-65°C) [214]. Illumination-dependent noises (including clock induced charge noise, photon 

shot noise, and EM gain register noise) are a combination of temporal and spatial noise. This 

illumination-dependent noise is considered additive Gaussian distributed, and usually 

minimized by image pre-processing methods [108]. 

Except for autofluorescence from the biological sample, there is also unavoidable 

autofluorescence signal from microscope slide, Petri dishes, dirt on sensors, or some ambient 

light sources [214]. These make up a background signal across the field of view. To remove 

this background noise, I took three hyperspectral images of water solution in the petri dish 

used for imaging [108]. The average of these images was smoothed and designated as B{k; 

e; I}, which was different for each channel, and later used as background subtraction images. 

Then a 'calibration fluid' is prepared for calibrating the HSI system. The calibration fluid 

is made of 30 µM NADH and five µM riboflavin[109], which has a spectrum of non-zero 

response through all our spectral channels. The calibration fluid image is also smoothed to 

avoid an exaggerated result, and denoted Craw{k; e; I}. The excitation and emission spectra 

of our calibration fluid were also measured at a specific channel using a Cary Eclipse 

Fluorescence Spectrophotometer™. The spectrum is then normalized to a sum of 1 across 

all channels and designated as p(k). This spectrum was then used to correlate the 

hyperspectral images with fluorescence spectra. This step is essential for correctly assigning 

the unmixed fluorophores by using the spectra of reference pure fluorophores for the future 

unmixing purpose. The hyperspectral imaging system was then calibrated by subtracting the 

water images from both the calibration fluid image and sample images; this was done by 

subtracting the pixel values of this smoothed water image from each calibration fluid and 

sample image in the hyperspectral data cube. 

Finally, the calibration fluid images and water images were also used to correct the uneven 

(approximately Gaussian) illumination of images [214]. In previous researches done by our 

group[8, 81, 109, 117, 126, 215, 216], the uneven illumination correction was done by 

dividing background-subtracted sample images in each channel by the related background 

substracted calibration fluid images, each of them having been smoothed by Wavelet filter. 
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[8] The relationship is illustrated in equation 3-2, where yraw(k; e; I) stands for the 2-D raw 

images, B(k,e,f) is the water image, C(k,e,f) is the calibration fluid, and p(k) stands for the 

normalized spectrum. 

(k f) P(k) X Yraw(k,e,f)-B(k,e,f) 
y ,e, = 

Craw(k,e,t)-B(k,e,t) 
(3-2) 

3.5 Cell segmentation 

In this research, the cell segmentation procedure was performed manually based on the 

DIC images. Because the autofluorescence signal is different from each channel, and each 

channel may cover different areas of the cell, only a combination of all masks from all 

channels can potentially provide more reliable results. However, due to the lack of sufficient 

automatic segmentation methods, it is impossible to segment all the fluorescence images 

manually. Giving that the autofluorescence signal near the membrane will be blurry and hard 

to determine a cut-off value manually, it is more reasonable to conduct this process based on 

DIC images. These images have a consistent optical feature through all the samples, and 

they usually have a more definite boundary than fluorescence images. After taking all these 

elements into account, the masks are drawn near the shadow of the cell from the DIC images. 

(See Figure 3-7 for example). The consistency of the manual segmentation is also evaluated 

later. 
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Figure 3-7 Manual segmentation. A) Original image. B) The yellow line shows the 

boundary of the mask 

3.6 Information extraction 

After segmentation was finished, all pixel values (measured in PPS) within the masks are 

extracted from the original image, and all pixel values were assigned to their related cell 

label for further analysis. For each cell, the measurements include mean pixel value for each 

cell (PPS per pixel, designated as MsN, where SN stands for the cell number from a specific 

sample), and for each sample, the measurement is the mean PPS value (PPS per pixel, 

designated as Ms, wheres stands for the sample code). It is shown in Figure 3-8. 
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Figure 3-8 Information extraction procedure 
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Because of the low SNR from specific channels (Channel No. 3,6,18,19,20), images from 

these channels were discarded. Otherwise, these noisy channels would introduce significant 

errors to subsequent analysis. 

3.7 Data analysis 

3.7.1 Classification 

In order to find the simplest way to distinguish patient samples and control samples, I 

presumed that there is one particular channel could be used to classify the two sample groups. 

So I employed the single-channel analysis to see whether this channel exists. In this analysis, 

Ms was used to compare the differences between each sample across all samples in each 

channel. And the channel with a significant difference between the two groups can be used 

for the classification of samples. Kruskal-Wallis tests were applied to exam the significance. 

Differences were considered significant if P< 0.05. 

However, this analysis is unlikely to work successfully, so more complex analysis will be 

required. And these analyses will be based on the features extracted from the channel 

information. In order to determine which channels are more likely to help me distinguish the 
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two groups, principle component analysis (PCA) [217] was employed. In this study, PCA is 

used as a dimension reduction tool to extract the best principle component that could be used 

to classify the samples. Each principal component represents a mix of a portion of certain 

channels. PCA is applied based on Ms data in order to perform dimension reduction. Then a 

selection of channels will be used as features for further analysis depending on the results of 

the principal component analysis, and their biology is meaning. An unsupervised 

classification method named cluster analysis is performed to distinguish the two groups. 

3. 7 .2 Data anonymization 

Before image pre-processing began, the images were renamed randomly by a piece of 

MATLAB code. Each sample will be coded with a letter instead of its original file name. 

This information was stored in a .mat file, and it is not accessed until the analysis is finished. 

In this case, I have no insight into the result until I have finished my analysis. This 

information is included in Table A-1 in the appendix, section A. 



RESULT AND DISCUSSION 45 

Chapter 4: Result and discussion 

4.1 Image pre-processing 

Figure 4-1 shows the effect of the Wavelet filter on the cell image preprocessing procedure 

accompanied by the median filter. They removed the spikes and dips in the signal caused by 

cosmic rays and inactive pixels, and they also preserved the signal in the region of interests. 
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Figure 4-1 Cell Image surface plot. A. Original image. B. Pre-processed image 
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However, due to the poor quality of the water image, it needs to be discarded from the 

flattening procedure in order to eliminate the error that is introduced by it. In the final result, 

I only used related calibration fluid images for flattening; the new equation is used to replace 

equation 3-2[ shown below. 

y(k,e,f) = p(k) X Yraw(k,e,t) 
Craw(k,e,t) 

(4-1) 

4.2 Cell segmentation evaluation 

In this research, all cell segmentation was performed manually, although the standard was 

described clearly before, it is still a subjective method. To understand the error that may be 

introduced by manual segmentation. I repeated some of the segmentation processes on four 

randomly chosen groups. And then, the similarity of these two related masks was compared 

to evaluate the accuracy of this approach. 
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Figure 4-2 shows the sample mask images used to evaluate the accuracy of the similarity 

coefficient functions. Two similarity coefficient functions were applied for cross-validation; 

they are S erensen-Dice similarity coefficient (DSC) and Jaccard similarity coefficient (JSC). 

The equation for DSC is shown in Equation 4-2, where X and Y represent the two images 

under comparison. The equation for JSC is shown in Equation 4-3. In this research, the 

higher the similarity functions are, the more similar the two images are. It is shown in Table 

4-1. 

DSC(X Y) = 21xnYI 
' IXl+IYI 

J(X Y) _ IXnYI 
' - IXI UIYI 

~- A -
~ - -

C •• 

• 
-• ~ 

1t -

B 

D 

(4-2) 

(4-3) 

Figure 4-2 Manual segmentation evaluation method assessment. A) original mask. B) 

Intentional enlarged mask, C) Mask with missing cells, D) Shifted original masks 
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Evaluation function 

S0rensen-Dice 
similarity coefficient 

Jaccard similarity 
coefficient 

Table 4-1 Manual segmentation evaluation 

Intentional 
enlarged mask 

0.62 

0.45 

Mask with missing 
cells 

0.77 

0.624 

Shifted original 
masks 

0.15 

0.081 
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According to Table 4-1 and Figure 4-2, it is clear that the masks do not only need to share 

the same shape but also need to be in the same location in order to gain a high score in these 

similarity functions. These functions are quite ideal for examing whether my manual 

segmentation method can be repeatable or not. 

Afterward, I applied two similarity coefficient functions to some randomly picked samples; 

these samples were manually segmented at different times but follow the same principle. 

The similarity functions for the repeated manual segmented masks are then compared to see 

the repeatability of the segmentation. The result is shown in Table 4-2. The segmentation 

was entirely consistent with a similarity score, all over 90% accuracy. 

Table 4-2 Manual segmentation consistency evaluation 

Sorensen-Dice Jaccard 
Sample Image Code similarity coefficient similarity coefficient 

B (1) 0.96 0.93 

B (2) 1.00 1.00 

B (3) 0.96 0.93 

B (4) 0.97 0.94 

B (5) 0.96 0.93 

B (6) 0.97 0.94 

B (7) 0.96 0.92 

B (8) 0.95 0.90 

G (1) 0.92 0.86 

G (2) 0.95 0.90 

G (3) 0.92 0.86 

G (4) 0.94 0.89 

G (5) 0.95 0.90 

G (6) 0.94 0.88 

G (7) 0.93 0.86 

H (1) 0.95 0.91 

H (2) 0.95 0.91 

H (3) 0.91 0.83 
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H (4) 0.96 0.93 
H (5) 0.92 0.85 

N (1) 0.95 0.90 
N (2) 0.96 0.92 
N (3) 0.96 0.93 

N (4) 0.97 0.94 
N (5) 0.95 0.91 

N (6) 0.97 0.93 
N (7) 0.96 0.93 
N (8) 0.95 0.91 

Average (SD) 0.95 (0.02) 0.91 (0.03) 

SD: Standard deviation. Each number represent an image number 

4.3 Single-channel analysis 

After cell segmentation was completed, all pixel values in the cell area can be extracted 

from the images according to the mask. Then the Ms(CH) is calculated based on the pre­

processed images for the selected channels, where CH stands for the channel number. It is 

shown in Figure 3-8. Ms(C) is compared to every channel separately. The result shows that 

none of the channels can separate the samples into two clear groups, where patient samples 

and control samples are being separated. Figure 4-3 shows an example of the single-channel 

analysis results of channel 11 using the t-test. There is no significant difference between the 

control group and the patient group. The other results are quite similar; see appendix section 

A for detail. Here sample H and J have an unusually high variance; it is most likely due to 

the high cell number that was measured in these two samples. (See Table D-1 for cell 

numbers per sample). However, this difference in cell number per sample was mainly 

because of the lack of enough samples. Consider the low concentration of monocyte in 

peripheral blood; it is likely that the number of isolated monocytes is hard to be maintained 

at the same level for different samples. Besides, the imaging area was randomly chosen, 

eight areas were imaged for each sample, so it is hard to maintain the consistency of cell 

numbers in this work. In future experiments, instead of using imaging numbers to measure 

the sample size, it is more reasonable to image a similar number of cells for each sample for 

further analysis. 
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Figure 4-3 Mean cell intensity per pixel on Channel 11 Green represents control 

samples; red represents patient samples. 

4.4 Principal component analysis (PCA) 
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It is as expected that single-channel analysis cannot provide us with a precise classification 

method, because of the complexity of biological metabolism process and their complicated 

relationship with the fluorophores involved. In order to extract useful features for further 

classification, I employed PCA on the mean intensity per cell to determine whether there 

would be a combination of channels that can help to distinguish the patient group and control 

group. 

According to the scree plot of PCA (see Figure 4-4), the first two components were chosen 

for further analysis, since they explain 95.7% of the co-variability among all principal 

components. This proportion is calculated by dividing the sum of the variance for principal 

component 1 and principal component 2 (Pl and P2) by the sum of the variance of all the 

principal components. 
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Figure 4-4 Scree plot of PCA result, it shows the variances of each principal component. 

Then all the original data were converted into the principal component value by the loading 

matrix (Table 4-3) and Equation 4-4. 

(4-4) 

Here, Pn designated the value of principal component n; CH means channel number, Msc 

designated the mean intensity value for sample Sin channel C, and Len stands for the loading 

value for channel C in P n, 
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Table 4-3 Loadings matrix of PCA for Pl and P2 

Variable Pl P2 
CH1 0.190 0.664 

CH2 0.084 0.128 

CH4 0.372 0.591 

CHS 0.145 0.082 

CH7 0.185 -0.097 

CH8 0.174 -0.053 

CH9 0.237 -0.059 

CH10 0.277 -0.120 

CH11 0.291 -0.139 

CH12 0.316 -0.107 

CH13 0.348 -0.140 

CH14 0.333 -0.165 

CH15 0.299 -0.187 

CH16 0.260 -0.132 

CH17 0.161 -0.161 

CHn: stand for channel number. 

After the value for P 1 and PC2 for each sample are calculated, I used clustering analysis 

to classify all samples into two groups in order to separate patients and controls ( result in 

Figure 4-5). Although the first group (blue) are all patient samples, the second group (red) 

consists of 5 patient samples and three control groups. It means that using cluster analysis 

with P 1 and P2 is not a completely accurate classification method for the sample set. 
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Figure 4-5 Cluster analysis result based on Pl and P2 value 
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In order to further examine the accuracy of classification with these two features (P 1 and 

P2), I applied linear discrimination analysis, see Figure 4-6 for the result. Two classes can 

be divided from the graph. The first one consists of the patient (B, L) and control (H, I, J), 

and the second one consist of all other patient samples. Although the accuracy is higher than 

the cluster analysis, it still only has an accuracy of 86.67%. It is unlikely to increase the 

accuracy any further due to the small sample set. 
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Figure 4-6 Sample plot with linear discrimination result. The line of separation is in 

blue. 

4.5 Feature extraction 

Although most patients can be distinguished from the control, the accuracy is only around 

86%. Considering the small number of samples within the two experimental groups 

( especially the control group with only three samples), a lower accuracy is expected. What 

is more, it is hard to have a clear biological explanation for these principle components. Thus, 

the direct use of these principle components as either a biomarker or a tool to explore related 

metabolism mechanism seems complicated. Instead of directly using the principal 

component, it seems more reasonable to take the sum of the signal from specific channels 

according to the loading matrix. There are two reasons for doing so. First, mathematically, 
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the loading matrix represents how important each variable is in the PCA results. Thus, the 

channels with higher absolute loading values will have a more significant role in 

distinguishing different groups. According to the loading matrix ( shown in Table 4-3), I 

think channels 5 to 16 are essential to feature 1, while channel 1 to 2 is more critical to 

feature 2. Second, it is necessary to take into consideration which combination of the 

channels would have a biological meaning. As described before, each fluorophore would 

have its unique spectrum across all channels. According to our previous studies, the intensity 

for each fluorophore distributes differently throughout all the channels. For each fluorophore, 

we normalize the intensity to a sum of 1 in all channels; then, we will get a normalized 

spectrum for each fluorophore. Based on these spectrums, we found that nearly 95% of the 

intensity for FAD can be measured from channel 5 to channel 16, while only around 19% 

intensity ofNADH(NADPH) can be measured in this range. For other fluorophores, due to 

S1 _ ~C=16M 
- L..C=S Sc (4-6) 

(4-5) 

their low concentration m cell and low quantum efficiency in these channels, their 

fluorescence can be considered as insignificant. In our system, it seems reasonable to assume, 

the change for the total intensity from channel 5 to channel 16 will mainly due to the change 

of FAD. The equation for the new features is shown in equation 4-5,4-6, where Sl, S2 

represent two new features described before. These two new features will be an exam for 

their classification accuracies using both cluster analysis and LDA. 

4.6 Classification method and evaluation 

Using features Sl and S2 as described before and applied it with linear discrimination, it 

can separate the two groups with the accuracy of 93.33%. The linear discriminant function 

and the classification result is shown in and Figure 4-7. 



54 

2 

1.9 

1.8 

~ 1. 7 
ro 
> 

N 
(I) 1.6 

1.5 

1.4 
•A 
-i) 

CLASSIFICATION METHOD AND EVALUATION 

11H 

• J 

eE 

ei= 
9C 

ea 
1M 

eN 

1.3 ~-~--~-~--~-~--~-~ 
3 4 5 6 7 8 9 10 

S1 value 

Figure 4-7 Sample plot with linear discrimination result. The line of separation is in blue. 
This result from LDA indicates that S 1 and S2 could potentially be two better features for 

classification than P 1 and P2 because the accuracy for classification using S 1 and S2 is 

higher than that of Pl and P2. In order to further test this assumption, I repeated the cluster 

analysis on S 1 and S2. See Figure 4-8. 
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Figure 4-8 Cluster analysis result based on S1 and S2 value 

It further validated the assumption that S 1 and S2 could serve as two better classification 

features, since, they correctly classify all the samples into two groups, where they all belong 

to their actual group. In further experiments, with the aid of the existing dataset, it is possible 

to assign future samples into the correct group. 
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When only considering S 1, it can classify most samples correctly; It may indicate that there 

is a change in the FAD level in the monocyte of MND patients. Nevertheless, relative 

biochemistry experiments need to be performed in order to validate this hypothesis. 

From Figure 4-7, it is likely that patient samples have a lower value of S 1 when comparing 

to control samples. It indicates that monocytes from MND patients may have a lower 

concentration ofF AD when comparing to healthy controls. However, the mechanism behind 

this is still not clear. It is reported that disruption of FAD synthase may lead to a rise in the 

ROS level [218], and the presence of oxidative stress plays an important part in MND [180, 

183,219]. It is likely there is an increase of ROS level, and a decrease of FAD level takes 

place in monocyte, but the biological meaning behind this still needs further investigation. 

In order to further examine the accuracy of S 1 and S2 as a classification feature, I used 

cross-validation to estimate the accuracy of these two features using LDA. In the cross­

validation simulation, I selected two samples as test samples each time and used the 

remaining 13 samples to calculate the linear discrimination function. Then I use these 

functions to exam the accuracy using the two test samples. I repeat this process for all the 

possible combinations and calculate the meaning accuracy, which is likely to be the 

estimated accuracy for these two features as a classification feature. The results show that 

when applying S 1 &S2 as classification features, it has an accuracy of 86%. Consider the 

small sample size, and it is quite likely the accuracy could improve with more training 

samples. 
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Chapter 5: Conclusion and Perspective 

5.1 Conclusion 

In this study, I have undertaken proof-of-concept studies to evaluate the utility of HSI 

methods as a potential classification method for MND patients, based upon autofluorescence 

profiles of patient monocytes isolated from peripheral blood. PCA analysis demonstrated a 

degree of separation between patient and healthy control samples, based predominantly upon 

changes in FAD autofluorescence. However, the full separation was not achieved, 

presumably because of the small sample size (particularly the control group). This project, 

therefore, provides encouraging results for HSI-based identification of MND patients based 

upon monocyte autofluorescence, warranting future investigation. 

5.2 Perspective 

For this project, I only have three control samples, and fifteen samples in total, it is 

impossible to reach any conclusive result. But it did gave us some impressive results. 

For these MND patients, due to the lack of more detailed information, I had to assume they 

are similar. However, it is highly likely they could be divided into subgroups depending on 

genotype, disease stage, age, gender, or/and some other parameters. Some groups would be 

much similar to the controls, while some are not. If more clinical information were provided, 

it could help understand what parameters may contribute to the variances within the patient 

group. In future experiments, it will be beneficial if all information regarding the patient's 

condition is accessible. Besides, it will be constructive if we could measure the monocytes 

from the same patient, but in different disease stages. 

For further experiments, measuring the FAD concentration after HSI imaging through 

relevant biochemical experiments could validate whether changes of FAD in monocytes 

could be used as a biomarker for MND patients classification. Or the measurements could 

be performed by unmixing the HSI images using a reference excitation-emission matrix of 

pure FAD [8]. Another solution is by fluorescence-based measurement, see [220]. 
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From this project, there are still some improvements that need to be made for current 

methods. First, an automatic and constant cell segmentation software needs to be specifically 

developed for our HSI system. It will be more time-efficient than manual segmentation. 

Second, a more user-friendly interface needs to be developed in order to ease the use of the 

HSI system and HSI data process for users with different backgrounds. Third, it is crucial to 

improve the monocyte's preparation procedure so that we could measure almost the same 

number of monocyte for each group. It could help us improve the accuracy of the results. 
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Appendix 

A. The single Channel analysis result 

The following figures are single-channel analysis results for each channel for all samples. 
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Figure A-1 single-channel analysis for channel 15 

B. Supplement result for LDA 

Table A-1 shows a summary of misclassified observations for the classification attempt by 

principal component 1 and 2 

Observation 

K 

L 

Table B-1 Linear Discriminant Function for Groups 

True 
Group 

p 

p 

Predict 
Group 

C 

C 

Group 

C 

p 

C 

p 

Squared 
Distance 

3.984 

4.315 

2.595 

5.741 

Probability 

0.541 

0.459 

0.828 

0.172 
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C. HSI image processing tool 

The following Figure C-1 shows the control panel of my HSI image processing tool. 

"i HSI_JJroce11ing 

Open folder Open mask 

Fo~ername 

File list 

File select 

Select 

Select All 

Control pannel 

[ Previous Images [ 

[ Previous all ] 

Images 

Mask 

[ Flatten ) 

•,I Calibration 
Fluid 

I 

Water 

- □ X 

[ exportW&c ] 

Flatten and export to tiff 

Figure B-1 Control pannel of HSI processing app 

The functions of this tool include the following: 

• Previous of HSI sample images, water, and calibration fluid images 

• PPS conversion for HSI images. 

• Apply median filter on HSI images for spikes removal 

• Smoothing of water and calibration fluid 

• Flattening of HSI image. 

• Final image smoothing. 

D. Sample code 

The following Table D-1 is the table for the group of each sample(patient and control) with 

related patient codes. 
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Table D-1 Sample states and cell number measured 

Sample code Status Cell number 

A Patient 

B Patient 

C Patient 

D Patient 

E Patient 

F Patient 

G Patient 

H Control 

I Control 

J Control 

K Patient 

L Patient 

M Patient 

N Patient 

0 Patient 

E. Camera specification 

Table E-1 EMCCD camera specification 

Specifications 

Active Pixels 

Image Area (µm) 

Active Area Pixel Well Depth (e-, typical) 

Gain Register pixel well depth (e-, typical): 

Max Readout Rate (MHz) 

Values 

1004 X 1002 

200 X 200 

30,000 

80,000 

35 

72 

151 

49 

71 

73 

91 

98 

104 

367 

118 

79 

143 

50 

65 

92 

75 
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Frame Rate at full resolution at 31.4 at 2 x 2 
binning 

Read Noise (e-, typical) 

Sensitivity (electrons per digital count) 
@max pre-gain of 3.7 

Quantum Efficiency(%): 65 @ 602 nm 

Pixel Readout Rate (MHz) 

Linearity (% deviation from line up to 
maximum) 

Vertical Clock Speed µs) 

Electron Multiplier Gain 

Digitization @ 35, 27 & 13 MHz readout 
rate 

Air-cooled (ambient air at 20°C) 

Dark Current @ -85°C (e-/pix/sec) 

APPENDIX 

60.5 

- 25@ 35 MHZ, with EM Gain less than 1 

- 22 @ 27 MHZ, with EM, Gain less than 1 

- 12 @ 13 MHZ, with EM, Gain less than 1 

- 1.23 at a readout rate of 35 MHz 

- 1.27 at a readout rate of 22 MHz 

- 0.89 at a readout rate of 13 MHz 

Detail graph is presented in Figure 3-S(b) 

35, 27, 13 MHz 

1% 

0.5,1, 1.9, 3.4 

1 - 1000 times (software controlled) via 
RealGain™control, temperature 

compensation and linearity correction 

14-bit 

-70°C 

0.002 

F. Using data acquisition GUI to take images 

In the MATLAB command window, this data acquisition GUI runs by writing the 

command of spectralControllerGUI. 
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Figure F-1 spectralControllerGUI runs through the MATLAB platform. 

Then it will open a popup window after a few seconds, which is actually taking control 

over the EMCCD and LED bank of the HS system. Figure F-1 shows the 

spectralControllerGUI window. 

It is crucial to cool down the EMCCDs sensors to reduce the background noises. As 

manufacturers specification, the preferable working temperature for EMCCD is below -65°C. 

A GUI interface window (denoting by the A in Figure F-2), it shows the real-time 

temperature. Moreover, This GUI has strictly maintained the prerequisite of -60°C, and 

beyond this temperature, the user cannot start or perform any experiments. It will take around 

2-5 minutes to cool down at -65°C concerning room temperature and previous usages. 
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Figure F-2 spectralControllerGUI platform with panel notations. 

Figure F-2, 'A', highlights the different input panels. A denotes the real-time temperature 

for the EMCCD camera. Whereas, 'B' takes the excitation duration in seconds, and 'C' 

receives the EM gain from the user. Furthermore, the 'D' panel takes the averaging counts 

for the experiment. All these three parameters are based upon a specific channel with a 

particular cell line. 'H' panel is an output monitor that shows the image in real-time. This 

panel can be managed by the inputs specified in the pixel binning section 'E.' Here 'real­

time (R/T)' switch enables the continuous mode. 

Furthermore, 'grab' and 'image' options are used for saving an image at the specific 

channel. It is crucial that to deactivate the real-time session during software automated 

imaging sessions. Otherwise, data will not save or capture accurately. This window shows 

the sensor data (maximum, mean) over the entire area (around 200 µm x 200 µm) with digital 

counts. 'max x2' and 'surf option at 'E' shows the smoothed surface image. This option 

allows for finding any sudden changes in the samples. This is very useful to take the 

calibration fluid to avoid any grid line or floating dirt. It also gives a better knowledge of the 

Gaussian distribution of the LED source around the center. 'Pixel binning' will help us to 

focus on the very noisy situation by binning the total area by 2 x2 or 4 x4. However, during 

software automated imaging sessions, the binning is always set for 1 xl to get the maximum 

amount of information without any software-oriented smoothness. From the section 'F,' 
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predefined user functions are chosen as a protocol file during software automated imaging 

sessions. After starting the automatic acquisition program, the software will prompt the filter 

number. At this stage, the user needs to check the appropriate filter physically and need to 

be careful about the unwanted light sources. After finishing with the first filter, a double 

beep tone notifies the user about changing the following filters. During DIC image 

acquisition, the corresponding message notifies as 'filter no O'. Normally filter no 1 (most of 

the cases) is used for DIC image, depending upon the image SNR during the protocol 

preparation. Moreover, at this stage, the predefined amount of microscope light is used for 

1magmg. 

Also, a description file is used to record the details of EM gain, exposer duration, and the 

quantum efficiency of the camera sensor for every image. SpectralControllerGUI saves a 

description file as 'paramDesc xxxx.mat', Where xxxx is the user-defined file name. All the 

data are stacked under the struct variable, 'para,' where data, time, protocol, imageSettings, 

stats, precise temperature are recorded. Within this struct, imageSettings saves the EM gain 

(as emGain), exposer duration (as emlnt), averaging (as avg), excitation wavelength (as ex), 

emission wavelength (as em) and filter no (as filt). As an example, during the pre-processing, 

EM gain value can be called by the para.imageSettings (1,2).emGain. Nevertheless, it is 

crucial to synchronize the description file with the HS data cube for further use. 
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G. Biosafety approval

SECTION A I 1t' Biohazard Risk Assessment Form - NON GMO 
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