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Abstract

In this thesis we carry out a number of common envelope (CE) binary interaction simulations

with the 3D, smooth particle hydrodynamics code Phantom, to study the dependence of the

early, pre-CE mass transfer phase on the mass ratio between the two stars in a binary. We

found that for larger mass ratios (𝑞 ≡ 𝑀2
𝑀1

) the pre-CE Roche lobe overflow phase is more

stable, and the mass transfer is longer lasting to the point that, should the mass ratio become

such that the companion is more massive than the primary, the CE in-spiral is prevented

(at least in the timescales accessible by the simulations). In studying this pre-CE phase,

we have also found that binaries with large 𝑞 values eject more mass early, but unbind less

of it when compared to lower 𝑞 counterparts. In both cases, any material that is likely to

fall-back onto the system comes from the material which is ejected later on during the CE,

and not beforehand, as much of the earlier ejecta’s behaviour is characteristic of homologous

expansion, reaching velocities that render the material unbound by the CE’s conclusion. This

also shows us that the pre-CE mass loss has a very small contribution, if any at all, to shaping

the final CE ejection. We have also analysed the role of this gas fall-back on the properties of

the post-CE objects, resolving that the final tightening of the orbit is unlikely to be possible

solely at the hand of envelope return, given the amount of mass expected.
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1
Introduction

1.1 Binary System Phenomena and the Common Envelope

Interaction

Multiple star systems are a common phenomenon throughout the galaxy, covering a large

range of configurations in terms of mass ratio, and evolutionary phase (Duchêne & Kraus,

2013). Binary separations also vary widely with a wide spectrum of distances from below

5 R⊙, to well over 100 R⊙ in some cases (Iaconi et al., 2017a; Deacon & Kraus, 2020). The

characteristics and morphology of these binary systems can also shift dramatically during the

common envelope (CE) phase of binary stellar evolution (Ivanova et al., 2013; Paczynski,

1976). Investigating the nature of this CE interaction has been a process spanning decades,

and there is still much that is unclear as to the physics of this process.

The CE phase is marked by the engulfment of a companion star into the envelope of its

host. It is most commonly preceded by a period of semi-stable mass transfer between the stars

due to Roche lobe overflow (RLOF). RLOF is caused by the natural growth of the host star
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as it moves through the main sequence to the red giant branch (and, later to the asymptotic

giant branch). The CE was originally invoked by Paczynski (1976) as a way to shrink binary

orbital separations to explain the formation of cataclysmic variables, X-ray binaries, and a

host of other binary classes and phenomena. This interaction has been observed in the case

of the eclipsing binary system V1309 Sco by Tylenda et al. (2011), where the orbital period

was observed to reduce, leading to an outburst after-which no binary could be observed.

This provides some observable evidence for a CE interaction that resulted in a merger. We

expect, however that some CE interactions would result in a surviving binary, forming the

close evolved binaries mentioned previously.

Type Ia supernovae are a relevant example of a well documented transient phenomenon,

with origins in binary stellar systems. In this case, there is at least one white dwarf in the

system, that accretes mass from another star or merges with another white dwarf, to exceed

the Chandrasekhar mass limit of 1.44 M⊙. This results in a detonation with a universally

similar (or scalable) luminosity peak, making Type Ia supernovae excellent standard candles

for measuring distances (Schmidt & High-Z Sn Search Team, 1998). There are two main ways

in which these objects can be generated. The single degenerate path involves a main sequence

star transferring mass onto a white dwarf companion, causing a thermonuclear explosion due

to a breach of the Chandrasekhar mass (Han & Podsiadlowski, 2004). Similarly, the mass

of the resulting star can become too high in double degenerate progenitors that require the

merging of two white dwarf stars (Webbink, 1984). In both these scenarios at least a CE

interaction is needed to reduce the orbital separation and allow mass transfer or merging to

take place.

The nature of any CE interaction heavily depends on the stability of the early mass transfer

stage. It is important then to investigate what systems undergo a CE phase, and what becomes

of the binary once said phase is either completed, or avoided. The mass ratio, 𝑞, of the binary

is perhaps the most crucial parameter in understanding the behaviour of the system. Tout &

Hall (1991) found analytically that for a non rotating star, approximated with a polytropic

index of 1.5, stable mass transfer would take place for a value of 𝑞 ≡ 𝑀2/𝑀1 ≳ 1.43 (𝑀2

is noted as the accretor, and M1 is the donor). It is likely that this value itself is further

parameter-dependent.

It is possible that most, if not all closely orbiting, evolved binaries have undergone some

type of CE phase. However, there are some evolved binaries with separations that are
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small enough to necessitate a CE interactions, yet larger than many types of post-CE compact

binaries, and larger than can be reproduced by typical CE simulations (e.g., Passy et al., 2012).

It is difficult to determine how they would have avoided more dramatic orbital shrinkage.

Phases of more stable mass transfer can grant the binary system the energy and momentum

to widen their separation and cease the mass transfer without having ever undergone a full

CE. The class of binaries with separations of the order of ≳ 100 R⊙ often have a post-AGB

primary with a main sequence companion (van Winckel et al., 2009). It was shown by Oomen

et al. (2018) that at the time of interaction these binary systems had 𝑞 values of order unity,

indicating that the mass ratio likely has a significant impact on the rate of mass transfer, and

thus also greatly impacts any CE interaction that might follow. Finally, it is crucial to note

that in order for these close orbiting binaries to have survived the CE interaction, there must

have been a substantial, if not total unbinding of the envelope. The presence of a significant

amount of bound envelope gas by the conclusion of the CE interaction will lead to envelope

fall-back and further interaction, possibly culminating in a stellar merger, as we will discuss

in detail later.

1.2 Theoretical Background

We can think of the CE interaction as a reduced three body problem. There are two main

bodies in the binary system to consider, but once enough mass transfer has occurred during

RLOF, the impact of the gas populating the space between and around the two stars becomes

non-negligible. Once the CE has begun the Roche lobe geometry no longer holds, however,

up until that point, the approximation for the Roche geometry generated by Eggleton (1983)

holds remarkably well. The essence of this geometry come from contours of equipotential,

the lowest of which define the point of mass transfer between the stars, 𝐿1. To properly

consider this geometry we are required to look at the system from the perspective of the

rotating frame, where the size and shape of the Roche lobes are then influenced primarily by

the mass of the two stars, with parameters such as orbital velocity altering the nature of their

tear drop shape. The approximation used here works by considering spheres generated from

the effective Roche radius, rL in 1.1, and depends only on the mass ratio, 𝑞, of the system. In

recent years more attempts have been made to approximate the Roche geometry, namely by

Leahy & Leahy (2015), however the approximation given by Eggleton (1983) has remained
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relevant.

𝑟L =
0.49𝑞2/3

0.6𝑞2/3 + ln(1 + 𝑞1/3)
. (1.1)

There are a few ways in which stars can enter Roche lobe contact and begin the process of

mass transfer. The most common is by growing due to regular stellar evolution towards and

along the red giant branch, or the asymptotic giant branch. The first phase of a CE interaction

is the initial mass transfer through the innermost Lagrange point, 𝐿1, where much of the

material will then be accreted by the companion or gather into a circum-companion disk.

If the companion star is a low mass main sequence star, and hence fully convective, it will

expand upon accretion and fill its own Roche lobe (Paczynski, 1976). Gas in the companion’s

Roche lobe has the potential to escape the system though the outer Lagrange point, 𝐿2 on

the side of the companion, and even through 𝐿3 on the side of the primary. This lost mass

carries angular momentum with it, thus causing the binary to compensate by shrinking the

orbital separation.

Orbital decay is also possible due to the Darwin instability (Darwin, 1879), which arises

due to tidal interactions between the two orbiting bodies. In many of the cases we will

consider, the donor star is significantly larger, and more diffuse than its typically compact

companion. We consider that the tidal bulge generated on the primary by the companion is

larger than that of the primary’s on the companion, such that 𝐼1Ω1 ≫ 𝐼2Ω2, where 𝐼 is the

moment of inertia of the star, and Ω is its respective spin angular velocity. We can then write

that the total angular momentum of said system is given by:

𝐽 = 𝐼1Ω1 + `𝑎2Ωorb, (1.2)

where ` is the reduced mass of the binary, 𝑎 is the orbital separation, and Ωorb is the spin

angular velocity of the orbit. There are three scenarios that can arise from this. The first is

that the orbital and stellar spins are synchronised, and the axis of this tidal bulge aligns with

the stellar separation axis. In this case, the orbit remains stable, and will neither shrink nor

grow. In the other two circumstances however, either the tidal bulge of the primary can lag

behind the orbit of the companion (Ω1 < Ωorb), or it can lead the orbit of the companion

(Ω1 > Ωorb). Here we will only consider the case when the spin of the primary and the tidal

bulge lag the orbit of the companion. Tidal torques will transfer angular momentum from the

orbit to the primary, shrinking the orbit and increasing the spin of the primary. However at
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this new orbital distance, the companion’s orbital velocity is larger. The system can then only

obtain synchronicity and stability if the rate of spin of the primary increases to match the

orbital frequency, such that ¤Ω1 > ¤Ωorb, otherwise the tidal bulge will lag more and decrease

the orbital distance further and drive the stars to merge ( ¤Ω1 < ¤Ωorb) (Darwin, 1879; Hut,

1980). By conservation of angular momentum of this system we have:

¤𝐽 = 𝐼1 ¤Ω1 + 2`𝑎 ¤𝑎Ωorb + `𝑎2 ¤Ωorb = 0. (1.3)

By noticing that we can write ¤Ωorb/Ωorb = −(3/2) ( ¤𝑎/𝑎), we the arrive at Equation 1.4:

𝐽spin >
1
3
𝐽orb, (1.4)

which states that the system is Darwin unstable if the angular momentum of the primary is

greater than a third of the orbital angular momentum.

Chronologically the next stage of the CE interaction is the dynamic in-spiral, characterised

by the rapid reduction in orbital separation. As the companion begins to in-spiral inside the

host, the resulting torques result in an increase in the envelope gas’ angular momentum. If the

companion is massive enough, the dragging of the envelope’s gas tends to establish co-rotation

of gas and orbit, and a reduction in the gravitational drag forces by approximately three orders

of magnitude compared to the on-set of in-spiral (Passy et al., 2012). An approximation of

this gravitational drag is given by Iben & Livio (1993) in Equation 1.5:

𝐹drag = b𝜋𝑅2
𝑎𝜌(𝑣 − 𝑣𝑒)3, (1.5)

where b is a scaling factor depending on Mach number (Ostriker, 1999), 𝜌 is the density of

the envelope gas, 𝑣 − 𝑣e is the difference in velocity between the cores and the gas, and Ra is

the accretion radius as defined in Equation 1.6, with cs defining the local sound speed:

𝑅a =
2𝐺𝑀

(𝑣 − 𝑣e)2 + 𝑐2
s
. (1.6)

The final stage of the CE following the dynamic in-spiral phase is the self-regulated in-

spiral phase, wherein much of the original system’s gas has exited the orbit of the binary and

formed an extended envelope. At this point the binary system’s mass ratio has also moved

closer to unity (Meyer & Meyer-Hofmeister, 1979). The two outcomes of this final phase

of the CE depend on the nature of the extended envelope. In order for many of the close

orbiting binaries we observe to exist, the envelope needs to be ejected. If the envelope is
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not ejected, the orbiting stellar cores will continue transferring angular momentum into the

extended envelope, eventually creating such a decay in separation that the two cores merge.

This is believed to be the case for V1309 Sco (Tylenda et al., 2011). It is unclear at this point

just how much initial conditions can influence the final separation distances observed.

In order to predict what may become of a system’s CE phase, we introduce an energy

formalism (Webbink, 1984; Iben & Livio, 1993; Ivanova et al., 2013), where we equate the

difference in orbital energies between the initial and final configurations of the binary, to the

energy required to unbind the envelope entirely, shown in Equation 1.7:

𝐸bind = Δ𝐸orb ≡ 𝐸orb,f − 𝐸orb,i. (1.7)

The binding energy of the envelope is given in Equation 1.8:

𝐸bind = 𝐺
𝑀1𝑀1,env

_𝑅1
, (1.8)

where _ is a characteristic of the internal structure of the host star, 𝑀1 is core mass of the

star, 𝑀1,env is the envelope mass, and 𝑅1 is the star’s radius. We also have that the change in

orbital energy is typically defined by:

Δ𝐸orb = 𝐺
𝑀1𝑀2

2ai
− 𝐺𝑀1,c𝑀2

2af
, (1.9)

where the parameter 𝑎 denotes the initial and final separation of the system, 𝑀1 is the total

mass of the primary, 𝑀2 is the mass of the companion, and 𝑀1,c denotes the core mass of the

primary.

Finally we introduce the efficiency parameter 𝛼, which describes the efficiency with which

the orbital energy unbinds the envelope. Equation 1.10 is referred to as the “alpha formalism”

equation:

𝐺
𝑀1𝑀1,env

_𝑅1
= 𝛼

(
𝐺
𝑀1𝑀2

2𝑎i
− 𝐺𝑀1,c𝑀2

2𝑎f

)
. (1.10)

It is worthwhile to note, however, that the parameter 𝛼 has caused much confusion depending

on its definition, and inclusion of specific energies such as stellar internal energies, and

gravitational binding energies (De Marco et al., 2011; Ivanova et al., 2013).
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1.3 Past Simulations of the Common Envelope Interaction

Binary and common envelope interactions are rarely observed outside of a few candidate

objects such as the aforementioned V1309 Sco. These interactions are either very fast and

hard to catch or slow and drawn out, making observations of these events equally challenging.

Fortunately today the increase in time-resolved astronomical surveys, aimed at detecting fast

events known as transients, has increased the number of interactions that we believe to be

common envelopes (e.g., MacLeod et al., 2017).

Utilising computer simulation codes and visualisations we are able to generate models

of these systems, with the aim to recreate and interpret the variables we are able to observe.

There are a number of ways to model binary interactions and common envelopes. Detailed

hydrodynamic models target the details of the physics and the generation of outputs such as

ejection speeds or light properties which may be observed in any one given transient event.

Additionally models can also make assumptions (based on known physics) and attempt to

model a whole population of events statistically. The latter approach is carried out with

population synthesis codes. They use statistical descriptions of stellar initial conditions, and

from that generate predictions as to the nature of the systems’ evolution (Ivanova et al., 2013).

A non-exhaustive summary of some past simulation work mentioned in this thesis is detailed

in Table 1.1, wherein simulations were chosen to demonstrate the variety of codes, mass

ratios, and other such variables available in simulating the CE interaction.

Hydrodynamic approaches suffer in that the pre-CE phase unfolds on a thermal timescale,

which then transitions to the dynamical timescale in-spiral, and then back to a thermal

timescale for the self-regulated in-spiral, making numerical treatment of binary evolution

difficult. Generally hydrodynamic codes can be separated into smoothed particle hydrody-

namics (SPH) and Eulerian grid-based codes. The latter works by discretising space into

a computational grid. Each cell is then assigned the average of hydrodynamic quantities.

Another, more recent method for example however, is the use of moving-mesh codes such

as AREPO (Springel, 2010), which effectively combine the advantages from both grid-based

and particle-based codes. As the name suggests, such codes work on a moving, unstructured

mesh, defined by the Voronoi tessellation of a set of discrete points. If the mesh were to stay

stationary, it would resemble a more typical Eulerian grid-based code, and similarly, if the

mesh cells were to move at the same speed at the fluid, they would share many of the character-

istics of a Lagrangian particle-based code. By occupying this middle ground, moving-mesh
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codes are able to adjust spatial resolution automatically and continuously, while maintaining

and excellent reproduction of properties such as shock fronts and other discontinuities.

Lagrangian SPH codes in contrast rely on a particle based discretisation of the mass

distribution, although these particles are best thought of not as physical particles, but as

smoothed interpolation points of hydrodynamic quantities. There are many advantages to

SPH codes in this manner, as they run very similarly to evolving collisionless N-body problems

under the influence of gravity. One such advantage is that SPH is able to exploit this with the

efficient methods developed to calculate self-gravity, a component that is fundamental to the

CE interaction. Shocks too, which would otherwise be poorly reproduced in discretised codes

due to the extreme gradients, can in fact be dealt with very effectively in SPH with artificial

viscosity terms. These such dissipation terms in SPH are added explicitly, and can thus be

directly translated into their physical meaning Price (2012b). Much like their grid-based

counterparts though, they too become computationally expensive when higher resolution is

needed to resolve phenomena such as instabilities and fluid flows. As Passy et al. (2012)

demonstrated there are not clear cut advantages in using either of the two techniques for the

CE interaction. Grid techniques help in regions of low density, where SPH techniques fail

because the resolution is adaptive on density, while the clear advantage of SPH is the lack of

a bounding box.

As we have described above, Tout & Hall (1991) determined that stable mass transfer

would occur for mass ratios approximately larger than 𝑞 = 1.4, which suggests stable mass

transfer may only occur in systems with an an accretor that is already more massive than

the donor. As such many simulations since have primarily focused on binary systems with

𝑞 ratios less than unity, where the unstable mass transfer that leads to the formation of a CE

interaction should be most prominent. Reichardt et al. (2019), for instance, simulated a giant

star (equivalent to a polytropic system of 𝑛 = 1.5), with a mass ratio of 𝑞 ≡ 𝑀2/𝑀1 = 0.68.

Their simulations featured a primary RGB star of 0.88 M⊙, and 90 R⊙, with a compact

companion of mass 0.6 M⊙. This setup itself followed on directly from simulations done by

Passy et al. (2012) and Iaconi et al. (2017a), but with the intention to extend the simulations

to the new SPH code, phantom (Price et al., 2018) and also to extend the simulation in time

to the pre-in-spiral and post-in-spiral phases. By comparing the same simulation setup across

3 separate resolutions Reichardt et al. (2019) was able to conclude that the mass transfer rate

is heavily resolution dependent, demonstrating that with higher resolution comes a longer
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Simulation 𝑀1 𝑀2 𝑞 ≡ 𝑀2
𝑀1

𝑅1 𝑎i 𝑎f Code Magnetic

(M⊙) (M⊙) (R⊙) (R⊙) (R⊙) type field

Passy et al. (2012) 0.88 0.6 0.68 90 83 26.8 SPH No

Nandez & Ivanova (2016) 1.195 0.4 0.335 29.48* 61.93 1.419 SPH No

Iaconi et al. (2017a) 0.88 0.6 0.68 83 83 21 SPH No

MacLeod et al. (2018a) 1 0.3 0.3 10 20.6 6 Grid No

Reichardt et al. (2019) 0.88 0.6 0.68 90 218 30 SPH No

Lau et al. (2022) 12 3 0.25 619 988 33.1 SPH No

*Roche lobe radius of the donor

Table 1.1: A summary of relevant parameters from past simulation work. Variables are as

follows: 𝑀1 is the mass of the donor/primary, 𝑀2 is the mass of the accretor/secondary,

𝑅1 is the inital radius of the donor, 𝑎i is the initial core separation, and 𝑎f if the final core

separation. Note that there are multiple simulations with many varied parameters in these

past works, such as the use of multiple 𝑞 values in Passy et al. (2012), what is presented

here is a small sample of the total. Also note that MacLeod et al. (2018a) simulated only the

pre-CE mass transfer phase, and not the full interaction.

period of initially stable mass transfer during RLOF. This study partly motivates the current

project.

Prior to the study done by Reichardt et al. (2019), MacLeod et al. (2018a) investigated

exclusively the early stages of mass transfer up to the onset of the CE phase in an attempt to

understand the role that mass transfer might play in the creation of red nova transients. Much

like the work done by Reichardt et al. (2019), the simulation was initiated at the onset of

Roche lobe contact in order to best trace the mass flow rate from its earliest point. MacLeod

et al. (2018a), however, used a 0.3 M⊙companion with a 1 M⊙RGB donor (𝑞 = 0.3 by design).

They found that simulated models of RLOF mass transfer and mass loss through the outer

Lagrange points could be well approximated by analytical expressions such as Equation 1.11:

¤a
a
= −2

¤M𝑑

M𝑑

[
1 −

(
𝛾loss +

1
2

)
M𝑑

M𝑑 + M𝑎

]
. (1.11)

Where Md and Ma are the donor and accretor stars respectively, and 𝛾loss parameterises the

specific angular momentum of the lost mass.

Many past simulations have investigated the CE interaction by means of placing the
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accretor on the surface of the donor and evolving the system from this close separation.

Iaconi et al. (2017a) was among the first to investigate the early stages of RLOF, and the

subsequent final separation, when the simulation is started with the companion placed farther

away, at the onset of Roche lobe contact. These marginally wider separations generally

involve a more prolonged period of RLOF and early mass transfer before beginning the in-

spiral phase, compared to their surface counterparts. They found that in this regime, final

separations are slightly larger, and the amount of unbound mass from the binary is somewhat

greater. Through doing this type of simulation they came to the conclusion that it was the

expansion of the donor, and not the spinning up of the star that causes a larger final separation.

Reichardt et al. (2019) found that during the rapid in-spiral phase of the CE, when the

rate of binary separation is decreasing at its maximum rate is when the largest portion of

envelope material becomes unbound, while material leaving the outer Lagrangian points

before the in-spiral remains mostly bound. Past work by Pejcha et al. (2016) believed all of

this pre-in-spiral material to become completely unbound from the system, however, it was

shown by Reichardt et al. (2019) that the pre-in-spiral mass loss, for an adiabatic equation of

state moves to much larger radii, but remains bound. This idea was also explored in MacLeod

et al. (2018b) and MacLeod & Loeb (2020). There it was found that this bound material

forms a toroidal distribution around the binary.

Similarly, the material that is ejected during the in-spiral, moves out from the centre of

mass but remains mostly bound (as also found by all simulations using an ideal gas equation

of state). This implies that bound gas must then either exist in equilibrium as a circum-binary

disk, or eventually fall-back onto the binary.

With the inclusion of a tabulated equation of state, that includes the contributions of

recombination energy, Reichardt et al. (2020) did find that a significantly larger portion of the

envelope became unbound. The ratio of hydrogen to helium recombination energy depends

on the mass of the host star, however, they generally found around 50% of the hydrogen

recombination energy should be available to do work on the envelope, while all the helium

recombination energy can be used to do work and help with unbinding. Recombination

energy also seems to evacuate a substantial amount of the envelope during the self-regulated

in-spiral phase, driving the expansion into conditions that may be ideal for dust formation

(Reichardt et al., 2020). Considering the impact of this tabulated equation of state, and the

presence of recombination energy are then crucial to accurately modelling the process of
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mass transfer during RLOF and the rapid in-spiral phase.

Recombination energy had been previously investigated in the work of Ivanova & Nandez

(2016); Nandez & Ivanova (2016) who had looked at systems with low-mass giant donors.

Their models had recombination energies of approximately 4 × 1046 erg, which were then

typically an order of magnitude less than that of their calculated binding energies. They

found the radius at which recombination could take place and power the outflow of mass

were smaller than the radii of typical giant stars, assuming the material had cooled enough.

However, although the envelopes of evolved stars are too hot to allow for this recombination,

the removal of matter due to RLOF can cause an expansion of the donor. Subsequently

the inner shells move to the new equilibrium whereas this recombination radius, which

depends on the gravitating core, shrinks. In certain cases they found this relation can lead to

recombination runaway, capable of completely unbinding the envelope. Ivanova & Nandez

(2016) also found this is exacerbated by larger companion masses, which bring more energy

into the envelope, causing a larger expansion to such a radius as to allow for recombination

to occur.

Similarly Lau et al. (2022) performed simulations featuring a significantly more massive

red supergiant donor due to the inherent differences in envelope construction between low

and high-mass giants. The radiation pressure present in these simulations was subsequently

responsible for a larger final separation, as well as a higher fraction of ejected mass during

the rapid in-spiral. The inclusion of recombination energy follows similarly from Ivanova

& Nandez (2016) and Reichardt et al. (2020), in that a significantly larger fraction of the

envelope’s mas becomes unbound, potentially leading to a total unbinding. This inclusion

of recombination energy also resulted in a larger final separation. Interestingly though, Lau

et al. (2022) attributed much of the unbinding to helium recombination, noting that hydrogen

recombination mainly occurs in gas that had already become unbound in their simulations.

MacLeod & Loeb (2020) notably also varied the polytropic index of their donor star across

their simulations of early mass transfer and RLOF. In this way they modelled low mass, gas-

pressure dominated systems with both convective and radiative envelopes. They found for

more centrally condensed and radiative envelopes with polytropic indexes of Γ = 1.35,

the orbital evolution occurred much more slowly than the stars with Γ = 1.5 simulated

previously. This is a similar conclusion to that found by Hjellming & Webbink (1987),

who also considered the adiabatic response to mass loss of both radiative and convective
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envelopes. A donor with a more centrally condensed core has less mass at larger radii, and

tends to contract when exposed to mass loss. As such the accretor in this case remains further

from the donor for longer, resulting in a prolonged phase of early mass transfer, lasting an

order of magnitude longer than in the case of Γ = 1.5 (MacLeod & Loeb, 2020).

1.4 Motivation of the Current Work

The study of the CE interaction with numerical simulations has spanned decades, and despite

the large amount of knowledge that has now been obtained, much remains to be understood

about this phase of binary stellar evolution. This thesis attempts to address, and offer further

insight into a select few of these gaps.

The driving question, and the motivation for this thesis, is what happens to the CE

phase when the 𝑞 ratio approaches, and potentially exceeds unity. As the companion moves

closer in mass to the primary star, and the phase of semi-stable mass transfer before the

CE interaction becomes longer, how is the expulsion of mass prior to the dynamic in-spiral

impacted. Would a CE simulation with better-reproduced pre-CE mass transfer lead to a

systematically different CE in-spiral interaction? Would it lead to larger separations (such

as those we observe in some post-AGB binaries; van Winckel (2003)). At the moment there

is an analytical criterion for when systems should enter the CE interaction. As Tout & Hall

(1991) found, unstable mass transfer, and thus a CE interaction and in-spiral should occur

for systems with 𝑞 = 𝑀2/𝑀1 < 1.43. This has held true so far of many of the works cited

previously, all of which have used 𝑞 values less than unity. So can we explain why certain

systems enter the CE phase? How critical is this mass ratio criterion, and could it be that

given enough time, even stable mass transfer still result in a CE interactions. In this case,

would the CE interaction be systematically different from one that happens in a classically

unstable regime? To answer these questions we will be undertaking a study using multiple

simulations featuring different values of 𝑞 ≡ 𝑀2/𝑀1.

Part of this study must then include an analysis of the early mass transfer in these binary

systems, as the mass and angular momentum lost through the outer Lagrange points is what

drives the initial orbital decay. As mentioned by Reichardt et al. (2019), material ejected

from the binary early on does not necessarily become altogether unbound, but instead remains

bound to the binary at a much larger radius. The question is then what becomes of this ejected
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material? By studying the properties and kinematics of this gas, we wish to find whether or

not the material has sufficient angular momentum to form a circum-binary disk, and at what

radius it will come to equilibrium. Should a disk be formed, or indeed any other large scale

structure, how much of it will have reached escape speed, and by extension, how much is

likely to fall back onto the binary at a later point.

We also wish to know at what point in the CE interaction this material was ejected.

Is any potential structure formed later on composed of the early mass lost through 𝐿2,

or is the majority of this marginally bound material ejected during the dynamic in-spiral?

Furthermore, we can also ask if there is a kinematic distinction to be made between this early

and later stage mass loss. Does the mass lost early through 𝐿2 and later 𝐿3 form a mold

which comes to shape the material later ejected during the dynamic in-spiral, or does the

latter overwhelm and overtake the former.

Assuming a binary system does experience the formation of a fall-back disk, we may

come to find that the binary undergoes a secondary, albeit different CE interaction, due to

the already mass reduced donor. As previous simulations have almost routinely produced

final separations larger than the observations (Iaconi et al., 2017b), particularly with the more

realistic inclusion of recombination energy, we also ask if it is possible for this fall-back

mass to do enough work on the binary to further shrink its orbit, and how much of this

fall-back mass would be needed to potentially reproduce observations. Work done previously

by Kuruwita et al. (2016) has already shown that this orbital shrinkage by way of fall-back

material is feasible, and lends credence to this concept, although in their case the fall-back

would likely lead to a full merger.

Additionally we would like to further investigate the role recombination energy plays with

a more robust equation of state, and will include a simulation as such for comparison. By

doing so we hope to find meaningful distinctions or similarities between the characteristics

of each simulation, particularly with reference to the role of early mass-loss.

Finally, previous simulations on early mass transfer have used diverse criteria to define

the beginning of the in-spiral phase, each of which in turn have differing levels of consistency

when used on other relevant simulations. As such, we also want to develop a more objective,

and easily repeatable way to define the beginning of the rapid in-spiral phase, and thus the

beginning of the CE interaction itself; this definition will be core to the work presented in

this thesis.
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2
Simulating the Common Envelope

Interaction

We have previously discussed the importance of the CE interaction in binary stellar evolution,

along with some of the areas we intend to address throughout this thesis. In this chapter

we will introduce the methods by which we will investigate these CE interactions, including

the code and its governing equations and physics, as well as the specifics of our particular

simulation work. We begin foremost with a brief introduction to fluid dynamics, and a

short elaboration on the differences between Eulerian grid-based codes, and Lagrangian SPH

codes.

2.1 A Brief Introduction to Fluid Dynamics

Consider a physical scalar or vector quantity relevant to a fluid flow, such as temperature or

velocity, being both a function of position, and time. Taking the multivariate derivative of
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this quantity yields Equation 2.1, an operator known as the material derivative.

𝐷

𝐷𝑡
≡ 𝜕

𝜕𝑡
+ v · ∇. (2.1)

The material derivative, also known as the Lagrangian derivative, depends on how the

material is being viewed, and as such is a useful tool for linking Eulerian and Lagrangian

descriptions of fluid flows. Equation 2.1 holds true for the Eulerian view, which is to say,

as a vector field sampled at a fixed point in space, where v is the velocity of the fluid in the

reference frame of coordinate system x.

From the Lagrangian perspective, that is, from the view of a particle in the fluid flow,

its own frame of reference dictates that v = 0. The vector field in this regard then only

becomes a function of time concerning the state variables of the fluid particles themselves.

Thus Equation 2.1 reduces to Equation 2.2:

𝐷

𝐷𝑡
=
𝜕

𝜕𝑡
. (2.2)

As we will elaborate on in Section 2.2, it is this Lagrangian perspective that SPH codes

operate on.

Using this Lagrangian view we can describe the acceleration of a compressible fluid in

the absence of any viscosity with Equation 2.3, where 𝜌 is the density of the fluid, 𝑃 the

fluid pressure, and aext is inclusive of any external forces present such as gravity (Price et al.,

2018).

𝐷v
𝐷𝑡

= −∇𝑃
𝜌

+ aext. (2.3)

To solve the hydrodynamics of this compressible fluid flow, Equation 2.3 is paired with

Equation 2.4, where 𝑢 is the internal energy of the fluid, and Λ is inclusive of any dissipation

and cooling terms that deviate from the otherwise adiabatic process (Price et al., 2018). This

equation calculates the exchange between internal energy and any work done on the fluid

through compression and expansion processes.

𝑑𝑢

𝑑𝑡
= −𝑃

𝜌
(∇ · v) + Λdiss. (2.4)

Another case of the Lagrangian derivative which we include for completion is the con-

tinuity equation (Equation 2.5), which enforces the conservation of mass within a system.
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Here 𝜌 is the density, and v is the velocity.

𝑑𝜌

𝑑𝑡
+ ∇𝜌 · v = 0. (2.5)

To obtain a relationship between pressure, density, and the internal energy to close this

system of equations, we then require the introduction of an equation of state (EOS). For an

ideal gas this takes the form (Price et al., 2018):

𝑃 = (𝛾 − 1)𝜌𝑢, (2.6)

where 𝛾 is the adiabatic index given by
(
𝑐p
𝑐v

)
, wherein 𝑐p = 𝜕𝑢

𝜕𝑇

��
p, and 𝑐v = 𝜕𝑢

𝜕𝑇

��
v, are the

specific heat capacities at constant pressure and volume respectively. For a monatomic gas

𝛾 = 5/3. We may then also define the sound speed of the fluid, 𝑐s, as:

𝑐s =

√︄
𝛾𝑃

𝜌
. (2.7)

We can also use the ideal gas law, Equation 2.8, to relate the internal energy to the gas

temperature, where 𝑘B is Boltzmann’s constant, ` is the mean molecular weight, and 𝑚H

is mass of a hydrogen atom (Price et al., 2018). We can also include a second term here

for radiation pressure (𝑎 is the radiation constant), though typically this term only becomes

significant for high-mass stars.

𝑃 = 𝑃gas + 𝑃rad =
𝜌𝑘B𝑇

`𝑚H
+ 1

3
𝑎𝑇4. (2.8)

In doing so we can close the system of equations used for solving compressible hydrody-

namics given by equations 2.3 and 2.4.

If the fluid cannot be considered an ideal gas, 𝛾 = 5/3 will not be true, and we cannot

continue to use the EOS form in Equation 2.6. In this case we require a tabulated EOS

which is more robust in its considerations for areas in which ionization and recombination is

important. There is no singular form for such an EOS. They can instead be constructed from

other equations of state using stellar astrophysics codes such as mesa.
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2.2 Smoothed Particle Hydrodynamics

Smoothed particle hydrodynamics (SPH), is one of many computational techniques useful in

the simulation of fluid flows. It uses a meshfree Lagragian method whereby the coordinate

system moves with a discrete parcel of the fluid. The fluid itself is comprised of discrete

particles whose resolution can be adjusted according to smoothing lengths based off variables

such as density. These particles are strictly non-physical however, and are better thought of

as a series of interpolation points for state variables like pressure.

Each particle in an SPH simulation has constant mass, but the volume of each particle

has a unique scaling; each volume is inversely proportional to the number of neighbouring

particles. This is a core feature of SPH codes and is what is responsible for the ’smoothed’

nature of the particles. The density of the the gas is then given by the sum of these nearby

masses, weighted by the smoothing kernel (Price et al., 2018):

𝜌a =
∑︁
𝑏

𝑚b𝑊 ( |ra − rb |, ℎa), (2.9)

where 𝑊 is the smoothing kernel, and h denotes the smoothing length, a characteristic that

describes how ’spread out’ each particle is, with less dense particles having a larger smoothing

length. Generally any scalar function that operates with respect to space can be written in

the form:

𝑓 (r) =
∫
𝑉

𝑓 (r′)𝛿(r − r′)𝑑r′. (2.10)

We may then generalise the Dirac delta function, in this case to the smoothing kernel,

with the characteristic width of the smoothing length, h, such that the following property and

normalisation hold (Cossins, 2010):

lim
ℎ→0

𝑊 (r, ℎ) = 𝛿(r), (2.11)

∫
𝑉

𝑊 (r, ℎ)𝑑r′ = 1. (2.12)

This ensures our smoothing kernel is here analogous the Dirac delta function. Then for a

density 𝜌(r′) we can write 𝑑𝑉 ′ = 𝑑𝑚′

𝜌(r′) , such that from Equation 2.10 we obtain:

𝑓 (r) =
∫
𝑉

𝑓 (r′)
𝜌(r′)𝑊 (r − r′, ℎ)𝜌(r′)𝑑r′. (2.13)
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Which can then be discretised from a continuous field onto a series of particles by taking

mass, 𝑚 = 𝜌(r′)𝑑r′ such that Equation 2.13 now becomes:

𝑓 (r) ≈
∑︁
𝑖

𝑚𝑖

𝜌𝑖
𝑓 (r𝑖)𝑊 (r − r𝑖, ℎ), (2.14)

where 𝑚𝑖 and 𝜌𝑖 are the mass and density of the 𝑖th particle and 𝑓 (r) is similarly the scalar

value of said particle. Note that Equation 2.9 is recovered when the function 𝑓 (r) = 𝜌.

The sum here would usually be over all particles in the simulation, but the smoothing kernel

acts in such a way as to tend to zero beyond a radius of twice the smoothing length. In this

way the sum only includes particles within 2ℎ of the particle being considered. A common

representation of such a smoothing kernel is given by the piece-wise 𝑀4 cubic spline function

(note that r is a scalar distance here) (Price et al., 2018):

𝑊 (𝑟, ℎ) = 1
𝜋ℎ3


1 − 3𝑟2

2ℎ2 + 3𝑟3

4ℎ3 for 0 ≤ 𝑟 < ℎ,

1
4 (2 − 𝑟

ℎ
)3 for ℎ ≤ 𝑟 < 2ℎ,

0 for 𝑟 ≥ 2ℎ.

(2.15)

An example of a more generic smoothing kernel example is the Gaussian defined by:

𝑊 (𝑟, ℎ) = 1
𝜋
√
𝜋ℎ3 𝑒

− 𝑟2
ℎ2 . (2.16)

The problem with such a kernel, however, is that it needs to be integrated over the entire

simulation to obtain the correct result. The choice to cut it off at 2ℎ would result in a

discontinuity at 𝑟 = 2ℎ, whereas the 𝑀4 cubic spline for comparison smoothly goes to 0 at

the same point (Figure 2.1).

Finally, to describe the discrete particles in SPH codes, we require discretised forms for

many of our continuous field equations from section 2.1. As we have already discretised our

density in Equation 2.9, we now need to do the same for Equations 2.3, 2.4, and 2.6, that is,

particle acceleration, internal energy, and pressure respectively.

Trivially we may discretise our particle pressure in Equation 2.6 such that it becomes:

𝑃𝑎 = (𝛾 − 1)𝜌𝑎𝑢𝑎 . (2.17)

For the gradient of a scalar field we can continue from Equation 2.10 in a similar manner

as before, noting that ∇ ≡ 𝜕
𝜕r . As the smoothing kernel𝑊 is the only part to depend on r, we

may again write that for a density 𝜌(r′) we obtain (Cossins, 2010):
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Figure 2.1: A comparison of the 𝑀4 cubic spline and the Gaussian smoothing kernels’

behaviour for a smoothing length, ℎ = 1.

∇ 𝑓 (r) =
∫
𝑉

𝑓 (r′)
𝜌(r′)

𝜕

𝜕r
𝑊 (r − r′, ℎ)𝜌(r′)𝑑r′. (2.18)

Which when discretised similarly to Equation 2.14, becomes:

∇ 𝑓 (r) ≈
∑︁
𝑖

𝑚𝑖

𝜌𝑖
𝑓 (r𝑖)∇𝑊 (r − r𝑖, ℎ). (2.19)

Thus taking 𝑓 (r) = 𝑃𝑎 we obtain a discretised expression for our ∇𝑃 term:

∇𝑃𝑎 =
∑︁
𝑏

𝑚𝑏

𝜌𝑏
𝑃𝑏∇𝑊 (r𝑎 − r𝑏, ℎ). (2.20)

Whereas this is a valid discretisation, it is not the most accurate obtainable, and poorly

conserves momentum (Price, 2012a). To improve our discretisation we use the Hamiltonian

SPH formulation which more accurately respects local conservation of momentum between

particles. As such we can use the identity in Equation 2.21 to modify Equation 2.20 (Cossins,

2010) (Note we desire the case in which 𝑛 = −1, where n is either 1, or -1, as in the case of

the reciprocal).

∇ 𝑓 ≡ 1
𝜌𝑛

[∇( 𝑓 𝜌𝑛) − 𝑛 𝑓 𝜌𝑛−1∇𝜌] . (2.21)
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This yields the following formulation that no longer accurately represents constant quanti-

ties, but is particularly useful in the case of the pressure gradient due to having the conservation

of momentum present as desired for our case. Again taking 𝑓 (r) = 𝑃𝑎 yields:

∇𝑃𝑎 = 𝜌𝑎
∑︁
𝑏

𝑚𝑏

(
𝑃𝑎

𝜌2
𝑎

+ 𝑃𝑏
𝜌2
𝑏

)
∇𝑊 (r𝑎 − r𝑏, ℎ). (2.22)

A similar argument to discretising the gradient of a scalar field can be made for the

divergence of a scalar field, this time using the identity:

∇ · (𝜌𝑛F) ≡ 𝜌𝑛∇ · F + 𝑛𝜌𝑛−1F · ∇𝜌, (2.23)

where again 𝑛 = −1. We can then obtain the momentum conserved formulation for particle

acceleration through the divergence of the velocity field (Cossins, 2010):

∇ · v = 𝜌𝑎

∑︁
𝑏

(
𝑚𝑏

(
v𝑎
𝜌2
𝑎

+ v𝑏
𝜌2
𝑏

))
· ∇𝑊 (r𝑎 − r𝑏, ℎ). (2.24)

By substituting Equation 2.22 into Equation 2.3, and Equation 2.24 into Equation 2.4

respectively, we obtain:

𝑑v𝑎
𝑑𝑡

= −
∑︁
𝑏

𝑚𝑏

(
𝑃𝑎

𝜌2
𝑎

+ 𝑃𝑏
𝜌2
𝑏

)
∇𝑊 (r𝑎 − r𝑏, ℎ) + aext,𝑎,

𝑑𝑢𝑎

𝑑𝑡
= −𝑃𝑎

∑︁
𝑏

(
𝑚𝑏

(
v𝑎
𝜌2
𝑎

+ v𝑏
𝜌2
𝑏

))
· ∇𝑊 (r𝑎 − r𝑏, ℎ) + Λdiss,𝑎 .

(2.25)

Thus together with Equation 2.9 and Equation 2.17, we have a complete set of discretised

equations capable of describing the basic evolution of an SPH particle.

2.3 Phantom

Phantom (Price et al., 2018) is an SPH code designed to work with a number of astrophysical

applications from planet and star formation to binary interactions, and includes a range of

physics modules such as magneto-hydrodynamics, self-gravity, chemistry, dust formation,

and more. Magnetic fields and chemistry are not important to this project, and as such we

will only here consider the modules and equations that deal with self-gravity, as it is this

gravity that is most integral to our CE simulations.



22 Simulating the Common Envelope Interaction

Phantom discretises the relevant fluid equations from the previous part in a similar

though different form. Here the equations in 2.25 are written as:

𝑑v𝑎
𝑑𝑡

= −
∑︁
𝑏

𝑚𝑏

[
𝑃𝑎 + 𝑞𝑎𝑎𝑏
𝜌2
𝑎Ω𝑎

∇𝑎𝑊 (r𝑎 − r𝑏, ℎ𝑎) +
𝑃𝑏 + 𝑞𝑏𝑎𝑏
𝜌2
𝑏
Ω𝑏

∇𝑎𝑊 (r𝑎 − r𝑏, ℎ𝑏)
]

+ aext(r𝑎, 𝑡) + a𝑎sink−gas + a𝑎selfgrav,

𝑑𝑢𝑎

𝑑𝑡
=

𝑃𝑎

𝜌2
𝑎Ω𝑎

∑︁
𝑏

𝑚𝑏 (v𝑎 − v𝑏) · ∇𝑎𝑊 (r𝑎 − r𝑏, ℎ𝑎) + Λshock −
Λcool
𝜌

.

(2.26)

For the fluid acceleration equation, the term 𝑞𝑎
𝑎𝑏

is added to correctly model shock waves.

The additional a terms are also expanded specifically into external forces, the sink and gas

particle interactions, and the inclusion of self-gravity respectively. For the internal energy

equation we also expand upon the _ terms by including specifically dissipation terms from

shock waves with thermal conduction, and cooling from chemical interactions. Importantly

the term Ω𝑎 is included in both equations as a means of accounting for SPH particles with

differing smoothing lengths, as is the case for phantom, where:

Ω𝑎 ≡ 1 − 𝜕ℎ𝑎

𝜕𝜌𝑎

∑︁
𝑣

𝑚𝑏

𝜕𝑊 (r𝑎 − r𝑏, ℎ𝑎)
𝜕ℎ𝑎

. (2.27)

The derivative leading the expression can then also be expressed as (Price et al., 2018):

𝜕ℎ𝑎

𝜕𝜌𝑎
= −3ℎ𝑎

𝜌𝑎
. (2.28)

In order to expedite the process of finding neighbouring particles much like other SPH

codes, phantom employs a kd-tree data structure. This process works by partitioning particles

into cells by splitting the simulation through the centre of mass along a plane in one axis. This

partitioning is then continued, each time along a plane that is perpendicular to the longest

axis until a limit of 𝑁particles is reached within that cell, called a ’leaf node’. Thus much of

the simulation can be disregarded during a search for neighbouring particles based on these

nodes and which particles are contained within.

Self-gravity in phantom is given as a solution to Poisson’s equation:

∇2Φ = 4𝜋𝐺𝜌(r), (2.29)

where Φ is the gravitational potential. As this equation implies instant action, the global

solution here is broken up into short and long range contributions. Short range contributions
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are computed by direct summation over neighbouring particles, whereas the long range

contributions are computed using the kd-tree to determine a hierarchical grouping of particles.

A key feature of SPH codes like phantom is the ability to alter the length of the time

step. This allows the simulation to ensure quantities such as velocity and acceleration are

calculated in sufficiently small increments, while also minimising the computational cost. A

common restriction to the timestep used in phantom is the Courant condition (Price et al.,

2018):

Δ𝑡𝐶 = 𝐶Cour
ℎ

𝑣sig
, (2.30)

where 𝐶Cour = 0.3 is the Courant factor criterion for stability found by Lattanzio et al.

(1986), and 𝑣sig is the maximum signal speed difference between neighbouring particles.

This condition ensures that features such as shock and compression waves will cover an

adequate number of time steps thus correctly resolving them in time. An example of two

more conditions for the time step are given by (Price et al., 2018):

Δ𝑡𝑎𝑓 = 𝐶force

√︄
ℎ𝑎

|a𝑎 |
and (2.31)

Δ𝑡𝑎sink−gas = 𝐶force

√︄
ℎ𝑎

|asink−gas |
. (2.32)

These are the ’force-condition’ for the acceleration of particles, and a separate condition

for accelerations due to/from sink particles respectively. What is chosen as the real time step

for the simulation comes from the minimum of each of these conditions, such that:

Δ𝑡𝑎 = min(Δ𝑡𝐶 ,Δ𝑡𝑎𝑓 ,Δ𝑡
𝑎
sink−gas). (2.33)

There is, however, an issue with using these conditions by themselves. For example,

as the two sink particle cores of our stars in-spiral during the simulation, the gravitational

acceleration will grow, causing the time step to shrink. With an endlessly shrinking time step

due to the growing gravitational acceleration and potential, the simulation will grind to a halt.

To solve this issue we need to introduce gravitational softening, and a softened potential.

Sink particles are important to our CE simulations. For the purposes of our work they

are used to approximate the core of our RGB primary star and the core of our compact

companion. These sink particles accrete no matter in our work, however, and act more
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simply as point mass particles that interact with the gas exclusively through gravitation due

to the negligible rate of interaction via collisions. This gravitational interaction between

sink and gas particles is a ’softened’ interaction. At large radii this is functions like the true

potential, however at closer distances, on the order of the softening length, the interaction is

significantly weakened. Here we will consider two ways to soften the true potential and low

radii: the Plummer potential, and the cubic spline softened potential.

The gravitational potential at any given point in space due to a sink is given by:

Φ(𝑟, ℎ) = −𝐺𝑀𝜙(𝑟, ℎsoft), (2.34)

where 𝜙(𝑟, ℎ𝑠𝑜 𝑓 𝑡 is the softening kernel. The Plummer softening kernel for example is given

by:

𝜙(𝑟, ℎsoft) = (𝑟2 + ℎ2
soft)

−1/2. (2.35)

That is to say, we can write the Plummer potential as:

Φ(𝑟, ℎsoft) = − 𝐺𝑀√︃
𝑟2 + ℎ2

soft

, (2.36)

where 𝑀 and ℎ𝑠𝑜 𝑓 𝑡 are the mass and softening length of the sink particle respectively.

The density kernel and softening potential kernel are related to Poisson’s equation with:

𝑊 (𝑟, ℎsoft) =
1

4𝜋𝑟2
𝜕

𝜕𝑟

(
𝑟2 𝜕𝜙

𝜕𝑟

)
. (2.37)

Integrating this equation allows us to solve for the softening kernel, which in our case is

the 𝑀4 cubic spline as before. Thus we obtain:

𝜙(𝑟, ℎsoft) =


𝑟5

10ℎ6 − 3𝑟4

10ℎ6 + 2𝑟2

3ℎ3 − 7
5ℎ for 0 ≤ 𝑟 < 1,

− 𝑟5

30ℎ6 + 3𝑟4

10ℎ5 − 𝑟3

ℎ4 + 4𝑟2

3ℎ3 − 8
5ℎ +

1
15𝑟 for ℎ ≤ 𝑟 < 2ℎ,

−1
𝑟

for 𝑟 ≥ 2ℎ.

(2.38)

Thus using this softening kernel allows us to find an appropriate function for Φ as before.

The 𝑀4 cubic spline potential is preferable to the Plummer potential due to its convergence

to the true potential outside of 𝑟 = 2ℎsoft, whereas the Plummer potential only converges to

the true potential for 𝑟 ≫ ℎsoft. To demonstrate this, we plot these potentials in Figure 2.2.
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Figure 2.2: Comparison between the true potential, the Plummer softened potential, and the

potential softened with the cubic spline. These were each calculated with a mass of 0.6 M⊙,

and a softening length of 3 R⊙.

2.4 Splash

Splash (Price, 2007) is the tool used in this thesis to visualise the data provided by phantom

for each simulation. It is capable of providing both 2D plots and 3D renderings for a variety

of useful quantities by default, as well as the ability to accommodate any needed additional

quantities that can be calculated.

Splash also has the useful ability to colour and plot only specific particles. This is crucial

in a number of ways to this thesis. For example we use it to count and visualise how much

mass has left the radius of 𝐿2 and at what time, as well as what is this material’s long term

behaviour, though we will revisit the specifics of that in Chapters 3 and 4.

2.5 A Note on the Definition of q

In this thesis we define 𝑞 ≡ 𝑀2/𝑀1, where 𝑀2 is the companion, or accretor, and 𝑀1 is the

primary, or donor. Note however that 𝑞 can also be defined by its reciprocal, 𝑞 ≡ 𝑀1/𝑀2,

where 𝑀1 and 𝑀2 still reference the donor and accretor respectively. This definition has
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been used in many previous works, notably that of Tout & Hall (1991), where for red giants

it was expressly stated that by stable mass transfer would take place for 𝑞 < 0.7, which by

the definition used here is equivalent to 𝑞 > 1.43. This had previously caused confusion

in Reichardt et al. (2019) who mistakenly believed their simulations of 𝑞 = 0.68 were

coincidentally investigating the boundary of stability (despite the error in interpretation, this

minor mistake did not affect their results or conclusions). A similar conclusion to Tout &

Hall (1991) for the critical value of 𝑞 was found by both Dan et al. (2011) and Frank et al.

(2002). Both found that unstable mass transfer should occur for 𝑞 > 5/6 = 0.83, but again

there is confusion, as although their definition, like ours, is 𝑞 ≡ 𝑀2/𝑀1, the roles of 𝑀1 and

𝑀2 are switched such that they are the accretor and donor respectively. It is important to note

here that Frank et al. (2002) uses 𝑀1 for their compact primary, such as a white dwarf (WD),

which is actually the accretor, while Dan et al. (2011) consider a case in which 𝑀2 is a WD

donor. In any case, rearranging their findings to fit our definition of 𝑞 yields that stable mass

transfer should occur for 𝑞 > 1.2, which as expected from Tout & Hall (1991), is above unity.

To clarify this concept for the purposes of this thesis, there have been a number of ways

to define 𝑞, and a number of system configurations determining what is the accretor and

what is the donor. Ideally perhaps a definition of 𝑞 that uses subscripts a and d, for accretor

and donor respectively would be more prudent. Regardless, henceforth for this thesis, the

parameter will be defined as 𝑞 ≡ 𝑀2/𝑀1, that is: compact, (generally) less massive accretor

over the more massive donor.

2.6 The Simulations

In order to explore the early pre-CE phase of mass transfer and the resulting characteristics

of the post-CE ejecta, we have generated eight unique phantom simulations. Across these

simulations we have varied three main parameters, 𝑞 ≡ 𝑀2/𝑀1, the resolution (number of

SPH particles), and the simulation’s EOS. Each of these parameters have a unique effect

on the way the pre and post-CE phases occur, and by varying all of them we are able to

perform a more comprehensive comparison, of both the differences and similarities in these

evolutionary phases. See Table 2.1 for a brief summary of each simulation.

This project focuses on the boundary between mass loss stability and instability, so we

have considered, as the lowest mass ratio the simulation, the 𝑞 = 0.68 simulation from
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Sim. 𝑛part 𝑀2 𝑎0 ℎsmooth Total time

𝑞(Res) (1000) (M⊙) (R⊙) (R⊙) (yr)

0.68(L) 76 0.6 218 0.53 10.1

0.68(H) 1070 0.6 218 0.19 20.1

0.85(L) 76 0.75 230 0.46 28.2

0.85(M) 138 0.75 230 0.41 15.2

0.85(H) 531 0.75 230 0.27 38.7

1.00(L) 76 0.88 235 0.46 35.4

1.00(H) 531 0.88 235 0.27 45.5

1.50(L) 76 1.32 255 0.46 40.4

(L) and (H) denote low and high resolution respectively.

(M) denotes the tabulated mesa EOS.

Table 2.1: Summary of the simulations used in this thesis, with some relevant initial conditions

such as the companion mass 𝑀2, and initial separation, 𝑎0. 𝑛part denotes the number of SPH

particles in each simulation in multiples of 1000. Total time is the point at which it was

decided to end the simulation. The radius of the donor star in all of our simulations is 90 R⊙.

We have also included the radius for the smallest particle smoothing length at time 𝑡 = 0,

ℎsmooth. Note that ℎsoft, the gravitational softening radius for both the primary, and secondary

is 3 R⊙ for all simulations.

Reichardt et al. (2019) and carried out additional simulations with larger values of 𝑞 ranging

to above unity. Much of the past work has been interested specifically in the unstable mass

transfer that leads to the CE in low 𝑞 systems. Whereas this is still of interest to us, we

also wish to investigate systems with larger final separations; separations that are unlikely to

have undergone a full CE, but have undoubtedly interacted in some manner before then. By

increasing our mass ratios to unity and beyond, we would like to see just how stable the early

mass transfer phase becomes, and how this might influence final separation.

Part of investigating the system’s stability must also include a resolution study as Reichardt

et al. (2019) has already shown that higher resolution leads to more stability. The issue of

convergence is therefore an important one and variable resolutions must be used. Besides

mass transfer stability it is already known (Reichardt et al., 2019) that a secondary period of

mass unbinding occurs after the CE in-spiral has evacuated the orbit. The higher resolution
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simulations experience virtually none of this, while the lower resolution simulations have

a significant amount of mass unbound during the self regulated in-spiral. As such this

phenomenon is artificial, but only through a resolution study can we come to this conclusion.

In short, comparing resolutions assists in determining what characteristics are reflective of

reality, and what are artifacts of the simulations themselves.

The final parameter we alter is the EOS, though only for one simulation at this time.

For seven out of eight of our simulations we assume an ideal EOS. This is a relatively good

approximation for our systems which is efficient and cheap to compute. Ideal gas, however,

cannot simulate the release of recombination energy. Such energy release is responsible for

an increase in the amount of envelope mass unbound, for example. We have included one

simulation here with a tabulated EOS from mesa for 𝑞 = 0.85. By including this we aim

to extend our analysis one step further, while admitting a larger suite of simulations with a

tabulated EOS still need to be carried out.



3
Pre-CE Mass Transfer Through The Inner

Lagrange Point

In this chapter we analyse our eight simulations, starting with a new definition for the

beginning of the CE in-spiral that we will use for the rest of this thesis. The stability and

rate of mass transfer from the donor onto the accretor before the onset of the CE might have

a significant impact on the CE outcome. In this chapter we will look at this early mass

transfer through 𝐿1 and investigate how it differs depending on the mass ratio, 𝑞, as well as

on the resolution. From this we will begin to infer the impact this early phase has on the

CE in-spiral experienced by the binary. Here we will also look at how analytical theory is

reflected in our simulations regarding this early mass transfer during RLOF, and finally we

will also confirm that our simulations are conserving quantities that must be conserved such

as angular momentum and energy.
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3.1 Defining the Beginning of the Common Envelope

Defining the beginning of the CE phase of a binary system is critical to understanding what

separates systems that experience stable mass transfer, from systems that enter a CE (unstable,

dynamic). Typically we observe this phase to be marked by a rapid in-spiral of the compact

companion into the larger, more massive primary. The Roche lobe of the larger, typically

more evolved star fills and begins to overflow mass onto its companion through the inner

Lagrange point 𝐿1. Eventually the system will begin losing mass and angular momentum

through the outer Lagrange points, 𝐿2 behind the companion, and 𝐿3 behind the primary,

causing a shrinkage in the orbital separation. Should this shrinkage progress to the point

the companion enters the envelope of the primary, gravitational drag forces will lead to a

runaway effect in which there is a period of rapid, dynamical in-spiral.

The length of the pre-in-spiral as well as the speed of the in-spiral, depend greatly on the

simulation’s resolution (Reichardt et al., 2019) and possibly on the mass ratio, 𝑞. This early

phase of mass transfer before the in-spiral is generally well understood to be significantly

longer in reality, compared to what is produced through simulations (MacLeod et al., 2018a).

This is due to the effect of limited resolution. In SPH the minimum amount of mass transfer

is set by the mass of the SPH particle. The very early mass transfer rate is expected to be

very low, but in simulations this rate, set by resolution will be higher and invariably speeds

up the entire process. The point at which this period of mass transfer gives way to the rapid

in-spiral has been difficult to define in a way that is consistently reproducible and reasonably

satisfactory.

One method of defining the beginning, and by extension, the end of the in-spiral, is using

a multiple of the maximum in-spiral time scale. Reichardt et al. (2019) used | ¤𝑎
𝑎
| ≥ 1

15max| ¤𝑎
𝑎
|

as a criterion for both the beginning and end of the CE in-spiral phase. In many circumstances

this method produces a satisfactory result, but first relies on choosing a multiple, here 1/15,

of the timescale. Any one chosen number will work better in some cases than in others. This

is a somewhat arbitrary process we would like to potentially avoid in the search for something

more universal.

Before continuing, we clarify what it means for a definition to be ’satisfactory’. Generally

we would like to choose a point on the plot of separation versus time that separates the pre-CE

mass transfer phase from the start of the CE rapid in-spiral. However, as the descent into

the in-spiral becomes more gradual for larger values of 𝑞, this transition point becomes less
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obvious. Visually we expect this point to be somewhere toward the end of the longer lasting

mass transfer phase, but before the separation starts to rapidly decrease. So in this way the

method used by Reichardt et al. (2019) generates two points (magenta points in Figure 3.1)

that are ’satisfactory’ for 0.68L and H, 0.85L and H, but begin to fail to detect the start of the

in-spiral for 1.00L.

Figure 3.1: Separation as a function of time for the three simulations that have both low

and high resolutions. The curve has been smoothed to make the location of certain points

easier in the absence of eccentricity related oscillations. For reference, the original curves

are included in red. The green line is drawn from the start of the simulation at Roche lobe

contact to the point at which ¤𝑎 is maximally negative. The green dots are the points at which

the slope of this line is tangential to the curve. The magenta dots are the start and end of the

in-spiral as determined by the criterion | ¤𝑎
𝑎
| ≥ 1

15max| ¤𝑎
𝑎
| (Reichardt et al., 2019). Note that

neither criteria hold of the high resolution 𝑞 = 1.00 simulation, as it has yet to in-spiral.

Another way to approach this problem is to take a more physical approach. For example,

we might simply define the beginning of the CE to be the point at which the companion enters

the envelope of the primary, which is to say, the point at which the separation is less than the
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original radius of the donor. This definition is quite common and was suggested originally

by Paczynski (1976). However, the nature of RLOF complicates this method. As gas is

transferred from one star to its companion, the primary’s envelope expands and is warped

by tidal forces, making it difficult to determine when the companion has truly entered the

envelope of the primary. In addition to this, the point at which the separation is equal to that

of the primary’s radius is ’unsatisfactory’ in that much of the in-spiral has already occurred

before this time. This criterion would be more suitable for simulations that begin with the

companion on the surface of the primary in that they omit much of the in-spiral that occurs

after the stars enter Roche lobe contact.

What we next suggest is a geometric criterion for defining the CE in-spiral start. On a plot

of separation versus time we can draw a straight line from the beginning of the simulation to

the point at which the rate of in-spiral is maximum. There is little to no ambiguity about the

location of these points, and they completely encompass the early phase of mass transfer. The

line segment between them then represents an average of the rate of change of the binary’s

separation. We then shift the line up and find the point at which it is tangential to the curve of

the separation versus time. We call this the onset of the in-spiral. Limitations of this method,

however, are that the best approximations are made when the graphical ’length’ of the early

mass transfer phase is approximately equal to that of the in-spiral. Fortunately this is true of

the simulations presented in this thesis, however, should a significantly longer RLOF phase

take place, this could result in a start of the CE that is visually too early in the evolution. The

line and the point that derive from this method are depicted in green in Figure 3.1.

For the purposes of this thesis, we will be using the tangential line method to define the

beginning of the CE dynamical in-spiral. These can be seen as the green dots in Figure 3.1.

For each simulation these points, as well as a number of other relevant parameters relating to

the in-spiral are summarised in Table 3.1.

3.2 Early Mass Loss and Transfer

The 𝐿1, inner Lagrange point is the point of lowest potential outside of the two stars them-

selves, existing at the point of intersection of the Roche lobes of the stars. Thus as the donor

fills its Roche lobe, the first instance of mass transfer occurs through 𝐿1. At this point there

is no energy input required for mass to flow from the Roche lobe of the donor into that of the
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Sim. 𝑡i,T 𝑎i,T 𝑡i,R 𝑎i,R 𝑡f,R 𝑎f,R 𝑡max 𝑎max 𝜏max

𝑞(Res.) (yr) (R⊙) (yr) (R⊙) (yr) (R⊙) (yr) (R⊙) (yr)

0.68(L) 4.9 170 5.6 150 7 28.1 6.4 73.3 0.3

0.68(H) 10.7 172 12.6 138 13.8 25.5 13.2 71.7 0.3

0.85(L) 12.1 161 11.7 167 15.9 40.8 14.5 79.5 0.9

0.85(M) 4.6 190 4.6 190 7.5 41.1 6.4 84.8 0.6

0.85(H) 25.1 175 28.4 150 32.3 35.5 30.6 76.9 0.9

1.00(L) 12.1 177 3.8 224 20.5 60.8 16.6 101.4 3.3

1.00(H) - - - - - - 7.6 231 360

1.50(L) - - - - - - 4.4 249 207

Table 3.1: Summary of parameters relevant to the CE. Here the subscripts 𝑖, 𝑓 , and 𝑚𝑎𝑥,

denote the beginning, end, and point of fastest in-spiral of the CE. The subscript 𝑇 refers

to the method of the tangential line (green dot in Figure 3.1). The subscript 𝑅 denotes the

criterion from Reichardt et al. (2019) (magenta dots in Figure 3.1). The time, separation, and

timescale of the steepest point of the in-spiral are also provided here (where the right end of

the green line meets the separation vs. time curve in Figure 3.1).

accretor. Mass will flow freely from one to the other, driven by the pressure gradient across

𝐿1. Note that 𝐿1 is a point in three-dimensional space, and it functions like a funnel for the

mass to flow through. This funnel through 𝐿1 can also vary in cross-section depending on

the mass ratio, 𝑞 and the separation between the bodies, leading to differing rates of transfer

depending on the system. A decreased rate of mass transfer would generally be an indicator

of stable mass transfer, for instance. By limiting the interaction with mass transfer there is

also less transfer of angular momentum which ultimately drives the system into the instability

that defines the CE. For a more in-depth discussion of the Lagrange points of a reduced

three body system such as ours, please refer to Chapter 4; here, we will focus more on the

properties of the mass transfer through 𝐿1 itself.

Another factor that is crucial to studying the mass transfer of a system during these early

stages of RLOF, is the margin by which is the star is overfilling its Roche lobe radius. We

measure this quantity with Δ𝑅/𝑅1, as featured in Equation 3.1 and in Equation 3.3, where

Δ𝑅 is the difference between the donor’s radius and the donor’s Roche lobe. Mass transfer

is entirely contingent on the donor’s radius being greater than that of its Roche lobe, but the
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Figure 3.2: Orbital plane slice of the 𝑞 = 0.85 high resolution simulation. The colour

bar represents Mach number, thus demonstrating the subsonic to supersonic nature of the

transition across 𝐿1, and the two green dots represent the cores of the donor and accretor

from left to right, respectively. Time was taken at an arbitrarily early point during RLOF to

showcase this occurrence.

rate at which this transfer occurs is also heavily dependent on how large this difference is.

This is perhaps most apparent in Equation 3.3.

Equation 3.1 assumes stable and conservative mass transfer, and was used by Reichardt

et al. (2019) for their system (our 𝑞 = 0.68 high resolution simulation). This is a reasonable

assumption to make, because as we will see in Chapter 4, although some mass is lost early on

during RLOF, the amount, particularly for high resolution simulations, is very small. This

equation was originally derived by Paczyński & Sienkiewicz (1972), to describe the mass

transfer through 𝐿1:

¤𝑀1 = −𝑆1

(
`𝑚H
𝑘B𝑇

)1.5
𝑊 (𝑀1,rel)𝜌𝐺2𝑀2

1

(
Δ𝑅

𝑅1

)3
, (3.1)

where 𝑆1 ≈ 0.215 is a constant factor related to the polytropic index, ` is the mean molecular

weight, 𝑚𝐻 is the mass of a hydrogen atom, 𝑘B is Boltzmann’s constant, 𝑇 is the temperature

at the photosphere of the donor, 𝜌 is its photospheric density, 𝐺 is the gravitational constant,

𝑀1 is the mass of the donor, calculated as the sum of each SPH particle within the radius of
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Figure 3.3: ¤𝑀1 for the low (top) and high (bottom) resolution simulations. As we have

assumed conservative mass transfer, that which is lost by the donor is gained by the accretor.

Here 𝑞 = 0.68 is blue, 𝑞 = 0.85 is green, and 𝑞 = 1.00 is red. The darker lines are numerically

calculated from the simulation, while the lighter lines are calculated with Equation 3.1.
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the donor’s Roche lobe, and Δ𝑅 = 𝑅1 − 𝑅L,1, as mentioned previously, is a measure of how

much the donor has exceeded its Roche lobe, 𝑅1 being the radius of the donor and 𝑅L,1 its

Roche lobe radius. The quantity 𝑊 (𝑀1,rel) is a function of 𝑀1,rel = 𝑀1/(𝑀1 + 𝑀2), defined

as:

𝑊 (𝑀1,rel) =
√︁
𝑀1,rel

√︁
1 − 𝑀1,rel

(
√︁
𝑀1,rel +

√︁
1 − 𝑀1,rel)4

(
𝑎𝑀1,rel

𝑅L,1

)𝑛+1.5
. (3.2)

Here 𝑎 is the orbital separation, and 𝑛 is the polytropic index, taken to be 1.5 for a red giant

such as ours. This equation does however also assume a co-rotating donor, as well as a

transition from subsonic to supersonic speeds through the 𝐿1 point. Reichardt et al. (2019)

had only one co-rotating simulation, so similarly to that work, only the latter condition here

is met by our work, as seen in Figure 3.2. Since our simulations generally use an ideal gas

equation of state, we can make the substitution: `𝑚H
𝑘B𝑇

=
𝜌

𝑃
. Here 𝜌 and 𝑃 are the density

and pressure respectively, at the surface of the star, which are obtained from the simulation.

The radius of the donor is difficult to define due to the nature of the CE interaction, and both

density and pressure, as well as the Δ𝑅 quantity rely on it. Here we define the initial radius of

the donor using a volume equivalent, that is: 𝑅1 = 3
√︁

3𝑉/4𝜋. The total volume of the star is

calculated by summing the volumes occupied by each SPH particle. The latter is calculated

by dividing the (constant) SPH particle mass by its density. Note that this assumes that SPH

particles are effectively spherical, so by nature there will be some gaps as well as overlapping

of these volumes in the simulation. This means 𝑅1 is perhaps the most contentious variable

calculated here, and we would like to stress that both Equation 3.1 and Equation 3.3 include

this quantity (Δ𝑅 = 𝑅1 − 𝑅L) to the third power.

In Figure 3.3 we compare the rate of mass transfer from 𝑀1 onto 𝑀2 as given by

Equation 3.1 with the rate measured directly from the simulation. We calculate this latter

quantity from the simulation by counting the SPH particles that move from the Roche lobe

of the donor star into that of the companion and summing their mass. Once the CE has

begun, however, the Roche geometry breaks down, and it no longer makes sense to count the

mass transfer in this way. As such we cease the calculation for each simulation at 𝑡 = 𝑡i,T as

defined in Table 3.1. Here we have also smoothed these mass transfer curves with a Savistky-

Golay filter over a window of 35 data points, as the curves can be particularly noisy at low

transfer rates. Since the method for calculating the mass transfer involves counting the SPH
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particles that have changed Roche lobes between each time step (approximately 22 days), we

have a minimum measurable mass transfer rate for each simulation. This minimum rate is

approximately 1.0 × 10−4 M⊙yr−1 for the higher resolution simulations, and approximately

3.0×10−3 M⊙yr−1 for the lower resolution simulations. Thus particularly for early times in the

simulation, rates below these values cannot be measured and the shape of the corresponding

curves in Figure 3.3 are strictly due to the smoothing filter. It is only after approximately

1 year that the rates can be properly measured. Regarding the assumption of a co-rotating

donor in Equation 3.1, we note that when comparing the simulated mass transfer to that given

by the equation, the co-rotating primary in Reichardt et al. (2019) was arguably the worst

approximated by this equation (their Figure 7). From Figure 3.3 it is clear we do have a

good match between Equation 3.1 and our simulations, just as was the case in the comparison

carried out by Reichardt et al. (2019), in all cases except for our high resolution 𝑞 = 1.00

simulation.

There is clearly room for improvement however, when comparing this method of calculat-

ing mass loss rates and the numerical methods from the simulations. This is most evident in

the behaviour of the mass loss rates at the start of each simulation as well as during the ascent

towards the CE for which the analytical approximation displays a very different behaviour,

not reflected in the simulations. Given how closely the equation matches the simulation it is

unlikely that the equation does not wholly apply here. It might be possible that the uncertainty

associated with our calculation of the donor’s radius and Δ𝑅 are the cause, however as we

will see, these same issues are not present in Figure 3.4. What is more likely is that these

differences arise due to the𝑊 (𝑀1,rel) term, and its heavy dependence on 𝑀1 and 𝑅L,1. Recall

that 𝑅L,1 is calculated using the approximation given in Eggleton (1983) (Equation 1.1),

which itself is dependent on only 𝑞. However, because of the mass transfer process, the value

of 𝑞 is not constant, altering 𝑅L,1 with time. Since an SPH particle leaving 𝑅L,1 is part of how

we measure this transfer, it is likely this is contributing to the discrepancies, particularly in the

part of the curve that approaches the CE in-spiral, when the Roche geometry begins to break

down. The percentage error in the two methods for the body of the curve were measured

to be 2.4%, 12.4%, and 50.9% for the 𝑞 = 0.68, 0.85 and 1.00 high resolution simulations

respectively. The low resolution fits performed similarly with corresponding errors of 3.7%,

15.4%, and 3.4%, wherein the fit to the 𝑞 = 1.00 simulation is clearly significantly better for

the low resolution simulation. The reason for the distinct mismatch between our analytical
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Simulation, 𝑞(Res.) 𝛼

0.3† 1

0.68(L) 0.5

0.68(H) 0.4

0.85(L) 0.2

0.85(M) 0.15

0.85(H) 0.15

1.00(L) 0.2

1.00(H) 0.1

Table 3.2: A summary of the 𝛼 values used to fit Equation 3.3 to what was measured

numerically in Figure 3.4. We have included the simulation from MacLeod et al. (2018a) for

comparison, denoted by †.

expression and what we measure numerically in the case of the 𝑞 = 1.00 simulation is not

immediately clear to us, but likely involves the behaviour of a resolution dependent parameter

such as the density, 𝜌, or the pressure, 𝑃.

Another, simpler analytical equation for the mass transfer rates is given by MacLeod et al.

(2018a):

¤𝑀 ∝ −𝛼 𝑀d
𝑃orb

(
𝑅d − 𝑅L
𝑅d

)𝑛+ 3
2

. (3.3)

This equation was similarly derived from Paczyński & Sienkiewicz (1972). Here 𝑀d is the

mass of the donor, which for us is 𝑀1, 𝑃orb is the orbital period, and similarly to the previous

expression we have the difference between the radii of the donor and its Roche lobe, with

an exponent featuring the polytopic index which is again, 𝑛 = 1.5, resulting in the same

dependence of the mass transfer on the Δ𝑅/𝑅1. Leading the expression is the factor 𝛼, which

generally functions as a fitting parameter for this equation, and should not be confused with

the efficiency parameter mentioned in Chapter 1. MacLeod et al. (2018a) found 𝛼 ≈ 1 for

their 𝑞 = 0.3 simulation. Interestingly for larger 𝑞 values, the value of 𝛼 tends to decrease,

as shown in Table 3.2.

In comparison to the expression given in Equation 3.1, this simpler expression predicts the

mass transfer rates of our simulations exceptionally well. This is likely due to the diminished
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Figure 3.4: Mass loss rates for each low (blue) and high (red) simulation. The centre panel

also features the mass loss rate for the mesa EOS simulation in green. The darker lines are

calculated numerically from the simulation while the lighter lines are calculated analytically

from Equation 3.3, where the parameter 𝛼 in that equation is chosen for a best fit.

dependence on 𝑅L,1 compared to Equation 3.1 with its additional 𝑊 (𝑀1,rel) term, as well

as the inclusion of the orbital period, which may assist in tracking the mass transfer as said

period shortens with the closing orbital separation.

More than any other simulations, our high resolution 𝑞 = 1.00 and 𝑞 = 0.85 mesa

EOS simulations seems to be the most poorly modeled. The latter of which shows that

Equation 3.3 does not fully capture the behaviour of a tabulated EOS as well as it does an

ideal EOS. Figure 3.1 shows that for the high resolution 𝑞 = 1.00 simulation there is no CE

and no in-spiral present over the span of the simulation. There are two possibilities here.

One is that the simulation has not run for long enough, and will eventually reach the point

of entering the CE as the others have done. The second is that this system’s mass transfer

is stable, and will experience a different type of CE, if it indeed does experience one at all.
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Whereas the former will be difficult to comment on without completing a longer run of the

simulation, we can remark upon the latter. We can see that the separation in in Figure 3.1

(bottom right panel) appears to be beginning to level off (this is even more apparent for the

𝑞 = 1.50 simulation - see Figure A.1 in the appendix). Whereas the separation still has

room to shrink, the difference in inflection between this plot and the other five present in

Figure 3.1 implies that the latter possibility: stability of some kind is possible, and that indeed

the system may not enter a phase of rapid in-spiral. This is further evidenced by Figures

3.3 and 3.4, which show that the numerical rate of mass lost from the donor is plateauing, if

not slightly decreasing over the span of the simulation. The analytical mass loss rates here

show an important difference to the declining rates of the simulation. Equation 3.1 predicts

the mass transfer increases, albeit much more slowly than the lower 𝑞 counterparts, whereas

Equation 3.3 predicts an approximately constant mass transfer rate.

The high resolution 𝑞 = 1.00 simulation seems to imply that the boundary between

unstable and stable mass transfer does lay at a mass ratio of approximately unity if not

slightly higher, confirming that Dan et al. (2011); Frank et al. (2002) and Tout & Hall (1991)

were correct in calculating that stability would occur for these mass ratios. The mass transfer

rates are however resolution dependent as is clear from Figures 3.3 and 3.4, though the higher

resolution simulations appear to reinforce this argument, as increasing resolution leads to

greater stability, and a longer lasting phase of RLOF. Increasing resolution further is in-

practical, so the question of the actual length of the stable phase cannot be fully answered.

We also need to know the impact of a mesa EOS on a high 𝑞 and high resolution simulation,

though unfortunately this will be an issue for future work as such a simulation is currently

unfeasible for the length of this project.

Another way to compare numerical and analytical work in our simulation, is to compare

the rate of in-spiral to an analytical expression based solely on angular momentum distribution.

The total angular momentum budget for a binary system (excluding the spin of the stars, as

is the case for our simulations) is given by Equation 3.4:

𝐽 = 𝑀1𝑀2

√︂
𝐺𝑎

𝑀1 + 𝑀2
. (3.4)

In Table 3.3 we show that this generates the correct value for each binary system, comparing

it with the results calculated directly from the simulation. Taking the derivative of this

expression results in an expression for the in-spiral:
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¤𝑎
𝑎
=

2 ¤𝐽
𝐽

− 2 ¤𝑀1
𝑀1

− 2 ¤𝑀2
𝑀2

+
¤𝑀1 + ¤𝑀2
𝑀1 + 𝑀2

. (3.5)

Angular momentum conservation in these simulations is excellent (within a fraction of a

percent in all cases - see the left panel of Figure 3.6). Using the simulation we can measure

individual quantities on this equation’s right-hand-side and calculate the rate of in-spiral

which can then be compared with that measured directly from the simulation. Here we again

consider the mass of each star to be that within their respective Roche lobes, as well as

summing the angular momentum, 𝐽, of both the point mass cores and the envelope gas within

said Roche lobe. This is all done with respect to the centre of mass of the system. Notice

that if we conserve angular momentum within these Roche lobes such that ¤𝐽 = 0 and also

assume conservative mass transfer such that ¤𝑀2 = − ¤𝑀1 then we will have orbital shrinkage

with ¤𝑎 < 0 regardless, so long as 𝑀1 > 𝑀2.

If 𝑀1 = 𝑀2 as is the case for our 𝑞 = 1 simulation, then under the same circumstances

¤𝑎 = 0. Similarly if 𝑀1 < 𝑀2, like in our 𝑞 = 1.5 simulation, then ¤𝑎 > 0, implying for these

cases no orbital movement, and an increasing separation respectively. Since we know this

to not be the case, ¤𝐽 cannot be zero, and thus necessitates that mass and angular momentum

must be lost through 𝐿2, which we will explore in more depth in Chapter 4.

In Figure 3.5 we compare the low and high resolution 𝑞 = 0.68 simulation for each

iteration of Equation 3.5, as done by Reichardt et al. (2019). We plot the full expression,

assuming ¤𝐽 = 0, or assuming fully conservative mass transfer, i.e., ¤𝑀2 = − ¤𝑀1. We also

plot ¤𝑎/𝑎 as calculated directly from the simulation. There is no significant difference present

here between the resolutions. The best match between the purely numerical curve and that

constructed using individual quantities is by using the full equation. Unsurprisingly assuming
¤𝐽 = 0, with a mass losing 𝑀1 we have a positive value for ¤𝑎/𝑎. The other two analytical

curves then remain mainly negative, and are very similar to that measured by the simulation

directly. Through this comparison we have separated the effects of angular momentum loss

from that of mass transfer and thus confirmed that it is primarily angular momentum loss

through 𝐿2 and later 𝐿3, that drives the decay of the orbital separation. After the trough in the

plot, the system has undergone the rapid in-spiral of the CE, and as such the Roche geometry

has broken down. This means that Equation 3.5 is no longer technically valid as ¤𝑀1 and ¤𝑀2

are calculated using the radius of their respective Roche lobes. The large oscillation in the

blue line calculated from the simulation are due to orbital eccentricity and also partly the
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Sim. 𝐽tot,eq 𝐽tot,sim 𝐽u,i 𝐽u,f

𝑞(Res.) (1052 erg s) (1052 erg s) (1052 erg s) (1052 erg s)

0.68(L) 3.87 3.87 0.37 1.56

0.68(H) 3.87 3.87 0.01 0.57

0.85(L) 4.73 4.72 0.89 1.12

0.85(M) 4.73 4.72 0.53 3.62

0.85(H) 4.73 4.72 0.22 0.31

1.00(L) 5.40 5.36 0.91 1.47

1.00(H) 5.40 5.38 - -

1.50(L) 7.55 7.44 - -

Table 3.3: In the first two columns we compare the binary’s angular momentum given by

3.4, with that calculated directly from the simulation. We also track the amount of angular

momentum that is unbound by the start of the CE (fourth column), and the amount that is

unbound by the end of the CE (fifth column). This is reflected in Figure 3.6, and the similar

plots in the appendix.

break down of the Roche geometry. The bulk behaviour remains the same, however there is a

clear disparity between the numerical and analytic calculations at this point when compared

to the time before the CE. See the appendix for the associated plots of the other simulations

in this thesis.

Finally we check the conservation of both angular momentum as well as the energy of

the system in Figure 3.6. In these simulations the cores of our stars interact with the gas

only through gravity, and thus have no internal energy of their own. The total internal energy

𝑈tot in Figure 3.6 thus exclusively belongs to the envelope gas. The energy of the envelope

𝐸env comes close to 0 during and after the CE interaction, implying that it is only marginally

bound. Indeed the envelope energy comes even closer to 0 in the high resolution 𝑞 = 0.68

simulation (see A.3 in the appendix). It is possible then that should these simulations be

redone with a mesa EOS, recombination energy could inject enough energy into the envelope

so as to unbind it completely. Indeed, Table 3.3 shows that for the mesa EOS simulation, a

much larger percentage of the total angular momentum is unbound during the CE compared

to both the higher and lower resolution simulations. The bottom panels of Figure 3.6 also

show that the mesa EOS simulation has a unique behaviour in that the angular momentum of
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Figure 3.5: Comparison of the simulated orbital timescale (blue line) with the analytic

timescale as computed by Equation 3.5 (orange line) for the low and high resolution 𝑞 = 0.85

simulation (left and right panels, respectively). Here the green and red lines correspond to
¤𝐽 = 0 and ¤𝑀2 = − ¤𝑀1 respectively. The bottom panels are zoomed-in versions of the top

panels.

the cores is not exchanged into the envelope as evenly, and in fact begins unbinding almost

instantly. By the end of the simulation, virtually the entire envelope’s angular momentum has

become unbound, leaving the only that angular momentum associated with the cores bound

to the system. We can also see in the bottom right plot of Figure 3.6 that with the inclusion of

recombination energy, the envelope’s energy (𝐸env, purple dashed line) moves beyond zero.

Interestingly this relatively low resolution mesa simulation does not exhibit the artificial

unbinding of angular momentum present in the other low resolution simulations (see A.4 in

the appendix), despite sharing the artificial unbinding of mass (which we will elaborate on

in Chapter 4). As mentioned previously, our simulations conserve angular momentum (and

energy) excellently to within less than a percent across all simulations. In the Left Panel of

Figure 3.6 we plot the bound and unbound angular momentum of the envelope, as well as the

orbital angular momentum of the cores. Note that we plot the z-component due to the bulk

of the orbital motion occurring in the x-y plane.
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Figure 3.6: Angular momentum (left) and energy (right) components for the high resolution

(top) and mesa EOS (bottom) 𝑞 = 0.85 simulations. For the angular momentum plot, 𝐽b

(magenta) and 𝐽u (brown) are angular momenta for the bound and unbound gas, respectively,

while 𝐽orb (purple) is the angular momentum of the point mass cores. Solid black lines in

both plots are the total angular momentum and total energy of the system. In the energy plot

we have in green: the total kinetic energy of the point mass cores (𝐾c, dashed), the orbital

energy of said cores (𝐸c, dotted), and the potential energy between the cores (𝜙c, solid). In

yellow we have: 𝐾b (solid) and 𝐾u (dot-dashed), which are the bound and unbound kinetic

energy of the envelope respectively. We also have in purple: 𝐸env (dashed) and 𝜙env(solid),

the total and potential energy of the envelope respectively. The total potential energy, 𝜙tot

and the total internal energy𝑈tot are given by the red and blue lines respectively.



4
Mass Loss Characteristics of the Outer

Lagrange Point

In the previous chapter we looked at the early stages of RLOF and the mass lost from the

donor through 𝐿1. We found that mass ratios closer to unity generally have a more stable,

and longer lasting phase of mass transfer. In this chapter we will investigate the properties

of the material that overfills the accretor’s Roche lobe and is subsequently lost through the

outer Lagrange point, 𝐿2. The properties of this early outflow can then be compared to those

of the material lost during the rapid in-spiral, allowing us to see whether or not this earlier

mass is kinematically distinct, and what that may mean for any post-CE structure formation.

The Roche lobe mass transfer and mass loss phase may play a role in the outcome of the

CE interaction. A central question of this work is whether this phase is dependent on the

mass ratio 𝑞 and whether these larger 𝑞 ratios lead to a longer phase of RLOF (stable mass

transfer). We have now have evidence to suggest this is the case, so the next question we ask

is whether this results in more mass lost via 𝐿2 and 𝐿3 and, thus possibly, a weaker CE. In
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other words, we wonder how much mass passed through 𝐿1 and how much mass left 𝐿2 prior

to the CE in-spiral, what happens to the excreted mass (does it aggregate into a disk or does

it leave the system), and how does this mass interact with the bulk of the CE ejection that

follows.

It is worth noting at this point that for higher 𝑞 values, the difference in potential between

𝐿2 and its sibling on the opposite side of the system, 𝐿3, becomes less and less, until the two

points are effectively identical at a mass ratio of 𝑞 = 1, and swap when 𝑞 transitions above 1.

For the purposes of this thesis we will only be considering the mass lost through 𝐿2, as 𝐿2

will generally be the first location of mass loss, and thus 𝐿3 mass loss is vicariously captured

within that. The differences in mass loss between the two for our simulations is also not

significant enough to warrant an independent analysis of them separately.

4.1 The Second Lagrange Point, 𝐿2

The Lagrange points of a reduced three body system are defined as equipotential contours in

a co-rotating frame for which ∇Φ = 0, that is to say, there is no net force at these locations in

such a frame, and objects are capable of sitting at these locations without any further input.

In addition to this condition of no net force we find that in order to remain collinear, these

points must move with the same period as the binary itself. Within this configuration there

are some key points where the motion of the gas will have particular characteristics. The

most important of these points are 𝐿1, which lies between the two bodies and defines the

point of intersection of the two Roche lobes (as discussed in Chapter 3), and 𝐿2 and 𝐿3, which

lie on the outside of the less massive and more massive bodies, respectively. These three

points are the most significant locations to consider when looking at mass transfer and any

subsequent mass loss from the system. Each of these three points are saddle points, and are

thus fundamentally unstable in some directions. Indeed it is this instability that allows mass

to move between bodies during RLOF, and to leave the system once the potential wells of the

two bodies have been filled. The other two points, 𝐿4, and 𝐿5, despite being potential ’hills’

are in fact stable points of potential for a sufficiently large mass ratio due to the Coriolis force.

The mass ratios required for this stability are of the order of at most 𝑞 ≡ 𝑀2
𝑀1

≈ 0.04 (Schwarz

et al., 2012). Indeed within our own Sun-Jupiter system many Trojan asteroids exist stably at

𝐿4 and 𝐿5.
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𝐿2, and to a lesser extent 𝐿3, are the most important points to consider when analysing

the mass lost from a binary system. 𝐿2 has the second lowest potential after 𝐿1, and thus

any mass lost from within the orbit of the binary will first occur through 𝐿2. Note that in

the case of 𝑞 = 1, where both 𝑀2 and 𝑀1 share the same mass, 𝐿2 and 𝐿3 are at the same

potential, and so mass loss can occur from both at the same time. Unless otherwise stated, in

this specific case we will still consider the mass loss point of interest to be that on the outside

of the accretor, though we stress that both 𝐿2 points here are equidistant from the centre of

mass, and as such our calculations of mass lost through 𝐿2 are independent of which outer

Lagrange point we choose.

4.1.1 The Location of 𝐿2

There are many methods by which the location of 𝐿2, and by extension the other Lagrange

points can be found; none of which have a simple analytic expression. Here we will document

three of the methods used to calculate the location of 𝐿2 for completeness and comparison.

By definition a Lagrange point is a point in a two body system at which there is no net force

in the rotating reference frame, 𝐹net = 0, experienced by a test mass at that location. The only

forces acting are gravity and the centrifugal force, and as such these must balance out:

𝐹net = 0,

𝐹g,𝑀1 + 𝐹g,𝑀2 + 𝐹c = 0,
(4.1)

where 𝐹g,M1 and 𝐹g,M2 are the gravitational force on the test mass due to the donor and

accretor, respectively, and 𝐹c is the centrifugal force felt by this test mass with respect to the

centre of mass of the binary. In addition to this zero net force, as mentioned above, these

test masses must share the same angular velocity, 𝜔, as the two bodies themselves about the

centre of mass:

𝜔 =

√︂
𝐺 (𝑀1 + 𝑀2)

𝑅3 , (4.2)

where 𝑅 here is the separation between the core of the donor and accretor. Noting that

𝐹c = 𝑚𝜔2𝑑 (where 𝑑 is the distance from the centre of mass), we can then write Equation

4.1 as:

− 𝐺𝑀1𝑚

(𝑅 + 𝑟)2 − 𝐺𝑀2𝑚

𝑟2 + 𝐺 (𝑀1 + 𝑀2)𝑚
𝑅3

(
𝑟 + 𝑀1𝑅

𝑀1 + 𝑀2

)
= 0, (4.3)
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where the first two terms are the force of gravity, with contributions from both 𝑀1 and 𝑀2

opposing the direction of the centrifugal force (third term) on a point mass, 𝑚, sitting at the

location of 𝐿2. Here R is again the distance between 𝑀1 and 𝑀2, and 𝑟 is the distance between

𝑀2 and 𝐿2, i.e, the distance we wish to solve for. We stress here that 𝑀1 must explicitly be

the larger of the two masses (calculating this for the 𝑞 = 1.50 simulation requires a swap of

𝑀1 and 𝑀2). The third term is the centrifugal force as experienced by the mass, 𝑚, from the

centre of mass, where the second term in the parentheses is the distance from the centre of

mass to 𝑀2. Cancelling out the 𝐺 and 𝑚 factors, and rearranging we derive Equation 4.4:

𝑀1

(𝑅 + 𝑟)2 + 𝑀2

𝑟2 =
𝑀1 + 𝑀2

𝑅3

(
𝑟 + 𝑀1𝑅

𝑀1 + 𝑀2

)
. (4.4)

When expanded this becomes a quintic equation for 𝑟, and there is no trivial way to rearrange

the expression to solve for 𝑟. What we do instead is plot both the left and right hand sides

of this equation as a function of 𝑟. The intersection will then be the solution we seek. Note

that this solution for 𝑟 will specifically be the distance from the secondary to 𝐿2. Figure 4.1

shows this method works via the familiar system of Earth and Sun, for which the location of

𝐿2 is known to be approximately 1.5×106 km behind Earth.

The second method we used to find the location of 𝐿2 involves considering the potential

energy of the Lagrange points. Again we can write that the net force experienced at these

Lagrange points is 0 because ∇Φ = 0. We start by defining the dimensionless quantity:

` =
𝑀2
𝑀
, (4.5)

where 𝑀 = 𝑀1 + 𝑀2, thus 𝑀1 = (1 − `)𝑀 and 𝑀2 = `𝑀 . This quantity is the reduced

mass of the binary, and can effectively be used as the distance of 𝑀1 from the centre of mass

assuming the non-dimensional distance between 𝑀1 and 𝑀2 is unity. In a rotating frame of

reference the total potential energy of a particle with mass 𝑚 is given by the equation:

𝑈 = −𝐺𝑀1𝑚

𝑟1
− 𝐺𝑀2𝑚

𝑟2
− 1

2
𝑚(𝑟𝜔)2, (4.6)

where the first two terms are the gravitational potential energy due to the two stars, and the

third term is the centrifugal potential energy from the rotation of the reference frame. Note

that the centrifugal potential energy has the form 𝑈𝑐 = 𝐿2

2𝑚𝑟2 , where we can write 𝐿, the

angular momentum, as 𝐿 = 𝑚𝑣𝑟 (and 𝑣 = 𝑟𝜔). The variables 𝑟1 and 𝑟2 are the distances from

𝑚 to the respective masses, and 𝑟 is the distance of 𝑚 from the centre of mass.
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Figure 4.1: Comparing the gravitational forces due to 𝑀1 and 𝑀2 with the centripetal force

experienced by a satellite point mass a distance 𝑟 behind 𝑀2. The intercept of these two

forces gives the distance of 𝐿2 from behind the secondary, in this case, Earth (here 𝑀1 is the

Sun).

Next we wish to make this equation dimensionless. We may rewrite 𝑀1 and 𝑀2 in terms

of ` in Equation 4.6, as well as our distances 𝑟, 𝑟1 and 𝑟2 in the dimensionless form:

𝛼 =
𝑟

𝑅
, 𝛼1 =

𝑟1
𝑅
, 𝛼2 =

𝑟2
𝑅
, (4.7)

where 𝑅 is the separation between our two bodies, and 𝛼 is an arbitrary dimensionless

variable. Doing so allows us to factor out the units in our expression such that we obtain:

𝑈 =
𝐺𝑀𝑚

𝑅

[
−1 − `
𝛼1

− `

𝛼2
− 1

2
𝛼2

]
. (4.8)

Now we consider only the terms inside the brackets, as the units outside function only as

a scalar quantity. In order to make this expression more useful we need to rewrite these
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Method= 𝐹𝑔 = 𝐹𝑐 ∇Φ = 0 Misra et al. (2020)

𝑞 ≡ 𝑀2
𝑀1

𝑎 𝐷𝐿2 𝐷𝐿2 𝐷𝐿2

(R⊙) (R⊙) (R⊙) (R⊙)

0.5 200 316.5 316.5 315.3

1 200 340 339.8 339.7

1.5 200 126.5 126.2 125.1

Table 4.1: A comparison of the location of 𝐿2 derived with three methods each of the three

methods returns the same result for 𝑞 values below, at, or above unity. Sample separation

here is 200 R⊙. The values calculated are distances in R⊙ from 𝑀1 (the donor star) to 𝐿2,

noting that 𝐿2 switches sides for 𝑞 > 1. For 𝑞 = 1 we only consider the point on the outside

of the accretor for brevity.

dimensionless 𝛼 variables (recall these are functionally distances) in terms of an x-y co-

ordinate system. We define this co-ordinate system as such:

𝛼2 = 𝑥2 + 𝑦2,

𝛼2
1 = (𝑥+`)2 + 𝑦2,

𝛼2
2 = [𝑥 − (1 − `)]2 + 𝑦2,

(4.9)

then finally we arrive at a dimensionless, scalable expression for our systems potential given

by:

Φ = − 1 − `√︁
(𝑥 + `)2 + 𝑦2

− `√︁
(𝑥 − (1 − `))2 + 𝑦2

− 1
2
(𝑥2 + 𝑦2). (4.10)

Thus when constructing contours of potential for our system we need only consider the three

terms above.

For simplicity we assume 𝑦 = 0, such that the Lagrange points 𝐿1, 𝐿2, and 𝐿3 are collinear

along the x-axis. To locate the points 𝐿1, 𝐿2, and 𝐿3, we need only solve ∇Φ = 0, which has

since reduced to 𝑑Φ
𝑑𝑥

= 0. Thus we obtain:

𝑥 − 1 − `
(𝑥 + `)2 − `

(𝑥 − 1 + `)2 = 0. (4.11)

We can then solve this equation numerically for 𝑥, which will yield a dimensionless 𝑥

coordinate for each Lagrange point. In order to find the distance of any point in the system
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from any other point, we need only take the dimensionless distance between them, and

multiply it by the original separation between the cores, 𝑅. Figure 4.2 shows two of our

configurations generated through this method of potentials, based on our lowest and highest

value for 𝑞. As a side note we have also included the points 𝐿4 and 𝐿5 in Figure 4.2. These are

comparatively very easy to locate. They can be found with a simple application of geometry,

in that if we consider an equilateral triangle for which 𝑀1 and 𝑀2 form two of the vertexes,

then 𝐿4 and 𝐿5 will form the third, above and below the x-axis respectively. In other words

they exist at the intersection of half the binary’s separation, at an angle of 60◦ above and

below the x-axis from 𝑀1.

The final method for calculating the location of 𝐿2 is numerical. Misra et al. (2020)

derived a numerical approximation for the location of 𝐿2 in terms of the Donor’s Roche Lobe

radius given by:

𝐷𝐿2

𝑅L
=


3.334𝑞0.514𝑒−0.052𝑞 + 1.308 for 𝑞 ≥ 1,

−0.040𝑞0.866𝑒−0.040𝑞 + 1.883 for 𝑞 < 1,
(4.12)

where 𝐷𝐿2 is is the distance from the donor, 𝑀1, to 𝐿2, and 𝑅L is the Roche lobe radius of the

donor. The donor’s Roche lobe radius can be calculated using the form mentioned previously

in Chapter 1 from Eggleton (1983) (Equation 1.1). A comparison of these three methods

and the values they give for the location of 𝐿2 is provided in Table 4.1. The differences

between the values calculated is insignificant between methods, lending confidence to our

understanding of where to find 𝐿2.

In order to examine how the location of 𝐿2 changes with time, we use the first method,

equating gravitational and centrifugal forces, for each time step in the simulation; the result

is plotted in Figure 4.3. Understanding where 𝐿2 is at any given moment in time pre-CE is

crucial to tracking the mass lost through 𝐿2 as we will discuss in the next section. Worth

noting is that we can see that the rate of decay for the 𝐿2 separation differs between the point

on the side of the companion and that of the primary for the 𝑞 = 1.00 simulations, where 𝐿2

and 𝐿3 are interchangeable. This, however, does not mean the points move differently, in fact

the two points remain equidistant from the centre of mass as well as maintaining the same

distance behind their respective star.
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Figure 4.2: Contour plots for lines of potential, showing the locations of every Lagrange

point, along with the centre of mass (CoM), and the masses of the donor and accretor.

Configurations chosen for 𝑞 = 0.67 (top panel) and 𝑞 = 1.50 (bottom panel) the extremes

of our range of 𝑞; note that as the donor has a mass smaller than the accretor (lower plane)

𝐿2’s position is now behind 𝑀1. Note also that both the distances and the potentials are

dimensionless. The black dashes lines here are the contours with the same potential as 𝐿1,

and so in the centre of the plot denote the Roche lobes of each star.
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Figure 4.3: The distance between 𝐿2 and 𝑀1 as a function of time, obtained from the force

balance method (Equation (4.4)) for each time step. Note there are two cyan and purple lines

representing the 𝑞 = 1.00 simulations, as the only difference between 𝐿2 and 𝐿3 in this case

is what star they are on the outside of; because as mentioned previously, their potentials are

equivalent.

4.2 The Mass Ejected Through 𝐿2

Splash has the ability to track, colour, and plot specific particles as desired. As we can see

from Figure 4.3 the distance of 𝐿2 from the donor decreases by as much as 100 R⊙ for some

simulations, a not insignificant amount. Unfortunately splash does not allow us to track the

𝐿2 location as a function of time as we have done here. In order to differentiate between the

particles ejected through 𝐿2 before the time of the CE in-spiral and all other particles, we

have chosen to select a fixed value for the distance of 𝐿2 from either the centre of mass or

the centre of the donor (splash allows us to choose the origin). To make this distinction,

we chose this fixed distance to be that of 𝐿2 at the time of the CE in-spiral, selecting all

particles outside of 𝐿2 before that time to be the mass ejected before the CE in-spiral through

𝐿2. The location of 𝐿2 and the relevant time are summarised in Table 4.2, alongside the

amount of mass ejected from 𝐿2 as well as the mass ejected from 𝐿2 that is unbound. Note
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Sim. 𝑎L2,CE 𝑡CE 𝑀≥L2,CE 𝑀≥L2,UB,CE 𝑀≥L2,UB,End 𝑀T,UB,CE 𝑀T,UB,End

𝑞(Res) (R⊙) (yr) (/0.49 M⊙) (/0.49 M⊙) (/0.49 M⊙) (/0.49 M⊙) (/0.49 M⊙)

0.68(L) 278.7 4.9 8.7% 5% 61% 8.7% 100% 6.1% 30.8%

0.68(H) 282.9 10.7 7.7% 0.2% 2.8% 7% 90% 1% 10.2%

0.85(L) 272.3 12.1 18.7% 14.5% 74.9% 17.8% 91.6% 15.7% 20.2%

0.85(M) 317.8 4.6 8.1% 6.4% 80% 8.1% 100% 7.5% 50.3%

0.85(H) 295.8 25.1 15.1% 3.4% 22.4% 3.9% 25.9% 5% 5.6%

1.00(L) 296.8 12.1 18% 14.6% 84.2% 17% 98.4% 15.7% 25.1%

1.00(H)† 363.4 45.4 5.4% 5.4% 99.5% - - 7%

1.50(L)† 148 39.9 9.5% 9.5% 100% - - 10.6%

†Did not undergo a CE, so end of simulation used instead.

Table 4.2: The first two columns are the distance of 𝐿2 from the donor at the start of the CE

in-spiral, and the time of the CE in-spiral. The following columns are percentage of envelope

mass that is: outside 𝐿2 at the start of in-spiral, outside 𝐿2 at the start of in-spiral and unbound

(black numbers are percentages of the total envelope, red numbers are percentages of the mass

outside 𝐿2 specifically), outside 𝐿2 and unbound at the end of the simulation (black numbers

are percentages of the total envelope, red numbers are percentages of the mass outside 𝐿2

specifically), total mass unbound at the start of the CE, and total mass unbound at the end

of the simulation. Note by the ’end’ we here refer to the triangles in Figure 4.4. Note also

that for the 𝑞 = 1.00 simulation, choosing L2 on the side of the donor did not meaningfully

change the outcomes.

that the subscript of ’CE’ denotes the time of the CE, which would be equivalent to our 𝑡i,T
in Table 3.1 calculated using the method of tangent lines.

In Table 4.2 we see that for higher 𝑞 values, more mass lost from the Roche lobes early

on. This means it is likely there is then less mass available within the system for the CE to

shrink the separation through drag forces. From this the CE, if any is to be experienced at

all, is thus weaker, resulting in less in-spiral overall. The 𝑞 = 1.00 low resolution simulation

interestingly ejects about as much mass is the low resolution 𝑞 = 0.85 simulation. This could

imply there is a certain plateauing around 20% of the total mass that can leave the system

before a CE ensues, though without a high resolution CE simulation for 𝑞 = 1.00 it is difficult

to tell what is simply an artifact of resolution, and whether the trend would continue in such

a simulation.



4.2 The Mass Ejected Through 𝐿2 55

Figure 4.4: The evolution of each system’s bound mass. Here the dots denote the start of

the CE as defined in Chapter 3, while the triangles denote the time at which the resolution-

dependent mass unbinding is estimated to start and the end of the viable simulation.

Although the high resolution 𝑞 = 1.00 and low resolution 𝑞 = 1.50 simulations did not

undergo a CE, we include them here in Table 4.2 to capture any trends that may emerge.

Despite the wide separations both simulations still exist at, indicating there will not be a CE

in the near future of these systems, both have already unbound a higher percentage of their

envelopes than the high resolution 𝑞 = 0.85 simulation. This might have been expected for

the low resolution 𝑞 = 1.50 simulation, given that they tend to unbind more, but the fact

that the pre-CE mass transfer phase in the high resolution 𝑞 = 1.00 simulation has already

unbound more than its lower q counterpart did entirely is interesting. It is possible that the

increasing eccentricity our last two simulations are experiencing could be the culprit, however

we would need to observe a CE from these systems to make a true comparison. For instance,

it could be possible the early total unbinding of 𝐿2 material we see from both teeters off as

they enter a CE, leading to percentages not too far removed from their lower 𝑞 counterparts.

Unfortunately such an investigation is out of the scope available for this project at this time.

As expected lower resolution simulations also unbind significantly more than their higher
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resolution counterparts across the board. In SPH codes, every particle has the same mass,

and so with less particles overall, the loss of one counts as more than it would otherwise

in the high resolution counterparts. The more accurate reason for this increased unbinding

at low resolution however lies in the way the code is discretized, and subsequently the way

gradients are calculated. In the same way a curved line may become smoother as more points

are added along it, so too do these gradients become smoother with higher resolution.

Also expected is that at the time of the CE for higher resolution simulations, much of the

mass lost through 𝐿2 before hand remains bound - see the smaller red percentages in the 5th

column. This was also found to be the case in Reichardt et al. (2019) and MacLeod et al.

(2018a). Though as we have also found, by the end of the CE most of this previously bound

material gets overwhelmed by the later, generally more massive and faster ejecta from the

CE, resulting in a further unbinding of the material that had previously left 𝐿2 before the CE.

This means much of the material available for any fallback onto the system will likely come

from the material ejected during the CE itself, and not from that ejected though 𝐿2 before the

start of the in-spiral. That is to say, the 𝐿2 material does not remain kinematically distinct

from the CE material, and given enough time, it is overwhelmed and partially accelerated by

the CE material.

Figure 4.4 shows the evolution of the bound mass for each simulation, with the dots

indicating the start of the CE as defined by the method of tangent lines in Chapter 3. When

calculating the unbound mass for each simulation we stop after the point of the triangles.

This is because the additional unbinding that occurs is heavily resolution dependent (as can

be gauged by the fact that it is most prominent in the lower resolution simulations). After the

point indicated by the triangles the two cores have mostly stabilised their orbit, and we do

not expect additional unbinding. In fact, since the triangles are a good approximation for the

end of the CE, from this point onwards they will be used as such, and define the end of the

CE for this thesis.

Additional unbinding at this time is due to the marginally bound material receiving a small

energetic bump that pushes it over the edge into being unbound. This additional unbinding is

artificial, and not a real indication of the amount of material that is truly unbound. The exact

cause of why this is occurs was explored by Reichardt et al. (2019) and Gonzalez-Bolivar

et al. (2022), who concluded that the diminished density of gas around the cores, the local

smoothing length of the gas particles exceeds that of the softening radius of the point mass



4.2 The Mass Ejected Through 𝐿2 57

cores. This means the point mass cores are no longer well resolved, and the SPH gas particles

acquire ballistic orbits that accelerate and transfer their kinetic energy to overlaying material,

possibly unbinding it. For the purposes of this thesis we do not wish to consider any unbound

angular momentum or mass after the end of the in-spiral, when the binary’s orbit has once

again stabilised. As we will see in Chapter 5, when calculating the fallback radius of any

relevant material, the artificial unbinding of both mass and angular momentum can have a

significant impact on the subsequent result.

Using splash we have visualised slices of density and radial velocity at the beginning

and the end of the CE in-spiral for each of our simulations, plotting all particles present, as

well as only those beyond the radius of 𝐿2 at the time of in-spiral. Figures 4.5, 4.6, and 4.7

show the slices in the orbital and perpendicular planes. Comparing the top two boxes with the

lower two boxes we can visualise where 𝐿2 is, and what the distribution of particles outside

of that point looks like. Comparing the left set of boxes with the right set in turn allows us

to compare the start of the CE with the end of the CE (circles and triangles, respectively in

Figure 4.4).

Here we see that the material that has left 𝐿2 is significantly less dense than the rest of the

system, as implied by Table 4.2, and that this material has moved to much larger radii outside

the binary, with relatively high positive radial velocity. In fact the majority of the material

with a negative radial velocity belongs to that ejected during the CE. As Table 4.2 shows,

much of the material ejected through 𝐿2 prior to the CE does become unbound by the CE’s

conclusion.

The radial velocities depicted in Figures 4.5, 4.6, and 4.7 similarly show that there is an

outwardly moving front beyond escape velocity (which we will verify shortly). Whereas the

radial velocity by itself is not a conclusive measure of whether or not material will fall back,

it is indicative of future behaviour, particularly after the CE’s conclusion. We stress that

regarding the radial velocity plots, the colour bar and its range here were chosen specifically

to be reflective of just how much fallback mass there is, that is to say, there is not a large

amount of material with a negative radial velocity present at late stages of the system (as we

will see in Chapter 5). The magnitudes of said material’s velocities are also much lower than

those moving outwards with a positive radial velocity.

As we know from Table 4.2 the high resolution 𝑞 = 0.85 simulation unbinds less material

after the CE. This can roughly be seen in the relatively small amount of mass ejected from
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(a) CE start, all particles. (b) CE end, all particles.

(c) CE start, 𝐿2 particles. (d) CE end, 𝐿2 particles.

Figure 4.5: Density and velocity slices for the 𝑞 = 0.68, high resolution simulation. The

top row of each box is the x-y plane density (top left) and the x-z plane density (top right),

while the bottom row is the radial velocity with respect to the centre of mass in the same

planes. The leftmost set of 8 panels depicts the simulation at the start of the in-spiral, and

the rightmost set of 8 is at end of the CE as defined by the triangles in Figure 4.4. The top

set of 8 panels displays all particles, and the bottom set of 8 panels shows only the particles

outside of 𝐿2 at the time of in-spiral.

𝐿2 in Figure 4.6. This same material also has lower associated velocities, and does not move

to the same large radii seen in the bottom right quadrants of Figures 4.5 and 4.7.

In Figure 4.7 we show the same plot as in Figures 4.5 and 4.6, but this time for the

𝑞 = 0.85 mesa EOS simulation. Most notably when comparing the bottom right plots of

each, the 𝐿2 material in the mesa EOS simulation has almost entirely evacuated the region

of the plot - which is kept the same across each figure. It does so with much approximately
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(a) CE start, all particles. (b) CE end, all particles.

(c) CE start, 𝐿2 particles. (d) CE end, 𝐿2 particles.

Figure 4.6: Similar to Figure 4.5, but for the high resolution 𝑞 = 0.85 simulation.

double the radial velocity as the high resolution 𝑞 = 0.68 simulation, and with a noticeable

increase in the number of spiral shocks post-CE. In this mesa simulation, there is a much

smaller chance that material will fall back onto the system, even when considering just the

CE ejecta.

We note that in the post-CE 𝐿2 panels (bottom right), in particular in Figures 4.5 and 4.6,

is the interesting shape of the gas distribution in the x-z plane. We next determine whether this

material ejected early on through 𝐿2 is kinematically distinct from that ejected later during

the in-spiral. If so, then as the in-spiral causes the bulk of the ejection (where by ejection we

do not need the material to be unbound, just lifted), we might expect that this earlier ejecta

would constrict and mould the CE ejection. The alternative is that the 𝐿2 ejection does not

remain kinematically distinct, and that the CE ejecta overwhelms and shapes the 𝐿2 ejecta.

In order to investigate this we looked specifically at the velocities of each SPH particle
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(a) CE start, all particles. (b) CE end, all particles.

(c) CE start, 𝐿2 particles. (d) CE end, 𝐿2 particles.

Figure 4.7: Similar to Figure 4.5, but for the mesa EOS 𝑞 = 0.85 simulation.

for these simulations as a function of distance from the centre of mass. These are plotted

in Figure 4.8. The black line represents the escape velocity for the system as calculated

by 𝑣esc =

√︃
2𝐺 (𝑀1+𝑀2)

𝑅
, where 𝑀1 and 𝑀2 are the original masses of the donor (including

envelope) and the companion1. In these plots green dots are particles beyond 𝐿2 at the time

of the CE, and red dots are those within 𝐿2 at the same time. Note that we have used velocity

here, so as to compare directly to the system’s escape velocity, as opposed to the rendered

plots in Figures 4.5, 4.6, and 4.7 which used radial velocity instead.

In this way we can again confirm the findings of Table 4.2, for instance the high resolution

𝑞 = 0.85 simulation has not unbound all of the 𝐿2 material at the time of in-spiral, whereas

1In this way the black line is not the true escape velocity for each time step, but is instead the maximum

possible escape velocity. Similarly calculating the lower bound by only using the masses of the point mass cores

does not yield a meaningfully different result.
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the mesa EOS simulation unbinds all of the 𝐿2 material, including much of the CE ejecta. We

also see that material ejected before the CE in each simulation has an approximately constant

velocity, in that each particle shown in the spires of Figure 4.8 moves strictly horizontally

once they have become unbound from the system. Those which are ejected first at the

tip of the spire have the highest velocities. This behaviour is characteristic of homologous

expansion, wherein velocity is typically proportional to radius, with the earliest ejecta moving

the quickest. As time progresses in the simulations, this behaviour also does not change for

the early particles seen in the left hand column of Figure 4.8. As such this material interacts

very little, if at all, with any later ejecta since it simply stays so far ahead of the later CE

material with their relatively smaller velocities. This is particularly true of the centre panels

featuring the high resolution 𝑞 = 0.85 simulation, where there is a much smaller interaction

between the green and red particles at the time of the CE than there is for the 𝑞 = 0.68

simulation seen in the top panels. For a more detailed look at the behaviour of these plots as

a function of time, please find the movies we have created in Figure A.5.

As the movies show, material ejected just before the onset of the CE (the last green

particles before the transition to red) experience an acceleration from what is ejected shortly

after, during the on-set of the CE. That is to say, once the red particles of the CE begin

to become unbound, they move diagonally upward in the plot, interacting with the green

particles. In doing so they can greatly increase the velocity of the green particles, creating

phenomena such as the more vertical, secondary spire in the 𝑞 = 0.68 simulation. This

implies that, at least at the boundary of the green and red particles, pre-CE material and

CE material, are not kinematically distinct. It is worth noting that the particles are coloured

according to where we have calculated 𝐿2 to be at the time of the CE. This means there is very

likely some green particles which should be red, and visa versa. We do not expect this to be

a significant amount, however when talking about kinematic identity there is some room for

overlap here. If we are correct in saying the 𝐿2 material at the boundary of the CE does not

retain its kinematic identity, than it is unlikely that it forms a mould that constrains the later

CE ejecta, and instead is overwhelmed by it. The movies mentioned previously, particularly

for the 𝑞 = 0.68 simulation show just how considerable this overwhelming of the green 𝐿2

material is by the red CE material.

Figure 4.8 also shows that with a mesa EOS, far more material is unbound throughout the

simulation compared to that of the ideal EOS simulations. The inclusion of recombination
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Figure 4.8: From top to bottom we plot the velocities as a function of radius from the centre

of mass for 𝑞 = 0.68(H), 0.85(H), 0.85(M) respectively. The left hand column is the start of

the CE as defined in Chapter 3, and the right hand column is the end of the CE as defined

earlier in this chapter. The green particles are those ejected through 𝐿2 before the CE begins,

and the red are those that come afterwards. The black line in each shows the escape velocity

for the binary.
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energy clearly has a significant impact on the amount of gas unbound from the system. The

effect of recombination energy is well documented (Reichardt et al., 2020; Lau et al., 2022;

Gonzalez-Bolivar et al., 2022) and the effect we see here is fully expected: as gas expands and

adiabatically cools below ∼10 000 K, it recombines and the delivered photons are thermalised

immediately contributing their energy budget to the thermal energy of the gas and increasing

the unbinding.

Comparing the high resolution simulations for 𝑞 = 0.68 and 𝑞 = 0.85 in Figure 4.8

shows there are also differences in the radii at which material becomes unbound for the ideal

EOS. Higher 𝑞 results in a prolonged period of early mass transfer, with ultimately more

mass leaving the orbit of the binary, thus a weaker CE is experienced, with less mass ejected

through it as a result. The radius at which material becomes unbound is approximately

4000 R⊙ and 10 000 R⊙ for 𝑞 = 0.68 and 𝑞 = 0.85 respectively. The behaviour of this ejecta

is also different between these two simulations. For the higher 𝑞 simulation, the CE does not

significantly accelerate the 𝐿2 material, leading to only a marginal increase in the unbinding,

however the opposite is true for 𝑞 = 0.68. In this lower 𝑞 simulation the CE is a large source

of unbinding, creating the top spire of material in the top right plot of Figure 4.8 as mentioned

previously.

As is more clear in the movies, this secondary spire emerges due to material from the

lower spire, at lower radii being accelerated upwards in the plot. The particles as seen here

in between the two are generally in the process of moving upwards in the diagram to higher

velocities as the bulk of the CE ejecta reach their location. Another smaller feature, noticeable

mostly in the top left most panel, is the smaller linear striations in the early ejecta. We found

these were caused by the orbital period, and the slight eccentricity of said orbit modulating

matter ejection through 𝐿2. By taking the difference in two particle locations along two

different lines, and dividing their radial position by their velocity in fact gives a difference of

roughly the orbital period of the system.

In this chapter we have shown that the pre-CE 𝐿2 material does not retain its kinematic

identity near the boundary of 𝐿2 at the time of the CE; that is, where the green particles meet

the red particles in Figure 4.8. The expulsion of material through 𝐿2 during the early mass

transfer phase prior to the CE does behave like a homologous expansion, with the velocity

of each SPH particle being proportional to its radius from the centre of mass. Because of

this, material that is ejected early, well before the CE onset, retains its kinematic identity



64 Mass Loss Characteristics of the Outer Lagrange Point

as it stays far ahead of the material that comes after it. Across all simulations, excluding

the high resolution 𝑞 = 0.85, over 90% of the mass ejected through 𝐿2 before the onset of

the CE ultimately becomes unbound by the CE’s conclusion. This is likely because with a

longer, more stable phase of early mass transfer, the higher resolution, higher 𝑞 simulation

experiences a weaker CE, and as such, accelerates and unbinds less of the pre-CE 𝐿2 material

when compared to its lower mass ratio counterpart. Another consequence of this longer phase

of mass transfer seems to be that the final separations of such systems are wider than that of

lower 𝑞 systems too. This means lower 𝑞 systems might be the most viable systems when

attempting to generate final separations of less than 10 R⊙, whereas higher 𝑞 systems would

be better candidates for wide separation binaries similar to that of so called ’Van Winkel

objects’ (van Winckel, 2003), which are typically post-AGB, wide separation binaries with

circum-binary disks. Finally, we have also shown that high resolution simulations unbind

less mass overall, however the 𝑞 = 0.68 simulation unbound approximately only 5% more of

its envelope than the 𝑞 = 0.85 high resolution simulation. From this we can see when we

consider any potential fallback onto our systems, resulting in future interactions, much of this

mass will come not from the material ejected early on, but instead from the material ejected

during the CE, with only minor differences depending on 𝑞 value.



5
Post-CE Fall-back

In the previous chapter we investigated the mass lost early on from the binary through the

outer Lagrange point 𝐿2, examining the kinematics of such material, and where it differs

to that lost during the CE. Since the final separations of our simulations are too large to

reproduce close binary observations, we now turn our attention to methods to shrink the

binary separation further. Kuruwita et al. (2016) previously has shown that fall-back material

is capable of shrinking the orbit in their simulations, although without an additional energy

source, the envelope could not be ejected implying that a series of fall-back episodes would

invariably lead to a merger, contrary to the fact that we observe compact binaries. In this

chapter we seek to explore further the idea that gas fall-back could lead to the right amount

of shrinkage.
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5.1 The Fall-back Radius

Before we look at the work the fall-back mass can do on the system to shrink the orbit, we

must first assess whether or not the angular momentum of the ejecta is such that it is capable

of falling back far enough to influence the orbit in the first place. We do this similarly to

Tocknell et al. (2014), by considering a ballistic trajectory with conservation of energy and

angular momentum as our argument. First we begin by noting that the z-component of our

fall-back angular momentum can be written as:

𝐽z = 𝑚𝑣𝑟, (5.1)

where 𝑚 is the mass element of an infalling test mass, with velocity 𝑣, at some radius from

the centre of mass, 𝑟. Then by the conservation of angular momentum we have that 𝐽i = 𝐽f .

Hence we obtain the following expression:

𝑚𝑣i𝑟i = 𝑚𝑣f𝑟f , (5.2)

where we will take 𝑟i to be the maximum radius of bound material at the end of the CE, that

is, the furthest mass 𝑚 that could reasonably be expected to return. Then 𝑟f is the radius

that the material could reasonably fall back to given its initial and final velocity, 𝑣i and 𝑣f

respectively.

We can also write the energy of our infalling test mass system as:

𝐸 =
1
2
𝑚𝑣2 − 𝐺𝑀𝑚

𝑟
, (5.3)

where 𝑟 is the radius from the centre of mass, 𝑣 is the particle’s velocity,𝐺 is the gravitational

constant, and 𝑀 is the mass of the central binary. This energy must also be conserved between

the final and initial state of the system, and as such we obtain:

1
2
𝑣2

i −
𝐺𝑀

𝑟i
=

1
2
𝑣2

f −
𝐺𝑀

𝑟f
, (5.4)

where the variables have the same meaning as that used in Equation 5.2, and we have

cancelled the 𝑚 factors for the specific energy. Both 𝑟i and 𝑣i are measured from each of our

simulations. As mentioned, the initial radius of the fall-back material is approximately that

of the furthest particle that is still bound at the end of the CE in-spiral. The initial velocity we

find in the same way proposed by Tocknell et al. (2014), who first found the specific angular
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momentum of the infalling material by dividing the total bound angular momentum by the

total bound mass, such that 𝐽b
𝑀b

= 𝑣i𝑟i. Dividing both sides by the initial radius then yields the

velocity of the bound material at said radius, which is approximately equivalent to that taken

from our simulations. Now we have two equations in Equation 5.2 and Equation 5.4, with

two unknowns, being 𝑟f and 𝑣f , our fall-back radius and velocity respectively. Rearranging

Equation 5.2 for 𝑣f yields:

𝑣f =
𝑣i𝑟i
𝑟f
, (5.5)

which can then be substituted into Equation 5.4. Rearranging the resulting expression gives

us a quadratic expression for the fall-back radius:

(
𝑣2

i −
2𝐺𝑀
𝑟i

)
𝑟2

f + 2𝐺𝑀𝑟f − 𝑣2
i 𝑟

2
i = 0. (5.6)

Note that the coefficient of the quadratic term must be negative here, as 𝑣2
i < 2𝐺𝑀/𝑟i,

otherwise the initial velocity would by definition be greater than escape speed and the

material would not fall-back onto the system. As we have chosen to take only bound material,

it is true of our simulations that this inequality holds. Solving this quadratic equation can be

done analytically, and simplifies nicely by recognising there is a difference of squares in the

determinant:

𝑟f =
−𝐺𝑀𝑟i ± 𝑟i

√︃
𝐺2𝑀2 + 𝑣4

i 𝑟
2
i − 2𝐺𝑀𝑣2

i 𝑟i

2𝑣2
i 𝑟i − 2𝐺𝑀

. (5.7)

This yields the two solutions as given in Equation 5.8:

𝑟f,1 = 𝑟iand

𝑟f,2 =
𝑣2

i 𝑟
2
i

2𝐺𝑀 − 𝑟i𝑣
2
i
.

(5.8)

one of the roots is trivial, 𝑟f,1 = 𝑟𝑖, in that it implies there is no movement in the distribution

of the fall-back material; thus we only consider the second root.

Here we stress that these calculations are done assuming the distribution of material, and

thus the moment of inertia are equivalent between the initial and final states of the system,

i.e., if the system begins as a disk or a ring, it ends as a disk or a ring. Below we carry out the

same type of calculation, but for a changing morphology of fall-back material. For example
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a ring configuration could end as a disk configuration. In this case it is more useful to write

our z-component of angular momentum as:

𝐽z = 𝐼𝜔, (5.9)

where 𝐼 is the moment of inertia, which for a ring is 𝐼ring = 𝑀𝑟2, while for a disk it is

𝐼disk = 1
2𝑀𝑟

2. We note that the radius in these expressions is not the same: in the case of

the ring the radius is the one-value radius of the thing ring, while for the disk it is the outer

radius of the disk. Here 𝜔 is the angular velocity given by 𝑣
𝑟
, where 𝑟 is the distance from

the centre of mass, 𝑣 is the velocity at said radius, and 𝑀 is the mass of the distribution of

fall-back material. First we investigate the case in which the distribution of mass begins as a

disk and falls back into a ring. Again we assume conservation of angular momentum such

that 𝐽i = 𝐽f , giving the expression:

1
2
𝑀𝑟2

i 𝜔i = 𝑀𝑟
2
f𝜔f . (5.10)

We can simplify this expression, and rearrange to solve it for 𝑣f as we did previously. This

gives 𝑣f =
𝑟i𝑣i
2𝑟f

. In the same manner as before we can substitute this new expression into

Equation 5.4 to obtain another quadratic in 𝑟f:(
𝑣2

i −
2𝐺𝑀
𝑟i

)
𝑟2

f + 2𝐺𝑀𝑟f −
1
4
𝑣2

i 𝑟
2
i = 0. (5.11)

Notice the only term that has changed by considering a change in geometry from a disk to

a ring is the third term, now featuring a factor of 1
4 . This small change alters the equation

enough that there are no longer two roots that can be simplified and expressed as easily as in

Equation 5.8. Instead to find our fall-back radii for the ring, we must solve:

𝑟f =
−2𝐺𝑀𝑟i ± 𝑟i

√︃
4𝐺2𝑀2 + 𝑣i4𝑟2

i − 2𝐺𝑀𝑣2
i 𝑟i

2𝑣2
i 𝑟i − 4𝐺𝑀

. (5.12)

For the case instead where the distribution starts as a ring and ends as a disk, we find a

similar expression, except that the third term is now multiplied by a factor of 4, instead of 1
4 :

(
𝑣2

i −
2𝐺𝑀
𝑟i

)
𝑟2

f + 2𝐺𝑀𝑟f − 4𝑣2
i 𝑟

2
i = 0 (5.13)

. This alters the equation such that the same simplifications used previously in Equation 5.8

also do not work here and we must again use the quadratic formula to numerically solve:
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𝑟f =
−𝐺𝑀𝑟i ± 𝑟i

√︃
𝐺2𝑀2 + 4𝑣i4𝑟2

i − 8𝐺𝑀𝑣2
i 𝑟i

𝑣2
i 𝑟i − 2𝐺𝑀

. (5.14)

However, since the coefficients of 𝑟f have not changed between Equations 5.6, 5.11, and 5.13,

despite the evolution of the morphology, we need only compare the constant term of the

quadratic in each of these three equations. We find that the effect of geometry on the fall-back

radii is that in the disk-to-ring case, where the constant term is divided by 4, the fall-back radii

also shrink by a factor of approximately 4. In the ring-to-disk case where the constant term

is multiplied by 4, we find that the fall-back radii thus increased by approximately a factor of

4. In each of these cases we have chosen the smaller of the two roots for our fall-back radii,

as our goal is to consider the scenario in which a further interaction is possible.

Regarding the larger of the two roots, we found that there only happens to be an insignif-

icant change in this solution, i.e, they do not experience the division or multiplication by 4

that the other roots do, and instead seem to imply little to no bulk movement, akin to the

trivial solution in Equation 5.8.

To compare more formally these three different scenarios we present in Table 5.1 the post-

CE separations for each simulation, alongside the fall-back radii given by each assumption

about the shape of the distribution. It is important to note that here our final separation values

𝑎f differ from that seen in Table 3.1. The previous table noted the separation as given by the

method outlined in Reichardt et al. (2019), whereas here we have chosen the final separation

to be that coinciding with the moment before the artificial unbinding takes place (the triangles

in Figure 4.4).

Note that when considering the size of these distributions, we consider the radius, in the

case of a disk, to be the outermost radius, as we began with an 𝑟i (and accompanying 𝑣i)

that was chosen to be at the outer edge of the bound material. In the case of the ring we

consider its radius to again be the outer edge, while assuming it is generally narrow in width

and concentrated largely around this radius. We also stress here that when we consider the

fall-back disk, we acknowledge this ’disk’ actually has a hole in it that is of the order of the

binary’s orbit. We have assumed this can be approximated as a disk because the outer radius

of the material falling back is significantly larger than the radius of the hole in the middle

around the binary.

It is important to remember that the parameter 𝑎f in Table 5.1 is not the radius of the

binary’s orbit around the centre of mass. It is the separation between the two stars, whereas
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Sim. 𝑎f 𝑎1,f 𝑎2,f 𝑟i=f 𝑟d→r 𝑟r→d

𝑞(Res) (R⊙) (R⊙) (R⊙) (R⊙) (R⊙) (R⊙)

0.68(L) 24 11 13 21 5 85

0.68(H) 19 8 11 34 9 141

0.85(L) 40 20 20 36 9 153

0.85(M) 38 21 17 0 0 0

0.85(H) 28 13 15 49 12 198

1.00(L) 60 32 28 35 9 144

Table 5.1: Fall-back radii of material depending on the evolution of the distribution. Here 𝑎f

is the separation of the two stars at the end of the CE, and 𝑎1,f , and 𝑎2,f are the distances from

the centre of mass of the donor and accretor respectively. The final three columns summarise

the expected fall-back radii depending on the evolution of the material, that is, no change in

the moment of inertia (Equation 5.6), a change from a disk to a ring (Equation 5.11), and

finally a change from a ring into a disk (Equation 5.13).

the fall-back radii calculated in the same table are the distances from the centre of mass.

Therefore a value of 𝑅 < 𝑎f does not necessarily mean the binary will interact with the

material if 𝑅 is close to 𝑎f . As such we have included the additional columns to denote

the distance of each star from the centre of mass to make the possibility of interaction more

obvious.

Regardless of how the fall-back material does or does not change its distribution, for the

low resolution simulations the fall-back radii are somewhat smaller. This is because lower

resolution simulations routinely unbind more mass and angular momentum, leaving the

material that is still bound with a lower total angular momentum budget. Gas unbinding also

occurs at lower radii for lower resolution simulations, compared to their higher resolution

counterparts. The mesa EOS simulation is the most extreme example. By unbinding

significantly more of the envelope at a much lower radius, whatever bound gas is left has a

significantly lower angular momentum: almost two orders of magnitude less than the other

simulations. What little material is still bound by the end of the CE, then exists much closer

to the binary, and with much less angular momentum, making a total fall-back of material

onto the binary comparatively very easy, as seen by the negligibly small fall-back radii in

Table 5.1.
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Figure 5.1: Particle density vs. distance from the centre of mass for simulations 0.68(H) (left

panel) and 0.85(H) (right panel) taken at the end of the CE, at the same time as the end of the

CE denoted by the triangles in Figure 4.4. Purple particles have velocities above local escape

speed, while orange particles are below escape speed. Clearly we see no distinct ring features

at this time, and thus our starting distribution for material begins most well approximated by

a disk.

We find that only a lack of change in the distribution or a change between a disk and

a ring could lead to significant fall-back of mass onto the orbiting binary. We argue these

two configurations could be realistic for the fall-back distribution. The former makes no

assumption of a change in geometry. The latter seems plausible as demonstrated in Figure 5.1:

the distribution of bound material around the binary has little to no ring-like features, and

shows that while the distribution is not uniform, it is much more akin to that of a disk. As

such this scenario of a starting ring changing to a disk is much less physical.

It is also important to note that the radii listed in Table 5.1 are for the farthest bound

material (for the case of a disk, while for a ring they are the only radius). This reassures us

that when these radii are similar to the distance of the farthest companion to the centre of

mass, all the fall-back gas can likely interact with the binary.

5.2 The Fall-back Mass

If the envelope is not ejected during the CE, the system will eventually end in a merger

(Kuruwita et al., 2016). Thus in order for a binary to survive the CE interaction, at some

point, whether it be during the first CE or any subsequent interactions, the entire envelope
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must be ejected1. Given that we have a merger with a sufficient amount of mass remaining,

and a surviving binary with none, there must then exist a range of ”left-over” envelope masses

for which there is enough fall-back envelope mass in the system to shrink the orbit of the

binary, but not merge the two cores. As we have demonstrated previously, it is possible for

the mass in the post-CE environment to fall back to such a radius that a further interaction is

likely. This fall-back mass will act to shrink the orbit by doing work on on the binary through

momentum exchange, similar to that which caused the in-spiral during the first CE to begin

with.

Here we will perform a first order approximation of the work done on the binary by this

fall-back material to assess the orbital shrinkage as a function of the amount of fall-back

material. We assume that 100% of the fall-back mass will be swept by the companion over

the span of a single orbit, and that the ring this material creates is moving with a negligible

velocity compared to that of the orbit. We write the companion’s velocity with respect to the

primary as:

𝑣 =

√︂
𝐺`

𝑎
, (5.15)

where 𝐺 is the gravitational constant, and 𝑎 is the binary separation, and ` is the reduced

mass of the binary. From Kepler’s third law we can also write the period, 𝑇 , of the system as:

𝑇 = 2𝜋
√︂

𝑎3

𝐺𝑀
, (5.16)

where 𝑀 = 𝑀1 +𝑀2. Thus we obtain the equation for the work done on the companion over

a single orbit by an amount of fall-back mass, 𝑀f:

𝑊 = 2𝜋𝑎
𝑀f𝑣

𝑇
. (5.17)

Here we have assumed that the momentum of a fall-back ring, moving with the same orbital

velocity with respect to the companion, is fully accreted by said companion over an orbital

period, thus creating a force that does work over one orbital path. Note that we have also

assumed this force is constant for simplicity.

In performing this calculation, we have assumed the most ideal case possible for how

much work an amount of fall-back material can reasonably do on a binary to shrink its orbit.

In order to determine whether this work is sufficient to shrink the orbit to observed values,

1By entire envelope we mean the amount of envelope mass that can remain on the star and still induce a

decrease in radius, depends on the core mass but is of the order of 10−2 M⊙ .
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we compare the work done to the change in orbital energy it would cause, given previously

by Equation 1.9. Here we modify this equation slightly to include the fall-back mass that has

accreted onto the companion by the end of the orbital reduction:

Δ𝐸orb = 𝐺
𝑀1,c𝑀2

2𝑎i
− 𝐺𝑀1,c(𝑀2 + 𝑀f)

2𝑎f
, (5.18)

where 𝑀f is again the fall-back mass the companion accretes, and 𝑀1,c is the core mass of

the donor. 𝑀2 is the mass of the companion, and 𝑎i and 𝑎f are the initial and final separations

before and after the orbital reduction, respectively.

We then study the amount of possible orbital reduction as a function of 𝑀f , the amount of

fall-back mass, and 𝑎i, the separation of the binary at the end of the CE. In order to estimate

the amount of mass that will fall-back onto our binary systems, we consider two different

methods. The first, which should set an approximate lower limit, is to consider only the mass

that has a negative radial velocity at the end of the CE. The other method, which gives an

upper limit for fall-back mass, is to assume there is no further unbinding of material after the

CE (recall the point before any artificial unbinding occurs post-CE is how we have defined

the CE end), and thus, whatever is bound at that point will stay bound, regardless of the

motion of the material, and must therefore fall back according to our previous calculations of

fall-back radius.

In Figure 5.2 we examine the properties of the mass that has a negative radial velocity.

The top plot in each simulation panel, at the end of the CE (magenta triangle), gives us an

estimate of how much mass we can expect to return to the system by assuming that all the

gas with negative radial velocity will fall back. The middle plot then gives us an estimate of

the average velocity of this mass, while the bottom plot gives the angular momentum.

Figure 5.2 shows that with higher 𝑞, we generally have less mass with a negative radial

velocity. For instance the simulation with 𝑞 = 0.85 (H) has about half the mass with a negative

radial velocity than the 𝑞 = 0.68 (H) simulation. This can also be seen when comparing

the top right boxes in Figures 4.5 and 4.6. In those plots we can see this might be due to

stronger spiral shocks created by the binary with a larger companion, reducing the ability for

the fall-back material (as defined in this case) to accumulate. Ejected material also leaves

the binary with greater velocities in higher 𝑞 simulations, as previously shown in Figure 4.8.

Similarly this is also generally true of lower resolution simulations. Interestingly the high

resolution 𝑞 = 0.68 simulation is the only plot featured here to experience a large negative
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Sim. 𝑎i 𝑀rv 𝑀b

𝑞(Res.) (R⊙) /0.49(M⊙) /0.49(M⊙)

0.68(L) 24.2 0.05 0.34

0.68(H) 19.4 0.13 0.44

0.85(L) 40.4 0.07 0.39

0.85(M) 38.3 0.02 0.24

0.85(H) 27.7 0.07 0.46

1.00(L) 60.3 0.03 0.37

Table 5.2: Summary of the fall-back masses for consideration in the calculation of orbital

shrinkage. Here we have denoted the final separation of the binary as 𝑎i, as it will now be

used as the initial separation before any further shrinkage. 𝑀rv is the mass counted with

negative radial velocity at the end of the CE, while 𝑀b is the mass of the bound envelope by

the end of the CE.

spike in radial velocity around the time of the CE. This in turn might be the reason why this

simulation in particular has been able to hold onto more mass with negative radial velocities

than any other. The lower resolution simulations, including the mesa EOS simulation also

exhibit a large drop off in fall-back mass after the end of the CE as marked by the triangles.

This is again due to the artificial unbinding that occurs at late stages of the simulation as

mentioned previously. This drop off, however, is not instant, as many of these simulations

still experience a marginal increase in the amount of fall-back mass before the drop off,

which seems to occur most prominently in the higher 𝑞, lower resolution simulations, namely

𝑞 = 0.85, and 𝑞 = 1.00. We also find these latter two simulations experience a spike in

fall-back mass and angular momentum around the time the in-spiral timescale is at its fastest

(this is most prominent in the 𝑞 = 1.00 simulation), which we consider to be a resolution

dependent characteristic.

We have summarised the two methods used here to calculated the amount of fall-back

mass in Table 5.2. Between the two there is up to an order of magnitude difference. The

final separations of the simulations, called 𝑎i for the benefit of the fall-back calculation,

represent the initial separations from which the orbital shrinkage will begin. To visualise

the comparison between work done on the companion, and the change in orbital energy as

the orbital separation decreases, we will consider a range of fall-back masses up to 0.49M⊙,
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Figure 5.2: Properties of envelope gas with negative radial velocity, assumed to fall back for

the simulations that experienced a CE. For each simulation, the top panel shows the mass

with negative radial velocity, the middle panel shows the average radial velocity of that gas,

and the bottom panel displays the angular momentum of the same gas. The magenta circles

and triangles correspond to the beginning and end of the CE, the same points used in Figure

4.4.
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Figure 5.3: Change in orbital energy (dashed lines) between the indicated separations (Δ𝑎),

and work done on the companion by the fall-back mass (solid lines), as a function of fall-back

mass from 0.01 to 0.49 M⊙ (where the high end of the range is the total mass of the donor’s

envelope and thus the maximum possible amount of fall-back available). The left most black

line represents the average fall-back mass as given by material with negative radial velocity,

whereas the right most black line represents the average amount of fall-back mass as given

by what remains bound at the end of the CE.

the total available mass of the envelope. We plot this comparison for a range of separations,

for different amounts of separation decrease, and for different companion masses generally

derived from Table 5.2 in Figure 5.3.

This plot uses the approximate final (here initial) separations for each value of 𝑞 in

Table 5.2, along with the appropriate companion mass. The shrinkages are chosen such that

the change in orbital energy and the work done on the companion meet only when we have

100% of the envelope returning to the system as fall-back material. As we have already

shown, there is a range of unbinding across our simulations, so this assumption of a total

fall-back is not physical. In fact, as we have already stated, a total envelope fallback must

result in the merging of our system. In assuming this total envelope fall-back however, we

aim to simplify the process of comparing our different ranges of orbital reduction. The aim

here is not strictly to find how much the orbital will shrink, but instead to illustrate that with

a greater amount of fall-back mass, the amount of work that can be done to shrink the orbit is
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also greater; a conclusion which was also demonstrated previously in the work of Kuruwita

et al. (2016). We also find that in our simulations, masses of greater than approximately

0.1 M⊙ are required as a minimum to start making a noticeable difference in bringing these

two energies close together. As we see from the two black lines in Figure 5.3, if we are to

conclude that only material with a negative radial velocity is to fall-back, orbital reduction is

much less likely than if we consider the alternative that fall-back mass is whatever remains

bound by the conclusion of the CE.

The limitations of the calculations we have put forth should be obvious here, as our

equations do not reproduce the expected merger with the fall-back of the entire envelope.

This comes from the slight mismatch between comparing the change in orbital energy to

the work done by the fall-back mass as a source for said change. As we have noted in

the literature, the alpha formalism (Equation 1.10) compares this same change in orbital

energy with the binding energy of the envelope itself. What we have issue with here is

reconciling the differences in energy lost to unbinding with the ejection of particles, versus

energy lost to collisions, with the accretion of particles. We thus move forward carefully,

with the knowledge of our limitations in reproducing reality, as our calculations for work do

not intrinsically contain the condition that a merger should occur with a sufficient 𝑀f , and

consider only the work done by a given amount of mass in an idealised scenario.

In each of the three cases shown in Figure 5.3 the ratio of the final separation to initial sep-

aration is a constant (3/5). This implies the smallest possible separation obtainable through

fall back of material for these simulations would be approximately 60% of whatever the orig-

inal post-CE orbital separation was. We can investigate this phenomenon in greater detail

by again equating the work in Equation 5.17 to the change in orbital energy in Equation 5.2,

which yields:

𝑎f
𝑎i

=
𝑀1(𝑀2 + 𝑀f)

2𝑀f
√
𝑀1𝑀2 + 𝑀1𝑀2

. (5.19)

Next we assume the same conditions as in Figure 5.3, i.e. that 𝑀1 = 0.39 M⊙ (the core mass),

and 𝑀f = 0.49 M⊙ (total envelope fall-back). We plot this ratio of separations as a function of

the companion mass in Figure 5.4. In doing so we find that if the companion to our donor is

of lower mass, the final separations post-shrinkage grow to approximately 70% of the initial

separation, whereas with larger companion masses, such as those in our simulations we find

smaller separations, of less than or equal to 60% of the initial separation.
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Figure 5.4: The ratio of final separation to the initial separation of the system after the CE as

a function of companion mass. As such the magenta line shows how much smaller than the

initial separation the post-shrinkage separation can be for the parameters in our simulation.

The green line uses the same parameters, but with an increased envelope mass, to investigate

how the shrinkage would change with more fall-back mass. Similarly the black line has the

same increased envelope mass with a decreased donor core. We assume 100% envelope

fall-back, and set the work done on the companion equal to the change in orbital energy

between the two separations.

The green line in Figure 5.4 represents an arbitrary increase in only the envelope mass

of the primary. If we take the companion mass to be approximately 0.85 M⊙, which would

allow for a shrinkage of 50% (i.e, to go from 10 R⊙ to 5 R⊙), then this hypothetical system

would have a mass ratio of 𝑞 = 0.66. If we do the same for the black line, choosing now the

companion to be 0.48 M⊙for the same factor in orbital reduction, then the resulting system

would have a mass ratio of 𝑞 = 0.4. Again we stress that in reality, with sufficient envelope

fallback, the system must conclude in a merger, however what this shows is that when it

comes to post-CE orbital shrinkage, the amount of available envelope material is crucial, and

that the largest shrinkages in these circumstances are possible with lower 𝑞 systems.

Similar conclusions to this were also made previously by Iaconi et al. (2018), who used

the same primary (a 0.88 M⊙ red giant) as our simulations, with a wider range of companion

masses (0.1 M⊙ to 0.9 M⊙). Importantly they also kept the 0.39 M⊙primary core constant
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when they performed the same simulations with an increased envelope mass, creating a

primary that in total was 2.0 M⊙. They found final separations of these systems with larger

primaries were well under 10 R⊙, and with companion masses of up to 0.6 M⊙ could

potentially end in mergers. This represents a scenario in which the envelope is so massive to

the point it cannot be lifted enough to allow for post-CE shrinkage, this more bound envelope

will thus have a much greater chance of causing a merger due to inciting a stronger initial CE

interaction.

If our goal is to reproduce observed binary separations of the order 5 R⊙, then it seems

from Table 5.2 and Figure 5.3 that this is perhaps only possible with lower 𝑞 systems. Our

investigation into the matter with Figure 5.4 seems to confirm that these low 𝑞 systems are

best suited for producing close binary observations. Lower 𝑞 systems already create lower

final separations with more ease than their higher 𝑞 counterparts, and similarly also produce

more fall-back mass by both measures (mass with a negative radial velocity, and total bound

mass) at higher resolution. Hence we are best set to produce these low final separations

in SPH simulations by increasing the resolution: thereby decreasing the binary separation;

decreasing 𝑞: so as to further shrink the separation, and finally, increasing the mass of the

donor’s envelope (up to a point, as demonstrated by Iaconi et al. (2018)): such that we may

maximise available fall-back to perform the work required. With these parameters in check

it may then be possible to resolve the issue of reproducing small final separations.
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6
Summary

We have sought to investigate the relationship between early mass transfer during RLOF, and

how this affects the subsequent CE interaction. We have created 8 simulations with the SPH

code phantom (Price et al., 2018) using both lower and higher resolution, along with mass

ratios of 𝑞 ≡ 𝑀2
𝑀1

= 0.68, 0.85, 1.00, and 1.50. The primary donor star in our simulations is a

0.88 M⊙, 90 R⊙ red giant, used previously by Passy et al. (2012), Iaconi et al. (2017a); Iaconi

& De Marco (2019), and more recently by Reichardt et al. (2019, 2020). The companion is a

point mass particle whose mass we have varied across simulations to construct the different

mass ratios. We have also included a single tabulated mesa EOS simulation with 𝑞 = 0.85,

to compare to the rest of the simulations with an ideal EOS. We have done this to study the

characteristics of this early mass transfer across various systems, while also observing the

effects of resolution and EOS.
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6.1 Conclusions

The reason for studying the change in the strength of the CE due to variations in early mass

transfer, is that we would like to explain how we are able to observe post-CE binary separations

that are either extremely small, or, surprisingly, quite large: observations show that binaries

can survive the CE with separations on the order of 5-10 R⊙, as well as separations as large

as 100 R⊙. The latter values are the lower limit of the separation of post-AGB binaries (van

Winckel, 2003), which, have a host of characteristics all of which suggest that these systems

have in fact gone through some kind of weaker CE interaction, for instance the radii of the

AGB star progenitors are large enough (200-600 R⊙) that a separation of 100 R⊙ necessitates

some kind of interaction. By studying how early mass transfer changes with mass ratio,

and how this affects the resulting CE, we hope to demonstrate how the early stages of the

interaction can be crucial to producing a full range of final separations, both large and small.

We also are interested in determining how the stages immediately following the CE in-spiral

may additionally affect the final separation.

In Chapter 3 we started by defining the start of the CE in-spiral using a new method: a

geometric criterion, based on the average slope of the separation versus time curve between

the start of the simulation and the point of maximum in-spiral. This method generated suitable

points for all of our simulations that experienced a CE, and is comparable to the method used

by Reichardt et al. (2019), wherein a fraction of the minimum in-spiral timescale is chosen

to define the start and end of the in-spiral. The method used by Reichardt et al. (2019) has

difficulty finding a good point of initial in-spiral for simulations with gentle in-spiral slopes

and more unique curves, and as such we opted to try an alternative that succeeded in these

cases. We found, however, that our method, while suitable for the work in this thesis, might

fail for simulations that experience a much longer phase of early mass transfer, by giving a

start of the in-spiral point that appears to be too early.

We have also shown that the equation for mass transfer, used previously in MacLeod

et al. (2018a) generally does an excellent job at predicting the mass transferring behaviour

of our simulations, showing our analytical expressions and numerical approximations are in

agreement. This equation is in fact much better than the one used by Reichardt et al. (2019).

Most importantly we have shown that as the mass ratio, 𝑞, increases to unity, the rate of mass

transfer drops by approximately an order of magnitude, but with a concomitant increase in

the duration of the pre-CE mass transfer phase. We note that although the rate of transfer
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has dropped and the time of transfer has increased, the two changes do not compensate each

other. The higher 𝑞 simulations transfer more total mass than their lower 𝑞 counterparts by

the beginning of the CE. This indicates a trend towards more stable rate of mass transfer

for higher 𝑞, leading to a weaker CE interaction, as the companion is able to remove more

of the envelope before the CE and does not plunge as deeply into the donor. This results

in a larger final separation. The stability of this mass transfer also greatly increases with

higher resolution for each simulation. For both high resolution and high 𝑞, namely in the

𝑞 = 1.00 simulation, we did not observe a CE occur at all, though this is also true of our lower

resolution 𝑞 = 1.50 simulation, indicating 𝑞 is a more important parameter than resolution

when discussing the stability of pre-CE mass transfer.

The simulation carried out with a mesa EOS (at low resolution) displays a much shortened

pre-CE phase. This may be due to the star being more unstable and somewhat expanding at

the start of the simulation, something that would tend to hasten the interaction.

In Chapter 4 we outlined 3 different methods for locating the outer Lagrange point, 𝐿2,

and found that they provided consistent results. With a reliable way to locate 𝐿2, we tracked

SPH particles that moved beyond the radius of 𝐿2 at the time of the CE in-spiral, and of those

we counted how many were unbound. We found that higher 𝑞 binaries have more of their

envelope mass beyond 𝐿2 before the start of the CE due to their longer period of pre-CE mass

transfer. Of the material pushed beyond 𝐿2, higher 𝑞 simulations also unbound significantly

more, due to the greater velocities with which mass is lost from the system. Resolution is also

crucial in examining this early mass loss, as lower resolution simulations have substantially

higher amounts of mass lost, as well as mass unbound prior to the CE, unbinding effectively

all of the gas that moves past 𝐿2. From this we can conclude that the duration of the pre-CE

mass transfer phase is not converged with respect to resolution, and we expect it to be longer

in reality than we have shown in this thesis. Additionally, while we know that the longer the

pre-CE phase is the smaller the mass transfer is, the total amount of pre-CE mass transfer

actually increases. Regarding the effect of mass ratio specifically, with a higher amount of

mass lost and unbound from the system, higher 𝑞 simulations have a weaker CE interaction

due to more of the envelope having already been lifted from the system. This may explain

why these mass ratios routinely create larger final separations than their lower 𝑞 counterparts.

We have defined the end of the simulation (and of the CE interaction) to be approximately

the point before any resolution-dependent unbinding occurs, something that tends to happen
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in all lower resolution simulations. Resolution-dependent unbinding was first described by

Reichardt et al. (2019) who showed that when the density surrounding the cores decreases

below a threshold, the SPH particles fail to resolve the core and fall down the core’s potential

acquiring speeds that are then transferred to overlaying layers of loosely bound particles,

leading to their unbinding. We cannot comment on anything that happens after this point.

Higher resolution simulations may suffer such an unbinding episode also, but would do so

later on. In our case, the high resolution simulations were not run long enough to show such

“artificial” unbinding.

In Chapter 5 we investigated ways to decrease the separation beyond that achieved at

the end of the in-spiral. This was to explain a number of low 𝑞 observations seen with

binary separations of the order of 5 R⊙ (e.g., Iaconi & De Marco, 2019). There we look

at the potential for bound material to fall back and re-enter the orbit of the binary and do

work on the companion to shrink the separation to ranges smaller than those achieved by the

initial CE interaction. For the post-CE distributions of material and their associated angular

momentum, we have shown within first order approximation that this mass is very capable of

falling far enough back onto the system to cause a secondary interaction. We also calculated

the type of fall-back masses expected in different simulations using two different assumptions

at the time of the CE’s conclusion: all bound mass falls back, or only mass with negative

radial velocity falls back (Recall the end of the CE here is before any resolution-dependent

unbinding has occurred).

By assuming a range of fallback masses as described above, we show analytically that it

is incredibly difficult to do enough work on the orbit to bring the separation down to 5 R⊙,

although some in-spiral can be expected. Our analytical approximation seems to fail for

fall-back masses approaching the envelope mass, but for now it may be valid in concluding

that, if only of the order of ∼0.1 M⊙ return then this would not be sufficient to enact sufficient

in-spiral to match the observations with the smallest separations. We found that, similar to

the findings of Kuruwita et al. (2016), with greater amounts of fall-back mass, more orbital

shrinkage is possible. Since our lower 𝑞 systems generally produce the greatest amount of

fall-back mass, and given that these systems already create smaller post-CE final separations,

we conclude that the close orbiting observed binaries are best reproduced by lower 𝑞 systems.

This said, the studies of Iaconi & De Marco (2019) showed that there is a group of observed

systems with low separations independent of the mass of the companion, as if higher mass
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companions were less efficient in unbinding the envelope. Clearly more work is needed in

this arena.

We also find that the wider separations of CE binaries are likely those deriving from

higher 𝑞 systems, as the highest final separation created by our simulations is 60 R⊙, 3 times

larger than our smallest separation. Our higher resolution 𝑞 = 1.00 simulation has yet to

enter a CE, so while at this point we can only speculate as to the long term behaviour of this

system, it is also possible that with an exceedingly stable mass transfer phase, this simulation

will create a final separation that is larger still. While the separations we have created here

are still too small to explain the post-AGB binaries with separations of the order of 100 R⊙,

our 𝑞 = 1.50 simulation shows a distinct movement away from the CE in-spiral, confirming

that these larger values of 𝑞 will certainly in-spiral less, and are thus much better candidates

to explain the wider binaries.

It is difficult at this time to comment on the formation of circum-binary disks around these

systems. We tested the hypothesis that a disk forms from material ejected though 𝐿2 and 𝐿3,

which then remains as a kinematically distinct structure through the subsequent CE ejection.

However, this hypothesis does not seem to be correct. We cannot comment on whether higher

𝑎 simulations can form a disk in this way, because we could not follow the interaction further.

A further investigation into the two simulations that have yet to experience a CE would be

extremely useful regarding the nature and aftermath of whatever interaction the stars share.

It is therefore possible that circum-binary disks may only form via fall-back of material if

some material does not return to the orbit but remains instead in orbit farther away.

6.2 Future Work

The implication of mass ratios close and above unity on the nature of the binary interactions

remain at this time unclear. For binaries with mass ratio well above unity, the current

companion is the original primary in the system (the more massive of the two stars at birth).

Hence the companion would have to be more evolved, such as a white dwarf or neutron star.

We have observed that at low resolution 𝑞 = 1.00 clearly goes through a CE, however, the

in-spiral phase is noticeably softer. On the other hand, still at low resolution, 𝑞 = 1.50 has

not entered a CE, and the separation has even begun plateauing, indicating it is possible that

it will not experience a rapid in-spiral phase at all. There is also a growing eccentricity in
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the orbit in this case, as is also true of the high resolution 𝑞 = 1.00 simulation, which also

has not entered a CE yet. The exact reason for this eccentricity is unclear, and as part of this

future work, would be an issue to investigate. The two different behaviours between 𝑞 = 1.00

and 𝑞 = 1.50 when considering the willingness of the system to enter the in-spiral, imply

that there might be some intermediate value of 𝑞 for which the separation decreases to, say,

100 R⊙without the need for a full CE, in which case what kind of interaction would this be?

Further to this, we require additional time to run the high resolution 𝑞 = 1.00 simulation, as

the long term behaviour is still not completely clear. It is possible this system will enter a

CE, and that the early phase of RLOF is simply exceedingly stable and much longer than the

simulated time.

Tangentially to this we would also deem the investigation of tabulated EOS’ to be critical,

as we have already shown early mass transfer can be very sensitive to the EOS. Investigating

the mesa EOS for one simulation has already revealed much regarding the increased instability

of the mass transfer phase, as well as the larger amounts of unbinding and its reduction of

available fall-back mass. We ultimately need to run high resolution simulations with this

EOS, as well as differing values of 𝑞. While there are still some questions as to the ability of

recombination energy to do work in the context of an expanding CE, it is today agreed that

recombination energy needs to be taken into account (e.g., Gonzalez-Bolivar et al., 2022).

Finally it is clear that with the presence of resolution-dependent unbinding which sets in at

low density near the cores and affects low resolution simulations, we need higher resolution.

This leads to long simulation times and the inability to study longer term behaviour, such as

fall-back. As such we require a new strategy to investigate the late stage evolution of these

systems. It is possible to recreate a similar environment without the need to also simulate

the close orbiting binary and the residual relatively high density near the core, that cause the

global simulation time-step to be small (individual time-stepping is also possible in phantom,

but leads to worse energy conservation). Early testing shows that we can temporarily cut out

the central part of the simulation and substitute it with a potential. This reduces the time-

step and leads to decreased computation times. This would allow us to probe the post-CE

environment numerically.



A
Appendix

Here we provide additional plots for some of our simulations. This is not an exhaustive list

of each simulation’s associated plots, and features only those serving as comparison to the

main simulations.
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Figure A.1: The evolution of separation for the 𝑞 = 1.50 low resolution simulation, and the

MESA EOS 𝑞 = 0.85 simulation. Similarly to the high resolution 𝑞 = 1.00 simulation in

Figure 3.1, even at low resolution the highest 𝑞 simulation here has also not undergone an

in-spiral phase. By smoothing the red curve to obtain the blue line, we see that the separation

is leveling off with time, and it is possible at such a high 𝑞 value the system will never become

close enough to fully interact in a CE.
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Figure A.2: Similar plots to those of Fig. 3.5, but for the 𝑞 = 0.68 simulation (top) and the

𝑞 = 1.00 simulation (bottom). The top plots here were also previously presented by Reichardt

et al. (2019). The behaviour at low resolution is similar across 𝑞 values for each simulation,

however the 𝑞 = 1.00 high resolution simulation again exhibits a much more stable decay of

separation. The blue lines indicate orbital eccentricity, which for the high resolution 𝑞 = 1.00

case, is growing, as seen in Figure 3.1.
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Figure A.3: The counterpart to Figure 3.6 for the 𝑞 = 0.68 high resolution simulation.
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Figure A.4: Here we plot the same as Figures 3.6, and A.3, but for the 𝑞 = 0.68, 0.85,

and 1.00 low resolutions, top to bottom respectively. Notice that the secondary phase of

angular momentum unbinding present in the left plots of each. Much like the additional mass

unbinding in Figure 4.4, this too is artificial. The calculations used in this thesis consider the

point at which after the orbital separation has stabilised, but before this artificial unbinding

occurs.
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Figure A.5: This QR-code leads to a google drive folder within which are the movies for the

evolution of velocity as a function of radius. In these we have included both lower and upper

bounds of escape velocity mentioned in Chapter 4. Additionally, we have created movies for

each simulation, and not just those mentioned in the thesis text. Note that the high resolution

𝑞 = 1.00, and low resolution 𝑞 = 1.50 simulations do not used the coloured particles to denote

𝐿2 and CE material, as not CE is present. As such the particles are simply left black in these

cases. The high resolution 𝑞 = 1.00 simulation’s behaviour in these movies is interesting,

as it seems to unbind more mass from the beginning almost instantly, but without observing

this simulation undergo a CE, it is difficult to say whether or not this is just an exaggerated

example of what also occurs in the 𝑞 = 0.85 high resolution simulation.
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