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Abstract

Advances in communication and network systems have given rise to a new era of revolutionary

technology known as Internet of Things (IoT): a world where everything is connected through

uniquely identifiable intercommunicating smart devices using uninterrupted connectivity and

sensors. IoT brings convenience to human lives in almost all sectors, including healthcare

centers, smart homes, and traffic management. The smart devices deployed in IoT systems

consist of resource constraint embedded chips for processing private information. The

security of the information processing on these chips has increased with the introduction of

Edge Artificial Intelligence where information will be processed locally on the edge devices

instead of the cloud.

Generally, on cryptographic chips, private information is secured using the standard

mathematically strong cryptographic algorithms but the weak implementations of these al-

gorithms can lead to side-channel leakages, which can be exploited to retrieve the secret

information, hence endangering the user’s privacy and data. Moreover, the efficiency of

these attacks has greatly improved due to the introduction of machine learning techniques

which has even weaken the countermeasure-protected implementations. Despite being ef-

fective, such machine learning-based attacks have their own challenges like over-fitting due

to redundant features , requirement of huge datasets for learning the leakage patterns, or

being prone to produce inaccurate analysis because of low instance-feature ratio or imbal-

ance classes. Moreover, these attacks are generally analyzed for symmetric ciphers, while

asymmetric ciphers remain unaddressed.



viii Abstract

The aim of this dissertation is to propose the improved machine learning-based side-

channel attacks using evolving machine learning technologies which can aid in recovering

the sensitive information efficiently. To achieve this, we have designed and developed two

novel hand-crafted feature engineering techniques to eliminate the redundant features, hybrid

deep learning-based scheme for data with low instance-feature ratio, neural network-based

model for various side-channel attack models, and a Generative Adversarial Network-based

model to increase the dataset size by generating fake leakages. Moreover, a generalized

few-shot learning-based leakage assessment model is proposed which combines the leakages

from the multiple sources and channels to detect and differentiate the secret information in

leakages. Furthermore hyperparameter tuning is performed to select the best models.

The comparison of the proposed attack models/schemes is performed with the state-of-

the-art side-channel attacks and with the other machine learning techniques. To evaluate

the efficiency of the developed models, experiments are conducted on the protected and

unprotected algorithms’ implementations leakages of both symmetric (AES) and asymmetric

(ECC) ciphers on various cryptographic chips. The results demonstrate that the proposed

methods outperform the state-of-the-art side-channel template attacks and can recover the

sensitive information with better efficiency. It is concluded that machine learning-based side-

channel attacks pose a significant threat to the security of the cryptographic chips. Based on

the findings, we suggest that new countermeasures should be designed which are effective

against these advance attacks to secure user information.
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Chapter 1

Introduction

1.1 Overview

Developments in smart devices and the advent of ever-ready uninterrupted connectivity have

changed our world drastically. The new era, known as the Internet of Things (IoT) has

revolutionized our communities. Our communities, small or big, communicating locally

or globally, are interconnected in the form of a giant cluster through millions of devices

over the internet. In this ever-growing community connectivity through IoT, the need for

security has increased significantly. Every component in IoT requires security and protection

at some layers, including networks, hardware chips, data/information, processes, protocols,

and physical infrastructure. The new concept of Edge Artificial Intelligence (AI) introduced

into the chip technology industry has further heightened the security requirements [1, 2]. In

Edge AI, the AI algorithm based processing is carried out on the end device itself instead of

sending data to the cloud for processing. Recently, Field Programmable Gate Arrays (FPGA)

and ARM manufacturing companies have joined the league and started designing chips like

Cortex-M55 equipped with the Ethos-U55, ’microNPU’. This is a new class of machine

learning (ML) processor specifically designed to accelerate ML inference in area-constrained

embedded and IoT devices.

A secure set of algorithms, as recommended by the National Institute of Standards and

Technology (NIST) and other local standardizing authorities, serves to protect information

processing through the hardware chips, including FPGA, and ARM processors. These math-

ematically and theoretically secure algorithms promise a reliable infrastructure for an IoT

environment, but during the development phase, several factors, including hardware systems
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constraints, can lead to implementation compromises. These weak implementations may

produce unintended side-channel leakages that an adversary can exploit to analyze the pat-

terns and determine the sensitive information or key. These side channels include power

consumption, electromagnetic emissions, timing information, vibrations, or sound produced

by the system [3–5].

Traditionally, various classical side-channel attacks have proven to be successful in com-

promising mathematically secure algorithm implementations [6–8]. Some of the most pow-

erful side-channel attacks like profiled-based side-channel attacks, in which an adversary is

assumed to have access to the open copy of the target device, were able to break standard

industry grade encrypted systems. In the past, various countermeasures have been proposed

including masking and hiding to safeguard the sensitive parameters [9–16]. The profiled-

based attacks have recently been extended to the machine learning-based side-channel attacks

(ML-SCA) due to the overlapping nature of both the attacks [17–22].

With the advances being made in machine learning and upcoming Quantum Computing

on the horizon, these machine learning-based side-channel attacks will become more ac-

curate, speedy, and effective, even defeating the existing countermeasures. However, there

are few factors which may hinder successful ML-SCA in recovering the sensitive informa-

tion. These factors include; the requirement of huge datasets for the efficient performance of

deep learning algorithms, noisy traces with redundant features, poorly trained models, high-

dimensional data due to high sampling frequency during the acquisition process, and small

datasets having low instance-feature ratio. With evolving machine learning technologies,

these challenging factors can be addressed to improve machine learning-based side-channel

attacks’ performance and efficiency. This thesis focuses on improving the efficiency of side-

channel attacks by investigating, analyzing, and proposing novel models and methods based

on the emerging machine learning techniques.
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1.2 Challenges and Objectives

It should be noted that while modeling the side-channel problem with a machine learning-

based algorithm, redundant irrelevant features can be a limiting factor in terms of accurate

analysis. This problem can be solved by selecting the most contributing features through

hand-crafted or state-of-the-art feature engineering techniques. Basic machine learning

algorithms, along with feature engineering techniques, can offer simple efficient key recovery

methods.

With the recent advances made in machine learning, data scientists and cryptographers

have developed better side-channel attack methodologies that can successfully recover the

secret key information without requiring any pre-processing or selection of point of interest

[23]. However, for the success of such deep-learning attacks, huge datasets are required to

learn the leakage pattern from the noisy high-dimensional data traces, which results in high

processing time, more memory requirement, and increased time needed to acquire more data

traces to form a huge dataset. Moreover, noisy data may give rise to over-fitting or curse

of dimensionality, where the model trains itself so well on the training data that it fails to

generalize on the unseen data.

All the above-mentioned factors reveal the limitations to the practicality of the attacks.

Hence, the efficiency of these (ML-SCA) attacks is still debatable. This discussion points to

the following research question; "Machine learning analysis has remarkably improved per-

formance and efficiency in other research domains due to the proposed advanced techniques.

Is it possible that an adversary can exploit the existing machine learning techniques to design

an efficient attack that can learn the patterns from the noisy leakages and help in retrieving

the secret information in less time by consuming fewer resources?"

This thesis aims to explore this research question further and investigate methods based on

machine learning and feature engineering techniques to propose efficient attacks on the secure

implementations of cryptographic primitives on various embedded chips. The proposed

improved attacks will help the research community to devise effective countermeasures.

According to the No-Free-Lunch theorem, a machine learning algorithm will provide

varied results for the different datasets. Keeping this in view, this thesis also aims to
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provide an evaluation of the proposed attacks on a variety of standard protected (secured)

and unprotected cryptographic algorithm implementations; Advanced Encryption Standard

(AES) and Elliptic Curve Cryptography (ECC). In this research, two side channels, power

consumption and electromagnetic emanations, are exploited.

One of the most significant challenges in SCA is benchmarking. Due to the lack of

availability of the leakage datasets, it becomes hard to compare and reproduce analysis results.

At the start of this research work, there were no standard repositories for the leakage traces

datasets of the standard algorithms except AES (DPAContest data [24]). For this research,

we have also implemented an automated setup for leakage data collection. Moreover, over

past two years, few datasets have been presented by the research community, so we have also

evaluated our proposed methodologies for those datasets.

Based on the aforementioned challenges, the aims and objectives are explicitly listed

below.

Aim 1

To investigate, propose and formulate generalized machine-learning based methodolo-

gies and feature engineering schemes, in order to improve the efficiency and performance

of the machine learning-based side-channel analysis, tailored according to the dynamics

and characteristics of the particular algorithms’ leakage signals acquired from the secure

implementations on Field Programmable Gate Array (FPGAs) and ARM processors.

Objective

• First objective of this research was to formulate generalized machine-learning based

methodologies and to explore feature engineering methods that can reduce the redun-

dant features, hence enablingmachine learningmodels to perform better. Asmentioned

before, it is common for the side-channel leakages to have noisy high-dimensional data

due to the high sampling frequency during the acquisition process. This high sampling

frequency is set to ensure that the minor details of the sensitive entity are captured.

Moreover, noise might be added as a countermeasure, e.g. masking and RNS, which

increases the feature complexity. Furthermore, the noise might be induced due to the

neighboring components on the device. Traces with redundant, irrelevant, and noisy
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features may introduce over-fitting, which can lead to inefficient poor-performing mod-

els. To achieve this objective, we have proposed the following:

– A novel method was developed in which the leakage signal properties were

utilized as features instead of the raw samples (signal amplitudes) (Publication I

and III).

– A hybrid feature engineering technique was proposed by exploiting the state-

of-the-art feature engineering characteristics that can handle multi-dimensional

data features for Public-Key cryptosystems. Moreover, a generalized machine

learning-based evaluation methodology for recovering the sensitive information

from the RNS-ECC implementation leakages was proposed. (Publication V).

• Another objective was to analyze the impact of the proposed feature engineering ap-

proaches on implementations of various standard algorithms. For this, the proposed

approaches have been evaluated on protected and unprotected symmetric and asym-

metric ciphers’ implementations including AES, ECC, and RNS (Publication I, III and

V).

• In general, machine learning algorithms comprise a number of hyperparameters that

required tuning to achieve optimum performance. Our objective was to tune the

parameters to obtain the best generalized trained model (Publication II - V).

• The objective was to analyze the practical side-channel leakages acquired from the

hardware system instead of evaluating the presented models on the simulated leakages.

To achieve this an automated system was setup that can collect the side-channel leak-

ages from the secure implementations of the algorithms. This was done through the

development and integration of the hardware and software setup using an oscilloscope

and a proprietary desktop application developed using C# and MATLAB libraries.

This setup is explained in Publication I.

Aim 2
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To analyze the effect of the machine learning techniques on different side-channel at-

tack models by formulating suitable methods, and to evaluate the designed methods on the

challenging noisy leakages having low signal-noise ratio which contain significantly less

information about the sensitive entity.

Objective

• Based on the nature of the electromagnetic analysis (EMA) and power analysis (PA)

leakagemodels, ML-SCA attack can be segregated into the threemodels. Our objective

was to formulate and investigate these models from machine learning perspective on

noisy leakages (Publication IV).

• The formulated models have been evaluated according to the algorithm under analysis,

which is ECC in this case (Publication IV).

Aim 3

To propose and develop efficient methods and models to improve machine learning-based

side-channel attacks by exploiting the deep learning algorithms’ pattern recognition capability

especially for limited datasets.

Objective

• Deep learning algorithms are data-hungry, and existing deep learning-based side-

channel analysis techniques have been evaluated on a huge dataset containing more

than 60,000 data instances. Ourmain aimwas to investigate the possibility of recovering

the key from the small number of leakage traces. Two scenarios were explored in this

regard, as given below.

– The objective was to design and develop the deep learning-based attack model

by utilizing the data balancing and dimensionality reduction techniques. The

proposed model was assessed on a small dataset having low instance-feature

ratio, meaning there were very few leakage traces and each trace had a huge

number of features (Publication VI).
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– Another objective was to explore a possibility of increasing the leakage dataset

size without collecting more data. This is especially required in scenarios where

data collection is constrained by the implemented countermeasure in the crypto-

graphic device. This was achieved by designing a model based on Conditional

Generative Adversarial Network (GAN). The proposed model was evaluated on

both symmetric and asymmetric datasets (Publication VII).

Aim 4

To design and develop a standalone generalized efficient leakage assessment system for

detecting the leakages in black-box scenario by combining and processing the input leakages

from multiple channels and multiple sources with only a few data instances.

Objective

• The objective was to design a generic system which can process information from

multiple sources and channels to identify the leakage based on just few traces. This

was achieved by using emerging few-shot learning concept. For evaluating the model,

both AES and ECC implementation leakages were given as input to this developed

system (Publication VIII).

1.3 Main Contributions

In this dissertation, various machine learning algorithms and techniques are explored. This

study presents various novel attack models that can efficiently recover the secret information

from the cryptographic implementation of widely used standard algorithms (AES and ECC).

We have also explored the scenarios where the existing datasets are very small in size,

particularly an adversary is constrained in collecting the limited data traces perhaps due

to the implemented countermeasure. We have proposed an efficient deep learning-based

model to process the datasets having low instance-feature ratio. We have also proposed a

scheme based on standard Conditional GenerativeAdversarial Network (CGAN) and Siamese

networks, which can generate artificial data similar to the original leakage traces and hence
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can address the small d ataset issue. Moreover, the key scientific contributions are explained

below.

• An efficient feature engineering technique is proposed as a pre-processing step before

applying machine learning-based side-channel attack, which exploits the leakage sig-

nal trace characteristics. A comparative analysis is provided using various standard

machine learning algorithms on the new featured-engineered dataset for protected and

unprotected implementations of the standard cryptographic algorithms; AES and ECC

(Publication I and III).

• We have implemented an independent automated setup for leakage trace collection

from FPGA chips mounted over Sakura-X. Sakura-X is a standard side-channel leakage

evaluation, and trace collection board mounted with FPGA. This setup can be utilized

to obtain the data from the hardware implementation of any cryptographic algorithm

(Publication I).

• Various machine learning-based attack models for ECC algorithm implementations,

based on the hamming weight, hamming distance, and identity values, are designed.

A quantitative analysis is presented by performing analysis using six machine learning

and deep learning algorithms. Moreover, the impact of previously proposed hand-

crafted feature engineering scheme is also analyzed on all the presented attack models

(Publication IV).

• A machine learning-based evaluation methodology is proposed along with a novel

hybrid feature engineering scheme for the Residue Number System (RNS)-based ECC

cryptosystems. RNS-ECC side-channel leakages consist of high dimensional complex

feature dataset due to the inherent parallel processing characteristic of the Residue

Number System, and retrieving information about sensitive entity from these side-

channel leakages is a challenging task. The proposed feature engineering scheme

exploits the best characteristics of dimensional reduction (Principal Component Anal-

ysis (PCA) and Linear DiscriminativeAnalysis (LDA)) and feature selection techniques
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to achieve an optimal number of features which contribute most to the efficient anal-

ysis. The proposed methodology successfully retrieves the sensitive entity from the

leakages, obtained from the protected and unprotected RNS-ECC Montgomery Power

Ladder implementations on ARM processor, using two attack (location-dependent and

data-dependent) scenarios (Publication V).

• An efficient deep learning-based attack model is designed for a successful attack on

datasets having a smaller instance-feature ratio. Dimensionality reduction and class

imbalance techniques are utilized with the proposed Convolutional Neural Network

(CNN) architecture to create a successful attack model. The presented model, with

optimum layered architecture, is evaluated on the protected and unprotected implemen-

tation of Montgomery Powering Ladder (MPL) Elliptic Curve Cryptographic (ECC)

implementations. For a protected version, a secure BEC algorithm is used [25]. Var-

ious hyper-parameters are tuned to achieve a stable, efficient, and reliable model.

Our designed method is computationally less expensive and outperforms the existing

complex deep learning SCA models (Publication VI).

• A layered approach is proposed which is based on Conditional Generative Adversarial

Network and Siamese network along with a stopping criteria to generate artificial/fake

leakage data, which possess similar characteristics to that of the real leakages. A

quantitative comparative analysis is provided between original and generated datasets

using simple and deep learning-based models. The best performing model is further

tested on the generated dataset of both AES and ECC implementations. (Publication

VII).

• A multi-source leakage assessment evaluation system is designed, which is based on

the emerging few-shot learning concept. It can combine leakages from the different

sources of various algorithm implementations and can successfully distinguish the

leakage traces with high probability. The system is validated with AES and ECC

leakages. The prominent feature of the developed system is easy integration of new

leakage datasets frommultiple sources (symmetric and asymmetric), without retraining
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Figure 1.1: Thesis Outline
the system from scratch (Publication VIII).

1.4 Dissertation Outline

This dissertation follows the non-traditional “Thesis-by-Publication” format which has been

approved by the Macquarie University Higher Degree Research Office (HDRO). It consists

of an introduction, background information, findings of this research (Chapters 1, 2, and 11),

and the list of author’s major scientific research contributions. Except for Chapters 1, 2 and

11, all the text and graphics derive from author’s research articles, prepared, published, or

under review in the conference proceedings or a journal. The published articles, in Chapters

3-10, are reformatted to improve their readability. The outline of the thesis is summarised

in Fig. 1.1. This dissertation mainly proposes efficient machine learning-based side-channel

attacks for symmetric and asymmetric ciphers and is divided into two main sets. First, a set

of proposed attacks offers improvement by exploiting the hand-crafted and state-of-the-art

feature engineering techniques. Conversely, the second set of the proposed attacks improves

the performance with the help of proposed architectures based on deep neural networks

(DNN). Each chapter’s contribution to this thesis is summarized below.

Chapter 2 gives the necessary background and preliminary studies. A comprehensive
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review of the literature available on the approaches and methodologies related to side-channel

attacks and machine learning-based side-channel attacks on cryptographic chips is provided,

followed by the details of symmetric and asymmetric ciphers under attack, state-of-the-

art machine learning algorithms, and background description of the feature engineering

techniques.

Chapter 3 describes the proposed hand-crafted feature engineering techniques for select-

ing/extracting contributing features, which is a challenging task in applying machine learning

techniques to side-channel attacks. To reduce the trace length and thus the attack complexity,

time- and frequency-domain signal properties are used as features instead of the raw leakage

signals’ amplitude. The crafted features are further processed using state-of-the-art feature

selection/extraction techniques to improve attack efficiency. Electromagnetic leakages are

analyzed to recover the secret key from the symmetric cipher, using various machine learning

algorithms. A standalone data collection setup is is also presented for acquiring the data

(Publication I).

Chapter 4 advances the work performed in the previous chapter. In this chapter the impact

of hyperparameter tuning is analyzed for the selected machine learning algorithms and best

performing hyperparameters are selected for an improved attack (Publication II).

Then in Chapter 5, we have proposed a hamming weight based attack methodology which

utilizes the previously proposed feature generation methodology to asymmetric ciphers along

with the concept of using feature engineering techniques in hybrid mode. This approach is

used to evaluate Elliptic Curve Cryptography (ECC) always-double-and-add algorithm. A

quantitative comparative analysis is performed, for the proposed attack, to recover the secret

key from the raw unprocessed leakage traces and from the processed feature-engineered traces

(Publication III).

Side-channel attacks can be categorized into divide-and-conquer and analytic attacks

[26, 27]. A complete sub-key is retrieved in analytic attacks, whereas only partial key is

retrieved in the divide-and-conquer attacks. Based on this, various machine learning attack

models can be formulated to approach the problem of the secret key recovery focusing on

key byte or key bit recovery. In Chapter 6, three machine learning-based attack models are
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presented along with the selection strategy for the best performing model. These presented

attacks are evaluated on electromagnetic leakages from asymmetric key ECC algorithm

for raw and feature-engineered datasets as proposed in Chapters 3-5. Generally, noise is

introduced as a countermeasure to hide the relationship between the leakage and the secret

key. Hence in this study, another challenge is introduced by performing analysis on the

heavily noised leakage traces, consisting of relevant noise-free information in the 3% portion

of the trace only. The presented attack models still outperform by recovering the secret key

from the noisy traces (Publication IV).

Based on the side-channel vulnerability findings of the classical side-channel analysis,

various countermeasures are proposed to secure the algorithms against such implementation

attacks, including masked key and key randomization. In previous chapters, in addition to

unprotected algorithm versions, masked key countermeasure is also considered. For asym-

metric ciphers, particularly ECC, the Residue Number System (RNS) is considered one of

the strongest countermeasures due to its parallel processing on the moduli. In Chapter 7, we

have proposed a systematic machine learning-based evaluation methodology of RNS-ECC

cryptosystem by analyzing the electromagnetic leakages from an ARM processor implemen-

tation. Moreover, in this chapter, we have offered a hybrid feature processing approach, based

on the state-of-the-art feature selection/extraction techniques. This has been done to select

the most contributing features efficiently. For the purpose of evaluation, two simple machine

learning and two deep learning algorithms are employed. For recovering the secret key from

the asymmetric algorithm, two attack scenarios are investigated, i.e. location dependent and

data dependent attacks. (Publication V).

Successful efficient deep learning based side-channel attacks (DL-SCA) require huge

datasets consisting of a large number of instances. The number of instances in target classes

directly affects the system’s capability to determine the pattern between the secret key and

the leakage data. With more instances for all the target classes, a better pattern can be learnt

about the sensitive information and leakage data relationship. The small dataset problem

might arise due to the system limitation of the adversary, where the adversary is not allowed

to collect more leakages in the provided time frame. The situation is aggravated when the
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instance-feature ratio is low for the high-dimensional data traces. Ideally, the more features

there are per instance, more instances are required for the efficient analysis. Chapter 8

addresses this concern. A deep learning CNN-based architecture is presented which utilizes

the dimensionality reduction and class imbalance techniques for improving the efficiency and

performance. The presented model is evaluated on ECC Montgomery Power Ladder (MPL)

protected (BEC) and unprotected implementation leakage datasets which have low instance-

feature ratio. A comparative analysis is provided to assess the presented model by analyzing

the impact of dimensionality reduction and class imbalance alone and by comparing the

performance results with the existing complex models (Publication VI).

Chapter 9 discusses the problem scenario where fewer instances are available for one

class, which is also referred to as the curse of class imbalance [28], and might fail to

generalize on the unseen data and thus leading to an over-fitted poorly trainedmachine learning

model. The solution to this problem is also discussed in the chapter. To handle the issue of

small dataset and the dataset experiencing a class imbalance issue, I have proposed a data

augmentation scheme based on Conditional Generative Adversarial Network (CGAN) and

Siamese networks for generating artificial data traces. The generated data samples are similar

in characteristics to the original leakages and help to improve the attack model’s efficiency.

The evaluation results on both symmetric and asymmetric ciphers implementation leakages

are also demonstrated. This chapter also investigates non-convergent networks’ effect on the

generation of fake leakage signals using two CGAN based deep learning models (Publication

VII).

Chapter 10 presents a few-shot learning-based leakage assessment model which com-

bines side-channel leakage datasets from different algorithm implementations. The chapter

also presents results of integration of two cryptographic algorithm leakages, i.e. AES and

ECC, acquired from FPGA and STM32F4 microcontroller with an ARM-based architecture

(Publication VIII).

Concluding remarks are given in Chapter 11 along with the future directions.
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Chapter 2

Background and Related Work

This chapter provides background knowledge of basic concepts and preliminaries related to

Side-channel analysis, cryptographic algorithms under attack, state-of-the-art feature engi-

neering and dimensionality reduction techniques. It also presents the overview of existing

machine learning-based side-channel attacks along with the limitations.

2.1 Introduction to Cryptology

Cryptology, which is the science of secrets, refers to secure data communication and storage.

It consists of two branches, cryptography and cryptanalysis. Cryptography, from the Greek

kryptós (hidden, secret) and graphein (to write), refers to the practices and study of techniques

required for securing data in transit or in an inactive state. It generally involves transforming

and hiding data so that a third party, adversary, cannot intercept and reveal the secret infor-

mation over an insecure channel. However, cryptanalysis refers to the study of analyzing

the strength of the proposed cryptographic techniques by designing and evaluating the attack

scenarios to break the security claims. With the rapid advances being made in technol-

ogy, modern cryptology brings together various technologies from different fields including

applied mathematics, electrical engineering and computer science, to form a cryptosystem

which ensures the secure transmission and storage of the secret data. A cryptosystem consists

of the mathematically secure algorithms which are implemented in software or on hardware

using electronic circuits exploiting the resources of the processors or controllers (like Field

Programmable Gate Array (FPGA), ARM, MSP, AVR, and MSP430) deployed in the IoT

based embedded systems. These secure cryptosystems ensure the following; confidentiality,
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data integrity, authenticity, or non-repudiation.

2.1.1 Cryptographic Algorithms Under Analysis

Cryptography is further categorized into symmetric and asymmetric cryptography. In sym-

metric cryptography both the parties (sender and receiver) share the same secret key : to

encrypt and decrypt the data. However, in asymmetric cryptography (also known as pubic-

key cryptography), a (private-public) key pair is generated through a mathematical function,

user encrypts data using one key whereas receiver decrypts using the other.

Symmetric key cryptographic primitives have the advantage of fast processing, However,

the practical deployment of these symmetric primitives is limited by the distribution of unique

shared key among all the involved users. For a symmetric cipher, each user needs to share a

unique key with the other participating user for the secure communication. Assuming there

are = users then =2 keys are required to be shared among the users, which is practically not

feasible for the large networks. On the contrary, asymmetric ciphers are computationally

expensive and require a lot of processing resources, which limits their usage in practical

systems; for example if used for voice encryption, the asymmetric cipher will present a

considerable amount of delay. Hence, a hybrid approach is used where sessional symmetric

keys are encrypted using asymmetric algorithms. The symmetric keys are generally smaller

in size; varying between 128-bits to 256-bits.

Modern cryptography does not follow ’security by obscurity’ and relies on the ’Ker-

ckhoff’s principle’. According to this principle, the security of a cryptosystem solely lies

in the secrecy of the cryptographic keys. This means that the cryptosystem should be se-

cure by design, provided that all the details of the cryptographic primitives are known to

the adversary, yet the adversary cannot break the system. The primitives include low-level

cryptograhic routines which act as a building block in any secure protocol. These primitives

are standardized by the global institutions, with the publicly available design and implemen-

tations. Hence, rigorous evaluation has been carried out on these standard algorithms by

the community. With reference to the found weaknesses, countermeasures are proposed to

increase the level of security. For this research, two standard primitives are selected as target
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algorithm; Advance Encryption Standard (AES) and Elliptic Curve Cryptography (ECC),

where former belongs to the symmetric category while the later belongs to the asymmetric

category. Below is a brief introduction to both standard primitives, whose protected and

unprotected implementations have been evaluated using proposed machine learning-based

attacks.

Advanced Encryption Standard(AES)

The National Institute of Standards and Technology (NIST) is a United States governmental

agency and it standardized Advanced Encryption Standard (AES) in 2001 through the Federal

Information Processing Standards Publication 197 (FIPS PUB 197) [29]. AES is a symmetric

block cipher which requires a same shared secret key for both encryption and decryption.

Encryption and decryption engines take input (plaintext and ciphertext respectively) of a

fixed length (128-bit). Greater size inputs are divided into chunks and are then processed by

respective blocks. There are three variations of AES depending on the key size being used,

that is 128, 192 and 256. Information in processed in rounds for encryption and the number

of rounds depend on the length of encryption key (10 rounds for 128 bits, 12 for 192 and 14

for 256). There are five functions involved and for processing of data through the functions,

the input bytes are arranged in the form of two-dimensional array called state, B, consisting

of 4 rows and 4 columns, hence total 16 bytes (represented in Fig. 2.2). Each byte can

be accessed using B8, 9 (for 8, 9n1, 2, 3), where 8 and 9 represent i-th row, j-th column of B,

respectively. Each state element B8, 9 is mathematically an element from the Rjindael finite

field, defined as GF(28) = Z/2Z[X]/P(X) where %(-) = -8 + -4 + -3 + - + 1. The five

functions performed during theAES encyrption/decryption are KeySchedule, AddRoundKey,

Sub-Bytes, ShiftRows andMixColumns. All functions are performed during all rounds except

for the first and last round. Each function is briefly explained below.

• KeySchedule - Key expansion is performed and round keys are derived from the secret

key using AES Key Schedule.

• AddRoundKey - Each byte of state B is XORed with the corresponding byte of the

round key over the Rjindael field �� (28).
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Figure 2.1: AES State Array. Source [29]

• Sub-Bytes - It is an affine non-linear byte invertible transformation performed on each

state byte using substitution boxes (Sbox).

• ShiftRows - It cyclically shifts the rows of the state towards the left. The first row is

not changed in this case.

• MixColumns - Each column is considered a polynomial and is multiplied modulo

-4 + 1 with a fixed polynomial 0(-) = 3-3 + -2 + - + 2.

Elliptic Curve Cryptography (ECC)

ECC was introduced by Koblitz and Miller in early 1980’s. Due to its fast processing it is

preferred public-key cryptosystem for resource-constraint environments like cryptographic

chips in IoT-based systems. The most expensive operation in ECC is the scalar multiplication

(SM). In other words the addition of point

%(G, H, I)

on curve to itself. If % is added to itself : times then multiplication &(G, H, I) will be a

new point on the same curve and is given by eq. 5.1. This multiplication is also known as

Elliptic-Curve Scalar Multiplication (ECSM).

& = : ∗ % (2.1)
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Figure 2.2: AES Sbox, Shiftrows, MixColumns operations. Source [29]

2.1.2 Elliptic Curve Domain Parameters

To use ECC, both participating parties should agree on the domain parameters (p,a,b,G,n,h)

for the field p defined over prime field �?, where a and b are constants used in Weierstrass

equation, and G is a point o curve. These parameters are defined by the standardization

authority and are categorized as separate curves.

NIST Standard for 256-Bit Koblitz Curve

The NIST curve (SECP256K1), used in this analysis, over prime fields �?, is defined as

E: H2 = G3 + 0G + 1 mod p, where a = 0 and b = 7 and ? = 2256−232−29−28−27−26−24−1.
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The twomain field operations in the double-and-add-always algorithm are point doubling and

point addition in Jacobian coordinates over curve E [30]. Jacobian coordinates are preferred

over affine coordinates because the inversion operation can be avoided while performing the

addition or doubling operations.

Point Doubling in Jacobian Coordinates

This section gives the formulas used for implementing point doubling. Suppose: P(-1, .1, /1)

and

U = 3-21 + U/
4
1 , V = 4-1.21 , (2.2)

Point Q on curve E is defined as: &(-2, .2, /2) = 2 ∗ %(-1, .1, /1)

-2 = U
2 − 2V, (2.3)

.2 = U(V − -2) − 8.41 , (2.4)

/2 = 2.1/1, (2.5)

Point Addition in Jacobian Coordinates

This section describes the formulas used for implementing point addition. Suppose: %1(-1, .1, /1)

and %2(-2, .2, /2) are two points on curve (E) and

W = .1/
3
2 , _ = -1/

2
2 , ` = .2/

3
1 − .1/

3
2 , b = -2/

2
1 − -1/

2
2 , (2.6)

The new point %3 on curve (E) such that: %3(-3, .3, /3) = %1(-1, .1, /1) + %2(-2, .2, /2)

is:

-3 = `
2 − b3 − 2_b2 (2.7)

.3 = `(_b2 − -3) − Wb3, (2.8)

/3 = /1/2b, (2.9)

All calculations are to be done in finite field �?, meaning that mod p reduction is applied
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to Formulas (6.1)–(6.8).

2.1.3 Elliptic Curve Point Multiplication Algorithms

Binary double-and-add Algorithm

Double-and-add algorithm is the most simple algorithm to computer ECSM operation. In

double-and-add, operations are performed based on branching of key value :; if : is 1 then

both point addition and point double operations are performed. However, only point double

is performed if : is 0. The simple double-and-add algorithm is susceptible to a simple

power-analysis (SPA) attack, in which key can be recovered by merely looking at the power

consumption signals without using any advanced techniques. It is possible due to the fact

that both the operations consume different amount of power while performing computations.

A simple countermeasure to this attack is to use double-and-add-always algorithm. In this

algorithm, both double and add operations are performed always irrespective of the key bit

value. Hence, uniform power is consumed. This countermeasure-protected algorithm is

resistant against SPA but is not secure against safe-error attacks. However, double-and-add-

always is still a preferred choice in certain scenarios. Further details of the algorithm 6.3.3

can be found in [31].

Algorithm 2.1. double-and-add-always
Input: %, :=
Output: & , :%
1. '0 = %, '1 = 0
2. For 8 = 1 to = − 2

'0 = 2'0
'1 = '0 + %
If (:8 = 1) then
'0 = '1

end if
3. Return & = '0

Montgomery Powering Ladder Algorithm

Another algorithm to compute ECSM is known as Montgomery Powering Ladder (MPL). In

the MPL scalar multiplication algorithm, ECC point multiplication core requires ECPA and
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ECPD to run independently. Therefore, the arithmetic hardware cannot have shared hardware

resources. The MPL scalar multiplication algorithm [32] computes the point multiplication

in a fixed amount of time. This is particularly useful when timing or power consumption is

exposed to side-channel attacks. The algorithm uses a similar representation to the double-

and-add. An initial point-doubling is required to compute the value of 2%. Then, % and

2% are saved as default values of '0 and '1 registers, respectively. One point-doubling and

one point-addition is performed for every bit of the key : . Then, the value of the '0 and

'1 registers are updated. Montgomery Power Ladder has been used in different settings.

Detailed analysis and further explanations are given in the respective chapters. . Generic

MPL algorithm is given in Algorithm 2.2.

Algorithm 2.2. Montgomery Powering
Ladder algorithm
Input: % : EC base point ∈ �� (�),
: = (:C−1, :C−2, ...:0) ∈ �� (2 )
Output: 4 · %
1. '0 = O, '1 = %
2. For 8 = C − 1 to 0

If (:8 = 0) then
(a) '1 = '0 + '1, '0 = 2 · '0
else
(b) '0 = '0 + '1, '1 = 2 · '1

end if
3. Return '0

2.1.4 ECC Security

The security of ECC relies on the elliptic curve discrete logarithm problem (ECDLP). Let �

be an elliptic curve defined over the prime field F?, and � (F?) denote the group of rational

points on the curve � . Given a point % ∈ � (F?) of order =, the cyclic subgroup of � (F?)

generated by point %, i.e., 〈%〉 = {O, %, 2%, . . . , (= − 1)%}, a random integer : ∈ [1, = − 1],

and & = : · %. Then & is defined by adding point % to itself : − 1 times as shown in eq. 6.5.

& = : · % = % + % + · · · + %︸             ︷︷             ︸
: times

. (2.10)
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Given all the domain parameters and &, the integer : cannot be easily determined

computationally. This problem is known as ECDLP [30].

2.2 Security Vulnerabilities in IoT Systems

Today’s world is more about connected devices through the internet. IoT-based systems are

flourishing and improving the standard of living in every sector of life including personal,

industry, home life, healthcare, to name a few; improved life-style through smart cities, bet-

ter real-time intelligent health-care monitoring system saving lives, and controlling traffic

conditions using sensor-based system, smart grids, intelligent vision, and real-time power

state estimation. Moreover, cognitive Industrial Internet of Things (IIoT) is revolutionizing

the industrial manufacturing infrastructure. Cognitive Industrial Internet of Things (IIoT)

applications include cloud-connected smart factories that automate the manufacturing pro-

cess, smart grids, intelligent vision, intelligent medical systems, and real-time power state

estimation. Cognitive IoT is breeding smart factories built on top of artificial intelligence

technology, with well-instrumented and interconnected devices, control systems, and sen-

sors. When put to predictive modeling, the industrial automated system-generated Big Data

offers numerous benefits like early defects and production failure detection, 100% product

verification instead of random sampling.

There are a plethora of devices involved in the above mentioned IoT-based systems,

including sensors, embedded processing chips, internet routers, cloud servers, etc. These

devices communicate over the network to exchange the data and ample focus has been given to

the network security in this regard. Embedded chips are the core of these IoT based systems,

ranging from low-end to high-end devices. Micro-controllers and microprocessors including

ARM, AVR, and MSP430, are commonly used for data processing in IoT devices. Various

manufacturers, including Intel, are proposing Industry 4.0 autonomous solutions based on

Field Programmable Gate Array (FPGA). FPGA chip-based designs offer less production

time and quick integration of new features in the existing systems due to their re-configurable

nature. Identification of side-channel leakages from security algorithm implementations on
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any of these processor chips will potentially introduce vulnerability to all the IoT devices

mounted with the particular chip. In this research one low-end (ARM) and one high-end

(FPGA) processor is selected for experiments.

One of the limitations of these embedded devices is the availability of on-chip resources.

For the efficient implementations on these chips, security is often compromised. Breach of

security in control systems can cause fatal financial and reputational damages and, above all,

can jeopardize people’s lives. This leads to the fact that in all IoT based systems, security

measures must be integrated at the design level [33]. The standard AES and ECC algorithms

are mathematically secure, but the weak implementation of these algorithm can introduce

side-channel attack vulnerability.

IoT devices, processing sensitive information, face the potential risk of being exposed to

the physical threats. They can be physically captured, disassembled and analyzed forensically

to recover the secret information using side-channel leakages. Meulenaer et al. have presented

successful power analysis attack on the commonly used nodes (MICAz and the TelosB) in

wireless sensor network (WSN), to recover the secret information in a stealthy way [34]. The

threat and damage are aggravated through the help of machine learning paradigm. Machine

learning can be utilized to exploit the side-channel leakages to investigate the internal software

activities in the IoT devices. This can introduce security vulnerability as well as can help

in malicious activity or anomaly detection, proactively. Wang et al. presented results for

the anomaly and software activity detection based on the changes in EM leakages from IoT

devices, and evaluated them using MLP, LSTM and Autoencoders [35]. Sayakkara et al.

examined a case of using ML-SCA for forensic analysis to detect a wide variety of changes

to target IoT devices so that secret information can be exploited [36].

2.3 Side-Channel Attacks

In classical cryptanalysis, the cryptosystems were considered secure if the underlying cryp-

tographic algorithm was mathematically secure, that is no mathematical relationship can be
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found between the key, the plain-text, and the ciphertext. To evaluate the strength mathemat-

ically, an attack model is designed in which the cryptosystem is deemed to be a black-box

providing no information about the internal operation executions or internal sensitive vari-

ables. The attacker/adversary has knowledge of the encryption algorithm � and can control

the input (plaintext) % and/or the output (ciphertext) �. She aims to retrieve the unknown

secret key  by exploiting the relationship (if any) of  with % and/or �. This security

assumption of a blackbox was shattered in 1996 when Paul Kocher showed in his seminal

paper [3], that the weak implementations of the cryptographic algorithm on a physical com-

ponent can help in deducing the information about the internal variables, operations and the

key components. This finding led to whole new era of cryptanalysis. Researchers started

exploring other possible physical leakages that can be exploited to retrieve the secret key.

Side-channel attacks are the class of cryptanalytic attacks which exploits the physical

information leaked from the embedded system. These attacks are segregated on the basis

of a parameter used to retrieve the information e.g. power, electromagnetic radiations,

timing, sound, etc. [4–6]. Initially, it was assumed that the leakages from the low-end

devices, having microprocessors, can be exploited only. However, recently it is shown that

the leakages like acoustic and electromagnetic emanations from the high-end devices can

be exploited as well [8, 37]. An attacker can take advantage of the sound produced by the

hardware while cryptographic software is running over them to extract the secret information

from the system. Another class of attacks is timing attacks in which timing measurement

information is exploited on the basis of key/data dependent branch instructions, cache hits

or processor instruction execution time. Moreover, the signal displayed on CRT can be

reconstructed due to diffuse reflection.

In SCA, there are three main phases/stages as explained below.

• Phase I is the side-channel data acquisition phase, in which a combination of the

specialized hardware and software collects the traces from the cryptographic device.

For instance, to launch power analysis attack, a shunt resistor should be connected in

series with VCC to FPGA and leakages are collected using Oscilloscopes or openADC.

For electromagnetic attacks, special probes are required to collect EM radiations, by
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Figure 2.3: Security Cycle for SCA

placing the probe on a suitable point generating the best signal. Amplifiers or noise

reduction techniquesmay be used to improve the signal quality and to attenuate the noise

introduced due to the interference by the other components. Similarly, for acoustic

attacks, special microphones are required to be placed near the target device which

receives the sound produced when a particular algorithm is performed and transmit it

to the analysis device.

• Phase II is actual side-channel Information Analysis. In this phase, an attack model is

defined and the target sensitive entity is recovered using the specialized statistical or

machine learning techniques. Details of each are given in the next sections.

• Phase III is designing countermeasures to safeguard the secret information from the

potential threats. The proposed countermeasures are then evaluated again using the

existing SCA techniques.

Fig. 2.3 shows the security cycle with regards to SCA.
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2.3.1 Attacks Categories

The literature documents varying views on categorizing SCAs. Generally they are divided

into two wide classes, hardware and software attacks. In the physical hardware attacks,

device is accessed through physical interfaces to gain access to the secret information or to

gain access to the information which can be exploited to retrieve the secret information. In

contrast to the physical hardware attacks on the cryptographic devices, the software attacks

also offer a great vulnerability to the data security. In these attacks, the attacker can induce a

malware in the device and monitors or retrieves the secret information from the memory.

Side-channel attacks belong to a wider family of physical hardware attacks, also known

as Implementation Attacks. Physical hardware attacks can be mainly categorized into Fault-

InjectionAttacks (FAs) and Side-Channel Attacks (SCAs). However, overall all these physical

attacks can be classified depending on the nature of invasion/interaction with the device under

attack, as shown in the Fig. 2.4 ([38]) and explained briefly below:

• Active Attacks - In active attacks, attacker tampers with the device affecting the normal

functionality of the device. For example, in FAs, errors/faults (in voltage, clock,

temperature, light etc.) are induced to change the behavior of the device. Fault attacks

can either be computational fault attacks caused by voltage manipulation or can be one

in which faults are introduced using corrupt input.

• Passive Attacks - In passive attacks, attacker monitors the traffic and device behavior

without altering the regular functionality.

• Invasive Attacks - In invasive attacks, the device is de-packaged to gain access to the

internal components of the device. This is one of the strongest and expensive types

of attack. An attacker can conduct micro-probing to remove the passivation layer of

the integrated circuit and subsequently analyze the signals while the cryptographic

algorithm is executed.

• Non-Invasive Attacks - In non-invasive attacks, the externally accessible interfaces

are exploited without modifying the device. For example, timing information, power
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Figure 2.4: Classification of Implementation Attacks [38]

consumption by the cryptographic chip, electromagnetic emanations from the system,

can be obtained from the system and analyzed further to recover the secret key.

• Semi-Invasive Attack - In semi-invasive attacks, the device is unpacked but the passi-

vation layer is not damaged and there is no direct electrical contact with the device.

SCAs commonly categorized as passive non-invasive attacks as the side-channel leakages

are obtained without unpacking the device, for example in timing attack or electromagnetic

attacks. However, in certain scenarios the device might be unpacked to amplify the signal.

In this case, SCAs can belong to the semi-invasive category.

2.3.2 Target Sensitive Entity

Physical leakage signals, named as traces, are acquired from the cryptographic device, during

the execution of a primitive operation, using appropriate probes and instruments. Let the

complete leakage trace dataset is denoted by - , then G8 represents the instance containing

time samples. The traces consist of noise due to the neighbouring components on the board

or it might be intentionally induced as a countermeasure. Side-channel analysis deals with

distinguishing or classifying the traces by exploiting the relationship between the trace and

the target sensitive entity. This target sensitive entity can represent:
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• an encryption key : or chunk of key bits. If a constant key is used for encryption using

unprotected device primitive then a ’simple attack’ can aid in recovering the target

value. However, for noisy protected traces, advance machine learning techniques can

be applied to label and classify the target key bit. For this type of target entity (i.e. key

itself) ML-based SCA for ECC is presented in Chapter 6.

• information based on the relationship between a secret key and input variables. To

recover target sensitive entity in this case, ’advanced attacks’ like DPA or DEMA can

be launched;

• an operation, whose execution is dependent on the secret key ( 5 (:, �)). The most

common example is branching, where different operations are performed based on

different key values. For example in RSA and always-double-and-add algorithms,

square and multiply operations and double and addition operations are differentiated

to recover the secret key, respectively;

• a register whose value are routed depending on the value of the secret key. For example

in Montgomery Ladder, registers '0 and '1 receive the result of the operations based

on the key and represent either the key bit was ’0’ or ’1’. For this type of target entity

ML-based SCA for ECC is presented in Chapter 8.

• a function that carries some information about the secret key. In certain scenarios

for SCA and especially machine learning-based SCA, targeting a non-injective func-

tion,like hamming weight or hamming distance of the key value, can provide better

information to recover the sensitive information (as analysis is shown in Chapters 3,5,

and 7. The hamming weight operation is represented as HW(.).

For ML-SCA, this sensitive entity plays a more important role in shaping the attacks.

Further details on the ML-SCA attack details are given in sub-section 2.4.2.
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2.3.3 Types of Attacks

Due to the ever-evolving taxonomy of the SCAs and a variety of the side channels, it is

becoming harder to divide SCAs into proper types. However, there is a common consensus

on the two types as describe in this section. In this research two main side channels are

focused on, i.e. power consumption and electromagnetic emanations, hence the types are

explained with respect to these two specifically. However, the nature of attacks are generic.

Simple Attack

Simple attack exploits the relationship between instruction and secret information by visually

analyzing the leakage trace to extract the data. As the name implies, in simple attacks no

complex statistics or computations are applied. The target entity can be recovered from a

single trace by observing it with the naked eye. These attacks are referred to as Simple Power

Analysis (SPA) or Simple Electromagnetic Analysis (SEMA). Such attacks can be launched

on the cryptographic devices in which target sensitive entity is associated with the execution

timing or execution flow of the particular operation. For example, Fig. 2.5 shows the power

consumption pattern of the operations performed during processing of RSA and ECC crypto

primitives. For RSA, multiplication operation consumes more power when compared to

square operations and can easily be distinguished from the acquired leakage trace. Similarly,

for ECC doubling need more power as compared to the addition.

One of the characteristics of simple attack is that generally they do not need a variation

in signals to break the systems, if observed with the naked eye. One single trace can be

used to recover the sensitive secret information. For this reason they are also referenced as

one-trace attacks. In the literature, one-trace attack and simple attack are equivalent [39].

A class of simple attacks can also process more than one trace observations to recover the

secret information, with a variable or fixed target sensitive entity. For the fixed target entity,

the attacker can exploit several acquisitions either by computing their average or by reducing

the impact of noise or by attacking each acquisition [40, 41]. These analyses shows that these

simple attacks can be extended to an investigation of several observations, collected for a

fixed or variable entity, using machine learning-based SCA. Further details are discussed in
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Figure 2.5: Simple Power Analysis of RSA. Source [42] and [43]

Sec. 2.4.2.

Advanced Attack

In the SPA, attacker analyzes the variations in signals from 0 to 1, having high signal-to-noise

(SNR) ratio with the detail information about the underlying cryptographic device. However,

as explained before, leakage signals are not noise-free and can have inherent builtin noise,

probably due to the proposed countermeasures. To recover the secret information from these

noisy leakages, in classical SCA advance statistical methods are utilized, known as advanced

attacks or differential attacks. Differential attacks (Differential Power Analysis (DPA) and

Differential ElectromagneticAnalysis (DEMA)), are data dependent; the relationship between

data and power consumption or EM emanations is exploited with the help of a hypothetical

model and requires less information about the implementation of the cryptographic primitive.

Term differential refers to fact that the method exploits the small differences in the behaviour

of the device. The first DPA tool performing advance attack (referred to as Difference of

Means (DoM)) actually took differences using subtraction [6]. In contrast to the simple

attacks, these attacks require more than one trace collected using the variable target sensitive

entity instead of a fixed target entity. Interestingly, the small differences increase by means

of averaging over an considerable amount of acquisitions, meaning with more noise hiding

the trace-target relationship, more acquisitions are required to recover the secret information.
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However, template attacks might remove the need for a large number of samples [44].

2.3.4 SCA Leakage Model

The CMOS technology is widely used as standard in the applications. Static CMOS generally

has three dissipation sources [45]. First one is the leakage current in transistors, which is

prominent due to scale-down technology. Second is the direct-path current, which exists

during the duration when the switching of a gate while the NMOS (pull-down transistor) and

the PMOS (pull-up transistor) are conducting simultaneously, and it accounts for around 20%

of total power consumption. Third is the most important dissipation from SCA perspective,

and this is due to the charge and discharge of the capacitor. The SCA is based on the fact

that in the CMOS technology, the peaks of the power consumption peaks are observable and

distinguishable whenever there is a bit transition that is a gate transitions from ’0’ to ’1’ or

’1’ to ’0’. In 1998, Kocher et al. presented a hamming weight based attack model which

exploited the power consumed by the microchip to recover the secret information [6]. The

idea was later utilized on a variety of processing chips including FPGAs [46–51]. Moreover,

when the current flows through the transistors, the electromagnetic (EM) field is generated

and the radiations can be acquired with specialized equipment.

Various studies showed practical results for recovering the secret information from the

cryptographic device by using electromagnetic radiations [52, 53]. The power consumption

and the emitted EM radiations rely on the underlying transitions of 1’s and 0’s, which are

infact dependent on the underlying cryptographic operation. Based on the leaked information

various leakage models can be formed, leading to power analysis or electromagnetic analysis

attacks. Let / represent the sensitive target entity then leakage model ! (/) can be the

deterministic function of / in one of the following settings; mono-bit model (one bit of /),

identity model (/ itself), Hamming weight model (HW(/)), Hamming distance model(HW

between / and another intermediate value), and linear model (linear combination of / bits).

Out of these leakage models, the first four are considered in this research for designing a

ML-SCA model for AES and ECC implementations. In any of the above mentioned leakage

model, the leakages are the noised observation of ! (/), assumed to be a combination of the
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sensitive entity information and noise. Hence, in literature, researchers have tried to specify

the form of these noise leakage models to better understand the relationship of the leakages

and sensitive entity, and to retrieve the secret information [54, 55]. These leakage models

either consider noise to follow a Gaussian distribution, as an addend of the deterministic

function L(Z) and quantified by standard deviation, or is quantified as a statistical distance

between the distribution of sensitive target entity (/) and the conditional distribution of /

given noise variable. For the machine learning analysis employed in this thesis, we do not

focus on determining the noise leakage model. We assume that noise impacts the quality of

the acquisitions only and hence the noisy patterns can aid in learning more better about / .

2.3.5 SCA Countermeasures

There are two main strategies to counteract SCAs, with the aim of either hiding the data

or for masking the data so that secret information cannot be retrieved from the side-channel

leakages, leading to hiding and masking countermeasures. Each countermeasure is explained

briefly below.

2.3.6 Hiding

In the hiding based approach, the processing of the underlying algorithm is attempted to be

hidden and it does not change the intermediate data values. This is usually achieved using

temporal misalignment or de-synchronization by randomizing the power consumption, which

is achieved by changing the time at which sensitive entity is processed. Dual-rail precharge

logic cells is one of the popular hiding techniques [56]. Hiding techniques include shuffling

the operations at the software level or insertion of dummy instructions [9–11]. Misalignment

or hiding countermeasure can be defeated using re-alignment techniques, signal processing

techniques or pattern matching [57–59]. Misalignment is one of main motivations that leads

to applying deep learning techniques like CNN to side-channel attacks.



34 Background and Related Work

Masking

Masking countermeasure is based on the idea of the secret-sharing method, in which a secret

is distributed among participants and can only be reconstructed if a sufficient number of

participants are willing to collaborate to share their part of the secret. The idea of using the

secret-sharing approach to side-channel leakage information was introduced by Chari et al.

and Goubin and Patarin [54, 60], in 1999. Since then many different masking techniques

have been proposed for various cryptograhic algorithms [12–16, 61, 62]. In masking the

countermeasure, the secret variable / is randomly split across multiple shares "1, "2, ..."3 ,

such that / = "1◦"2◦..."3 , where ◦ represents the group operation on 3−1 randomvariable,

resulting in (3 − 1)Cℎ-order masking, masked with one masked variable. Higher-order side-

channel Attacks (HOSCA) have been proposed to attack this kind of masking countermeasure

inwhich attack needs d time samples to retrieve the seret information from the countermeasure

protected information [48, 49, 63]. In this research, we have also performed ML-SCA on the

protected versions (using the masking approach) of cryptographic algorithms.

Residue Number System

Svoboda and Valach proposed Residue number systems (RNS) in 1955 [64] while working

on number systems for implementation of fast arithmetic and fault-tolerant computing.

The use of residue number systems (RNS) has greatly increased over past few years due

to their ability of processing high-speed operations on long integers. Modern PKC systems

rely on the long integer arithmetic, which makes RNS suitable for computations in these

systems. RNS is based on the fact that a large integer can be represented by the smaller

residue integers, a concept introduced by Chinese mathematician Sun Tsu around 1500 years

ago [65]. A brief introduction to RNS is given below.

RNS is a non-positional number system and is defined by a N co-prime psoitive integers,

called a moduli set.

< = <0, <1, ..., <#−1 (2.11)
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In this moduli set, size of each modulus <8 represents the channel width of the RNS. Any

positive integer, lets say A, can be represented as � = 00, 01, .., 0#1, where 08 = (�<>3<8),

and is in the range (0, � − 1), where � is represented by eq. 2.12.

� =

=−1∏
8=0

<8 (2.12)

The arithmetic operations in RNS can be categorized into simple and complex operations.

Simple operations refer to addition, subtraction, and multiplication. However, complex

operations represent division, modulus, sign detection, and magnitude comparison. Let

� = 00, 01, .., 0#1 and � = 10, 11, .., 1#1 represent two integers then the arithmetic simple

operation <.> can be performed on � and � by processing all channels concurrently, without

carry propagation, using following:

� = < 0010 ><0 , < 0111 ><1 , ..., < 0#−11#−1 ><#−1 (2.13)

The computation are fast due to the carry-free propagation and concurrent nature of the

executions [66]. The concurrent execution of the operations (addition and multiplication) on

all the channels makes it an ideal candidate to counteract side-channel attacks in PKC-based

systems (RSA and ECC both). The parallel processing hides the sensitive information related

to the particular operation in the leakages. However, the leakages can be exploited if the

implemented algorithm for RNS operations has inherent branching based on the sensitive

information (e.g. if key is ’1’, perform operation x, otherwise perform operation y). Pa-

pachristodoulou et al. have presented practical evaluations of countermeasure-protected RNS

based systems using Test Vector Leakage Assessment (TVLA) and template attacks [67].

Chinese remainder theorem (CRT) plays an important role in RNS. It helps in conversion

fromRNS back to binary representation. [68]. Let � be the dynamic range of RNS onmoduli

set < = <0, <1, ..., <#−1, �8 = �/<8 and � (8 − 1) represents the multiplicative inverse of �8

i.e. � � .�
(
8
− 1)<>3<8 = 1, and G8 represent the 8Cℎ value of X in RNS, then CRT is defined

as:
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- =

〈
#−1∑
8=0

〈
G8 .�

−1
8

〉
�8

〉
�

(2.14)

2.4 Machine Learning-based Side-Channel Analysis (ML-

SCA)

2.4.1 Profiled Attacks

One of the strongest side-channel attacks is the profiling attack. Here, the adversary has

access to the cloned open copy of the device under target, called a profiling device. There

are two phases; profiling (characterization or training) phase and attack (classification or

matching) phase. In the profiling phase, a profile leakage model is estimated based on the

obtained information from the device under attack and in the attack phase the unknown secret

key is recovered by using the estimated profiled model. Traces during the attack phase are

different from the traces in the profiling phase. Template attacks [44] and stochastic model

[69] constitute the subset of the profiling attacks.

Suppose an adversary has a cloned copy of the IoT device and is capable of capturing

the leakage traces !8, while encryption � is performed on the device with the key : . Let

: (where : ∈  ) represents the fixed cryptographic key and C (where C ∈ %) represents the

plaintext or ciphertext of the cryptographic algorithm. Then H can be represented as the

mapping of the plaintext or ciphertext C and key : ∈  to a value that is assumed to be related

to the deterministic part of the measure the leakage !, based on the model being used. Based

on this, the measured leakage ! can be represented (eq. 2.15) as a function of independent

additive noise A and device-specific function q. This multivariate leakages ! = !1, ...!#

(where # represents total number of leakage traces) is exploited in profiling attacks. So, in

profiling phase, attacker has # leakage traces (! = !%1, !%2, ...!%# ), collected by computing

encryption using plaintext (% = C%1 , C%2 , ...C%# ) and secret key : . In attacking phase, Q traces

(! = !&1 , !&2 , ...!&# ) collected by using different plaintext and key are used.
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! = q(H(C, :)) + A (2.15)

Template attack (TA) is theoretically the most powerful and commonly used side-channel

attack. It relies on the Bayes theorem and the assumption that the Leakage estimation function

! | (%,  ) has multivariate Gaussian distribution which is parameterized by its mean (`?,: )

and covariance (
∑
?,: ), for each template (?, :). TA uses the generative model strategy which

is used for classification in machine learning as well.

2.4.2 Application of Machine Learning to Side-Channel Leakages

Machine learning (ML) is a sub-field of Artificial Intelligence (AI), which deals with the

study of computer algorithms that aid in automatic learning through experience by utilizing

the concepts of statistics. Through statistics, ML techniques can learn the complex patterns

in the data. ML-based systems train themselves based on the training data so that they

can generalize and predict the class of the unseen data. Machine learning based systems

have outperformed in various domains by significantly improving performance. Over the

past few years, applicability of machine learning has been accepted as able to efficiently

recover the secret information by exploiting the side-channel leakage information fromvarious

cryptographic algorithms including ECC, AES RSA, 3DES and lightweight cryptographic

algorithms [19, 20, 70, 71]. With the improved efficiency, the ML-SCA seem to surpass the

traditional side-channel analysis methods.

ML-SCA is an extension of profiling template attacks in which the adversary first trains

a model (profiling phase) and then launches the attack on the actual unknown test traces to

recover the secret key (classification phase). Machine learning can be used in supervised,

unsupervised or semi-supervised modes. In supervised, unsupervised and semi-supervised

learning modes, the model learns from the dataset that consists of labeled leakage traces,

unlabelled leakage traces, and leakage traces with and without labels, respectively. ML-SCA

based on the power consumption leakages was first introduced by Hospodar et al. [22],

followed by a comparative study by Lerman et al. [21].
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ML-SCA can be further divided into a 6-step methodology. A generic overview of the

ML-SCA methodology is shown in Fig 7.1 and details of each step are given below.

• Data Collection - In the first step, leakage traces ! are collected from the target IoT

profiling device and a dataset consisting of raw traces is formed.

• Pre-Processing and labelling - In the second step, raw traces are further processed to

handle misalignment using filtering and windowing techniques. Pre-processed leakage

traces are then labeled for supervised and semi-supervised learning. Each sample point

in the leakage dataset represents a feature (!8, 5 ) and the label (�) represents the target

key class. Each data trace is also referenced as data instance in machine learning.

• Data Splitting - The dataset consisting of the aligned traces is then divided into three

datasets; training, validation and testing. Training dataset is a subset of leakage traces

dataset !, which are used to train the model. Validation and testing datasets consist of

leakage traces which are used for validating the model during training and testing the

model after training, respectively. Testing dataset is never shown to the model during

training for an accurate efficient fitted model to avoid over-fitting. Over-fitting is a

modeling error that occurs when the model closely fits on confined data instances, and

fails to generalize on an unseen dataset.

• Feature Engineering - The datasets can be further processed to reduce noise using

traditional machine learning feature engineering techniques. Not all sample points

in a leakage trace or instance contribute tothe classification of the target class key.

The redundant, insignificant features in the dataset might compromise the model’s

performance.

• Machine Learning based Classification and Hyperparameter tuning- The dataset from

previous step is given as an input to the classification model with a machine learning

algorithm of choice. Various machine learning algorithms including Support Vector

Machine (SVM), Random Forest (RF), Multi-Layer Perceptron (MLP), Convolutional

Neural Network (CNN), Long-Short TermMemory (LSTM), Autoencoders, have been
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evaluated against side-channel leakages. There are few hyperparameters for each

algorithm which can be further tuned to improve the performance of the trained model.

• Secret Key Prediction - This last stage of the ML-SCA methodology is the actual

attack phase. The unseen traces are used to test the model’s performance. The best

performing model is then used to predict the keys from unseen data traces.

Figure 2.6: Machine Learning based Evaluation Methodology

Simple machine learning algorithms including Random Forest (RF), Support Vector Ma-

chine (SVM), and Naive Bayes (NB) can successfully recover the secret key information from

the implementations. ML-SCA based on the power consumption leakages was introduced by

Hospodar et al. [22], followed by a comparative study undertaken by Lerman et al. [21].

2.4.3 Deep Learning and Side-Channel Analysis

Deep learning is a subset of machine learning that is inspired by the biological neural network

and is popular due to its ability to self-learn from the data patterns using artificial neural
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networks without the requirement of pre-processing or feature engineering, which makes it

practical from the attacker’s perspective. In deep learning neural networks, computational

models are built which consist of multiple processing layers including an input layer, a

series of hidden layers and an output layer. Most popular neural network include Multi-Layer

Perceptrons, ConvolutionalNeuralNetwork (CNN), RecurrentNeuralNetwork (RNN),Gated

Recurrent Units (GRUs), Hopfield Network. In ML-SCA context, most commonly used

network is CNN [72]. Details of the machine learning algorithms utilized in this research are

given in the respective Chapter.

Success of traditional side-channel attacks greatly depends on the selection of the sig-

nificant features or point of interest (POI), and alignment. However, deep learning-based

SCA (DL-SCA) has removed the need for this pre-processing and alignment. The lucrative

effortless secret key recovery analysis using deep learning neural networks opened up a new

avenue of side-channel research. Maghrebi et al. have documented results for the recovery

of secret information using neural networks [19]. Cagli et al. have demonstrated that deep

learning-based SCA (based on CNN) can help in neutralizing jitter-based hiding countermea-

sure without requiring any pre-processing, alignment or feature engineering [23]. Kim et al.

proposed a method to add noise to the traces for a robust deep learning-based SCA [73]. The

visualization of the features and the hyper parameters can help in building an efficient neural

network model [74].

2.4.4 Performance Metrics in ML-SCA

After training a machine learning model, the next step is to assess how effective the model is.

There exist various metrics which can be used to evaluate a machine learning-based trained

model for binary and multi-class classification problems. These metrics include accuracy,

precision, recall, F1-score, area under curve (AUC), and receiver operating characteristic

(ROC). Not every metric is suitable for all the datasets under study. For example accuracy

might be the best candidate for the balanced dataset. However, it might be misleading for

imbalanced datasets (having more instances for one class as compared to the other classes).

Below is a brief description of each metric.
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Figure 2.7: Confusion Matrix

• Confusion Matrix - Confusion Matrix is not a metric itself but it helps in finding

the correctness and other parameters, based on which model can be evaluated. It is

intuitive and gives an easy visual description of the experiments. It is a 2-dimensional

matrix with each column representing the actual class and each row representing the

predicted values. Fig. 2.7 is the graphical representation of a confusion matrix. There

are few terms associated with the confusion matrix as described below.

– True Positives (TP) - TP represent the cases when the actual class of the instance

was true and the predicted class is also true.

– True Negatives (TN) - TN represent the cases when the actual class of the instance

was false and the predicted class is also false.

– False Positives (FP) - FP represent the cases when the actual class of the instance

was false and the predicted class is true.

– False Negative (FN) - FN represent the cases when the actual class of the instance

was true and the predicted class is false.

• Accuracy - Accuracy represents the ratio of correct predictions to all the predictions.

It is a good performance metric when the target classes in the dataset are balanced. If
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one class is in the majority then it can lead to inaccurate classification.

�22DA02H =
)% + )#

)% + �% + )# + �# (2.16)

• Precision- Precision is a measure which tells how many cases represented as true were

actually true. It is the ratio of TP to TP+FP.

%A428B8>= =
)%

)% + �% (2.17)

• Recall or Sensitivity- Recalls represents how many cases actually true were predicted

by the system as true. It is the ratio of TP to TP+FN.

'420;; =
)%

)% + �# (2.18)

• F1-score (F1) - F1-score represents both precision and recall.

�1 =
2)%

2)% + �% + �# (2.19)

• Area Under Curve - Receiver Operating Characteristic (AUC-ROC) - AUC-ROC repre-

sents the performance measurement at various thresholds. ROC is a probability curve

between true positive rate (TPR) and false positive rate (FPR) while AUC represents

degree or measure of separability. The higher the AUC, then the better the model is at

classifying and predicting the classes.

Traditionally, to evaluate a side-channel attacks, guessing entropy and success rate are

used. Success rate (SR) of order > refers to the probability for the right key candidate to

be ranked among the first > candidates. Guessing entropy (GE) represents the rank of the

candidate from the guessing vectors, which are acquired as a result of applying a side-channel

attack.
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2.4.5 Curse of Dimensionality

The high dimensions of the data might affect the estimation of the probability densities of

the leakage data samples, known as the curse of dimensionality. It was first introduced

in Slepian1961. Side-channel leakage traces have a high number of time samples and are

considered to be in D-dimensional space (D represents the number of time samples and

usually is greater than 3 for side-channel leakages). Applying machine learning to multi-

dimensional data might be resource consuming and might lead to inaccurate classification.

To handle this problem, we have proposed to use state-of-the-art dimensionality reduction

techniques to reduce the feature sub-space before modelling with machine and deep learning

models.

2.4.6 Under-fitting and Over-fitting

The expectation of training with neural network is that the trained model should be able to

predict or classify on the unseen data instances. The model is trained with a set of labeled

examples and is validated on the unknown examples which are not shown before. Ideally, the

trained model should be able to return good accuracy results on the unseen data. However, on

some datasets the model might not train successfully and give rise to following two scenarios.

• Under-fitting - It is a situation where the model architecture is so simple that it fails to

learn from the training examples, hence results in poor accuracy on the training and

test sets both.

• Over-fitting - This is a common phenomena which occurs if the instances (traces in

SCA context) are too noisy or if the model is too complex with a lot of parameters. The

model learns from the noisy patterns so well that it fails to generalize on the unknown

data samples. In case of over-fitting, the training accuracy is very high as compared to

validation/test accuracy which is very low.

Various techniques can be used to avoid over-fitting including dropout layers, L1 or L2

regularization, early stopping or data augmentation.
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Chapter 3

Secret Key Classification based on

Electromagnetic Analysis and Feature

Extraction using Machine-learning

Approach

This chapter is an adapted version of a published article (Publication I). This chapter presents

the proposed feature engineering technique which is used to select the most contributing

features. Side-channel leakages consist of high-dimensional complex features, most of which

might not be contributing to the classification predication. Selection of the most important

contributing features is a challenging task. This chapter presents a solution by reducing

the trace length and thus the attack complexity, by using time and frequency-domain signal

properties as features instead of using raw leakage signals. Electromagnetic leakages are

analyzed to recover the secret key from the symmetric cipher, using various machine learning

algorithms. A standalone data collection setup is also presented for acquiring the data.

3.1 Abstract

Despite having a secure algorithm running on a cryptographic chip, in an embedded system

device on the network, secret private data is still vulnerable due to Side-Channel leakage

information. In this paper, we have focused on retrieving secret-key information obtained

from one of the Side Channels, namely Electromagnetic radiation signals. We have captured
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leaked Electromagnetic signals from a Kintex-7 FPGA, while AES is running over it, and

analyzed them using machine and deep-learning based algorithms to classify each bit of

the key. Moreover, we aim to analyze the effect of having different signal properties as

features in these classification algorithms. The results will help in defining which features

give maximum information about the captured signal, hence leading to key recovery.

3.2 Introduction

Using Side-Channel analysis to recover key, goes back to early 90swhen a group of researchers

proposed a method of using the Side-Channel leakage to recover secret information [17] [3].

Following the trend, Mulder et al. presented analysis of Electromagnetic radiations emitting

out of FPGA to get information about the secret used for encryption [37].

Electromagnetic radiations from circuits due to magnetic fields produced by electric

currents. The captured EM radiations are then analyzed to look for secret-information

retrieval. Power signals and electromagnetic signal leakage can cause a great risk to secret

information, however the later is a variant of the former. Over the last decade, the research

focus was on the power-analysis attack as it is convenient to launch, though not practical in

all scenarios [75]. On the other hand, Electromagnetic attacks are non-invasive and more

practical, with the right probes for signal capturing and the correct analysis for key recovery.

De Mulder has shown a way of capturing the EM Radiations from FPGAs, processing and

analyzing them using mathematical and statistical models to recover a secret key [37]. The

defined process works offline and can be time consuming for key retrieval. Similar work

is shown by the authors in [7]. Machine learning can help in fast information extraction,

based on the classification models being used. Different classification models have been tried

and tested for Power analysis signals but not much analysis exists for Electromagnetic signal

analysis [76]. Lerman et al. have worked on the key recovery from AES using machine

learning by capturing the power signals emitted out of the device [77] [78]. In addition to

embedded systems, Genkin et al. found a way of attacking mobile phones using EM analysis

[79]. Moreover, neural network based classifiers have been tested for Side-Channel leakage
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from hardware systems [19]. Our first contribution is to set up a system which is used to

capture the EM radiations from a Kintex-7 FPGA while AES is running on the chip (as AES

data for Kintex-7 does not exist), secondly we have used the signal properties as features to

be fed to classification algorithms, and finally we have analyzed the signals using machine

learning and neural network classification techniques (with different signal properties) to

classify and recover each secret key bit. Our aim is to find which features (based on EM

signal properties) or combinations of features can help in better key bit classification.

The rest of the paper is organized as follows, Section 2 explains our methodology for

key recovery using classification and outlines the properties of a signal used for feature

formation along with feature selection and extraction methods; this section also explains the

classification techniques used, Section 3 explains the experimental setup and Section 4 gives

the results of analysis while Section 5 concludes the paper.

3.3 Methodology

The purpose of this research is to capture and analyze the EM radiations out of the FPGA,

while AES is encrypting data with a secret key. The analysis is carried out using Machine

learning and deep-learning based classifiers rather than traditional statistical methods. To

use the classification algorithms, the machine needs to be trained with a set of data. This

set of data (EM radiations) is obtained from Kintex-7, mounted over a Sakura-X board.

Sakura-X is a series of specialised boards designed to evaluate the algorithm implementation

on FPGA, against Power Analysis, EM Analysis and Fault Injection Attacks [80]. The

captured raw datasets are then processed to form feature datasets, which are created by using

signal properties. Nine signal properties are measured and different combinations of these

properties are used as features for training the learning machine, after filtering and evaluating

the feature sets using nine standard evaluators/selectors. Reason for using the evaluators is

to screen the features to overcome the problem of over-fitting, hence reducing the training

time and diminishing the chances of miss-classification. The larger the dataset, the greater

are the chances of inaccurate classification. For testing the trained system, another featureset



48
Secret Key Classification based on Electromagnetic Analysis and Feature Extraction using

Machine-learning Approach

Sakura- X with Kintex-7

Probe to Capture 
EM signal

C# Application- An
 interface between PC 

and Oscilloscope

MATLAB -To Connect 
with Oscilloscope

Figure 3.1: Setup for Electromagnetic Analysis

is formed based on the same methodology with a different secret key. The hardware setup

used for acquisition of raw datasets is shown in Fig. 3.1.

3.3.1 Advance Encryption Algorithm

The algorithm under test is the Advance Encryption Standard (AES) which is NIST standard

for secure communications [81]. It consists of four blocks (Sboxes, ShiftRows, MixColumns

and AddRoundKey) for encrypting data, using three different key sizes, i.e. 128, 192 and

256-bit keys having 10, 12 and 14 rounds respectively. All rounds are the same except for the

last one which lacks addroundkey block, which makes it vulnerable to Side-Channel attack.

Side-Channel attacks can be categorized into Divide-and-Conquer and Analytic attacks [26],

[27]. In Analytic attacks, a complete sub-key is recovered using mathematical equations,

while in Divide-and-Conquer attacks, only a part of the key is recovered. Wewill be following

the latter approach [78]. To recover the key, one byte is selected at a time and in each byte

a single bit is targeted as shown in Fig. 4.1. For a single byte 256 combinations exist. To

mark and classify the samples as ’1’ or ’0’, relevant bit location samples are segregated in
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Byte
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.

.
11111111

Figure 3.2: 256 possible combinations for each bit location

the form of a group, e.g. to target MSB of the last byte, collected samples having the MSB as

1 are classified as ’1’ while others are marked as ’0’. We have collected 100 samples (each

sample encrypted with random plaintext) for each possible combination of the fixed key (i.e.

total 256 combinations), leading to a total of 100*256 samples as shown in Fig. 3.5. 51200

samples are then processed using MATLAB to calculate the signal properties (explained in

section 2.3). The resulting output datasets are then processed to form feature sets (using

Java code) for input to the classification algorithm. Fig. 3.4 shows the preparation process

of the input datasets to be fed to classification algorithms (for the training phase), for the

most significant bit of the byte under examination, after forming feature sets based on the

signal properties. As mentioned before, one aim of this research is to find the features or

combination of features which can produce better results for the secret key bit classification

(used for this study as mentioned in Section 2.2), which has not been analyzed before in the

literature for leaked Electromagnetic Radiation.
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3.3.2 Classification Algorithms

Three main classification algorithms have been used for analysis, two machine-learning and

one deep-learning based algorithm.

Random Forest

Random Forest is a type of supervised machine-learning classification algorithm in which a

number of trees are built during the training process and the classification mode is determined

during the testing phase. Random trees use the feature-bagging scheme to build the trees.

Details of the algorithm can be found in [82].

Naive Bayes

Naive Bayes is a class of supervised learning algorithm, based on Bayes’ theorem. It works

on a probability model built on the probabilities of outcomes and reveals the uncertainty of

the model [83].

MultiLayer Perceptron (MLP)

A multilayer Perceptron is a supervised artificial neural network consisting of three or more

layers - one input layer, one output layer and two or more hidden layers. Each node in a hidden

layer acts as a neuron which works on a nonlinear activation function. MLP is different from

a linear perception because of its multiple layers and non-linear activation functions. MLP

is best for solving complex problems stochastically.

3.3.3 Properties used as Features

Captured EM signals are subjected to analysis by the above mentioned machine-learning

algorithms, based on signal properties (frequency and time domain) as given below.

• Mean of Absolute Value (MAV) - For MAV, the mean of all signals is calculated.

• Slope Sign Change (SSC) - In a signal, slope sign changes are recorded against a

pre-determined threshold.
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• Sum of Squares (SSI) - In a signal, the sum of the squares of the values is calculated.

• Zero Count (ZC) - The number of times the signal crosses zero is calculated.

• Kurtosis - The sharpness of the peak of a frequency-distribution curve is noted.

• Median PSD (FMD) - The median of a distribution, in the frequency domain, is

calculated.

• Mean PSD (FMN) – The mean of a distribution, is recorded.

• Frequency Ratio (FR) – The ratio of the lowest to the highest frequency is calculated.

• Median Amplitude Spectrum (MFMD) – For signals, the median amplitude spectrum

is calculated.

3.3.4 Feature/Attribute Selection and Extraction

Feature Engineering is an important task when it comes to the problem of over-fitting in

machine-learning classification. It helps in reducing/rearranging, by selecting/extracting

those features, which can give the best results. Having too many features can lead to miss-

classification. There are two main concepts in feature engineering, used for analysis in this

paper and given below.

• Feature Selection: In feature selection, a subset of features is selected from the available

pool of feature data.

• Feature Extraction: In feature extraction, a new set of features is formed from existing

sets of features.

For our analysis using supervised classification techniques, we need to have defined features

from the raw set of data signals captured. We have defined the features based on the signal

properties as mentioned in the previous section. Now, from the available set of feature data,

we need to form a usable set of features in a dataset on which classification techniques can

be applied for training and testing of data, to determine which features will give the best

classification results. Below are the feature selection/extraction algorithms used.
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Learner-based feature Selection - LBS

In this technique, a generic yet powerful algorithm is selected to analyze the performance of

the algorithm under test, with subsets of datasets. The subset which performed the best is

selected for further analysis. Generally, a decision tree is used as the algorithm.

Chi-Square

Chi-Square is a statistical test which measures the dependency of features on the output

variable. If a dependency exists then the features are selected, otherwise they are discarded.

Correlation-based Feature Selection

The correlation between the attributes and the output variables is calculated using Pearson’s

correlation co-efficient function given in eq. (3.1). Attributes having a high correlation (close

to -1 or 1) are selected.

Correlation =
`8 (1) − `8 (0)
f8 (1) + f8 (0)

(3.1)

`and f represent the mean and standard deviation of the features, with respect to class 0

and class 1.

Gain Ratio

Eq. (6.1) can be used for gain-ratio calculation of features based on class.

�08=(�, �) = � (�) − � (� |�)/� (�)

� (�) = �=CA>?H> 5 �;0BB

� (�) = �=CA>?H> 5 �CCA81DC4

� (� |�) = �=CA>?H> 5 �;0BB68E4=�CCA81DC4

(3.2)
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Information-Gain based Feature Selection

For the output variable, information gain or entropy is calculated for each possible feature.

Scores/ranks are assigned to the features based on the information contribution towards the

output variable. To evaluate it with Weka, ranker is selected. Eq. (6.2) is used to calculate

the entropy.

�= 5 >A<0C8>=�08=(�, �) = � (�) − � (� |�) (3.3)

One-Rule Attribute Evaluation - OneR

As the name implies, one-rule attribute evaluationmeans to have one rule set for all predictors.

Calculate errors for each predictor, based on frequency table, and select the one which shows

least error.

Principal Components

In Principal components, a subset of the data (linearly uncorrelated) is formed based on the

original feature set, whose data is correlated. The newly formed variables are known as

principal components. It is a kind of data extraction not selection, because a new linearly

independent subset is formed.

Relief

This method is based on a feature-weighting approach [84]. A target sample is selected and

then the relevance of the features in the neighborhood of that sample are measured. The

samples are marked as ‘hit’ and ‘miss’, if they belong to the same category as the target

sample or to a different category, respectively. After marking, the distance from all hits and

misses is calculated for the target sample, and is used as the weight of a target feature.

Symmetric Uncertainty

Ideally, the information gain calculated in Eq. (6.2) should be symmetric, i.e. the information

gained about Y while observing X is same as the amount of information gained while
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observing Y. Unfortunately, that is not the case, as it is biased towards features with higher

values. Moreover, the correlation measured among different features should be normalized

and comparable. To handle the information gains’ biased behavior towards attributes, the

symmetric uncertainty is calculated, which brings out an unbiased response with normalized

values in the range of [0, 1]. Equation (6.3) gives the formula for calculating uncertainty.

(H<<4CA82*=24AC08=CH =
� (�) − � (� |�)
(� (�) + � (�) (3.4)

3.4 Experiments

3.4.1 Step 1 - Hardware Experimental Setup

To conduct our experiment, we have captured the EM radiation (shown in Fig. 3.5) out of

the FPGA (Kintex-7), mounted over SAKURA-X and operating at 200 MHz, while AES

is running on it. During the encryption process after Sbox, ShiftRows, MixCoulmns and

AddroundKey, samples are taken using a KeySight Agilent Oscilloscope. We have targeted

one byte of the key at a time, so each bit is classified as ’0’ or ’1’. For each bit classification,

we have acquired 100 samples, each consisting of 10k points, for all possible 256 values.

Samples are collected using MATLAB and C# platforms. The C# application acts as an

interface between the FPGA board (Sakura-X) and the Oscilloscope, which is configured and

operated using MATLAB libraries in C#. This gives an automated stand-alone application

for the data collection process without frequent involvement of the user, the GUI is shown in

Fig. 3.6. The application is a modified automated version of the one provided by SAKURA

[80].

3.4.2 Step 2 -Datasets Formation

Once samples are obtained, then features (properties) are calculated using MATLAB cus-

tomized code. After having a defined set of features, combinations of different features are

formed using a Java snippet, written using Weka Libraries [85]. Combinations of features

used for analysis are shown in Table 3.1.
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Figure 3.5: Captured Electromagnetic Radiation emitting out while AES is running on SAKURA-
X

Figure 3.6: Application GUI- Start of App

3.4.3 Step 3 - Analysis

The feature sets formed are then subjected to filtering using feature extraction and selection

to reduce the number of features. As our target is to test different features and combinations

of features with three classification algorithms, so these features’ dataset files are used as

input to the algorithms, mentioned in Section 2.2, for the training phase.

3.5 Results

At first, the classification accuracy is calculated for all feature sets combinations, as given

in Table 3.1, without using any feature extractor or selectors, for three classifiers (Random

Forest, Naive Bayes and MLP). After that, the classification accuracies are calculated for all

the feature combination sets using the feature selectors/extractors, and then the difference
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Table 3.1: Combinations of feature sets

Combination Of Feature Features
Comb-1 MAV
Comb-2 SSC
Comb-3 SSI
Comb-4 ZC
Comb-5 KURTOSIS
Comb-6 FMD
Comb-7 FMN
Comb-8 FR
Comb-9 MFMD
Comb-10 ZC, KURTOSIS, FMD, FMN, FR,MFMD
Comb-11 MAV, SSC, MFMD
Comb-12 MAV, SSC, SSI, FR

of accuracies is calculated, to see how much improvement occurred using the newly formed

feature sets. It is worth noting that the comparisons are relative and are not based on the

best classification algorithm. Our target is to deduce from the analysis which features can

improve the results. Fig. 3.7 show results for the analyzed data.

3.5.1 Random Forest (RF)

Varying trends are seen for feature evaluation with Random Forest, as shown in Fig. 3.7. It is

observed that Principal Component Analysis, when applied to Comb-4, gives the best results

by increasing the accuracy. Principal Component Analysis performs poorly for Comb-2,

Comb-5, and Comb-10. The accuracy gain for Symmetrical Uncertainty and OneR remains

almost the same as that of the applied classifier, without any specific features selected. It can

be seen that LBS showed decreased accuracy for all feature combinations, however for Comb-

4 and Comb-5 the performance is very poor. The gain ratio specifically showed good results

for Comb-8. Correlation evaluation, Chi-Square and Information gain exhibits varying trends

and gave good accuracy for Comb-2. Overall, it can be seen that every feature combination

gave improved results for Comb-12.
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Figure 3.7: Accuracies with 100 traces per key bit

3.5.2 Naive Bayes

The results for Naive Bayes are shown in Fig. 3.7. It can be seen that there is not much

variation in the output accuracies for all combinations. Principal Component Analysis, partic-

ularly, performed poorly in all cases, especially for Comb-9. Chi-square accuracy decreased

by 7% for Comb-4. All feature extractors and selectors didn’t show any improvement at all

except for Comb-4 and Comb-11. It can be stated that, for Naive bayes, a combination of

MAV, SSC, MFMD is a good choice of features.

3.5.3 MultiLayer Perceptron

For MLP, variations are seen just like the Random Forest case. Almost all features extractors

and selectors behaved in a similar fashion, with insignificant accuracy gain. However, LBS
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showed surprisingly better performance for Comb-5 and decreased efficiency for the rest

of them. Principal Component Analysis decreased the accuracy for Comb-9 by 14%. The

accuracies of Comb-1, Comb-11 and Comb-12 are 90.6%, 91.4% and 91.4% respectively.

With MLP, MAV alone, the combination of MAV, SSC, MFMD, and the combination of

MAV, SSC, SSI, FR are recommended combinations of features.

3.6 Conclusion

In retrospect, after analyzing the results on the EM radiations obtained from the Kintex-7, we

can conclude that, for different classification algorithms, the choice of features or combination

of features would be different. For Random Forest, featuresMAV, combination ofMAV, SSC,

SSI, FR can be used along with Principal Components. However, for Naive Bayes, MAV and

a combination of MAV, SSC, MFMD is best choice, if used with Symmetric Uncertainty and

Information Gain. For MLP, MAV alone, the combination of MAV, SSC, MFMD, and the

combination of Mav, SSC, SSI,FR are the recommended sets of features. The overall trend

shows that a combination of time and frequency-domain features gives better performance

for secret-key estimation.
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Chapter 4

Hyper-parameter Optimization for

Machine-Learning based

Electromagnetic Side-Channel Analysis

This chapter is an adapted version of a published article (Publication II). It advances the work

presented in the previous chapter and performs hyperparameter optimization to select the best

trained model for efficient machine learning-based side-channel analysis. The optimization

is performed for the symmetric cipher AES.

4.1 Abstract

Side-channel attacks are the class of attacks which exploits the physical leakages of the

system to recover the secret key, based on the weakness induced due to implementation of

algorithms on embedded systems. AES ismathematically secure but side-channel information

can lead to key recovery. Over the last decade, machine learning has been introduced in

parallel with traditional statistical side-channel analysis methods. Accurate classification

using machine-learning-based approaches critically depends on various factors including,

the precision of the input datasets which consist of the features, tuning of different parameters

for that particular algorithm, per feature sample length, number of validation folds and feature

extraction/selection methods. For analysis of leaked signals in this study, hyper-parameter

tuning is carried out on the feature datasets formed on the basis of the time-domain and

frequency-domain properties of the signals. The results provide the comparative analysis of
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the best choices and lead to concrete selection of the parameters.

4.2 Introduction

Side-channel analysis (SCA) is a great threat to embedded systems. SCA includes a number

of attacks based on the type of side-channel information being leaked, e.g. power consumed

signals, electromagnetic radiations, timing information categorized on the basis of exploita-

tion of the power consumed by the system, EM radiations from the system and timing of

the processes, respectively. Various power analysis methods based on statistical and ma-

chine learning analysis have proven to be successful against practical systems having AES as

primitive. However, EM analysis based on machine learning still needs to be considered in

more depth. Moreover, there are very few online repositories for datasets, covering a limited

number of platforms, like DPAContest[24]. Our research focus is on collecting leaked EM

data while AES is running on Kintex-7, and performing analysis for key bit classification by

exploiting the weaknesses using state-of-the-art machine-learning classification algorithms.

Data input to these machine-learning algorithm is of paramount importance. It is the deciding

factor for accurate classification accuracy. Wrong input or too large a dataset can lead to prob-

lems of under-fitting or over-fitting, hence resulting in inaccurate classification. To overcome

the problems of under-fitting and over-fitting, it is essential that the best-fitted pre-processing

and features extraction/selection mechanisms should be followed for the data-set under in-

vestigation. Various pre-processing techniques are recommended and used to shape target

primitive input data to machine-learning algorithms, and most prominent of all is Principal

Component Analysis (PCA) [86] [87] [76] [88]. Based on the fact that correct features selec-

tion can improve the classification accuracy, we have tried a few different selected features,

out of captured raw electromagnetic signal samples, as an input to a classification algorithm.

New features reveal different interesting facts as discussed further below. Moreover, the

experiments are performed by changing the parameters for tested algorithms, to find the best

suitable settings for better accuracy.

The rest of the paper is organized as follows. Section 2 discusses the existing literature
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related to key recovery of AES using SCA, Section 3 gives an overview of AES and briefs

the techniques being used along with the classification algorithms, Section 4 discusses the

experimental setup and data organization, Section 5 discusses the results and Section 6

concludes the paper.

4.3 Existing Literature

Side-channel attack was first introduced by Paul Kocher in 1996 [75]. Following his findings,

the research community started unveiling other side-channel leakages which can be exploited

to recover the key; to name a few, power being consumed by the system, EM radiations

being emitted out, acoustic vibrations of components, timing of processes [7, 17, 37, 89].

Out of all these, the most promising are power analysis and electromagnetic attacks. They

are based on the fact that a different amount of power is consumed when crypto operations

are performed and Electromagnetic radiations will be emitted due to the electromagnetic

field produced by a flowing current. Both these attacks can be categorized into Simple and

differential attacks. In the simple analysis version, by merely looking at the signal waveform

on an oscilloscope, one can deduce the operations performed with specific key bits [40]

[90]. However, differential analysis involves complex statistical analysis, and proved to be

successful for a number of embedded systems (FPGAs, Processors) for different primitives

like AES and ECC [37]. With the advent of the modern machine-learning era, researchers

came up with the idea of mapping machine learning onto SCA, as a template attack can easily

be visualized as a machine-learning process [18]. In addition to simple machine learning,

neural-network-based algorithms have been proposed to retrieve the symmetric key from

crypto systems [19] [20].

For AES-128, the best known attack is exhaustive search, having a complexity of 2128.

One of the factors on which the security of AES depends is number of rounds. Schneier has

recommended to use 16 rounds for AES-128 bit [91]. However, researchers have usedmodern

state-of-art machine-learning classification algorithms to attack all variants of AES[21, 78].

Raw power signals have been analyzed for signs of vulnerability which can lead to key
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Figure 4.1: Byte Under Attack

recovery. It is suggested to use SVM and Random Forest for AES key bit classification from

the data-set available at the DPA-Contest site [24]. Existing data-sets are limited to a few

platforms and there exists no data for FPGA (Kintex-7). The security of AES on hardware

FPGA platforms needs to be evaluated. The focus of this work is to collect and analyze AES

EM leaked data from Kintex-7, using machine-learning techniques.

4.4 Attack and Analysis Methodology

The primitive under testing is the Advanced Encryption Standard (AES), standardized by

NIST in 2001. It is the most widely used block cipher in embedded systems, to provide

security, having three key sizes, 128-bit, 192-bit and 256-bit and 10, 12 and 14 rounds

respectively. During each round, four operations of Substitution, Permutation, Mixcolumns

and Addition are performed, except for the last round which doesn’t have Mixcolumns.

Data samples are formed on similar lines as suggested by Lerman et al. in [21] and in our

previous work [92] [93]. For attack purposes, one bit is attacked at a time from a particular

target byte. Out of 128 key bits, 120 bits are selected at random and it stays same for the

the rest of the experiment, however the last 8 bits are the target, as shown in Fig. 4.1. For

the target bit location, data samples having the same key-bit value are grouped together, e.g.

let’s say that the target bit is the most significant 8th bit, then all data samples for which the

8th bit is ’1’ are marked as ’class 1’ and all key values which have the 8th bit as ’0’ are
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Figure 4.2: Sample Formation

marked as ’class0’. In total there will be 128 bits for each. Fig. 4.2 shows an overview of the

data samples formation process. For grouped data samples, features are calculated based on

signal properties. For instance, the following properties are treated as features.

• Time-Domain Properties

– Mean (M)

– Kurtosis (K)

• Frequency-domain properties

– Median Amplitude Spectrum (MAS)

– Median of Distribution (MedDis)

– Mean of Distribution (Mdis)

– Frequency Ratio of Distribution (FR)

These features are calculated for each collected sample, and samples are collated for

further analysis using machine learning classification algorithms. Combination of time-

domain features (Mean and Kurtosis) labelled as ’TDF’ and all the mentioned frequency

domain features labelled as ’FDF’ are also tested to analyze if a combination of features

can contribute better towards enhanced accuracy. For some of the cases, certain attribute
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selection/extraction methods are used on the feature datasets to analyze if the performance

accuracy can be improved.

4.4.1 Classification Algorithms

Four algorithms are used to analyze the accuracy of key classification; three machine-learning

supervised algorithms and one deep-learning artificial-neural-network based algorithm.

Random Forest

Random forest is a class of supervised learning algorithms which doesn’t require tuning of

hyper-parameters and still gives accurate classification. The algorithm is based on bagging

of decision trees and forms a forest of random decision trees merged together to give better

prediction [82]. Nodes split and a tree is formed using the features from data-sets. With

increasing tree level, during node splitting, the model selects the best features from the

random subset of features rather than selecting the best feature from the previous node, which

helps in achieving diversity. That is why, it gives best accuracy in most of the cases due to

the refined results. As the model grows, it calculates the feature importance while selecting

the feature at node splitting which helps in rectifying the problem of over-fitting, as useless

features are removed based on a feature importance score.

Naive Bayes

Naive Bayes is also a supervised-learning algorithm based on the Bayesian theorem, suitable

for high-dimensional data [83]. It is based on the assumption that features are independent

of each other, i.e. each property independently contributes towards the classification, and

that is why it is known as Naive. Mostly, features combine together and are dependent on

each other to predict the class. However, Naive Bayes performs best for large sets of input

data. Posterior probability is calculated using Bayes theorem that helps in finding the odds,

i.e. finding the probability for feature ’f’ that it belongs to class ’c’. Equation (4.1) is used

for classifying the posterior probability using Naive Bayes.
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Support Vector Machine

The Support Vector Machine (SVM) also belongs to the supervised-learning category. It is

mostly used for classification problems, however it can be used for regression as well due to

its linear classification ability. SVM maps and represents the feature points in space so that

a clear hyper-plane can be modeled to separate the classes.

Multilayer Perceptron

Multilayer Perceptron is a class of feed-forward neural network, using ’backpropagation’ for

training, which is a supervised learning technique. MLP consists of an input, output and

hidden layers. Hidden layers can be more than one. It is a fully connected network with layers

having specific weights ’w’ and neurons having a linear activation function which maps the

weighted inputs to outputs. These weight values are adjusted based on the output errors as

compared to the expected value, and is achieved through back prorogation. The output error

is represented using equation 6.1, where 48 (=) is the error produced at node ’i’ in nth data

point, d is expected value at node i and y is the value produced by the perceptron.

48 (=) = 38 (=) − H8 (=) (4.2)
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Figure 4.3: Hardware Setup for Data Collection

Equation 6.2 gives the function calculation on one hidden layer with weights ’w’, bias

vectors b(1) and b(2), and activation functions G and s.

5 (G) = � (1 (2) + F (2) (B(1 (1) + F (1)G))) (4.3)

Validation

While training a model using a machine-learning classification algorithm, it is important to

validate the model to check if the model got pattern correctly and there doesn’t exist any bias.

To achieve this, K-fold cross-validation mechanisms are used for our analysis. In K-fold cross

validation, the input datasets are divided into training and testing datasets. Model is trained

using the training portion of the data and the error is estimated for the testing portion to see

how well the model performed. This is known as the holdout method. In K-fold validation,

hold out is performed k times, such that k-1 subsets are used for training and one subset is

used for validation. This is repeated k times to get the better validation accuracy.

4.5 Experimental Setup

For our experiments, raw EM radiation data samples are collected using a Keysight Agilent

Oscilloscope, while AES was running on a Kintex-7 FPGA [80]. For each bit value, 100

traces are collected, each consisting of 10k sample points, for 100 random plain-texts. The
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Figure 4.4: Comparison of all features for four classification Algorithms

oscilloscope is configured using MATLAB libraries in C#, which give an automated setup

for data collection. Fig. 4.3 shows the hardware setup for data collection. The collected data

samples are then processed using Java snippet and features are calculated using MATLAB,

to transform the raw signals data into a feature-instances data format suitable for machine-

learning algorithms. For machine-learning classification, Weka is used[85].

4.6 RESULTS AND ANALYSIS

Analysis is divided into four phases, each explained below along with the results.

4.6.1 Phase-1

For phase-1 analysis, accuracy is calculated for eight different feature-sets for four classifi-

cation algorithms namely Naive Bayes, Random Forest, Multilayer Perceptron and Support

Vector Machine, using 10-fold validation. Fig. 4.4 shows the resulting accuracy. It can be

seen that, out of all the different feature-sets, a combination of frequency domain features

(FDF) produced better results for all four classification algorithms.
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4.6.2 Phase-2

For phase-2, as observed in previous literature for AES and DES, a SVM works better if the

input data is pre-processed with PCA. For our AES data collected from Kintex-7, we have

analyzed the pre-processing effect on classification accuracy. We have analyzed the effect of

Principal Component Analysis and Chi-Square. It has been observed that use of principal

components as pre-processing has introduced a significant increase in SVM accuracy because

there are redundant features in data-set which do not contribute to classification while using

SVM, as shown in Fig. 4.5. PCA did not show any significant improvement using any other

classification algorithms. This is mainly due to the nature of the other three classification

algorithms. Moreover, none of the algorithms showed a significant increase in accuracy using

Chi-Square.

Figure 4.5: SVM with and without PCA

4.6.3 Phase-3

Based on the findings in phase-1, FDF is selected for further analysis. The aim is to examine

the improvement due to a changed number of validation folds and number of samples per key

bit classification. The goal of this analysis is to observe if the model can be trained and the

key bit can be classified using less number of samples. Fig. 4.6 and 4.7 show the resultant
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Figure 4.6: Effect of change of validation folds and number of features on Accuracy for NB and
MLP

accuracy (%) after using different numbers of validation folds for varying samples sizes of

100, 50 and 10. It has been concluded that for Random Forest, for all sample sizes, after

10 folds the curve becomes flat. Moreover, the accuracy reduces with a reduced number of

samples.

For MLP, again the accuracy drops as the number of samples is reduced from 100 to 10.

Additionally, strange behavior is observed for sample size 50. For all sample sizes, 10 folds

seem to be a good choice, but for sample size 50, it lowers the accuracy by 1%.

For SVM, after PCA pre-processing, sample size 50 gives the same accuracy as sample

size 100, for 10-fold validation, while sample size 10 reduces the accuracy significantly.

For Naive Bayes, again like the others, sample size 10 is not sufficient to classify the key



72
Hyper-parameter Optimization for Machine-Learning based Electromagnetic Side-Channel

Analysis

8 9 10 11 12 13 14 15

Validation Folds

78

80

82

84

86

88

90

92

94

96

98

A
c
c
u

ra
c
y

Analysis of Validation and Number of features - RF

100FeaturesPerKeybit

50FeaturesPerKeybit

10FeaturesPerKeybit

8 9 10 11 12 13 14 15

Validation Folds

78

80

82

84

86

88

90

92

94

96

98

A
cc

ur
ac

y

Analysis of Validation and Number of features - SVM

100FeaturesPerKeybit
50FeaturesPerKeybit
10FeaturesPerKeybit

Figure 4.7: Effect of change of validation folds and number of features on Accuracy for RF and
SVM

bit. However, a drastic change is observed; just as was the case in SVM, it increases the

classification accuracy with sample size 50. This is still less than the accuracy with Random

Forest and SVM but, within NB, 50 samples improves the accuracy as compared to 100

samples.

4.6.4 Phase-4

This phase deals with the tuning of parameters for NB, RF, MLP and SVM. The effect of

each parameter is discussed below.

For RF, experiments are performed to analyze the number of trees which gives better

accuracy. Moreover, the number of features considered by each tree while splitting a node are
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Figure 4.8: Parameter Tuning for RF

Figure 4.9: Parameter Tuning for MLP

changed and effect is observed. Approximately, 94% accuracy is achieved if the number of

features per node is 2-5, and 95.3% accuracy is obtained if the number of trees in the random

forest is 60-80.

For MLP, the effects of changes of batch size and learning rate are observed. The batch
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Figure 4.10: Parameter Tuning for SVM

size is the number of samples which will be propagated through the network at a time and

the learning rate is the rate at which the model trains itself with new data. Generally, if the

learning rate is too high or too low, the model keeps on bouncing and it is hard to accurately

train the model, meaning that the model’s decision making is ambiguous and inaccurate. Fig.

4.9 shows that the best accuracy results of 94% are achieved when the learning rate is set to

0.01. The accuracy decreases significantly with lower and higher learning rates. It is also

seen from the experiments that changing the batch size has no or an insignificant effect on

the accuracy.

Figure 4.11: Parameter Tuning for NB

SVM uses nonlinear kernel functions such as the Gaussian radial basis function or a
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polynomial kernel, having gamma as a free parameter. A small value of gamma means low

bias and high variance in the trained model and vice versa. For SVM, parameter gamma is

changed and it is observed that the accuracy decreases with higher values of gamma, as can

be seen from Fig. 4.10. It can also be seen that if the data is normalized before classification

then the accuracy decreases by 20%.

In Naive Bayes, the kernel is a weighting function used for density estimation of random

variables. Turning on kernel estimation will have different effect on the training model.

The effect of a kernel estimator and supervised discretization are analyzed with and without

applying these parameters on the training data. It is observed that the accuracy is increased

by 5% and 8% for kernel estimator and supervised discretization, respectively, as shown in

Fig. 4.11.

4.7 Conclusion

On the basis of the analysis results, it can be concluded that Random Forest is the best choice

for key recovery using EM radiation analysis, with a sample size of 50 samples per key bit

classification, if ’frequency-domain (FDF)’ properties are selected as features. Using the

’mean’ feature, the classification accuracy is above 90% but is low as compared to FDF.

Moreover, it can be asserted that 10-fold validation is suitable for the leaked signal data. It

has also been observed that PCA pre-processing worked with SVM classification only, so

that models like Random Forest and Multilayer Perceptron handle the high-dimensional data

well; even Chi-Square did not produce any significant improvement on the resultant accuracy.

Multilayer Perceptron showed classification accuracy of more than 90%, suggesting that use

of more complex deep-learning algorithms might improve the classification accuracy. It has

also been concluded that various parameters can be changed to improve the accuracy.
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Chapter 5

Machine-Learning-Based Side-Channel

Evaluation of Elliptic-Curve

Cryptographic FPGA Processor

This chapter is an adapted version of a published article (Publication III). In this chapter a

hamming weight based attack methodology is presented which utilizes the proposed feature

generation methodology (discussed in Chapter 3) to asymmetric ciphers along with the

concept of using feature engineering techniques in hybrid mode. The proposed machine

learning-based attack model is evaluated on Elliptic Curve Cryptography (ECC) always-

double-and-add algorithm. Aquantitative comparative analysis is performed, for the proposed

attack, to recover the secret key from the raw unprocessed leakage traces and from the

processed feature-engineered traces.

5.1 Abstract

Security of embedded systems is the need of the hour. A mathematically secure algorithm

runs on a cryptographic chip on these systems, but secret private data can be at risk due to

side-channel leakage information. This research focuses on retrieving secret-key information,

by performing machine-learning-based analysis on leaked power-consumption signals, from

Field Programmable Gate Array (FPGA) implementation of the elliptic-curve algorithm

captured fromaKintex-7 FPGAchipwhile the elliptic-curve cryptography (ECC) algorithm is

running on it. This paper formalizes themethodology for preparing an input dataset for further
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analysis using machine-learning-based techniques to classify the secret-key bits. Research

results reveal how pre-processing filters improve the classification accuracy in certain cases,

and show how various signal properties can provide accurate secret classification with a

smaller feature dataset. The results further show the parameter tuning and the amount of time

required for building the machine-learning models.

5.2 Introduction

Security is the core requirement in embedded systems nowadays and is ensured by using secure

cryptographic algorithms on the embedded chips inside these systems. When designing

and standardizing cryptographic algorithms, it is ensured that no mathematical relationship

can be found between the key, the plain-text, and the ciphertext. However, side-channel

attacks are still a threat to the embedded system. In side-channel attacks, physical leakages

of the system are exploited to recover the private secret key. Side-channel attacks were

introduced by Paul Kocher in the 90s [3], which was followed by the discovery of more side-

channel attacks on hardware implementation of popular algorithms like AES, DES, RSA

and ECC [5, 6, 17, 79, 89]. All these algorithms are proven to be prone to various kinds

of side-channel attacks including power-analysis attack (PA), electromagnetic-analysis attack

(EMA), timing attacks (TA). In 2003, Standaert et al. presented a practical PA attack on

a Field Programmable Gate Array (FPGA) implementation of AES (symmetric algorithm)

[94], and during the same year Siddika et al. presented a power-analysis attack on an FPGA

(Virtex 800) implementation of an elliptic-curve cryptosystem [95]. Mulder et al. have

presented techniques of key recovery by capturing, processing, and analyzing EM radiations

using statistical models [37]. Based on similar techniques, the authors in [7] performed

side-channel analysis for retrieving secret information. To perform the side-channel-based

key-recovery analysis, various statistical and mathematical methods are used [27, 86, 96–98].

However, noise in leaked signals is one of the main hurdles to the success of side-channel

attacks, which leads to the need for huge data sets for accurate key recovery. To cater to

this issue, researchers have proposed to use statistical tools like principal-component analysis
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(PCA). PCA is used as the pre-processing step to eliminate the noise from side-channel leaked

data, hence enhancing the success of differential power analysis (DPA) [76]. PCA can also

act as a distinguisher [99].

Recently, researchers have performed machine-learning and neural-network-based anal-

ysis to improve side-channel attack efficiency, using various classifiers, to recover the key

from the DES, AES and RSA hardware implementations [18–21, 78]. Some of the major

challenges of machine learning are over-fitting and the curse of dimensionality, in which a

model trains itself to the specific data so well that it fails to predict accurately with new

unseen data. To solve this problem, various feature extraction and selection techniques are

used [84, 100]. Some of them have been tested for AES data classification as well [93]. There

is a very limited literature on machine-learning-based side-channel analysis of elliptic-curve

cryptosystems, which is the standard for public-key cryptosystems and is ideally used for

resource-constrained environments like IoT-based systems. The focus of this research is to

analyze the resistance of the elliptic-curve cryptosystem algorithm, double-and-add-always

(which is designed to be resistant against DPA), against a machine-learning-based power

analysis attack. To check the immunity of an elliptic-curve cryptosystem against this attack;

a hardware system was set up which is capable of capturing the power being consumed by

the FPGA Kintex-7 chip while the elliptic-curve cryptography (ECC) algorithm is running

on it (as ECC power-signal data does not exist for a Kintex-7) and then analyzing it against

various machine-learning-based algorithms with a specifically designed feature dataset. We

have chosen an FPGA for analysis because of its popularity for rapid prototyping. Our

contributions in detail are listed below.

Our Contributions. Our contributions are threefold. Firstly, analysis of captured power

signals is carried out using three machine-learning and neural-network-based classification

techniques to classify and recover the secret-key bits of the ECC algorithm. The complete

methodology is formulated for formation of the input datasets for further machine-learning

analysis. In the existing literature, machine-learning-based side-channel attacks are launched

on the raw samples, but no clear information is provided about the attack methodology and

input feature datasets. Moreover, the ECC double-and-add-always (public-key) algorithm is
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selected for attack, as not much analysis is done on key recovery in the public-key domain.

Secondly, we propose to use signal properties as features for efficient analysis instead of

using raw samples. This ensures the elimination of redundant data during processing, hence

increasing the computational power and reducing the time to train and to test the network. The

same proposed hypothesis has been tested for the AES (symmetric cryptography) algorithm

in our previous work [93]. Based on the findings of our previous work for the symmetric key

algorithm, we have tested the public-key algorithm for five particular signal properties only.

Please note that this study is conducted for the ECC (public-key cryptography) algorithm.

Thirdly, our contribution is the application of filters to datasets, before processing them

using the classification process. Wehave usedPrincipalComponents andChi-square filters for

pre-processing. The purpose of applying filters is to avoid the problem of wrong classification

and to check if the accuracy can be improved by selecting/extracting important features.

Again, we have selected one feature-selection and one feature-extraction algorithm, based on

our previous findings from the research related to the symmetric algorithm AES. This double

layer of pre-processing is applied just to verify if this can improve the accuracy further.

The rest of the paper is organized as follows. Section 5.3 describes related work, the

ECC algorithm under test and the classification algorithms used for this analysis, Section

5.4 describes the implementation design of ECC (algorithm under analysis), Section 5.5

explains our attackmethodology for key recovery usingmachine-learning-based classification

techniques and describes the feature formation procedure, Section 5.6 outlines the hardware

and software experimental setup, Section 5.7 gives an analysis of the results while Section

5.8 concludes the paper.

5.3 Background and Related Terminologies

5.3.1 Power-Analysis Attacks

The PA is a strong passive attack, meaning that the attacker does not need to manipulate the

device in any way to extract the secret key. In fact, whenever a command is executed by the

device, the consumed power is measured by putting a resistor between +BB or +33 and the
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true +33 , for processors implemented in CMOS technology. The voltage drop by the current

through the resistor is recorded. The voltage measurements are then analyzed using statistical

methods to recover the secret key.

PAs can be categorized into simple (SPA) andDPA. The feasibility of a simple PA depends

upon the assumption that each instruction will have a unique power trace, which is normally

caused by key-dependent branching. For scenarios where traces are not related to the key

and instructions but are related to the data key, such attacks are categorized as differential

power-analysis attacks. In DPA, the results of hypothetical models are compared with the

actual experimental results.

5.3.2 Classification Algorithms

For the analysis in this paper, four main classification algorithms are used—three machine-

learning and one simple neural-network-based algorithm. These algorithms have been tested

for similar nonlinear data, having independent features, for other symmetric and asymmetric

algorithms.

Random Forest (RF)

RF belongs to the class of supervised machine-learning algorithm which is based on decision

trees [82]. The outcome of each tree contributes towards the prediction which makes is

more reliable and accurate. RF helps in overcoming the problem of over-fitting by using

feature-bagging technique. It produces better results even without hyper-parameter tuning

which we will verify for our leaked data as well.

Support Vector Machine (SVM)

The support vector machine is another supervised-learning algorithm, which maps and rep-

resents data points in n-dimensional spaces to create a clear hyper-plane to separate classes.

High-dimensionality can be an issue with SVMwhich can be handled using feature-extraction

methods like PCA.
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Naive Bayes (NB)

NB is also a supervised-learning algorithm. It is based on Bayes theorem, in which a

probability model is created for the possible outcomes. It is useful for large datasets and is

based on the assumption that predictors are independent, i.e., the features present in a sample

are completely uncorrelated with each other, which is true for our key classification problem

feature set as well.

Multilayer Perceptron (MLP)

Amultilayer Perceptron is a type of feed-forward neural network, which uses backpropagation

for training. This supervised-learning algorithm is used for solving complex problems

stochastically. It is a fully connected network with layers having specific weights ’w’ and

neurons having a linear activation function which maps the weighted inputs to outputs. These

weight values are adjusted based on the output error as compared to the expected value and

is achieved through backpropagation.

5.3.3 Validation

It is important to validate themodel against the existence of bias, after trainingwith amachine-

learning classification algorithm. For our analysis, the k-fold cross-validation mechanism is

applied for validation. In the k-fold cross-validation, a hold-out method is used in which the

model is trained k times, using k-1 subsets of the training data, and an error is estimated for

the testing portion (which is one subset of the data) to analyze the performance of the model.

The process is repeated k times to get better validation accuracy.

5.3.4 Feature/Attribute Selection and Extraction

In a feature-selection procedure, several features/attributes are selected, from the existing

feature dataset, which are then used in classification-model construction. However, in feature-

extraction methods, a new feature/attribute dataset is formed based on the existing features.

Both techniques help in reducing the features which helps in better classification. We have
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selected one feature-selection (Chi-Square) and one feature-extraction (PCA) method for our

analysis. As mentioned before, PCA has proven to be the best choice for pre-processing if a

support vector machine (SVM) algorithm is used before classification. One of the purposes

of this research is to analyze the effect of this best-performing feature-extraction technique

on our reduced proposed feature data set (which is formed based on signal properties). Chi-

square is randomly selected from the list of feature-extraction techniques. The reason for this

selection is that our previous machine-learning-based power analysis on AES data, showed

that all feature-selection give almost similar results [92, 93]. We just picked one feature

selection as the scope of analysis is wider than just analyzing the feature pre-processing.

5.4 Design and Implementation of Elliptic-Curve Cryp-

tosystem F256 on FPGA

This section explains FPGA design of the elliptic-curve double-and-add-always algorithm

(6.3.3) used for this analysis. The understanding of the implementation of the algorithm is

important for re-launching the attacks for achieving the same results.

5.4.1 Power Analysis and ECC

ECC, introduced by Koblitz and Millers in the early 80s, is a preferred powerful public-

key cryptosystem, especially for resource-constrained environments like smart cards, mobile

phones, IoT-based devices, andRFIDs. In ECC, pointmultiplication is the resource-expensive

operation in which a point on an elliptic-curve is added to itself successively. Let ’P’ be the

point and ’k’ be the number of times ’P’ is required to be added, then output ’Q’ will be ’k’

times point ’P’ multiplication and is given by (5.1). Elliptic-curve point multiplication is

also referred to as Elliptic-curve scalar multiplication (ECSM). Security of an elliptic-curve

cryptosystem is based on the elliptic-curve discrete-logarithm problem, which relies on the

fact that for an elliptic curve E and given points P(x,y,z) and Q(x,y,z), it is hard to find the

integer k such that Q = kxP.

& = :G% (5.1)
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To compute ECSM, double-and-add is the simplest straightforward algorithm, in which

operations are performed depending upon the ’k’ key bits. If the key bit is ’0’ then only

the point-double operation is performed. However, point-double and point-addition both

are performed if the key bit is ’1’. The simple double-and-add algorithm is susceptible to

a simple power-analysis (SPA) attack; simply by analyzing the power consumption of the

chip, scalar key ’k’ can be resolved, by merely looking at the oscilloscope, without using

any advanced processing. Countermeasures are proposed in the literature to help safeguard

against SPA attacks. The simplest of all is to add an extra operation so that the double-and-add

operations are performed always irrespective of the scalar k bit as can be seen fromAlgorithm

6.3.3. Double-and-add-always seems to be resistant against PA but is not secure against the

safe-error attack, where an attacker introduces an error and examines if the output will show

an error or not. Depending upon the output, the scalar key bit k is determined. However,

double-and-add-always still seems to be feasible due to the low cost. Further details of the

algorithm can be found in [31].

Algorithm 6.3.3. double-and-add-always
Input: %, = : [=],
Output: & = : ¤%,
1. '0 = %, '1 = 0
2. For 8 = 1 to = − 2
3. '0 = 2 ¤'0
4. '1 = '0 +%
5. If (:8 = 1) then
6. '0 = '1
7. end if
5. Return & = '0

5.4.2 Nist Standard for 256-Bit Koblitz Curve

The NIST curve (SECP256K1), used in this analysis, over prime fields �?, is defined as

E: H2 = G3 + 0G + 1 mod p, where a = 0 and b = 7 and ? = 2256 − 232 − 29 − 28 − 27 −

26 − 24 − 1 [101]. The two main field operations in the double-and-add-always algorithm,

point doubling and point addition in Jacobian coordinates over curve E, used for this study,

are described in [102]. Jacobian coordinates are preferred over affine coordinates because
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inversions can be avoided while performing the addition or doubling operation, which is not

the case in the affine coordinate system.

5.4.3 Point Doubling in Jacobian Coordinates

This section gives the formulas used for implementing point doubling.

Suppose: P(-1, .1, /1) and

U = 3-21 + U/
4
1 , V = 4-1.21 , (5.2)

Point Q on curve E is defined as: &(-2, .2, /2) = 2.%(-1, .1, /1)

-2 = U
2 − 2V, (5.3)

.2 = U(V − -2) − 8.41 , (5.4)

/2 = 2.1/1, (5.5)

5.4.4 Point Addition in Jacobian Coordinates

This section gives the formulas used for implementing point addition. Suppose: %1(-1, .1, /1)

and %2(-2, .2, /2) are two points on curve (E) and

W = .1/
3
2 , _ = -1/

2
2 , ` = .2/

3
1 − .1/

3
2 , b = -2/

2
1 − -1/

2
2 , (5.6)

The new point P3 onCurve (E) such that: %3(-3, .3, /3) = %1(-1, .1, /1) + %2(-2, .2, /2)

is:

-3 = `
2 − b3 − 2_b2 (5.7)

.3 = `(_b2 − -3) − Wb3, (5.8)

/3 = /1/2b, (5.9)

All calculations are to be done in finite field �?, meaning that mod p reduction is applied
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to Formulas (6.1)–(6.8).

A modular reduction unit is designed based on an interleaved modular multiplier archi-

tecture similar to the one proposed in [103, 104]. Based on the implementation results in

[103, 104], an interleaved modular multiplier has more efficient area and timing character-

istics. For fast and area-efficient implementation of such a multiplier, we use just one CSA

adder and a look-up table. The structure of our design is depicted in Fig. 5.1.

CONTROLLER

C-2*(C mod 2N) S-2*(S mod 2N)

CSA

(Y+2*3*2N ) mod M

2*3*2N mod M

(Y+2*2*2N ) mod M

2*2*2N mod M

(Y+2*2N ) mod M

2*2N mod M

Y mod M

0

Register C Register S
Register X

C div 2N + S div 2N

Xi

SC

SC

Figure 5.1: Interleaved Modular Multiplier (top) and ECC core Diagram (bottom).

The look-up table code is given by;

LUT(0) = 0;

LUT(1) = Y;

LUT(2) = 2 ∗ 2= mod ";

LUT(3) = (2 ∗ 2= + . ) mod ";

LUT(4) = 4 ∗ 2= mod ";
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LUT(5) = (. + 4 ∗ 2=)mod ";

LUT(6) = 6 ∗ 2= mod ";

LUT(7) = (. + 7 ∗ 2=) mod ";

and

(S,C) = CSA(A,B,C) is

(8 = �8
⊕

�8
⊕

�8,

�8+1 = (�8 .�8)+ (�8 .�8)+ (�8 .�8), �0 = 0

The modular multipliers use one clock cycle to register inputs, 256 (n) clock cycles in the

loop, one clock cycle to calculate the CSA addition and one clock to register output, so the

calculation is done in just 259 n+3 clock cycles.

5.4.5 ECC Core Design

The ECC core design gets a point on the ECC curve in Jacobian coordinates P(X,Y,Z) and

calculates point Q = kxP within the same coordinate system. Fig. 5.1 illustrates the ECC

core design.

5.4.6 Elliptic-Curve Point Doubling—ECPD

Point doubling uses three modular multiplier units to calculate (6.1)–(6.4) in parallel. Ten

modular multiplications are done in five stages that reduce the point-doubling calculation

time to 5(n+3)+4 clock cycles.

For curve SECP256K1, as a = 0, the logic can be reduced. Using just one modular

reduction unit, ECPD can be performed at 7 logic levels or 7(n+3)+2 clock cycles by the

optimized-area ECPD. Fig. 5.2 shows the data-flow diagram of the ECPD doubling with

and without optimized area.
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Figure 5.2: Data Flows (Left to Right) 1. Point-doubling ECPD for SEC2P256K1 curve, 2.
Optimized area for point doubling, 3. Point Addition.

5.4.7 Elliptic-Curve Point Addition

Point addition uses three modular multiplier units to calculate point Q + P on the elliptic

curve in parallel. Sixteen modular multiplications are done in seven stages as shown in Fig.

5.2, so the latency of point addition will reduce to 7(n+3)+5 clock cycles.

5.4.8 Scalar Factor (Private Key) k

The scalar factor ’k’ is stored in internal RAM and can be changed via software command.

To implement a point multiplication, the double-and-add-always algorithm is used as given

in Algorithm 6.3.3. A point doubling is done followed by a point addition at every stage i, but

the result of the point addition is used only when the 8th bit of the scalar k is ’1’. Otherwise,

the result of point addition will not be used.

In this method, N times PD and PA are required (here N = 256). This algorithm uses the

same hardware resources for the zero and one bits of the key k, so the power consumption

during calculations is homogeneous. The resources consumed by the design of the interleaved



5.5 Attack Methodology 89

multiplier are given in Table 5.1.

Table 5.1: Implementation results on Xilinx FPGA XC7k160tfbg676-1.

Resource Utilization CORE AREA (LUT)

26,570

ECPA (LUT) 14,382

ECPD (LUT) 11,760

CLK frequency 100.00 MHz

DYNAMIC POWER 0.20 W

TOTAL POWER 0.313 W

5.5 Attack Methodology

The purpose of this research is to capture and analyze the power-consumed signals of the

FPGA (Kintex-7) while the ECC double-and-add-always algorithm is encrypting data with

a secret key. The idea is to attack one bit at a time. For our analysis, we will attack the

least-significant three bits of the nibble i.e., bit 2, bit 3 and bit 4. The bit at location one does

not need to be attacked as it does not contribute to the encryption. To achieve this purpose, a

random 31-bytes (which are the most significant 248 bits) fixed key is selected and the value

of the last byte is changed in ascending order, from 21 till 24 − 1. For further simplification,

in this paper we have attacked bit locations 2, 3 and 4 only, and bit locations 5 to 8 are set to

“0000“. From now on, ’key’ refers to the last nibble of the key as shown in Fig. 5.3.

For the analysis, machine-learning classification will be used. For classification using

machine learning, the data samples should consist of the properly labeled features. We

propose to use a different set of features as opposed to the raw samples’ amplitude, which

leads to a division of our attack into two main steps:

• Step 1—Training dataset preparation

• Step 2—Classification using machine learning
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Figure 5.3: Key Bits Under Target.

5.5.1 Step 1—Training Dataset Preparation

Let N be the number of randomly selected ECC points, in the Jacobian coordinate system,

from the elliptic curve E, and M represent the set of ECC points, then each ECC point in M,

over curve E, can be represented as follows:

" = {(-8, .8, /8) where 8 = 1, 2, ...#} (5.10)

Let K be the least-significant four bits of the 256-bit key. Out of the 4 LSBs, the three bits

at locations 2nd, 3rd and 4th, are the target of this analysis. The first bit is not considered,

as the double-and-add-always algorithm’s implementation starts encryption using a second

bit of the key. For each bit location, raw traces of length !4=)A024 are collected and then

processed to form samples. (�8C!>2 = # ∗ (?C samples are collected for N ECC points from

the set M, where (?C represents the number of samples for each ECC point from the pool of

N ECC points. As the number of possible combinations for the last nibble is 24 and there is

no point in attacking the first bit, so in total (# = (�8C!>2 ∗ (2= − 2) samples are collected.

For creating a training dataset for machine-learning classification, data samples need to be

labeled. After data sample collection, labeling is an important task. To ease the process

of attacking and labeling, we have divided the attack into three levels according to the bit

location under attack and have categorized the samples into two groups. Each is further
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explained below.

Group Labeling

All data samples are divided into two groups ’GB0’ and ’GB1’. GB0 means that the sample

represents a bit ’0’ and GB1 means that the sample represents a bit ’1’. Each attack level will

have different samples marked as GB0 or GB1 according to the bit location.

Attack Levels

Attack levels are designed based on the bit locations under attack, called ’LB{b}’. LB

stands for the ’Location bit’ and ’b’ represents the actual location of the bit. Based on this

information, three bit levels are defined as follows.

0   0   1   0 
0   0   1   1

0   1   0   0
0   1   0   1

0   1   1   0
0   1   1   1

1   0   0   0
1   0   0   1

1   0   1   0
1   0   1   1

1   1   0   0
1   1   0   1

1   1   1   0
1   1   1   1

0   0   1   0 
0   0   1   1

0   1   0   0
0   1   0   1

0   1   1   0
0   1   1   1

1   0   0   0
1   0   0   1

1   0   1   0
1   0   1   1

1   1   0   0
1   1   0   1

1   1   1   0
1   1   1   1

0   0   1   0 
0   0   1   1

0   1   0   0
0   1   0   1

0   1   1   0
0   1   1   1

1   0   0   0
1   0   0   1

1   0   1   0
1   0   1   1

1   1   0   0
1   1   0   1

1   1   1   0
1   1   1   1

GB0

GB1

LB2 LB3 LB4

Figure 5.4: Sample Labeling.

• LB2—At this attack level, LSB ’2’ is targeted and each sample for the key having ’0’ at

the second location is marked as ’GB0’ and all samples for the key byte having ’1’ at the

second location are marked as ’GB1’.
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• LB3—At this attack level, LSB ’3’ is targeted and each sample for the key having ’0’ at

the third location is marked as ’GB0’ and all samples for the key byte having ’1’ at the

third location are marked as ’GB1’.

• LB4—At this attack level, LSB ’4’ is targeted and each sample for the key having ’0’ at

the fourth location is marked as ’GB0’ and all samples for the key byte having ’1’ at the

fourth location are marked as ’GB1’.

The attack levels along with the labeling of the samples are shown in Fig. 6.2.

Features Dataset Formation

As all the raw samples have been labeled, the next step is to calculate the features. For our

analysis, we have used time-domain and frequency-domain signal properties as features.

The reason for selecting these particular signal properties is based on our previous analysis

on AES leaked data. We selected and analyzed more than six signal properties and concluded

that a combination of time-domain and frequency-domain signal properties leads to better

classification [92, 93]. An explanation of each signal property (used in this work) is given

below:

• Mean of Absolute Value (MAV)—Mean of the signal is calculated.

• Kurtosis (Kur)—For Kurtosis, Frequency-distribution curve peak’s sharpness is noted.

• Median PSD (FMD)—For Median PST, median is calculated in frequency domain.

• Frequency Ratio (FR)—For Frequency ratio, frequency ratio of the frequencies is

recorded.

• Median Amplitude Spectrum (MFMD)—For MFMD, the median amplitude spectrum

of signals is calculated.

For all the captured (# samples, the above-mentioned features are calculated, returning

one sample value for each instead of !4=)A024, hence reducing the data sample size, which is

the advantage of using the above-proposed features.

The overall training dataset preparation process is shown in Fig. 5.5.
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Figure 5.5: Dataset Preparation.

5.5.2 Step 2—Classification Using Machine Learning

Traditionally, statistical methods are used to perform the analysis but for this research

machine-learning and neural-network-based classifiers are applied on the feature datasets,

formed in Section 5.5.1. The classification algorithms selected for analysis are Support

Vector Machines (SVM), Naive Bayes (NB), Random Forest (RF) and Multilayer Perceptron

(MLP). An explanation of each is given in Section 5.3.2. According to author’s knowledge,

there is very little work done in the field of machine-learning-based power analysis on el-

liptic curves which includes analysis of ECC leaked data (from a FPGA) using PCA-SVM.

Hence, in our analysis, the comparison is providedwith respect to themachine-learning-based

analysis only.

There are two parts of the analysis as given below.

Analysis without Pre-Processing

In the first phase of analysis, classification is performed on the feature datasets without any

pre-processing. This analysis will help in identifying the impact of using signal properties as

features.

Analysis with Pre-Processing

In the second phase of analysis, the feature dataset is first processed through a feature

selection and extraction mechanism before training the model and is then subjected to the

classification. The feature selection and extraction techniques used for pre-processing are
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PCA and Chi-Square (Chi-Sq). Details are given in Section 5.3.4. The signals’ noise makes

the side-channel attacks harder to launch. The evaluators/selectors are used to filter out

the features to overcome the problem of noisy signals, hence reducing the training time and

computational complexity. Another benefit of using these extractors/selectors is to reduce the

possibility of a wrong classification. For testing the trained model, another feature dataset is

formed based on the same methodology. This is done to gain more confidence in the results,

as it ensures that the model has never seen the test data before. The process of classification

on the training feature dataset is shown in Fig. 5.6. Moreover, the effect of changing of

various variables/parameters was observed. The time required to build the model has also

been recorded.

Figure 5.6: Classification process without pre-processing (left) and with pre-processing (right).

5.6 Experimental Setup

This section explains the hardware and software setup for testing the methodology explained

in the above sections.
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5.6.1 Step 1—Data Capture

To conduct our experiments, we must capture the leakage traces, as a power signals database

for ECC does not exist. For the hardware setup, we captured the power signals for ECC FPGA

(Kintex-7) implementation, operating at 24 MHz. For this research, specialized side-channel

analysis board, named as SAKURA-X, is used [80]. On SAKURA-X, for calculating the

power being consumed, a resistor is connected in series and a voltage is measured across

that. The user does not need to tweak the board, as the connector is available to get the

power signal directly. Traces are captured using a Tektronix oscilloscope having a 5 �(/B42

sampling frequency and a 1 GHz bandwidth. We have acquired N = 100 traces for randomly

selected ECC points from set M, and for each point (?C = 10 traces were captured. Thus, in

total (# = 14,000 traces are collected where each trace has 10 k sampling points.

For the software side of the data-collection process, we have developed bespoke codes

using C# and the MATLAB library to form an automated standalone application which

requires little or no intervention from the user. The hardware setup and the application GUI

is shown in Fig. 5.7. A few modules of the C# application provided by SAKURA are used

to achieve the purpose [80]. The new bespoke C# application consists of three main units:

control unit, data unit, and configuration unit as shown in Fig. 5.8, and an explanation of

each is given below.

C# Application- An
 interface between PC 

and Oscilloscope

MATLAB -To 
Connect with 
Oscilloscope

Sakura- X with 
Kintex-7

Figure 5.7: GUI for raw Sample Collection Application and hardware setup for power analysis
data capture.

• Configuration Unit—The configuration unit uses MATLAB library support for C# and

configures the oscilloscope through the C# application. This eliminates setting up the

oscilloscope on every start up; the application automatically restores it to the settings re-

quired for the data capturing. The configuration unit communicates with the oscilloscope
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Figure 5.8: Software Setup Design.

only.

• Control Unit—The control unit has the role of sending the ECC points to the FPGA

after taking them from the data unit. When the FPGA receives an ECC point, it starts

the process of encryption and sends a trigger signal to the oscilloscope. As soon as the

trigger signal is received at the oscilloscope, it will start collecting the leaked information

from the FPGA and will transmit it to the control unit. The control unit then stores the

information by communicating with the data unit. The control unit communicates with

both the oscilloscope and the FPGA.

• Data Unit—The data unit handles the data. It is responsible for storing and retrieving the

data in files. The data unit communicates with the control unit only.

5.6.2 Step 2—Feature Datasets Formation

After collection of the raw traces, samples are labeled according to the description given in

Section 5.5.1, using a bespoke java snippet. After labeling, features (properties) are calculated

using bespoke MATLAB code, and act as features for further classification.

5.6.3 Step 3—Analysis

Classification models are then trained, using the proposed feature datasets. Feature datasets

are trained and tested with and without applying the pre-processing filters. For training and
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testing, tools like weka and organe3 are used [85]. Parameters settings for each classification

algorithm are discussed in the results.

5.7 Results and Discussion

Results and discussion are divided into four sections. In each section, results are discussed

with reference to classification algorithms.

5.7.1 Analysis Phase 1—Accuracy without Pre-Processing

In the first part of phase-1 analysis, the classification accuracy is calculated on the raw-signal

feature data set. It is observed that RF gives an accuracy of 79% for LB4. For NB, SVM and

MLP, the accuracy is even lower i.e., 52%, 55% and 71%. For LB2 and LB3, the accuracy

is less than LB4, as shown in Table 5.2. These results clearly show that the data cannot be

correctly classified due to the large number of features in the dataset.

Table 5.2: Accuracy for Raw sample analysis.

Algorithm LB4 LB3 LB2

RF 79.2% 56.9% 58.0%

SVM 55.4% 49.3% 45.7%

MLP 71.9% 58.7% 55.6%

NB 52.5%s 57.0% 55.7%

In the second part of phase-1 analysis, the classification accuracy is calculated on the pro-

posed processed feature datasets without any pre-processing (i.e., feature selector/extractor)

for all three levels of attack (LB2-LB4), as given in Fig. 5.9. Models are trained and tested

using the four classifiers SVM, RF, NB, and MLP. It can be seen that, without the pre-

processing step, SVM does not perform well for any level of bit classification. However, for

the fourth-bit classification, RF gives an accuracy of approximately 90% while NB and MLP

give an accuracy of 85% and 88%, respectively. RF and NB perform well for the datasets
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in which the features are completely independent of each other. These results prove that the

features in the signals feature datasets (for fourth-bit location) are independent of each other.
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Figure 5.9: Classification Accuracy without any pre-processing.

For bit 2 and bit 3 classification, the maximum accuracy achieved is 71–73% with RF.

Both SVM and MLP perform poorly in these cases. The reason for MLP’s low performance

could be the feature dataset size. For neural-network algorithms, the training data should be

huge, roughly a hundred times more than the number of features in each trace/row. It is worth

exploring if MLP or any other neural network can behave better if the number of samples is

increased for better training. This analysis is out of the scope of this paper and is a future

prospect of this particular research.

5.7.2 Analysis Phase 2—Accuracy with Pre-Processing

In the second phase of the analysis, the classification accuracy is calculated on the feature

datasets after pre-processing them using the feature selectors/extractors. The results of ’LB2’,

’LB3’ and ’LB4’ are given in Fig. 5.10. The results show that if PCA is applied then, for
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SVM, the accuracy improves for all three cases. This happens because the obtained traces

are noisy, having redundant information. PCA extracts the important features/components so

when SVM is applied on the reduced feature set then the accuracy is improved. Themaximum

accuracy attained is 87% for ’LB4’. However, Chi-square did not show any improvement in

any of the LBs. It is worth noting that the accuracy of RF got worst after pre-processing with

PCA, because RF works on the assumption that there is no dependence between features.

PCA reduces the number of features and at the same time removes the col-linear features

from the feature dataset. For MLP, accuracy increases after applying filters in case of LB4

but strange behavior is observed in case of LB3 and LB2, which requires further analysis.

Saeedi et al. in [105] have obtained 96% accuracy after applying SVM on 4-bit imple-

mentation of ECC leaked data . Our results of classification algorithms are obtained after

applying SVM on 256-bit key (out of which first 31 bytes of the key are fixed random num-

bers). Our results show that, with PCA-SVM, accuracy of around 86% can be achieved to

recover the least-significant nibble from a 256-bit key.

5.7.3 Analysis Phase 3—Time to Build Models

It has been seen that the time taken to build the model with raw signals varies from 90–150 s

for classifiers. However, the time taken to build the model on the proposed processed feature

dataset is less. The reason is obviously that, with raw signals, the number of features per

trace is 10 k times more than for the proposed processed feature datasets. In particular it

was observed that the time taken to build the model for the MLP, with proposed processed

feature dataset, is more than the time taken by SVM, RF and NB. After applying PCA, the

time taken to build the model is reduced in all cases (LB2-LB4) for all algorithms, as can

be seen from Fig. 5.11 and Figure 5.12. The reason for the decrease in the time required to

build the model is that the number of features is reduced after applying filters.

5.7.4 Hyper-Parameter Tuning

Based on the analysis so far, the best-performing combination of filters and classifier is

selected, and different parameters are tuned for LB4. The parameters used for analysis, using
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Figure 5.10: Classification Accuracy with pre-processing—LB2, LB3 and LB4.

four classification algorithms, are discussed below.

The parameters tuned for RF are the number of trees and the number of features per
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Figure 5.11: Timing Results for model building for LB2, LB3 and LB4.

tree. Experimental results show that with 90 trees within the forest, the highest accuracy of

approximately 89.4%, is achieved. The accuracy decreases if the number of trees is increased

or decreased beyond 90. Therefore, 90 trees are selected for further analysis, and number of

features per tree are changed, when it is observed that maximum accuracy is obtained when

the number of features per tree is 30, as shown in Fig. 5.13.
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Figure 5.12: Timing Results for model building for MLP.

In NB, two important parameters are kernel estimator and supervised discretization. It

was observed that turning on kernel estimator gives an accuracy of 86.77%. However,

accuracy is increased if supervised discretization mode is turned on.

Figure 5.13: Parameter Tuning for RF.

For SVM, gamma is changed to see the effect on accuracy. As SVM uses nonlinear kernel

functions, so a lower gamma value means low bias and high variance. It is seen that with

higher values of gamma, the accuracy decreases as can be seen from Fig. 5.14.
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Figure 5.14: Parameter Tuning for SVM and MLP.

For any neural network, the two most important parameters to analyze are the change of

learning rate and the batch size. For this analysis, the number of neurons is fixed, and one

hidden layer is used. Learning rate is the rate of training with which the model is trained, and

the batch size is the number of samples that are given to the model for one training period.

It was observed that the batch size does not have any effect on the accuracy. However, the

model is trained best with learning rate of 0.01, as can be seen from Fig. 5.14.

5.8 Conclusion

After analyzing the results on the power-consumed signals obtained from theKintex-7, we can

conclude that signal properties of the captured leaked power signals can be used as features,

as they give an accuracy of approx. 90% with RF. This means that we can recover the secret

key from the leaked signals with approx. 90% accuracy. For classification algorithms like RF,

NB, and MLP, pre-processing did not show any improvement at all, because these classifiers

already perform well for noisy data having redundant information. However, for SVM, using

PCA as a pre-processing step improved the accuracy to 86%, as PCA extracted the important

relevant features. SVM still shows less accuracy than the others. Moreover, the time taken

for building the model has been analyzed and it is observed that the time for training the

model is more for raw signals and for the neural-network-based MLP model. The parameters
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for all four classification algorithms have been tuned and the best recommendations are put

forward in the paper.



Chapter 6

Electromagnetic Side-Channel Attack

Analytics on Elliptic Curve Cryptography

using Machine Learning in IoT Devices

This chapter is an adapted version of a prepared article to be submitted to a journal (Publication

IV). In this chapter, three machine learning-based attack models are identified based on the

attack categories (divide-and-conquer and analytic attacks [26, 27]) and are adapted for

machine learning-based side-channel attack on ECC always-double-and-add algorithm. The

attacks are evaluated on electromagnetic leakages from asymmetric key ECC algorithm

for raw and feature-engineered datasets as proposed in Chapters 3-5. Generally, noise is

introduced as a countermeasure to hide the relationship between the leakage and the secret

key. Hence in this study, another challenge is introduced by performing analysis on the

heavily noised leakage traces, in which 97% of the trace consists of noise. The comparative

analysis is comprehensively reported.

6.1 Abstract

Security is one of the vital aspects of the emerging Internet of Things (IoT) systems. The

implementation weakness of the secure algorithms on the IoT devices can lead to side-

channel attack vulnerability. The use ofmachine-learning has exacerbated the vulnerability by

improving attack efficiency. One of the challenges in usingmachine-learning for side-channel

analysis is formulating the attack model suitable for the underlying target algorithm. We
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have presented and investigated three machine-learning-based electromagnetic attack models

to recover the secret key from the standard Elliptic curve-based algorithm’s implementation

leakages. Moreover, quantitative analysis is provided for the best attack model selection using

standard machine-learning evaluation metrics. An analysis is performed on the raw unaligned

data samples and reduced feature-engineered datasets to analyze the attack efficiency. The

investigation concludes that the implementation can lead to the secret key recovery, with 96%

accuracy, using a simple neural-network-based algorithm.

6.2 Introduction

Internet of Things (IoT) based systems are revolutionizing the industrial manufacturing infras-

tructure. Cognitive Industrial Internet of Things (IIoT) applications include cloud-connected

smart factories that automate the manufacturing process, smart grids, intelligent vision, in-

telligent medical systems, and real-time power state estimation. Cognitive IoT is breeding

smart factories built on top of artificial intelligence technology, with well-instrumented and

interconnected devices, control systems, and sensors. When put to predictive modeling, the

industrial automated system generated Big Data offers numerous benefits like early defects

and production failure detection, 100% product verification instead of random sampling.

In these IoT applications, there are a plethora of devices involved, from various vendors,

connecting and communicating, incorporated with a variety of firmware and software, hence

are exposed to higher security risk. Embedded chips are at the core of these IoT based

systems. Various manufacturers, including Intel, are proposing Industry 4.0 autonomous

solutions based on Field Programmable Gate Array (FPGA). FPGA chip based designs offer

low production time and quick integration of new features in the existing systems due to their

reconfigurable nature. One of the limitations of these embedded devices is the availability of

on-chip resources. For the efficient implementations on these chips, security is often com-

promised. Breach of security in control systems can cause fatal financial and reputational

damages and, above all, can jeopardize human lives. This leads to the fact that in all IoT based

systems, security measures must be integrated at the design level [33]. For authentication
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and digital security, Elliptic Curve Cryptographic (ECC) based asymmetric algorithms are

preferred in the resource-constraint environments due to the efficient processing and small

key size [106–110]. The standard ECC algorithms are mathematically secure, but the weak

implementation of the algorithm can introduce side-channel attack vulnerability.

Various studies prove that the underlying system (side-channel) information, including

power consumption, electromagnetic emanations, cache-timing, acoustic vibrations, can be

exploited to recover the secret information from embedded chips [3, 5, 6, 94]. The electro-

magnetic side-channel emissions, caused by the current flow within the chip, can be analyzed

to determine the transitions of data from ‘0’ to ‘1’ or ‘1’ to ‘0’. Secret information can either

be recovered by merely looking at a single signal trace on the oscilloscope or by utilizing the

statistical methods, leading to univariate and multivariate analysis and hence simple and dif-

ferential analysis [37, 98]. Recently, machine learning (ML) has been proposed and used for

the analysis of side-channel leaked data. In earlier studies, mainly symmetric cryptographic

algorithms like Advanced Encryption Standard (AES), Data Encryption Standard (DES),

and Rivest–Shamir–Adleman (RSA) have been evaluated against machine-learning-based

side-channel attacks [22, 70, 111]. The existing investigated classifiers include multi-class

Support Vector Machines (SVM), Random Forest (RF), Decision Trees (Tree), simple Neu-

ral Network-based algorithms like Multi-Layer Perceptron (MLP), and Convolutional Neural

Networks (CNN), on both protected and unprotected versions of the various cryptographic

algorithms [112], [113], [114], [92],[21]. Classification response to asymmetric and sym-

metric algorithms might be different due to their inherent design differences. According to

the no free lunch theorem, there is no single method that is suitable for all the problems in

machine learning classification problems, that is, results from one classification algorithm

on different cryptographic datasets can produce varying results, depending on the character-

istics and properties of the data [115]. This leads to the need to analyze asymmetric Elliptic

Curved-based algorithms against ML-based Side-channel attacks as well.

The success of machine-learning (ML) based attacks considerably depends on the attack

design formulation. As the side-channel attacks exploit the relationship dependency of

the leakage data with the processed secret data/key, hence, the same leakage trace might
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represent a single key bit, a key nibble, a key byte, or a particular algorithm operation (e.g.,

addition or doubling). The resulting design model leads to binary or multi-class classification

problems, as has been presented in literature [18, 116, 117]. The hamming weight-based

class labeling model is the most popular model for analyzing cryptographic algorithms. The

majority of these machine-learning based Side-channel Analysis (SCA) models are presented

for symmetric key algorithms. Due to the different ECC algorithm structure, various attack

models can be formed that have not been tested previously, using machine learning for ECC

leakage datasets. In this research, we have identified and analyzed these models to select the

best attack model.

One of the challenges in applying machine-learning onto electromagnetic side-channel

leakage data is achieving excellent performance efficiency on noisy leakage data. In certain

cases, noise is induced intentionally in the side-channel leakages, to provide resistance

against side-channel attacks. Moreover, various countermeasures have been proposed against

weak ECC implementations [118]. These countermeasures can be weakened by using pre-

processing techniques before applying traditional statistical methods or by aligning the traces

and selecting a point of reference using CPA and SOST [119]. The point of references

can be mapped onto features in machine-learning methodology. Machine-learning based

side-channel attacks have significantly improved the performance of key recovery on raw

data, without the need for pre-processing. Deep learning-based models are presented which

can recover the secret information from the raw traces, without the requirement of data

pre-processing or alignment [23]. Limited analysis exists for asymmetric algorithms. To

improve ML-based SCA’s efficiency, one of the techniques is feature engineering, i.e., to

refine and select the critical features from the leakage traces that contribute the most towards

the better classification model. The other method to improve the model efficiency is to

perform hyperparameter optimization, and it has proven to enhance the performance of

datasets in other fields [120]. In this research, we have performed both feature engineering

and hyperparameter optimization to evaluate and improve the best-selected attack model’s

performance on protected and unprotected ECC scalar multiplication implementations.
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This research aims to define and evaluate an efficient machine-learning-based electro-

magnetic attack model on ECC based embedded systems, used in the IoT environment, which

will help embedded system designers to develop side-channel attack resistant secure systems.

The overall research contributions are listed below:

• Three attack models are identified and analyzed for the efficient key recovery, from

the asymmetric cryptographic algorithm implementations, using machine learning

classifiers. The presented research is the first study to explicitly formulate and evaluate

the machine-learning-based electromagnetic analysis attack models for Elliptic Curve

implementations, comparatively. The design challenges are explored while mapping

electromagnetic attacks on the machine-learning-based electromagnetic attacks.

• We have investigated machine learning-based attacks’ performance for predicting se-

cret keys from raw signals, without noise removal and without aligning the signals. The

research evaluates the feasibility of the machine-learning-based attacks in a practical

scenario, where a limited number of traces are available, along with highly induced

noise due to neighboring components. Moreover, the reduced size datasets, with

processed features (extracted utilizing the signal properties of the raw leaked elec-

tromagnetic traces), are also evaluated to compare the efficiency of the attack model

performance.

• An automated uninterrupted electromagnetic side-channel leakage information collec-

tion process is designed to collect the data from the efficient FPGA implementation of

the target cryptographic algorithm.

• Unprotected and protected ECC implementations, both, are evaluated against machine-

learning-based electromagnetic attack, using six machine learning classifiers. The best

performing classifier model is further tuned for hyperparameters to achieve the best

performance.

• The performance comparison based on the quantitative analysis is presented for the

proposed attack models.
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The rest of the paper is organized as follows. Section 10.3 presents the related back-

ground information. Section 6.4 explains the machine-learning-based side-channel attack

methodology along with all the steps involved and the attack models, Section 6.5 briefs the

experimental setup, Section 6.6 gives the results and analysis, and Section 6.7 concludes the

paper.

6.3 Background

6.3.1 Electromagnetic Side-Channel Analysis

The electromagnetic analysis is based on the fact that whenever information is processed

within a chip, then due to current flowwithin the device, the electromagnetic field is produced,

and electromagnetic (EM) radiations emit out. These EM radiations leak information about

the transitions of data from ’0’ to ’1’ and ’1’ to ’0’. Due to this leakage data dependency on

the secret information, the relationship between leakage data and secret data can be exploited

to recover the secret data or key.

6.3.2 Side-Channel Attacks and Machine learning

Side-channel attacks were first introduced by Kocher et al. [3]. Following that, various side

channels have been exploited to extract the secret key, including timing information, power

consumption, electromagnetic radiation emission, system vibrations [17, 79, 89]. Electro-

magnetic side-channel attacks have been exploited to attack the small devices having ARM

processors and FPGAs [121–123]. Emissions from PCs and laptops have been analyzed to

recover the useful secret information [124]. The efficiency of side-channel attacks improves

using machine-learning techniques. Several cryptographic algorithms like AES, DES, RSA,

and ECC have been analyzed using machine-learning based attacks, mainly based on Support

Vector Machines (SVM), Random Forest (RF), and Deep learning algorithms like Convo-

lutional Neural Network (CNN). In [116], Lerman et al. have presented a semi-supervised

template attack on AES power signals leakages (captured from an 8-bit microcontroller AT-

mega328P), and proposed to recover the AES key by using a small set of known keys. In
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[117], Prouff et al. have also used the hamming weight strategy for class labeling. In [18],

Levina et al. have discussed the applicability of the machine-learning methods for secret key

classification tasks, based on the bitwise and byte-wise analysis. All mentioned studies are

majorly carried out on symmetric ciphers. For asymmetric cipher, Weissbart et al. in [125],

and Mukhtar et al. in [126], have presented machine-learning-based attacks for ECC. How-

ever, the analysis using the attack models presented in this research has not been performed

previously.

In machine-learning side-channel attacks, the leakage dataset is divided into two sets,

training, and testing. The training set is used for training the model for future predictions,

and the testing set is used to test the model. To have an unbiased and accurate model, testing

set is never shown to the model during training. Further details on the structure and division

of the leakage datasets are given in Section 6.4.

6.3.3 Algorithm Under Attack

ECC is the recommended asymmetric algorithm for resource-constrained environments like

IoT, due to its higher efficiency as compared to other asymmetric algorithms. The security of

ECC relies on the hard mathematical problem, i.e., discrete logarithm problem (DLP), which

states that provided the point ‘%’ and ‘&’, it is computationally infeasible to find the key ‘:’

which is used in the encryption of ‘&’, where & = :%.

In the ECC algorithm, the main operation is the elliptic curve scalar multiplication

(ECSM). To perform ECSM, double-and-add is the simplest algorithm used. In double-and-

add, operations are performed based one the key bit value. If the key bit is ‘1’, then double

and add both operations are performed. However, if the bit is ‘0’, only a doubling operation

is performed. Due to this dependent branching on the key bits, this algorithm is susceptible

to side-channel attacks. As a countermeasure, an improved version of the same algorithm

is proposed, known as double-and-add-always. In this version, the branching dependence is

removed, and all doubling and adding operations are performed irrespective of the scalar key

bit value, as given in theAlgorithm6.3.3. This algorithmuses the same hardware resources for

the ‘0’ and ‘1’ bits of the key : , so the power consumption during calculations is homogeneous.
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Simple power and electromagnetic analysis attacks become infeasible due to homogeneous

power consumption, which leads to the analysis of more sophisticated methodologies like

machine-learning. Machine-learning based electromagnetic attack strength has not been

analyzed thoroughly, using additional countermeasures. Further details of the algorithm can

be found in [31].

Algorithm 6.3.3 : double-and-add-always
Input: %, = : [=],
Output: & = : ¤%,
1. '0 = %, '1 = 0
2. For 8 = 1 to = − 2
3. '0 = 2 ¤'0
4. '1 = '0 +%
5. If (:8 = 1) then
6. '0 = '1
7. end if
5. Return & = '0

For the analysis in this paper, we have selected NIST curve SECP256K1 and Inter-

leaved Modular multiplier algorithm, as both are suitable for resource constraint envi-

ronments. The NIST SECP256K1 curve is a short Weierstrass elliptic curve defined as

E: H2 = G3 + 0G + 1 mod p , where 0 = 0 and 1 = 7 and ? = 2256−232−29−28−27−26−24−1,

and provides efficient implementation of group operations. Moreover, the interleaved mod-

ular multiplier is area efficient and possesses low power consumption characteristics [127]

[103].

Elliptic curve point doubling (ECPD) and elliptic curve point addition (ECPA) are per-

formed in Jacobian coordinates and finite field �? [102]. Advantage of working in Jacobian

coordinate system is that the field inversion can be avoided, which is a costly operation.

Suppose %1(-1, .1, /1) and %2(-2, .2, /2) are two points on curve � , then formulae used for

performing an ECPD and ECPA operations in Jacobian coordinates are given in 6.1 - 6.4 and

6.5 - 6.9.

U = 3-21 + 0/
4
1 , V = 4-1.21 . (6.1)

Point & on curve � is defined as:
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&(-2, .2, /2) =  · %(-1, .1, /1) such that:

-2 = U
2 − 2V. (6.2)

.2 = U(V − -2) − 8.14. (6.3)

/2 = 2.1/1. (6.4)

W = .1/2
3, _ = -1/2

2, (6.5)

` = .2/1
3 − .1/23, b = -2/12 − -1/22 (6.6)

The new point %3 on Curve � defined as: %3(-3, .3, /3) = %1(-1, .1, /1) + %2(-2, .2, /2)

can be obtained using :

-3 = `
2 − b3 − 2_b2. (6.7)

.3 = `(_b2 − -3) − Wb3. (6.8)

/3 = /1/2b. (6.9)

6.4 Machine-Learning based Attack Methodology

Overview of the machine-learning-based side-channel attack on embedded systems is ex-

plained in this section. The purpose of the proposed machine learning-based electromagnetic

(EM) side-channel attack is to analyze the electromagnetic leakage data to recover the secret

key. This section briefs the algorithm under attack, modes of proposed attack, attack models.
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6.4.1 Leaked Data Structure

The input dataset plays an important role in machine learning analysis and consists of two

components; trace instances and target class.

• Trace instances represent the actual data samples and carry information about the secret

data. In our case, the traces are the electromagnetic signals. Each sample value within

the trace represents the feature of that particular instance. For electromagnetic analysis,

features are the amplitude level of the electromagnetic signals.

• Target class is a label for that particular instance which delineates the particular key bit.

The whole dataset can consist of two or more classes, leading to a binary or multi-class

classification problem. A group of similar classes is used as training examples to train

the model. Based on these trained examples, the classification model can predict the

class of the unseen data sample. The relationship between leaked data (traces) and

the secret (class) depends upon the data bit transition. It is critical to label the data

collected from 256-bit key encryption accurately. Labeling is handled by the attack

model, as explained in 6.4.5.

6.4.2 Modes of Attack and Analysis Process

The generic machine-learning-based side-channel attack can be segregated into two modes;

passivemode and activemode. The proposed attack scenario refers to the class ofmultivariate

attacks. A large number of traces are required to train the model in passive or offline mode.

However, a secret key bit can be recovered with a single trace in active mode. For passive

mode, it is assumed that an attacker/adversary is in possession of a device similar to the

target device, which helps in obtaining the training data to train the classification model.

Active mode refers to the scenario where attackers/adversaries can collect a single trace from

the device and process it to recover the key. Machine learning pre-trained models makes it

practically possible to launch an attack on an embedded system in real-time.

In each of the discussed attack models, passive mode involves two steps, EM data

acquisition and model selection based on the machine-learning analysis.
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For passive mode training data collection, consider that adversary, possessing a device

similar to target device, is capable of recording the physical leakage information ;8 while

# encryption operations, � (%8), are performed on the plain text %8 with key  9 , where

8 = 0 . . . # , 9 = 0 to  ;4= and  9 is a vector of key bits of length  ;4=.  ;4= represents the

total key length. A single key-bit value or whole key byte might be targeted at a time, as

per the attack model under analysis (as explained in 6.4.5). The leakage ;8 for each trace

consists of two parts; leakage value due to transitions of bits and noise due to surrounding

components, as given in 6.10.

;8 = !B8 + #' (6.10)

!8 denotes electromagnetic leakages due to sensitive variable, that is due to the processing

of data and key bits : 9 . The assumption is that noise #' is independent of the sensitive

variables, and the leakages !8 contains information about the secret key. Encryption is

performed using # randomly selected ECC points, processed with a fixed random key, to

generate the leakage signal. The target of this attack is the least significant nibble of the key

byte. First, the least significant bit does not contribute towards encryption, so is ignored,

and the rest of the three bits are attacked. A key of length  ;4= = 256 bits is sent to FPGA

for ECC encryption process initiation � (%8). For this 256-bit key, 31 bytes are random

and fixed, and the last byte is changed only. If one bit at a time can be recovered, then the

same methodology can be extended to other bits based on the windowing technique. For this

analysis, the last byte’s four Most Significant Bits (MSBs) are set to ’0000’ while the first

four Least Significant Bits (LSBs) are changed and sent in ascending order, i.e., from 21 till

24 − 1. With fixed ECC point (% = %- , %. , %/ ), # leaked electromagnetic traces samples of

length !4=)A024 are collected. So in total, (24 − 2) ∗ # samples are collected. The collected

samples are then stored for further processing. For the rest of the paper, the key refers to the

last nibble of the 256-bit key.

After raw data samples acquisition, the next step is to label the collected sample traces,

based on attack model 6.4.5. The traces are labeled and grouped together to form an input

dataset for machine-learning analysis. Each newly formed dataset will contain (24 − 2) ∗ #
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samples.

One of the problems in machine-learning-based analysis can be over-fitting. In the over-

fitting scenario, model trains itself for the known data so well that it fails to generalize to

the unseen, unknown data. To cater to this problem, the datasets are further divided into

two sets; training and testing dataset, in the ratio of 80% to 20%. The test dataset is never

used in the training process, so that model can be fairly evaluated on unseen data. Moreover,

cross-validation is applied to training data, which helps in overcoming the problem of over-

fitting. Cross-Validation is a technique that is used to validate the model by going through

almost whole data by building 10 folds on non-overlapping data. If training and testing

dataset size are denoted by ’TrainRatio’ and ’TestRatio’ respectively, then each training and

testing dataset after division will contain (24 − 2) ∗ # ∗ ()A08='0C8>/100) samples and

(24 − 2) ∗ # ∗ ()4BC'0C8>/100) samples.

6.4.3 Analysis for Attack Model Selection

The acquired leakage traces ! are explicitly labeled according to one of the attack models

(6.4.5), thus resulting in two different traces datasets. Using raw datasets without alignment

and without pre-processing, creates a realistic attack scenario. After the preparation of the

datasets based on the raw electromagnetic leakage traces, further analysis is carried out

using machine learning to select the best attack model. The labeled data is used as an

example to train the machine-learning classification model. Based on the learned examples,

the trained classification model can predict the class (key bit value) of an unseen leakage

data sample, during active attack mode. For analysis, the simplest neural network (NN),

Multilayer Perceptron (MLP), is considered due to its outstanding results in other domains.

It should be noted that ! is the concatenation of all the leakage samples for all the key bits

 9 , as given by the 6.11.

! = ! 0 | |! 1 | | . . . ! 9 (6.11)

We have collected !4=)A024 = 10: electromagnetic leaked signals for our analysis,
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Figure 6.1: Analysis Hierachy

referred to as “raw datasets". Hence, the number of features per sample in raw datasets will

be 10k. Firstly, the analysis is carried on raw datasets. For the second part of the analysis, new

features are formed from the raw features based on time-domain and frequency-domain signal

properties, e.g. Mean of the signal, Kurtosis, Median power spectral density, Frequency ratio,

and Median Amplitude. These datasets are referenced as “Feature datasets". The analysis

is performed for both protected and unprotected ECC algorithm versions on raw and feature

datasets using both attack models. For the better understanding and visualization of the

analysis hierarchy, an analysis tree is given in Fig. 6.1.

6.4.4 Training Model

Neural networks have shown tremendous performance improvement for secret key recovery.

We have performed analysis using simple feed-forward artificial neural network (ANN),

Multi-Layer Perceptron (MLP). MLP consists of at least three layers: one input layer, one

output layer, and one or more hidden layers [128]. All layers are fully connected to each

other. Neurons are one of the basic building blocks of the neural networks, whichmake simple

decisions for complex problems simply by multiplying the assigned weight with the input.

Input features are presented at the input layer to train the network using other layers’ neurons

and weights. The output layer neurons return the final class output. Except for the input layer,

all layers consist of neurons that use nonlinear activation function to learn the patterns in

the data using supervised learning backpropagation technique. Activation functions are a set
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of mathematical equations, which are one of the crucial importance in training a converged

neural network. They activate/deactivate the output of a particular neuron/node based on

the relevance of the input toward accurate model prediction. It also helps in normalizing

the output in a specific range, for example, between 0 and 1, or -1 and 1. There are various

activation functions that can be used during neural network training. We have tuned our

network and selected the best activation function for the leakage traces under study. Further

details on hyperparameter tuning are given in Sec. 6.5.3.

We have compared our MLP modeling results with other existing machine learning

algorithms, including Support Vector Machines (SVM), Random Forest (RF), Naive Bayes

(NB), Decision Tree (Tree), and K-Nearest Neighbors (KNN) [82, 129, 130] .

6.4.5 Attack Models

For this research, three attack models are used, which have previously not been evaluated for

ECC algorithm using a machine-learning-based approach.
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Figure 6.2: GBB Attack Model
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Model 1 - Attack based on Bit Location

This attack model is based on the location specification of the key bit within the key vector

: 9 of length  ;4=. The trace samples are collected for complete key encryption rather than

just a bit encryption. The hamming distance or the transitions of bits from bit 0 to bit 1 and

bit 1 to bit 0 will have a different impact on the chip processing behavior, which will result

in a variety of leakages. The raw collected EM traces are grouped together, based on the set

key bit location, which leads to three levels of attacks, named as, LB2, LB3, and LB4. Each

attack level represents an independent binary classification problem, where the target class

can belong to either of the one class; ��0 or ��1. Description of attack levels is given

below:

• LB2

Samples are grouped based on the bit at 2=3 location. EM leakage traces (;8) collected

with key vector : 9 having bit ‘1’ at LSB 2=3 location are marked as ��1 and others

are marked as ��0.

• LB3

Samples are grouped based on the bit at 3A3 location. EM leakage traces (;8) collected

with key vector : 9 having bit ‘1’ at LSB 3A3 location are marked as ��1 and others

are marked as ��0.

• LB4

Samples are grouped based on the bit at 4Cℎ location. EM leakage traces (;8) collected

with key vector : 9 having bit ‘1’ at LSB 4Cℎ location are marked as ��1 and others

are marked as ��0.

We have used a similar approach against power analysis on FPGA power leakages and

achieved successful attack outcome [126]. The labeling/grouping approach used for this

attack model is shown in Fig. 6.2. This approach is named as “Group Bit Bins Model",

due to the grouping of secret scalar bits instead of bytes, and will be addressed as ‘GBB’

throughout the rest of the paper.
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Table 6.1: Labels used for Hamming Weight Approach
Key Class Label Key Class Label
0010 HM1 0011 HM2
0100 HM1 0101 HM2
0110 HM2 0111 HM3
1000 HM1 1001 HM2
1010 HM2 1011 HM3
1100 HM2 1101 HM3
1110 HM3 1111 HM4

Model 2 - Attack based on Hamming Weight

Hamming weight is referred to as the number of bits set in a data word. In the m-bit processor,

binary word data is coded as �, , as given by 6.12, and the hamming weight � (�, ) is given

by 6.13. The hamming weight � (�, ) value would be between 0 and < − 1.

�, =

<−1∑
==0

3 92 9 (6.12)

� (�, ) =
<−1∑
==0

3 9 (6.13)

�, will have average hamming weight ` = </2 and variance f2 = </4, if �, contains

< independent and uniformly distributed bits. Leakage traces having a uniform number of

bits might have similar leakages, which can contribute to the information of retrieving the

bits in secret information, hence reducing the search space for the ultimate key recovery.

Moreover, for power analysis, the Hamming weight model is based on the fact that power

consumption, and hence electromagnetic emanations, are correlated with the transition of

bits. Hence if there is a transition from bit 0 to 1 or from bit 1 to 0, then power consumed

by the device would be different, leading to different electromagnetic emanations out of the

device, which might leak information about the relationship of the key, input data, and output

data.

The EM leakage traces are labeled and grouped based on the key’s hamming weight. As

the key ranges from 21 to 24 − 1, four labels HM{i} will be used for each nibble, as shown

in Table 6.1. With four labels/classes, it represents a multi-classification problem. It should
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be noted that for our analysis, the first 31 bytes have been selected randomly and are fixed

throughout the data collection process. So they contribute similar leakage to each trace. The

only difference in traces would be based on the key vector bits which have been changed.

This “Hamming Weight based model" will be addressed as ‘HM’ throughout the rest of the

paper.

Model 3 - Attack based on Key Identity

In this model, the attack is launched on the key byte in contrast to the key bit and key

nibble as done in the attack model 1 and attack model 2 approach, respectively. In other

words, the machine learning model will try to classify each key byte by forming a multi-class

classification problem. The traces are collected for each key byte encryption, and the same

key byte value is assigned as a label to the respective trace. For example, the trace sample

collected for key bit vector "0000 0010" will be labeled as ’2’, key bit vector "0000 0011" will

be labeled as ’3’ and so on. This approach has been used to analyze the effect of the same

key bit vector on the leakage information. # plaintexts (ECC points) are used to perform

encryption operations with the same key bit vector (key byte), so # samples will be labeled for

each key bit vector. The dependency between keys and data will lead to leaking information

about the key. As the labels are the same as key bytes hence the name "Identity Label based

Model" and will be addressed as ’IL’ throughout the rest of the paper.

6.5 Experimental Setup

For experiments, side-channel electromagnetic radiations are collected from the FPGA

(Kintex-7), while ECSM is performed. The collected raw data is then processed further

to prepare for machine-learning classification.

6.5.1 ECC Implementation on FPGA

A low power consumption design is used for the attack analysis. The inputs are the scalar : ,

and a point on the elliptic curve %(-,., /). The output is the point & = : · % on the elliptic
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curve. The scalar factor key : is stored in the internal RAM and can be changed via software

command.

Figure 6.3: Interleaved Modular Multiplier

A point doubling is done, followed by a point addition at every stage 8, but the result of

the point addition is used only when the 8Cℎ bit of the scalar : is ‘1’. In this method, #$%(

ECPD and ECPA operations are required (here #$%(=256). For the fast and area-efficient

implementation of themultiplier, we use just one CSA adder and a lookup table. The structure

of our design is shown in Fig. 6.3.

(8 = -8 ⊕ .8 ⊕ �8,

�8+1 = (-8 · .8) ∨ (-8 · �8) ∨ (.8 · �8),

�0 = 0.

(6.14)

As depicted in Fig. 6.3 the modular multipliers take one bit of input - at every clock

cycle. The loop latency is #$%( clock cycles in total. There are three main operations; lookup

table calculation, final registers output addition, and modulus ? comparison and subtraction.

Each operation takes one clock cycle, and the whole calculation takes 59 (# +3) clock cycles.
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ECPA is performed using onemodular operation in parallel, and evenmodularmultiplications

are done in 7(# + 3) + 4 clock cycles. Using just one modular reduction unit, ECPD can be

performed in 7(=+3) +2 clock cycles. The point addition uses three modular multiplier units

to calculate point & + % on the Elliptic curve in parallel. Sixteen modular multiplications are

done in seven stages. The latency of point addition is reduced to 7(# + 3) + 5 clock cycles.

6.5.2 Data Collection - Hardware and Software

The acquisition of leakage data from the hardware implementations is a cumbersome task.

Several hardware-based and software-based setups have been proposed for data collection

[80] [131]. For data acquisition, hardware principally designed for side-channel evaluation,

with mounted Kintex-7 FPGA (SAKURA) is used. FPGA operating frequency is 24MHz.

Random ECC points are generated for encryption. Encryption is performed using # = 100

randomECC points, and thus # = 100 raw leaked signals, emitting out of Kintex-7 FPGA, are

captured using Chip-Whisper EM Probe and Tektronix MDSOOscilloscope, with a sampling

rate of 400 microseconds. A 256-bit key is sent from the PC to the FPGA device. When the

key is received at the FPGA device, a trigger signal is sent by the FPGA device to the PC

application indicating the encryption process’s initiation. Based on the trigger signal, the data

collection process begins in C# application, which utilizes MATLAB libraries to connect to

the oscilloscope. The whole data collection procedure is developed as an automated setup

for an uninterrupted collection of raw leaked samples.

6.5.3 Data Analysis Specification and HyperParameter Optimization

Raw leaked samples are labeled using bespoke MATLAB code using three mentioned ap-

proaches, thus forming raw datasets. Moreover, new features are formed using MATLAB

bespoke code as well. Machine learning analysis is performed using Orange software and

Python Sklearn Libraries using resources of the AWS cluster supercomputer. For neural

network MLP, 5-fold validation is used, and the tested hyperparameters are given in Table

6.2.
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Table 6.2: Performance metrics for Protected and Unprotected ECC using GBB Attack Model
Parameter Value Range
Activation Relu, Identity, Logistic, tanh

Solver/Optimizer ADAM, SGD, LBFGS
Epochs 300-700

6.6 Results and Analysis

Machine learning analysis results are interpreted in the form of a confusion matrix. The

confusion matrix is a matrix that shows the number of True Positives (TP), True Negatives

(TN), False Positives (FP), and False Negatives (FN). For analysis in this paper, the following

performance metrics are considered; accuracy, recall, precision, F1 Score, and Receiver Op-

erating Characteristic (ROC). Accuracy is the ratio of the number of correct predictions/(TP)

to the total number of predictions (TP+TN), recall is the ratio of TP to (TP+FP), precision is

the ratio of TP to (TP+FN), and ROC is the graphical representation of True Positive Rate

(TPR) and False Positive Rate (FPR). For balanced datasets, accuracy and ROC can correctly

portray the results. However, for imbalanced datasets, recall, precision, and F1-Score are

used to depict the trained model’s true performance. Below are the results for ECC elec-

tromagnetic leakage data analysis, performed on raw datasets and feature datasets, prepared

using GBB, HM, and IL attack models.

6.6.1 Analysis on Raw Datasets

This section presents the results on the raw traces datasets.

Group Bit Bins(GBB) Model

The results, based on all performance metrics, for protected and unprotected ECC algorithm

analysis using GBB model LB4, are given in Fig. 6.4.

For recovering the key bit at location 4 (LB4), accuracy 91% is achieved with Neural

Network MLP (without hyper parameter optimization), with F1 score, precision, and recall

as 0.886, 0.890, and 0.875, if no countermeasure is used in the design. However, 89.5%

and 88.7% accuracy is achieved with SVM and kNN. High recall and precision show that
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the percentage of true positives and true negatives are higher as compared to false positive

and false negatives. The test accuracy is very close to training classification accuracy, which

shows that the model is not over-fitting. It is seen that the accuracy was reduced by 16%,

17%, and 22% for analysis with NN, SVM, and kNN if the masked key countermeasure is

used. All other classification algorithms performed worst than the mentioned three.

Figure 6.4: Accuracy for raw datasets for protected and unprotected Implementations

For recovering a key bit at location 3 (LB3), in the unprotected version, the accuracy of

56.5% is achieved with kNN, which is the highest among all the algorithms. The accuracy

of 53.6% is achieved with NN. F1 score, precision, and recall is higher than 0.5. However,

for the protected version, there is 5% increase in the accuracy with better F1 score, precision,

and recall. It can be seen from Fig. 6.5 that the area under the curve (AUC) in ROC curve for
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Figure 6.5: ROC for analysis using GBB model for protected and unprotected

LB3 is not adequate to justify the model as the best-trained model. It shows that the ratio of

classifying secret bits correctly is higher as compared to incorrect classification i.e., bits that

are ‘1’ will be classified correctly as ‘1’; however, the probability of getting false negatives

is still high.

For recovering key bit at location 2 (LB2), the accuracy of 55% and 51.8% is achieved

with kNN and NN, if no countermeasure is used. With the countermeasure protected version,

accuracy decreases by 1-2% while training with all the classifiers. However, for NN, it is

increased to 57.7%, which implies that the key bit at location 2 can be recovered with more

than 50% confidence in both cases of with and without countermeasure protected ECC.

Results show that the key recovery probability is lower for the least significant bits (LSB).

Hamming Weight based Model

This section presents the analysis results on the Hamming weight-based model. Four classes

are formed for the data collected with the hamming weight-based model. For unprotected

and protected cases, the accuracy obtained for HM1, HM2, HM3, and HM4 is in the range

of 69-75%, 48-56%, 61-68%, and 62-92%, respectively. As the hamming weight dataset is

an imbalanced/skewed dataset so accuracy is not the reliable performance metric and can
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lead to false conclusions. In this case, it is essential to take F1-score, precision, and recall

into consideration as well. For HM1, the highest F1-score is achieved with kNN and NB; for

HM2, RF and NN gave better F1-score, while for HM3 NN seems to be the best choice. For

HM4, the F1-score is 0.05. HM4 needs further investigation by considering the traces for one

byte rather than one nibble, which is out of the scope of this study. The confusion matrix, for

NN, is shown in Fig. 6.6. SMOTE, the over-sampling technique, has been applied to balance

the dataset, but no significant improvement is observed.

Figure 6.6: Confusion Matrix 1.Unprotected (UP) algorithm, 2.Protected (P) algorithm

Identity based Label (IL) Model

For an unprotected version of the ECC algorithm, most of the trained models give poor results

for all the key classes except Key2. For class Key2, secret key can be retrieved with 70.6%

accuracy with SVM.

For countermeasure protected ECC, it is observed that the key classes cannot be distin-

guished with high probability. In the majority of the cases (for key2 to key15), accuracy is
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!h

Figure 6.7: Accuracy for features datasets for protected and unprotected Implementations

above 90%, but the F1-score, precision, and recall are very poor, which demonstrates that the

model has predicted more false positives and false negatives as compared to true positives

and true negatives.

6.6.2 Analysis on Reduced Feature Datasets

This section presents results on the reduced feature datasets.



6.6 Results and Analysis 129

Group Bit Bins(GBB) Model

To classify the key bit at location 4 (LB4), the highest accuracy, 74.8% is obtained with NN,

for both protected and unprotected implementations, as shown in Fig. 6.7. However, for the

rest of the classifiers, the accuracy is around 53-74%. The best performance is achieved, for

both protected and unprotected implementations, using NN. For the rest of the attack levels

(LB3 and LB2), accuracy has reduced significantly.

Hamming Weight based Model

For the attack model using a hamming weight, the resulting feature dataset is imbalanced.

Hence accuracy alone can be deceptive. Other parameters, like F1-score, recall, and precision,

have been closely monitored. HM1, HM2, HM3, and HM4 can be recovered with 75.7%,

50.6%, 34.9%, and 74.5%, respectively, as shown in Fig. 6.8. It has been observed that other

parameters are very low, whichmeansmodel did not fitwell. This shows thatwhile performing

feature engineering, some useful information is lost, which is helpful for distinguishing the

secret key.

Figure 6.8: Accuracy on Feature Dataset

Identity Based Approach (IL) Model

For IL approach without countermeasure, Key2 can be recovered with accuracy 96-98% with

NN, RF, Tree, and SVM. However, for other keys from key3 to key15, no information can
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be extracted with any other classification algorithm. However, for IL with a countermeasure,

all keys from key3 to key15 have low classification score. However, for key2, it also reduced

by 50-60% approximately. This shows that the IL-based attack model cannot recover the key

from countermeasure protected implementations.

6.6.3 Discussions

Overall, in our presented analysis for the attacks models, we have observed that different

models influence the machine-learning model performance differently. It has been seen

that in contrast to the Hamming weight and Identity label models, GBB model provides

an effective attack strategy which helps in retrieving secret key with a better probability

using less number of data instances per target class (in range 100-130 only). This is due

to the reason that GBB is based on a binary classification problem and each target class

has an adequate number of traces. However, the Hamming weight model and identity label

based attacks form a multi-class classification problem; hence they require more data for

each target class. We are using a limited number of traces by assuming that the adversary

is constrained in obtaining a large set of leakage measurements. This assumption has been

set to analyze a realistic constraint environment in the IOT environment. However, more

data can be collected from the device, or data can be generated by using existing synthetic

data over-sampling or generative adversarial (GAN) techniques [132]. Moreover, we believe,

for investigating machine-learning-based electromagnetic analysis using the Identity Label

model, pre-processing using filters and wrapper methods might help in improving the results.

As the scope of this paper is to scrutinize the machine-learning-based attack models, so

filter based pre-processing is left for future work. The analysis also shows that the existing

countermeasure is not providing the required level of immunity against machine learning-

based side-channel attacks.

The presented GBB attack can be extended to attack all consecutive secret key nibbles

by using appropriate windowing techniques. In all the presented attack scenarios, simple

neural network, Multi-layer Perceptron (MLP), shows better performance as compared to

other machine learning algorithms due to its ability to learn nonlinear relationships between
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the input and target class even in the presence of noise. Based on MLP performance, further

analysis was carried and hyperparameters were tuned. The following are the combination of

the hyperparameters that presented the best trained MLP model; Relu as activation function,

Adamas an optimizer, with 100 hidden layer neurons and 300Epochs. The accuracy increased

by 3-5% in almost all cases. In GBB, the LB4 key bit can be recovered with 96% accuracy.

Only the best-trained model is reported in Fig. 6.4.

It has also been observed that the performance of machine-learning-based attacks are

better on the raw dataset as compared to on a reduced set of features. This illustrates that

useful information is lost while processing features. The neural network learns the details

from the raw data in an efficient manner, due to its inherent design capabilities of learning

from noise. The results lead to the fact that if the raw samples can give accuracy between

50-70%, then the trained model with a specific portion of the samples of interest (using

windowing techniques on 3% trailing samples) might improve accuracy significantly. This

analysis is left for future work. The purpose of this research is to study the evaluation of the

model with traces that have relevant information in only 3% of trailing samples, 96% samples

are representing noise for that particular bit evaluation.

In the existing literature, symmetric cipher leakages have been extensively analyzed using

machine learning-based side-channel attacks (ML-SCA) [23, 133]. However, few public-key

leakage datasets are analyzed for ML-SCA based analysis [71, 105, 125, 126]. Saeedi et

al. have presented the performance results for the secret key recovery from the same ECC

algorithm FPGA implementations, in which the best performing neural network recovered

the secret key bit with 88% accuracy [105]. However, our presented model outperforms, and

the key bit can be recovered with 96% accuracy.

6.7 Conclusion

Embedded chip security is critical in embedded devices used in the Internet of things (IoT)

based systems. A side-channel attack is one of the practical attacks that can exploit the

side-channel leakages due to mathematically secure algorithms’ insecure implementations.
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Machine learning has improved the side-channel attack efficiency, and attacks can be launched

successfully on unprocessed raw data samples in real-time. This paper presents three attack

models for machine-learning-based electromagnetic side-channel analysis on the crypto-

graphic chips, used in embedded systems, and an evaluation framework for the attacks. The

proposed attack evaluation process performs machine-learning analysis on captured electro-

magnetic leakage data from cryptographic algorithm implementation on Field Programmable

Gate Arrays, using six classification algorithms. Moreover, quantitative analysis is performed

for the selection of the best attack model. Based on our experiments, on the three attack

models, we were able to recover the key with up to 96% accuracy using GBB attack model.

The high accuracy illustrates the vulnerability of the implementation against the GBB attack.

We have also investigated the effect of feature engineering techniques on the attack models.

Secret key from unprotected ECC design implementations can be recovered with better ac-

curacy. However, ECC implementations, secured with masked key countermeasures, give

poor classification results. The accuracy results are between 50-75%, which shows that the

countermeasure does not provide the required security level. The attacks are performed in a

realistic environment, on raw and reduced data samples, with relevant information in 3%sam-

ples (96% noise) only. In light of the findings, we expect system designers to propose efficient

countermeasures for such devices at the design level for optimum information security.



Chapter 7

Machine-Learning assisted Side-Channel

Attacks on RNS-based Elliptic Curve

Implementations using Hybrid Feature

Engineering

This chapter is an adapted version of a submitted article (Publication V). In previous chapters,

in addition to unprotected algorithm versions, masked key countermeasure is also considered.

For asymmetric ciphers, particularly ECC, the Residue Number System (RNS) is considered

one of the strongest countermeasures. In this chapter a systematic machine learning-based

evaluation methodology of RNS-ECC cryptosystem is presented and is evaluated on the elec-

tromagnetic leakages from an implementation of Montgomery Powering Ladder algorithm

on ARM processor using machine and deep learning algorithms. Furthermore, a hybrid

feature engineering methodology is proposed to select the most contributing features. For

recovering the secret key from the asymmetric algorithm, two attack scenarios i.e. location

dependent and data dependent attacks are investigated.

7.1 Abstract

Side-channel attacks based on machine learning have recently been introduced to recover the

secret information from software and hardware implementations of mathematically secure

algorithms. Convolutional Neural Networks (CNNs) have proven to outperform the template
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attacks due to their ability of handlingmisalignment in the symmetric algorithms leakage data

traces. However, one of the limitations of deep learning algorithms is the requirement of huge

datasets for model training. For evaluation scenarios, where limited leakage trace instances

are available, simple machine learning with the selection of proper feature engineering, data

splitting, and validation techniques, can be more effective. Moreover, limited analysis exists

for public-key algorithms, especially on non-traditional implementations like those using

Residue Number System (RNS). Template attacks are successful on RNS-based Elliptic

Curve Cryptography (ECC), only if the aligned portion is used in templates. In this study, we

present a systematic methodology for the evaluation of ECC cryptosystems with and without

countermeasures against machine learning side-channel attacks using two attack models.

RNS-based ECC datasets have been evaluated using four machine learning classifiers and

comparison is provided with existing state-of-the-art template attacks. Moreover, we analyze

the impact of raw features and advanced hybrid feature engineering techniques, along with

the effect of splitting ratio. We discuss the metrics and procedures that can be used for

accurate classification on the imbalance datasets. The experimental results demonstrate that,

for ECC RNS datasets, the efficiency of simple machine learning algorithms is better than

the complex deep learning techniques when such datasets are not so huge.

7.2 Introduction

Side-channel attacks (SCA) constitute an ever evolving technique of recovering secret infor-

mation from the exploitation of the physical leakage that appears in cryptographic implemen-

tations (e.g. power consumption, electromagnetic emanations, timing, vibrations leakage

[75, 134, 135]). From an information-theoretic point of view, profiled template attacks are

one of themost powerful SCAs. The attacker in such attacks is assumed to have access not just

to the target device, but also to an open copy of it for the profiling phase. Having control of the

secret information, he creates a leakage profile that he can later use to retrieve an unknown se-

cret (not under his control) from its collected leakage traces during a cryptographic operation

[136]. Recently, machine learning (ML) based side-channel attacks have been proposed, as
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direct extension of template attacks, extending the concept of leakage templates into trained

ML models. These models can be used for secret information predictions, thus providing an

interconnection between the SCA and ML research field [20, 70, 137]. Furthermore, several

researchers showed that machine learning and deep learning (DL) techniques, like Con-

volutional Neural Networks (CNNs) outperform traditional side-channel attacks since they

are able to learn from misaligned data and, therefore, eliminate the need of pre-processing

[23, 73].

CNNs can improve the performance of the attacks, however, various factors can introduce

hindrance in the accurate classification using deep learning algorithms. Firstly, a huge amount

of leakage traces (samples/instances) are required for training such a model. Secondly, the

traces are collected using high sampling rate to capture the minor details in the leakages

which results in high-dimensional noisy data traces/samples which might contain redundant

features. Researchers have focused on reducing the number of traces required to retrieve the

secret information while applying machine learning to SCA. However, the optimal number

of samples required to achieve desired accuracy, known as sample complexity, grows rapidly

(exponentially in some scenarios) with the higher number of noisy instances containing

irrelevant features [138]. Selecting/extracting a small subset of features, can indeed reduce

the sample size required to achieve a good problem generalization with the particular machine

learning algorithm. Picek et al. have evaluated the impact of various feature engineering

techniques on the profiled side-channel attacks on AES [139]. Mukhtar et al. [126], have

presented side-channel leakage evaluation on protected and unprotected ECCAlways-double-

and-add algorithm using machine learning classifiers and proposed to use signal properties

as features. Zaid et al. in [74] have shown the insights for the selection of features while

building an efficient CNN architecture for side-channel attacks.

In the recent literature, there is a considerable amount of research works focused on ML

and DL SCAs for symmetric-key algorithms. However, only few researchers have tumbled

with the increased complexity and high number of samples in traces that exist in public-key

cryptosystems [71, 73, 125] identifying the presence of a gap of attack analysis on public-key

cryptographic algorithms. The fewML/DLbased evaluation analysis that exists for public-key
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cryptography, do not yet consider the evaluation of cryptosystems under the presence of strong

SCA countermeasures. According to the no-free lunch theorem, no two datasets will show

the same results for the same classifier [115]. Thus, the ML analysis on SCAs provided for

some symmetric-key implementations and even public-key cryptographic implementations

(e.g. RSA) won’t be of much use in other settings like RNS-ECC implementations.

Additionally, the complexity of the ECC computations makes the well knownML analysis

concerns of under-fitting and over-fitting, occurring due to bias and variance in data, very

crucial. In fact, the machine might learn from data so well or so poorly, that it is unable to

generalize on the unseen data, thus making the training accuracy deceiving. To cater these

concerns, an optimal number of data traces need to be identified, proper data splitting strategy

must be chosen, and appropriate feature engineering techniques must be administered. These

activities, though, are hard to specify as the cryptographic computations become more

elaborate and include strong SCA countermeasures. Thus, all the above issues highlight

the need for a concrete methodology to analyze ECC implementation datasets for ML-

based profiling SCAs especially when such implementations have dedicated, strong, SCA

countermeasures.

Elliptic curve cryptographic primitives have been widely studied for the efficiency and

SCA resistance. Therefore, many efficiency enhancement techniques and SCA countermea-

sures have been devised. Among them, several researchers have proposed using Residue

Number System (RNS) arithmetic representation as a way of decreasing scalar multiplica-

tion computation delay [140, 141] by transforming all numbers to the RNS domain before

performing finite field operations [142]. In addition, RNS can be used for producing strong

SCA countermeasures that can withstand simple and advanced SCAs [142] using the Leak

Resistant Arithmetic (LRA) technique. Recently, a comprehensive study on RNS ECC im-

plementations for Edwards Curves [143], using the Test Vector Leakage Assessment (TVLA)

techniques [144], showed that the combination of traditional SCA countermeasures like Base

Point randomization, scalar randomization etc. when combined with LRA based RNS coun-

termeasures can considerably reduce information leakage. Also in [143] it was proven that
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profiled template attacks on RNS SCA protected implementation are partially successful (us-

ing location dependent and data dependent leakage attacks) thus implying that more powerful

attacks may be able to compromise the RNS SCA countermeasures [143, 145].

In this paper, a concrete methodology for Machine Learning SCA resistance of RNS-

based ECC cryptosystems is proposed, realized in practise and analyzed in depth using

various ML model algorithms and feature engineering techniques in order to achieve optimal

results. This study could serve as a guideline for RNS-based RSA implementations as well.

The methodology is able to retrieve attack vulnerabilities even against noisy RNS-based

implementations that include RNS and traditional SCA countermeasures. More specifically,

we focus our evaluation plan on location dependent and data dependent leakage attacks (both

with and without countermeasures). Our analysis includes several restrictions like misaligned

and imbalanced datasets, as well as restricted number of traces. Furthermore, a comparison

of attack models using four machine learning classifiers is made. We also discuss the criteria

on the selection of optimized hyperparameters for each of the classifier. Once the optimally

tuned model parameters are selected, then further feature engineering techniques are applied

to analyze the attack performance with reduced number of features. In scenarios with limited

number of samples in the datasets, data splitting ratio can be one of the attack performance

affecting factors. Finally, we analyze the effect of three data splitting ratios on the overall

attack performance. Analytically, the paper novelty is the following:

• A six stagemethodology for launching a practical machine-learning based side-channel

attack is proposed. Our analysis is based on assessing the SCA resistance of an RNS-

based ECC implementation with and without countermeasures. For the first time in

research literature, the effectiveness of a combination of RNS and traditional SCA

countermeasures on an RNS ECC implementation against machine-learning based

side-channel attacks is presented.

• Machine learning based side-channel attacks are presented for location and data de-

pendent leakage models using four machine learning classifiers. For each classifier,

hyperparameter tuning has been performed to extract the best-trained model for the

underlying problem. Results are presented using standard machine-learning evaluation
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metrics. The implications of relying on the classification accuracy alone, in case of

imbalance data, are also discussed.

• Various state-of-the-art hybrid feature engineering techniques, which have proven to

offer performance improvement in other domains, are tested on side-channel leakage

traces from RNS-based ECC implementations. Three hybrid feature engineering ap-

proaches are proposed in order to handle the complexity of public-key cryptographic

trace. The impact of dimensionality reduction along with the filter and wrapper feature

selection methods, is observed. A comparative analysis is performed to show the per-

formance improvement due to the proposed hybrid method as compared to the filter,

wrapper and dimensionality reduction methods alone.

• This work also investigates the effect of data splitting and validation folds on the attack

efficiency for RNS-ECC dataset.

• An RNS-based ECC implementation is one challenging dataset, due to the RNS op-

eration intrinsic parallelism. For RNS-based implementations, existing traditional

template attacks are successful only if the aligned portion of the traces is used for the

attack. This limitation makes the attack difficult to launch. However, in this study,

quantitative analysis is performed to analyze the success of the machine learning-based

attack by using the full trace length and the aligned part for training the model.

The rest of the paper is organized as follows. Section 7.3 presents the classifiers used for

evaluation along with the algorithm under attack. Section 10.4 explains the attack method-

ology along with other evaluation strategies and datasets used for evaluation. Section 7.5

presents the results on RNS-based ECC leakage datasets. Section 10.7 concludes the paper.

7.3 Preliminaries and Related Literature

7.3.1 Potentials of RNS as Side-Channel Attack Countermeasure

The Residue Number System (RNS) is a non-positional arithmetic representation, where a

number - is represented by a set of individual = moduli G8 (- →'#( - : (G1, G2, ...G=)) of
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a given RNS basis B : (<1, <2, ...<=) as long as 0 ≤ G < " , where " =
∏=
8=1<8 is the

RNS dynamic range and all <8 are pair-wise relatively prime. Each G8 can be derived from

G by calculating G8 = 〈G〉<8 = G (mod <8). Since it can effectively represent elements of

cyclic groups or finite fields there is merit in adopting it in elliptic curve underlined finite field

operations. RNS hardware implementations ofMontgomery multiplication for elliptic curves

[146] and RSA [147] showed that RNS usage can increase scalar multiplication efficiency.

Furthermore, RNS can be used to design SCA countermeasure as is observed in several

research papers, for instance Bajard et al. in [142, 148], Guillermin [140], Fournaris et al.

[149, 150]. RNS parallel processing of finite field operations apart from speed offers also

different representation of the elliptic curve points, which may reduce SCA leakage. Also,

RNS is a non positional system (single bit change in an RNS number’s moduli can lead to

considerable changes in the binary representation of finite field element) which intrinsically

increases noise in the computational process [141]. Furthermore, in [142], the Leak Resistant

Arithmetic (LRA) technique was proposed where it was proven that by creating a big pool

of RNS basis moduli (at least 2 × =), then randomly choosing some of them to act as an

RNS basis for representing finite field elements and a specific computation flow, randomly

permuting this RNS basis, can be a potent SCA countermeasure. LRA has been applied to

modular exponentiation designs in two ways, either by choosing a new base permutation once

at the beginning of each scalar multiplication or by performing a random bases permutation

once in each scalar multiplication round [150]. In this paper, the second approach is adopted.

7.3.2 RNS-based ECC Scalar Multiplication

The ECC scalar multiplication algorithm evaluated in this paper is based on a variation of

Montgomery Power Ladder (MPL) for Elliptic Curves on�� (?) [151]. Algorithm 7.3.2 uses

the LRA technique by choosing a random base W8 permutation and transforming all �� (?)

elements in this permutation in each MPL round 8. After the end of the round the algorithm

chooses a different base point permutation for the next round. This RNS SCA countermeasure

is enhanced with the base point + randomization technique using an initial random point '

[145]. All �� (?) multiplications used in EC point addition and doubling are done using the
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RNS Montgomery multiplication [142]. Apart from the above countermeasures as proposed

in [143], a RNS operation random sequence approach is also followed i.e. the individual

moduli operation for each RNS addition, subtraction or multiplication are executed in a

random sequence. Furthermore, scalar randomization is used as a countermeasure. This is

based on the concept of computing random multiples A of the order of the curve #� instead

of computing directly the scalar multiplication [4]% (i.e. one can compute the same point as

[4 + A#�]%). The bits of scalar 4 are masked using a different random value A at each SM

execution. In order to evaluate the potential of the above countermeasures, four variants of

the algorithm were implemented, with different countermeasures activated each time.

Algorithm 7.3.2 : LRA SCA-FA Blinded MPL [152]
Input: + , ' ∈ � (GF(p)), 4 = (4C−1, 4C−2, ...40),
Output: 4 · + or random value (in case of faults),
1. Choose random initial base permutation WC .
2. Generate random A integer and randomize scalar B = [4 + A#�]
3. Transform V, R to RNS format using WC permutation
4. '0 = ', '1 = ' ++ , '2 = −'
5. Convert '0,'1,'2 to Montgomery format
6. For 8 = C − 1 down to 0
7. '2 = 2'2, performed in permutation WC
8. Choose a random base permutation W8
9. Random Base Permutation Transformation from W8+1 to W8 for '0 and '1
10. 1 = B̂8 (where the hat symbol is logical inverse)
11. '1 = '1 + 'B8 and 'B8 = 2'B8 in permutation W8
12.end
13. Random Base Permutation Transformation from W8+1 to W8 for '0 and '1
14. If (8, 4 not modified and '0 ++ = '1) then
15. Random Base Permutation Transformation from W0 to WC for '0
16. return '0 + '2 in permutation WC
17. end
18. else
19. return random value
20. end

7.3.3 Machine Learning Algorithms

In this paper, four different classifiers are used to create the trainedML-DLmodel of a Device

Under Test (DUT) leakage information, Support Vector Machine, Random Forest, Multi-

Layer Perceptron and Convolutional Neural Networks. In this subsection, each classifier is



7.3 Preliminaries and Related Literature 141

described in brief, the parameters that were identified as important for profiling SCAs are

specified and the basic classified benefits are presented.

Support Vector Machine (SVM)

Support vectormachines (SVMs) are one of themost popular algorithms used for classification

problems in different application domains, including side-channel analysis [22, 129, 130]. In

SVM, =-dimensional data is separated using a hyperplane, by computing and adjusting the

coefficients to find the maximum-margin hyperlane, which best separates the target classes.

Often, real-world data is very complex and cannot be separated with a linear hyperplane.

For learning hyperplanes in complex problems, the training instances or the support vectors

are transformed into another dimension using kernels. There are three widely used SVM

kernels; linear, radial and polynomial. To tune the kernels, hyperparameters like ’gamma’

and cost ’C’ play a vital role. Parameter ’C’ acts as a regularization parameter in SVM

and helps in adjusting the margin distance from the hyperplane. Thus, it controls the cost

of misclassification. Parameter ’gamma’ controls the spread of the Gaussian curve. Low

values of ’C’ reflect more variance and lower bias; however, higher values of ’C’ show lower

variance and higher bias. However, higher gamma leads to better accuracy but results in a

biasedmodel. To find an optimum value of ’C’ and ’gamma’, gridsearch or other optimization

methods are applied.

Random Forest (RF)

In Random forest (RF), data forest is formed by aggregating the collection of decision trees

[153]. The results of individual decision trees are combined together to predict the final

class value. RF uses unpruned trees, avoids over-fitting by design, and reduces the bias error.

Efficiently modeling using random forests, highly depends on the number of trees in the forest

and the depth of each tree. These two parameters have been tuned for an efficient model in

this study.
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Multi-Layer Perceptron (MLP)

Multi-Layer Perceptron (MLP) is a basic feed-forward artificial neural network that uses

back-propagation for learning and consists of three layers: input layer, hidden layer, and a

output layer [128]. Input layer connects to the input feature variables and output layers returns

back the predicted class value. To learn the patterns from the non-linear data, non-linear

activation function is used. Due to the non-linear nature of side-channel leakages, MLP

appears to be the best choice, in order to recover secret information from learning patterns of

the signals.

Convolutional Neural Network(CNN)

Convolutional Neural Network (CNN) is a type of neural network which consists of convolu-

tional layers, activation layers, flatten layer, and pooling layer. Convolutional layer performs

convolution on the input features, using filters, to recognize the patterns in the data [72]. The

pooling layer is a non-linear layer, and its functionality is to reduce the spatial size and hence

the parameters. Fully connected layers combine the features back, just like in MLP. There are

certain hyperparameters related to each layer, which can be optimized for an efficient trained

model. These parameters include learning rate, batch size, epochs, optimizers, activation

functions, etc. In addition to these, there are a few model hyperparameters which can be used

to design an efficient architecture. It should be noted that the purpose of this study is not to

propose the architecture design of the convolutional neural network (CNN) but to analyze

and test the existing proposed CNN design on the RNS-based ECC dataset. Therefore, the

focus is on tuning the optimized hyperparameters rather than model hyperparameters.

7.3.4 Feature Engineering Techniques

Features play a key role in accurate machine learning analysis. Sample values in a trace )

represent the features. Generally, machine learning model can be represented with the eq.

7.1, where � represents the feature matrix and F represents the weights learnt during learning
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steps that are used for predicting the class on unseen values.

H8 = F0 +
�=∑
9=1

�8 9F 9 (7.1)

It is evident from previous research that more is not better when it comes to features in the

training dataset. The massive dataset containing irrelevant redundant features, probably due

to the noise in side-channel leakage traces, can confuse the model during the learning process

and offer several problems. It can 1. degrade the performance of the resulting machine

learning model as the model learns from real and noisy data both, 2. can elevate the sample

complexity problem and computational processing requirement by increasing the requirement

of sample size to achieve the desired accuracy performance for a particular cryptographic

algorithm under attack, 3. can introduce over-fitting leading to poor generalization and

inaccurate analysis. Feature engineering techniques can play a distinct role in eliminating

the irrelevant unnecessary features from the cryptographic dataset [154]. In this paper, our

goal is to reduce the large number of irrelevant features and create an efficient, effective and

accurate machine learning model for RNS ECC data. In all cases, number of features �<

are selected/extracted from a pool of features �=, where inequality (7.2) holds. The focus

of this study is to utilize existing feature engineering techniques and propose an efficient

hybrid feature engineering scheme (Sec. 7.4.5). The effect of dimensionality reduction and

other feature selection techniques has not been analyzed on RNS-based ECC implementation

datasets before.

�< < �= (7.2)

In this study, feature datasets are formed using filter methods, wrapper methods and a

hybrid approach based on both methods.

Feature Extraction

As mentioned before, side-channel dataset consists of high-dimensional data due to high

sampling rate. In the classical side-channel analysis, Principal Component Analysis (PCA)
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and Linear Discriminant Analysis (LDA) are used to reduce the data dimesnionality [87, 155–

157]. In machine learning context, these techniques are grouped and named as feature

extraction techniques. In this group of feature engineering technique, a new feature subset

is formed by reducing the dimensionality of the existing feature dataset. Based on the

transformation method being used, feature extraction can be further categorized into linear

transformation and nonlinear transformation.

• Principal Component Analysis is a statistical procedure for data dimensionality re-

duction using orthogonal transformation, while retaining the maximum variance and

internal structure of the sample [158]. However, the subspace vectors in low dimen-

sional space might not be optimal as PCA does not involve sample classes. Technically,

new variables are formed in a subspace, known as principal components (PCs), which

are uncorrelated to each other and contain the maximum useful information about the

underlying dataset. These PCs are the eigenvectors of the data’s co-variance matrix

and are computed by singular value decomposition.

• LDA is a supervised learning dimensionality reduction technique, in which distance

between mean of each class is maximized by projecting the input data to a linear

subspace [159, 160]. It helps in reducing the overlap between the target classes by

minimizing the intra-class variance.

Feature Selection

In the feature selection techniques, a new feature dataset is formed by selecting the most

contributing relevant features from the existing features dataset. The method of selecting

the features distinguishes and categorizes the feature selection into three main categories:

filter, wrapper and embedded methods. Generally, in all selection methods an empty subset

is selected and then features that are not used before are added one-by-one from the pool

of the existing features. In filter methods, intrinsic properties of the features are selected,

based on the relevance and relationship between the features and the target class, using

uni-variate statistical analysis [161]. In wrapper methods, each subset of features is used to
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train the model using a classifier algorithm and is cross-validated to check the performance.

Optimal features are selected based on the algorithm performance by iteratively using a search

algorithm [162]. Wrapper methods are further categorized into step forward feature selection

and step backward features selection. Due to the k-fold cross-validation and huge learning

steps, wrapper methods are more computationally expensive as compared to filter methods

and take longer to select the feature from multi-dimensional data. In the proposed hybrid

method, the characteristics of both filter and wrapper methods are combined together.

In this study, filter and wrapper methods used for analysis are Chi-Square Test (Chi2),

Pearson’s Correlation Coefficient (PCorr), Mutual Information (MI), F-test, and T-test, Re-

cursive Feature Elimination using Random Forest (RFE-RF) and sequential Feature Selection

using Random Forest (RF-Imp) are used. For the last two, random forest is selected as an

induction algorithm because of its easy interpretability, low over-fitting and better predictive

performance. A brief introduction of each filter and wrapper method is given below.

• Chi-Square Test (Chi2) - Chi2 measures the deviation between the expected and ob-

served value of the feature and response key class. Based on this measured value,

it is decided if the feature is dependent on the response key class. Higher the chi2

values, higher is the dependence between feature and response class and hence feature

is selected.

• Pearson’s Correlation Coefficient (PCorr) - Pearson’s correlation coefficient measures

the degree of association between the features or between features and the response

class. It returns a co-variance matrix, which holds correlation values. A value near to

1 or -1 means high positive and negative correlation between the values and 0 means

no correlation. It should be noted that with large datasets, the correlation value near

to 0 (let’s say 0.3) might not exactly mean no correlation. Correlation measures help

in finding the classifier to be used, for example, for non-linear correlations, algorithms

like SVM, and RF would be the best choice.

• Ftest - Ftest helps in measuring the significance of each feature in the dataset with the

help of hypothesis testing. Two models - and . are created. Model - is created with
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a constant only, however, model . is created with a constant and a feature. The least-

square errors of both models are calculated and compared. The difference between

model errors helps in deciding if the feature is significant or not. Ftest shows poor

performance for non-linear relationships.

• Mutual Information (MI) - Mutual information measures the dependence of features

on the response class. If the feature and the response class are independent, then MI

will be 0, meaning, no information can be extracted about response class, if feature

is known. If the response class is a deterministic function of features, then response

class can be determined from the feature function, with MI as 1. MI works well for

non-linear relationships.

• Ttest - Ttest is another correlation test. It measures the statistical significance between

the features and the target class. It is often used in side-channel analysis to indicate

the potential leakage detection on a device by correlating the expected values with the

measured values of a cryptographic implementation.

• Recursive Feature Elimination (RFE-RF) - As the name implies, this method follows

backward brute force approach for feature selection. A model is created on an entire

feature dataset and an importance score is calculated for each feature predictor. Feature

predictors are ranked based on their score and least important predictors are removed.

Themodel is re-built and procedure is repeated again for the desired number of cycles. It

is seen that random forest works best in combination with recursive feature elimination

[163].

• Sequential Feature Selection using Random Forest (RF-Imp) - In this wrapper method,

a subset from the features set is selected and is evaluated using the chosen algorithm

(Random Forest in this case). Based on the resulting performance, the best performing

subset is selected. Step forward approach is followed in which empty pool is filled with

best performing features one-by-one. For evaluation, k-fold validation is used.
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7.4 Machine Learning based Evaluation Methodology for

ECC RNS Scalar Multiplication

For an Elliptic Curve Cryptography(ECC)-based cryptosystem, the main target of SCAs is

the scalar multiplication (SM), and more precisely in our case the scalar multiplication in

Montgomery Powering Ladder (MPL). The RNS approach introduces significant differences

in the finite field computation approach followed in each point operation [164] that impacts

the side-channel traces. Enhancing this approach, with traditional and RNSSCA countermea-

sures, makes possible SCA attacks as well as SCA assessment hard to implement. Based on

the work of [143], profiling attacks are the only SCAs that can only partially compromise an

SCA resistant RNS-ECC SM implementation (using data-dependent and location-dependent

template attacks). However, there is no indication if such RNS implementations (protected

or unprotected) can withstand potent ML-based profiled SCAs. Thus, in this paper, the tem-

plate attack approaches have been extended to utilize the pattern learning capability of the

machine learning algorithms, in order to evaluate the amount of secret information that can

be recovered. For recovering the secret key bit, the ML-based attack formulation leads to the

binary classification problem. Moreover, hybrid feature engineering techniques are proposed

to improve the attack performance. The need for a solid tailor-made methodology to access

RNS-ECC SM implementation stems from the unique characteristics of the SM under attack

combined with the fact that ML models are adapted to the problem at hand. In this paper,

such a concrete ML-based profiling SCA methodology is proposed and analyzed in detail.

Initially, we collect leakage traces following specific attack scenarios that match possible

leakage of the RNS-ECC SM implementation. Then the collected raw data are aligned and

cleared from noise using pre-processing and then are split into separate training and testing

datasets. Both datasets are separately processed using feature engineering techniques. The

reduced feature training dataset is used to train the machine learning model, and a reduced

feature testing dataset is used to test the trained model for the recovery of the scalar key bits

by predicting the key bit class. An overview of the complete methodology is given in Fig. 7.1.

The methodology is split into the following six distinct stages:



148
Machine-Learning assisted Side-Channel Attacks on RNS-based Elliptic Curve

Implementations using Hybrid Feature Engineering

1. Attack Scenario Specification: This constitutes the first stage of the methodology

plan. In this stage the possible targets on the RNS-ECC SM algorithm are identified.

More specifically, as in all SM MPL variations, the most evident information leakage

can be observed from the scalar bit depended sample difference when updating '0 or

'1 storage areas and/or the scalar bit depended trace difference when point doubling

operation is executed on '0 or '1. Following the approach, carried in [143], two

attack scenarios can be identified for ML SCAs: data-dependent attacks and location-

dependent attacks. It should be pointed out that the RNS structure of all involved

numbers (each number is split in several independent moduli) makes the power or EM

variations due to different memory storage, more complex since the point coordinates

are no longer single numbers to be handled by a big number software library (that may

lead to '0 or '1 storage in contiguous memory blocks) but, on the contrary, small

numbers that may be stored independently in memory.

2. Raw Trace Preprocessing Mechanism: The fact that RNS operations are performed

as individual, autonomous moduli operations, thus triggering execution optimizations

(parallel processing, pipelining etc.) along with the fact that the algorithm 1 RNS

ECC SM implementation has several powerful SCA countermeasures and the fact

that software implementations lead to noisy and misaligned traces, highlight the need

for a trace preprocessing stage before using them for ML model training and profile

attacking.

3. Data Splitting: At this stage, the preprocessed collected raw data are split into separate

training and testing datasets. In side-channel data analysis, the available leakage data

traces might be limited. Splitting data with 50-50 ratio might produce a very small

training dataset. Insufficient training data traces might result in over-fitted or under-

fitted model. On the other hand, having too little testing dataset might not evaluate the

trained model correctly. A trade-off value is required to train and test the model. To

cater for this real-world side-channel analysis limitation, at this state, the appropriate

data splitting is studied and the impact of different data splitting ratios for training and
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testing data and deduce the best data split ratio is determined.

4. Feature Selection and Processing: Another important aspect of machine learning

analysis is the features. Redundant features can lead to over-fitting and curse of

dimensionality, which ultimately results in an inaccurate model. At this stage, ap-

propriate feature engineering techniques and feature processing combination models

are proposed in order to choose the optimal features for ML model training. Also, a

combination of feature processing models and designed experiments are proposed in

order to test the proposed feature processing combination models.

5. MLClassification model training: At this stage, the ML classifier models are trained

using an optimal set of parameters. The machine-learning algorithms, described in

Sect. 7.3.3, are used at this stage i.e Support Vector Machines (SVM), Random Forest

(RF), Multiplayer Perceptron (MLP) and Convolutional Neural Networks (CNN). The

algorithms have been tuned to achieve the best performance.

6. Key Prediction: The final stage of the overall methodology is devoted to the usage of

the ML trained models on the trace testing set in order to evaluate the SCA resistance

of the RNS ECC SM implementation against ML profiling attacks.

In the following subsections, the methodology stages are described in more detail. Also,

we propose how each stage should be used in order to analyze and assess the ML-SCA resis-

tance of algorithm 7.3.2 with and without the presence of countermeasures. The parameter

settings used for the algorithm under study are mentioned in each stage.

7.4.1 Trace Collection Experimental Setup

All trace Datasets for the following analysis are collected by executing algorithm 7.3.2 RNS-

based ECC SM implementation (in two variants) on a BeagleBone Black that use an ARM

Cortex A8 processor operating at 1GHz. Samples were collected using EMV Langer probe

LF B-1, H Field (100KHz- 50MHz), and Lecroy Waverunner 8404M-MS with 2.5GS/sec

sampling rate.
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Figure 7.1: Machine Learning based Evaluation Methodology for RNS-ECC

The RNS-ECC SM algorithm 7.3.2 implementation was taken from a public repository

[152] and was customized according to the requirement for data collection and attack scenario

determined in the proposed methodology stages. For data collection and formatting, Matlab

R2019 and Inspector 4.12 provided byRiscurewas used [165]. Formachine learning analysis,

a Python environment with Keras and Scikit learn libraries has been used [166]. All features

selection/extraction methods have been taken from Scikit learn [167] except T-test which was

implemented in-house.

To meet computation extensive needs of machine learning algorithms, NCI (National

Computational Infrastructure) Australia high-performance supercomputing server has been

used [168].
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7.4.2 Attack Scenarios Specification

Machine Learning based Data-dependent Leakage Analysis ("!��)

In data-dependent attack scenario, the adversary can monitor the power or electromagnetic

emission (EM) fluctuations due to the processing of a different value of the 8 − Cℎ scalar

bit 48. This is reflected in processor instructions corresponding to line 9 of the ECC scalar

multiplication algorithm (Alg. 7.3.2), where performed operations depend on the value of

secret key bit 48 resulting in registers '0 and '1 updated differently. '0 contains the addition

result and '1 contains the doubling result if the scalar secret key bit 48 = 1 and in reverse

order if 48 = 0 ('1: addition, '0: doubling). Since the data determine the register that is

used and therefore causes the leakage, we refer to this analysis as “data-dependent leakage".

Such data leakages should also be observable using protected scalar bit countermeasures if

the scalar bits under attack are retrieved from a memory location in a clear view.

For the purpose of analysis, we have collected the leakages traces of the first few algorithm

7.3.2 rounds for a 233 − 18C scalar. As explained, data leakage !� is labeled as ‘1’ if the

scalar 48 =‘1’ and is labeled ‘0’ otherwise in round 8. Only one instruction was observed and

50k traces, each of 700 samples, were collected; out of which around 3k-7k were utilized

after alignment in the other stages of the proposed methodology.

Machine Learning based Location-dependent Leakage Analysis ("!!�)

In location-dependent attack scenario, key-dependent instruction leakages are exploited,

utilizing the storage structure information. More precisely, it is assumed that based on the

storage content, the leakages for a particular operation will be distinguishable. It can be

observed that in each round 8 of algorithm 7.3.2 only two operations have key-dependent

instruction; that is, addition and doubling. Both operations are performed in the same

order, irrespective of the value of the scalar key bit 48. However, the storage content differs

according to the scalar bit value. The storage register '0 is doubled when the scalar key

bit is ‘0’, otherwise '1 is doubled. Based on the fact that there is no memory address

randomization, we can exploit the vulnerability by collecting the leakage data for doubling
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operation. The data will be labeled and classified based on the content of storage registers

'0 and '1. Such memory access leakage has also been exploited for RNS-based RSA in

[169]. Papachristodoulou et al. in [143], have exploited a similar vulnerability for ECC SM

by utilizing a small sample window of 451 samples (out of 3k samples per trace) for training

and classification for template profiling SCAs. Identifying the specific samples for training

purposes requires more in-depth knowledge of the underlying system and requires a lot of

signal processing, which might be discouraging for the attacker. The work of Andrikos et

al. performed location-based attacks using machine/deep learning but those were focused

on accessing different SRAM locations and are not algorithm-specific [170]. In our work,

we have used the ML approach to classify the scalar key bit 48, exploiting the doubling

operation leakage, by using the whole trace rather than the small sample portion of 451

samples. We have achieved similar results, which proves that the machine learning attack

is realistic and practical from an attacker point of view. For the location-based analysis, we

have labeled leakage data !� as ‘0’ if '0 is doubled and labeled !� as ‘1’ if '1 is doubled.

We collected 50k traces (each of 3k samples long), out of which 14k traces are used after

stage 2 (preprocessing) of the proposed methodology

Datasets

For a detailed evaluation of an RNS-ECC SM approach against the above two ML-based

attack scenarios, all potential countermeasures that can be applied on the implementation

should be evaluated using the proposed RNS-ECC SM evaluation methodology. To achieve

that, two implementation variants of the algorithm 7.3.2 SM can be identified for each ML

attack scenario, one with all SCA countermeasures enabled (protected version) and one with

all SCA countermeasures disabled (unprotected version). In line with the above rationale,

for the evaluation of algorithm 7.3.2 the trace datasets of Table 7.1 can be identified, denoted

and collected.
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Table 7.1: Trace Dataset Categories
Name Countermeasures Notation Trace

Length
Protected Data De-
pendent Leakages

RNS LRA technique, base point
randomization, scalar randomiza-
tion countermeasure and random
RNS operation sequence

��% 700

Unprotected Data
Dependent Leakages

no countermeasure ��*% 700

Protected Location
Dependent Leakages

RNS LRA technique, base point
randomization, scalar randomiza-
tion countermeasure and random
RNS operation sequence

�!% 3000

Unprotected Lo-
cation Dependent
Leakages

no countermeasure �!*% 3000

7.4.3 Raw Trace dataset Pre-processing

Trace Alignment

Alignment plays an important role while using machine learning techniques especially on

raw leakage samples. In raw leakage samples or row instances, each data point in a particular

sample will be treated as a feature and then the feature columns are used to train the model.

Havingmisaligned featuresmight scatter the useful feature information all across the columns,

hence making it difficult for the ML classifier to learn from the scattered haphazard data.

Misalignment generally occurs due to the noise of the neighboring components in the device.

However, in some cases, noise is intentionally induced to the system as a countermeasure to

increase side-channel attack resistance. Executing a software implementation in an embedded

system operating system (as is used in this paper experimental setup) will result in trace

collection of noise that is unexpectedly added from the other processes of the operating

system. Common signal processing technique can be used in order to reduce the noise like

low pass or band pass filter. In the collected traces, the application of a low pass filter approach

was chosen. Initially, the dominant frequencies are measured using Fast Fourier Transform

(FFT), as shown in Fig. 7.2 and it is observed that the maximum energy lies between 0-

300MHz, with the highest frequency at 1GHz. Based on the observation, a low-pass filter is

applied and the resulting clear patterns are used for alignment.
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Figure 7.2: Fast Fourier (FFT) of the leakage samples

Skewed or Imbalanced Datasets

For a good performing trained model, it is imperative to have a balanced dataset. Skewed

or imbalance dataset is the one in which the traces for one class label are more than the

other. The trained model will be biased due to the dominating class and will not be able

to classify the unseen data accurately. To emulate the problem of imbalance and observe

its impact in the experimental process of the RNS-ECC SM assessment, after traces where

collected and aligned, we produced both balanced and unbalanced dataset outcomes. Datasets

��%, ��*% and �!% were almost balanced, having approximately 1050, 1500, and 3800

traces (for both 1’s and 0’s), respectively. These three datasets had ideal balanced data for

modeling. However, dataset �!*% traces were collected to be highly skewed. i.e. the

number of traces for class key bit ‘0’ was higher compared to class key bit ‘1’ (10150 and

42 traces respectively). To handle the skewness and minimize its impact, Synthetic Minority

Oversampling Technique (SMOTE) was used as it outperformed for other cryptographic

datasets [132]. SMOTE synthesizes new instances for the minority class traces and balances

the data [171].



7.4 Machine Learning based Evaluation Methodology for ECC RNS Scalar Multiplication155

7.4.4 Data Splitting and Validation Strategy

Machine learning-based side-channel attacks are based on the template attack approach. In

template attacks, two datasets are used; template and test datasets. The template dataset

(pre-defined examples) is used to train the system, and then the test (unknown) dataset is used

to evaluate the attack [136]. Similarly, in ML SCAs, the leakage data set !� is divided into

the training dataset, �)A08=, which is used to train the machine learning model and the test

�)4BC dataset. Unlike, template attacks, though, another dataset is introduced in ML analysis

known as Validation �+0; dataset. In this stage of the methodology, the above described

dataset splitting and its role is analyzed below:

• �)A08= dataset is used during the model fitting process and helps model learn the

patterns from data.

• During the evaluation, �+0; is used to fine-tune the model using model hyperparame-

ters. The model never directly learns from the validation data, but it can occasionally

see the data during the learning process. Hence it provides biased evaluation and

changes the model structure based on the validation data results.

• �)4BC dataset is completely unknown to the system and is never used in the training

process. �)4BC provides an unbiased evaluation of the model.

One of the important aspects in machine learning is to decide the dividing ratio of the

training, validation, and testing sets. The bigger the dataset, the better the trained model

will be. It becomes a huge problem, especially with the datasets having a small number

of instances (traces). To evaluate the effect of data division on secret information recovery,

in this paper, three proportions are tested. The ratios used for training and testing datasets

are 90-10%, 80-20%, and 50-50%. Datasets are shuffled before splitting for spreading the

instances in the space.

At this methodology stage analysis, we suggest in this paper, the use of k-fold cross-

validation which is a resampling procedure used for evaluation of machine learning trained

model. After the initial dataset split into two sets, i.e. training and testing, the training dataset

is further split using k-fold validation scheme into training and validation. In this validation
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procedure, data samples are split into k groups. One group is a holdout or validation dataset

and rest of the data is used for training the model. Model is fitted on the training group set

and evaluated on the holdout/validation set. This ensures that the whole dataset undergoes a

proper validation process. For the k-fold validation, 5 and 10 folds are the most recommended

values as they neither give high variance nor high bias in the resulting validation error estimate

[172]. However, high number of validation folds can lead to increased training time. This

processing time can be reduced by using an optimal number of folds, yet still achieving a

reliable trained model.

7.4.5 FeatureProcessing andEngineering: ProposedHybridApproaches

In this methodology step, we propose an analysis approach to deduce the impact of feature

selection/extraction techniques, extensively used in other machine-learning based applica-

tions, (Sec. 7.3.4) on ML classification model of RNS-based ECC dataset. Our proposed

hybrid approach combines the characteristics of the two or more feature extraction/selection

techniques to improve the learning performance and efficiency. To provide a comparison with

the application of the classical feature techniques only (which is not tested for RNS-ECC

dataset before), we have explicitly split the analysis into three sections as explained below.

• Approach A: In the first approach, features dataset is processed using the feature

selection and extraction methods as explained in Sec. 7.3.4, that is, Ftest, T-test,

Chi2, MI, P_Corr, PCA, LDA, RFE-RF, and RF-Imp. There are total �= features for

location-dependent leakages ("!!�) and data-dependent leakages ("!��). Out of

�=, �< features are selected. The selected output features are directly given as input to

the machine learning models for training.

• Approach B: In the second approach, features datasets are processed (Tier 1) using

filter methods (Ftest, T-Test, Chi2, MI, P_Corr), and the output features are further

reduced (Tier 2) using PCA and LDA dimensionality reduction techniques. For Tier

1 feature selection, �< features are selected from �= pool of features, for both "!!�

and "!��. However, for Tier 2, �> PCA components (features) are selected from
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Figure 7.3: Hybrid Feature Engineering Approaches

�< features dataset. For binary classification, LDA projects �< features onto one

dimension.

• Approach C: In the third approach, in Tier 1 features �= are ranked according to

the relevance, resulting in a subset of features consisting of �< features. In Tier 2

processing, features are further selected based on the classifier algorithm performance

using RFE-RF and RF-Imp, and are reduced to feature subset consisting of �>, for

both "!!� and "!��. The RFE-RF and RF-Imp methods recursively eliminate the

redundant features which do not contribute towards classification.

Our proposed approaches help in tackling the drawbacks of filter and wrapper methods.

In filter methods, the target response class is not involved in the selection process. To involve

the target class, the relevant uncorrelated features are selected using filter methods and are

further reduced by recursively searching through the feature pool or by using dimensionality

reduction. Moreover, directly applying the wrapper methods or the dimensionality reduction

techniques are computationally expensive due to the huge number of features in the dataset.

This approach helps in eliminating the least correlated redundant feature, thus reduces the

time required for processing, whereas preserves the overall useful information in the leakage

dataset. The graphical description of the proposed approaches is presented in Fig. 7.3.
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Table 7.2: Parameter tuning for SVM, RF, MLP and CNN
Classifier Parameter Value Range

C [0.1, 0.01, 0.5, 1.0 ]
SVM gamma [1,10,30,40,50]

kernel [Poly, Sigmoid, RBF]
Learning Rate [0.001,0.0001]

MLP Solver [adam, sgd]
Batch Size [32]

Activation Function [tanh,relu,identity,logistic]
Epochs [200]

RF Trees Depth [5,10,20,30]
Number of Trees [10,50,100,200]
Learning Rate [0.001,0.01,0.1, 0.5]

Epochs [300]
CNN Activation function [relu,selu,elu]

Optimizer [Adam, Nadam, RMSprop,Adamax]
Init Mode [uniform, normal]
Batch Size [32, 100, 400]

7.4.6 ML Model Training: Parameter Tuning

At this stage of the RNS-ECC SM evaluation methodology, the ML models are trained

using the features selected from the hybrid feature extraction process. The four classification

algorithms described in Sect. 7.3 are used to evaluate the effectiveness of the location-

dependent and data-dependent attacks and also to evaluate the performance of the features

subset, i.e. Support Vector Machines (SVM), Random Forest (RF), Multi-Layer Perceptron

(MLP) and Convolutional neural network (CNN). There are certain parameters in each

classifier algorithm, as mentioned in 7.3.3, that needs tuning. For the systematic evaluation

of RNS-ECC SM, the hyperparameters are tuned using gridsearch to obtain the best possible

trained model. The tuned hyperparameters are shown in the Table 7.2.

7.5 Results and Discussions

Manifesting the proposed methodology for the experimental process described in Sect. 7.4.1

for the RNS-ECC SM implementation of algorithm 7.3.2 as described in the previous sec-

tion, the performance of our proposed approach and its outcomes-results can be evaluated

and analyzed. There are various evaluation metrics which can be used to evaluate the perfor-

mance of machine learning models including Accuracy (Acc), Precision (specificity), Recall

(sensitivity), F1 score, Receiver Operating Characteristics (ROC), and Area Under Curve
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(AUC). For binary classification problems on balanced dataset (as is our case), accuracy is

sufficient evaluation metric. Accuracy is the ratio of correct predictions to the total number

of predictions. Hence, it exhibits the reliability of the model in a practical real-world scenario

on unseen data.

As described in Sect. 7.4.2, four datasets of protected and unprotected leakage traces are

evaluated using four machine learning classifiers. In this section, the results are presented

in four sections, for better understanding. Sect. 7.5.1 presents the classifier’s performance

on raw features, without applying any feature engineering, Sect. 7.5.2 presents results after

applying feature engineering techniques as explained in Sect. 7.4.5 approach A, Sect. 7.5.3

exhibits comparison results for Sect. 7.4.5 approach A, B and C, and Sect. 7.5.4 depicts

the affect of data splitting size. For the sets of experiments conducted in Sec. 7.5.1-7.5.3,

the models are trained with the raw traces using four classifiers, for all four datasets. For

comparative analysis with existing studies, analysis is divided into two sub-cases. In case 0,

machine learning analysis has been performed on the full length traces that is, all the trace

samples (trace length 0-699 and 0-2999 for "!�� and "!!�, respectively) are used as

features for training the model. However, in the case 1, features dataset is reduced and only

the aligned part of the traces (precisely, 550-900 for ��%, 1150-1950 for ��*%, 80-250 for

�!%, 190-250 for �!*%,) is used for training the models.

7.5.1 Classifier’s Performance on Raw features

Fig. 7.4a and 7.4b show the accuracy of the trained classifiers for the case 0 and case 1,

respectively. The plotted accuracy is achieved by tuning the hyperparameters as given in

Table 8.4. Best selected parameters are also given in Table 7.3. It can be observed that for

location-dependent attacks ("!!�) in case 0, the secret can be recovered with 94-100%

accuracy for the protected and unprotected implementations. However, for data-dependent

attacks ("!��), the best accuracy, approximately 54%, is achieved with RF. In some cases,

imbalance dataset scenarios are created and SMOTE is applied before applying machine

learning classifiers, to balance the datasets. In addition to accuracy, recall, precision, and F1

score has been closely monitored as well, which is less than 0.5 in case of CNN, but greater
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(a) Trace Dataset with all samples

(b) Trace Dataset with aligned reduced samples

Figure 7.4: Accuracy of four classifiers on raw samples without feature processing

than 0.9 for other classifiers.

It has also been observed that the complex deep learning model (CNN) did not perform

well for all the datasets, which was the expectation because datasets have a small number

of traces and large number if irrelevant features. It is expected that with a huge dataset,

the performance, using complex networks like CNN might improve, but the collection of

the huge dataset and high computational cost, might be highly discouraging for the attacker.

Scope of this study is to analyze the affect of limited size datasets with computationally

efficient classifiers. It has also been noticed that a simple neural network like MLP gives

good accuracy if complete trace length is used, however, it cannot classify the target key bit

(accuracy around 53%) with the reduced trace length, for case 1. This shows that an amount

of useful information is contained in the unaligned portion of the trace as well.
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Due to the inherent design capability of dealing with redundant features, in both SVM and

RF, reducing the features per trace does not affect the classification accuracy. RF, by design,

constructs unpruned trees and removes the unnecessary redundant features during the training

process, hence produces an efficient model without using any feature engineering technique.

In SVM, Radial Bias Function (RBF) kernel transforms the data and creates new features that

are separable in high dimensional space so by design it retains the most contributing features

and eliminates unnecessary ones. It appears that the RNS-ECC SM location-based leakage

is linearly separable in higher dimension space. However, this is not the case with RNS-ECC

SM data-dependent leakages.

To analyze the possibility of under-fitting and over-fitting, training, validation and testing

accuracy, all are closely monitored in all cases. For SVM with RBF, it is observed that lower

values of parameter ’C’ and higher values of parameter ’gamma’ provide the best results. The

validation curve for gamma parameter tuning is given in Fig. 7.5. For RF, 50 and 100, trees

along with varying tree depth of 5-20 present good results. For MLP, batch size 32, activation

function ’relu’ and optimizer ’adam’ give the best results for "!!� analysis. However, for

"!�� analysis, activation function ’tanh’ and optimizer ’sgd’ and ’adam’ provide the best

results for protected and unprotected leakage datasets, respectively.

Given the above results, a comparison between ML analysis and the state-of-the-art

template attack results (based on the perceived information (PI)) on RNS-ECC SM imple-

mentation, can be made. For template attacks, PI utilizes practical leakages to estimate the

Probability Density Function (PDF) of the algorithm 7.3.2 implementation. Steps explained

in [173], are followed to estimate the PI of RNS implementation leakages from BeagleBone.

First profiling traces are collected to estimate the leakage model and then PI is estimated for

the actual test leakages from the chip. The leakage model is estimated based on profiling

traces and then PI is estimated for the collected test traces. The estimation and assumption

errors are calculated to evaluate the attacking model. It is observed that machine learning

performs better than the template profiling attacks on the RNS-ECC SM implementation

datasets. For template attacks, the classification success rate for the location-based attacks is

87-99% for unprotected implementation and for implementations with one countermeasures
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Table 7.3: Best parameters for SVM, RF, MLP and CNN
DataSet Classifier Feature No Parameters

SVM All C: 1.0, gamma: 40, kernel: rbf
MLP All activation: relu, batch_size: 32, solver:adam
RF All max_depth: 20, n estimators: 100
CNN All Act: Relu, Optimizer: Adam, Learning_Rate:0.001

�!% SVM Reduced C: 0.1, gamma: 40, kernel: poly
MLP Reduced activation: relu, ’batch_size: 32, solver: adam
RF Reduced max_depth: 30, n_estimators: 50
CNN Reduced Act: Relu, Optimizer: Adam, Learning Rate:0.001
SVM All C: 0.1, gamma: 1, kernel: rbf
MLP All activation: relu, batch_size: 32, solver: adam
RF All max_depth: 5, n estimators: 50
CNN All Act: Relu, Optimizer: Adam, Learning Rate:0.001

�!*% SVM Reduced C: 0.01, gamma: 10, kernel: poly
MLP Reduced activation:relu, batch_size: 32, solver: adam
RF Reduced max_depth: 5, n_estimators: 10
CNN Reduced Act: Relu, Optimizer: Adam, Learning Rate:0.001
SVM All C: 0.5, gamma: 50, kernel: rbf
MLP All activation: logistic, batch_size: 32, solver: sgd
RF All max_depth: 20, n estimators: 100
CNN All Act: Relu, Optimizer: Adam, Learning_Rate:0.001

��% SVM Reduced C: 0.5, gamma: 10, kernel: rbf
MLP Reduced activation: tanh, batch_size: 32, solver: adam
RF Reduced max_depth: 20, n_estimators: 10
CNN Reduced Act: Relu, Optimizer: Adam, Learning Rate:0.001
SVM All C: 0.5, gamma: 1, kernel: sigmoid
MLP All activation: tanh, batch_size: 32, solver: sgd
RF All max_depth: 20, n estimators: 100
CNN All Act: Relu, Optimizer: Adam, Learning Rate:0.001

��*% SVM Reduced C: 0.5, gamma: 1, kernel: rbf
MLP Reduced activation: logistic, batch_size: 32, solver: adam
RF Reduced max_depth: 10, n_estimators: 10
CNN Reduced Act: Relu, Optimizer: Adam, Learning Rate:0.001

activated. When a combination of countermeasures is used, then this percentage falls to

70-83%. For machine learning analysis the classification accuracy is 95% and 99.5% for

protected (�!%) and unprotected (�!*%) RNS-ECC SM implementations, respectively. In

[143], template attack on RNS-ECC implementation is successful only if the specific sample

window from each trace is selected for training. However, in machine learning-based side-

channel attack, the model trained with the complete trace length gives equal or better results.

Isolating and selecting the aligned part only for the training phase, might not be an easy

task for an attacker thus making the template attack difficult. However, it is more convenient

to train with the complete raw trace, which implies that machine learning attacks are less

complex from an attacker perspective.
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!h

Figure 7.5: Gamma Parameter Tuning

7.5.2 Impact of Feature Engineering

In this section of experimental analysis, advance feature engineering techniques, based on

wrapper and filter methods as explained in Sect. 7.4.5 approach A, are applied to analyze

the impact of feature reduction on the trained model performance. �= = 50 features have

been selected from the full length (features �< = 3: and �< = 700 respectively) and reduced

length (varying numbers of features depending upon the aligned portion) traces, except T-

test. For T-test threshold is set to 0.5 and the resultant 1299 features are selected for further

analysis. Results for SVM trainedmodel on RNS-ECC protected datasets ("!!�) are shown

in Fig. 7.6.

The purpose of applying feature engineering techniques is to find the optimal numbers

of features for the bias-variance trade-off. Variance in machine learning is the type of error

that occurs due to the model’s sensitivity to small fluctuations in the training dataset. High
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(a) Trace Dataset with all samples

(b) Trace Dataset with aligned reduced samples

Figure 7.6: Performance comparison for "!!� using SVM with feature extraction/selection
techniques

variance leads to over-fitting as the model might learn from the noise in the data. Bias, on

the other hand, is the type of error that occurs due to erroneous assumptions in the learning

algorithm. High bias leads to under-fitting as a model might miss relevant information

between features and the target key class. Both the errors are inter-linked, minimizing one

error will increase the other one. Neural nets (high capacity models) can lead to high variance

problems as they might learn from the noise in the data. Regularization, early stopping, and

drop-out has been used to avoid the problem in our evaluation. For RF, pruning deals with the

above issues, so feature engineering is not required. However, for SVM finding an optimal
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number of features will improve the model’s accuracy.

In the case of RNS-ECC datasets, there is a higher bias than a variance. When PCA is

applied, the variance is increased thus bias is reduced. Usually, the variance is increased to

a level so that the model doesn’t overfit. The suitable variance threshold (with classification

accuracy 100%) is achieved when a number of features are selected to be �< = 50 for PCA.

For case 0, model performance stays same or has improved by using Ttest, RF-Imp, PCA

and LDA. For case 1, improvement is observed for RF-Imp and PCA. However, performance

decreases when analysis is performed after reducing features using LDA. LDA uses classifier

and fails to extract the relevant features as some of the information, required to identify

the relationship between the target class and the feature dataset, is lost while the traces are

trimmed during alignment process.

7.5.3 Hybrid Feature Selection Techniques

In this section, comparative analysis is performed, based on the evaluation results of the hybrid

approaches of the proposed methodology on "!!�, as explained in Sect. 7.4.5 approach B

and C. For all hybrid methods, feature selection filter methods have been applied to reduce

the bias in the input data by selecting the independent 5= = 300 features from the complete

pool of the features 5< = 3: ("!!�) and 5< = 700 ("!��) and then only 5> = 50 features

are selected from the reduced pool of features using extraction techniques, for both case 0

and case 1.

For case 0 ( Fig. 7.7a), T-test gives best results using approach A and B. Generally, the

trend is seen that the combination of feature selection using filter method with the recursive

feature elimination, reduces the model accuracy. One of the reasons could be that features

are highly correlated with each other rather than with the target class. Approach 2 with

PCA returns the accuracy greater than 80%. For Ftest, MI, and Chi2, there is an increase

of 13-30% in the resultant accuracy using hybrid approach C. For case 1, some of hybrid

methods have shown improvement in accuracy as compared to the Fig. 7.4b.
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(a) Trace Dataset with all samples

(b) Trace Dataset with aligned reduced samples

Figure 7.7: Performance comparison of hybrid feature processing approaches

7.5.4 Impact of Data Splitting Size

In this analysis phase, we have performed quantitative analysis, as described in Sect. 7.4.4.

For analysis, out of the best performing feature selection techniques (having accuracy greater

than 95%), we have chosen one randomly (i.e. PCA on protected dataset ��%) to further

investigate the impact of varying data splitting ratios for RNS ECC Dataset. It can be seen

that the best results are obtained with data splitting ratio of 90:10 for training and testing data.

In [133], for symmetric ciphers, in total 60,000 instances are used for training and testing,

out of which 50,000 are for training and 10,000 are for testing. As expected, the huge set of

traces is ideal for training with deep learning algorithms like CNN. However, the required

training time in this case will be high too. In this study, we have evaluated the effect of having

a small number of traces useful of key retrieval. We have seen that location dependent attack
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(a) Trace Dataset with all samples

(b) Trace Dataset with aligned samples only

Figure 7.8: Impact of Data Splitting Size on Model Accuracy

is successful in recovering the key with few traces in less time using validation folds as low

as 3.

7.6 Conclusion

In this paper, we have presented the evaluation methodology of machine learning-based

side-channel attacks on an elliptic curve RNS-based scalar multiplier implementation with

and without RNS and traditional SCA countermeasures. Each stage of the methodology was

described along with a practical experimental realization. A detailed analysis of the RNS-

ECC SM implementation proposed methodology results was also provided in four different

phases of analysis. Comparison has been provided with the state-of-the-art template attacks



168
Machine-Learning assisted Side-Channel Attacks on RNS-based Elliptic Curve

Implementations using Hybrid Feature Engineering

on the RNS-ECC balanced and imbalanced datasets. It can be concluded that the machine

learning-based side-channel attacks require less prepossessing and give better performance

results for location-based profiling attacks, hence, leading to a time-efficient realistic attack

scenario. The secret key can be recovered from unprotected and protected RNS ECC SM

implementations, using location-based attack, with 99% and 95% accuracy, respectively.

The impact of advance feature engineering techniques has been analyzed using feature

extraction and feature selection methods. Moreover, several hybrid approaches were also

evaluated. It has been observed that PCA, LDA, T-test, RF-based feature selection provides

improved accuracy results.

We have also evaluated the effect of training the model with the small dataset, that

is dataset containing reduced aligned samples only, to classify RNS-ECC key bits using

machine-learning based side-channel attacks. We have observed that for location based

attacks, SVM and RF can successfully distinguish the scalar key bit with more than 95%

accuracy for both full length and reduced length aligned trace datasets. Trace sample window

does not affect the classification results using SVMandRF, due to their inherent characteristics

of eliminating redundant features during the training process. However, MLP can distinguish

and classify the scalar key bit correctly only if the full trace length dataset is used. If the

reduced trace, based on the aligned part, is used for training an MLP network, then some

useful information is lost during alignment process and the model fails to classify the scalar

key bit. This reduces the complexity of the attack and increase the attack success rate in

real world scenario. RNS-ECC implementations showed resistance against Machine-learning

based data dependent attacks.

Machine-learning based side-channel attacks on PKC provide a realistic efficient attack

scenario to recover the secret information as they require less pre-processing compared to

template attacks on RNS ECC implementations.



Chapter 8

Improved Hybrid Approach for

Side-Channel Analysis using Efficient

Convolutional Neural Network and

Dimensionality Reduction

This chapter is an adapted version of a published article (Publication VI). This chapter

addresses the concern of requirement of huge datasets for successful deep learning-based

side-channel attacks (DL-SCA). The existing DL-SCA are applied on datasets consisting

of around 60,000 traces while each trace consisting of 700-1500 samples. The number of

instances in target classes directly affects the system’s capability to determine the pattern

between the secret key and the leakage data. With more instances for all the target classes, a

better pattern can be learnt. Moreover, in certain cases, the sampling frequency during leakage

data acquisition is set to high to capture the small details about the sensitive information.

if the number of instances are low with high samples per traces (lets say more than 35k),

then machine learning models perform poorly on raw data. In this scenario a better model is

required. This chapter presents a deep learning CNN-based architecture which utilizes the

dimensionality reduction and class imbalance techniques for improving the efficiency and

performance. In previous chapters, for asymmetric ECC, two algorithms always-double-and-

add and Montgomery Powering Ladder (for RNS) side-channel leakages are analyzed for

NIST SECP256K1 curve and Edward curve. However, in this chapter the presented model

is evaluated on ECC Montgomery Power Ladder (MPL) protected (BEC) and unprotected
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implementation leakage datasets which have low instance-feature ratio. A comparative

analysis is provided to assess the presented model by analyzing the impact of dimensionality

reduction and class imbalance alone and by comparing the performance results with the

existing complex models.

8.1 Abstract

Deep learning-based side channel attacks are burgeoning due to their better efficiency and

performance, suppressing the traditional side-channel analysis. To launch the successful

attack on a particular public key cryptographic (PKC) algorithm, a large number of samples

per trace might need to be acquired to capture all the minor useful details from the leakage

information, which increases the number of features per instance. The decreased instance-

feature ratio increases the computational complexity of the deep learning-based attacks,

limiting the attack efficiency. Moreover, data class imbalance can be a hindrance in accurate

model training, leading to an accuracy paradox. We propose an efficient Convolutional

Neural Network (CNN) based approach in which the dimensionality of the large leakage

dataset is reduced, and then the data is processed using the proposed CNN based model. In

the proposed model, the optimal number of convolutional blocks is used to build powerful

features extractors within the cost limit. We have also analyzed and presented the impact

of using the Synthetic Minority Over-sampling Technique (SMOTE) on the proposed model

performance. We propose that a data-balancing step should be mandatory for analysis in

the side channel attack scenario. We have also provided a performance-based comparative

analysis between proposed and existing deep learning models for unprotected and protected

Elliptic curve (ECC) Montgomery Power ladder implementations. The reduced network

complexity, together with an improved attack efficiency, promote the proposed approach to

be effectively used for side-channel attacks.
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8.2 Introduction

Embedded device security in the internet of things (IoT) based systems is of paramount

importance, and security measures should be integrated at the design level [33]. Public Key

(asymmetric key) algorithms like Elliptic Curve Cryptography (ECC) are recommended for

such resource-constraint environments [106–110]. These algorithms are theoretically and

mathematically secure, but their weak implementations can lead to security breaches through

side channel attacks. Side channel attacks can exploit the secure algorithm implementations

by analyzing the side-channel leakages, including power signals, electromagnetic emanations,

timing information, etc. [75, 134, 135, 174]. Traditionally, profiled-based template attacks are

considered one of the strongest side-channel practical attacks. In these attacks, the adversary

has access to the open copy of the target device [136]. Successful practical template side-

channel attack designs have been proposed over the past decade [175]. Machine learning (ML)

analysis has been proposed as a mechanism to improve the side-channel attacks due to the

similarities between template attacks and machine learning-based data analysis [20, 70, 137].

Elliptic Curve Cryptography (ECC) based public-key algorithms are the preferred choice

for authentication, digital signatures, certificates etc. in the resource-constraint environments

due to their efficient processing and small key size [106–110]. ECC algorithms are mathe-

matically secure but their weak implementations can introducemany exploitable side-channel

attack vulnerabilities. Machine Learning attacks have been extensively performed and studied

for side channel leakages from symmetric key algorithms (for example Advanced Encryption

Algorithm, AES). However, very limited analysis exists for the asymmetric key-based public-

key algorithms like RSA and Elliptic Curve Cryptography (ECC) [125] [126]. Some of

these attacks use simple machine learning algorithms (including Random Forest or Support

Vector Machine) [126]; however, deep learning (DL) techniques seem more promising for

side channel analysis due to the noisy nature of the side channel leakage signals.

Additionally, in most of the scenarios side channel leakages are misaligned, and require

pre-processing to exploit the leakages for recovering the secret information, which can be

a tedious and possibly discouraging task for an attacker. Convolutional Neural Network

(ConvNet) based deep learning technique constitutes an ideal candidate for eliminating the
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leakage traces’ excessive noise. More specifically, the convolutional layer in ConvNet reduces

the leakage trace samples by extracting and learning from only essential features by assigning

weights and eliminating noise. Cagli et al. have proposed to use ConvNets for side-channel

attacks and have shown successful results on data, for symmetric algorithm implementations,

without requiring any pre-processing or alignment [23]. Kim et al. have shown the impact

of adding noise to existing samples, which helps recover the secret information with reduced

samples [73].

Furthermore, selecting important features or points of interest is crucial while launching

side-channel attacks. Traditionally, various methods are proposed to select POIs [119].

Recently, Picek et al. and Mukhtar et al. have proposed feature engineering techniques to

achieve optimal results by analyzing the impact of using the feature engineering techniques

on side-channel leakages and processing them further by using machine learning classifiers

[139] [176].

However, using ConvNets for side channel analysis still suffers from several problems.

Firstly, ConvNets require a huge amount of traces/instances to extract sensitive information

from the side channel leakages. This requirement becomes more exacting in complex cryp-

tography algorithm implementations (like public-key cryptography algorithms), where the

high sampling frequency is needed to ensure that enough leakage information is acquired.

Hence, generating an enormous leakage dataset that is processed further to recover the se-

cret information by utilizing the deep learning classifiers’ pattern recognition capability, as

proposed by various studies without applying any pre-processing or alignment on the data

[73] [133]. This removes the need to use any pre-processing at a considerable computational

complexity cost. The huge datasets lead to increased computational complexity and hard-

ware resource usage of the deep learning based side channel attacks which, in turn, leads

to substantial time to train the model and launch the attack. In several security scenarios

where the secret information’s life span is important, this delay in retrieving the secret might

be unacceptable. One possible solution in such scenarios is to reduce the input dataset size

by using feature extraction techniques. In non Machine Learning (classical) side channel

analysis, principal component analysis (PCA) has been proposed as a pre-processing step
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to select the important features [155]. For machine learning-based side-channel attacks,

Golder et al. have presented results for using PCA as a pre-processing step for classification

using ML on symmetric ciphers [156]. However, all the existing machine learning-based

side channel analysis with PCA pre-processing are applied to symmetric cipher datasets, and

no substantial work has been done on public-key cryptosystems. Moreover, the number of

samples (or features) per instance is generally small (ranging from 400 - 6000) in the existing

studies [73, 133]. However, in the presented case of an asymmetric cipher, the number of

samples per trace/instance is very large (33000 precisely).

Secondly, another aspect that can create problem while training side-channel leakages

with the deep learning algorithms is the amount of data instances/traces per target class. If

class data is highly imbalanced, it can hinder accurate modeling by giving rise to an accuracy

paradox. Traditionally, there are data-level and algorithm-level data balancing techniques that

can balance the target classes and improve the trained model performance [171] [177]. Picek

et al. have recommended using the Synthetic Minority Over-sampling Technique (SMOTE)

to balance data, based on the experimental findings for symmetric-key algorithm leakage

information [132]. However, there is no analysis using SMOTE for side channel leakages of

the public-key cryptography algorithm implementations.

Contributions - In this paper, we provide solutions to the above problems and offer

a thorough study for performing ConvNet based deep learning side channel attacks on El-

liptic Curve Cryptography scheme implementations, efficiently. We propose a hybrid deep

learning-based attack methodology and an analysis framework to improve the side-channel

attacks on imbalanced leakage datasets by using the combination of dimensionality reduc-

tion and class imbalance techniques along with the proposed simple Convnet model. The

optimal number of convolutional blocks are used to build the powerful features extractor

within the cost limit. The proposed efficient ConvNet-based approach has been evaluated

for both protected and unprotected ECC scalar multiplication Montgomery Power Ladder

(MPL) implementations. High sampling frequency was used during the data collection pro-

cess to fully capture the side channel leakage of the public-key ECC implementations. Thus,

33000 samples per trace for analysis were collected, resulting in a massive dataset with a low
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instance-feature ratio. To handle the high computational complexity of the attack due to this

massive dataset, we proposed a time-efficient model for analyzing public-key cryptographic

(PKC) schemes (ECC), based on the dimensionality reduction. Moreover, in line with the

findings for symmetric ciphers, to solve the imbalance problem in traces per class, we have

analyzed SMOTE’s impact on the public-key ECC implementations using our proposed at-

tack architecture. Based on the findings, it is determined that the data balancing should be

included as a mandatory step for a reliable attack model for public-key cryptosystem. Our

proposed method enables the network to train much faster with better performance than the

existing state-of-the-art methods, as shown by our performed comparative analysis between

the proposed and other traditional existing models.

The rest of the paper is organized as follows. Section 8.3 provides some background

information and briefs the techniques and models used in this study. Section 8.4 explains

the implementation approach and introduced countermeasures of the PKC algorithm under

analysis. Section 10.4 describes the proposed methodology and analysis framework. Section

8.6, explains the experimental setup. Section 8.7 presents the results and discussions on both

(protected and unprotected) ECC dataset using proposed ConvNet architecture with PCA and

SMOTE. Section 10.7 concludes the paper.

8.3 Background and Preliminaries

Assuming % is a point on the Elliptic Curve � (�) defined over a finite field 1 � then this

point is characterized by its coefficients G, H i.e. % : (G, H) where G, H ∈ �. Scalar multipli-

cation (SM) i.e., 4 · %, where 4 is an integer, is the main operation used in Elliptic Curve

Cryptography, and it has been widely studied for its side channel attack resistance. SM

relies on the repetition of many point addition and point doubling operations that themselves

are implemented using finite field arithmetic operation like modular addition, subtraction,

inversion, and multiplication (in �� (?) or �� (2: )). Since modular inversion is a computa-

tionally complex operation, most designers exchange it with several modular multiplications

1In cryptography, prime finite fields, GF(p), and Binary extension fields, �� (2: ), are used
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and addition/subtractions by transforming the Elliptic Curve and its points from the affine

coordinate domain to the projective coordinate domain [178]. In the projective coordinates

domain, each point is represented by three coordinates i.e % : (- : . : /) where -,., / ∈ �.

8.3.1 Side Channel Attacks

Traditional algorithms implementing SM (e.g., double-and-add algorithm) have serious im-

balances associated with the value of each bit of the secret scalar (4); thus strong association

of SM computation can be made with the secret scalar been processed. There is a broad

range of SM focused SCA attacks both simple and advanced or horizontal and vertical [179]

[180] and [181].

Simple SCAs can be easily mounted in the double-and-add algorithmic approach followed

in SM and are typically horizontal type of attacks i.e., they can be mounted using a single

leakage trace that is processed in time. Such simple SCAs can be easily countered by using

highly regular SM algorithms i.e. algorithms in which each round’s operations are unrelated

to the scalar bit that they are processing (e.gDouble and alwaysAdd algorithmorMontgomery

Power Ladder (MPL)[182]). However, there are a series of SCAs, known as comparative

SCAs (focused initially on Power attacks (PAs) but also extended to Electromagnetic emission

(EM) attack) that still manage to overcome the above regularity by manipulating the base

point input of the SM (doubling attack (collision-based attack) [183] and its variants [184] or

the chosen plain text attack in [185] (also known as 2-Torsion Attack (2-TorA) for ECC).

There are, however, more advanced attacks (advanced SCAs) on EC SM both of vertical

and horizontal nature (where the attack needs many traces or a single trace, respectively).

Differential Attacks (DSCA), originally proposed by Kocher in [186] for power consumption

leakage, is the most widely known such attack. These attacks appear in many variations based

on the used hypothesis distinguishers, leading to sophisticated DSCAs like Correlation SCA

(requiring less traces to reveal the secret than DSCA) [187] and collision correlation attack

[188] [189] [190]. These attacks are possible even when a single trace is available (horizontal

attacks) [191] or the Horizontal Collision Correlation attack (HCCA) [181], [180].

Whitnall et al. [192] suggest that there are considerably more potent SCAs than DSCAs,
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known as profiling attacks. Such attacks rely on a profiling phase on the device under attack.

In the profiling phase, an attacker identifies the leaking operation (Point of Interest, PoI) and

produces all possible different states of this operation by feeding the device with all possible

secret key value inputs (e.g., one byte or one bit). These states are statistically analyzed

to create an identifiable profile for each secret key value. An attack phase then follows

where the attacker targets a device with an unknown secret scalar and collects PoI leakage

traces for various inputs using the same trace collection mechanism and parameters as in

the previous phase. Using the profile and some discriminator, the attacker tries to identify

the appropriate leakage trace from the profile that has a high probability of matching the

unknown secret leakages and retrieves the secret. The most common type of such profiling

attacks are template and online template attacks (TA) [175] [87] [193].

The concept of profiling a device to create a leakage model based on labeled leakage

traces has been explored further by researchers using ML techniques for creating a profile.

Using ML, the attacker does not need to create a perfect leakage model but rather lets

an ML algorithm be trained with a non-exhaustive series of leakage traces (that can be

associated/labeled to some, instead of all, secret block values). As the leakage noise increases

(possibly also due to masking or hiding countermeasures), the ML profiling approach tents

to provide better results as compared to traditional attacks [20].

8.3.2 Montgomery Ladder Algorithm and Countermeasures

Given the above analysis, an EC SM implementation should include appropriate countermea-

sures to be protected against a broad range of attacks. Profiling SCAs, as various researchers

highlighted, [193] [175] [194], can overcome several existing countermeasures, indicating

the need for a more sophisticated randomization throughout the whole computation flow of

the scalar multiplication algorithm.

One of the most popular such variations of secure scalar multiplication algorithms is the

Montgomery Power Ladder (MPL) algorithm. As seen in Algorithm 1, it has strong regularity

in each round of operations (step 2 of Algorithm 1) and minimal interference from the secret

scalar bit value. This MPL regularity is manifested by the constant number of identical point
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operations performed in each scalar round regardless of the corresponding secret scalar bit

[182] and prohibits an attacker from performing simple horizontal and vertical SCAs. Apart

from that, MPL favors parallelism since step 2a or step 2b operations (point addition ('0+'1)

and point doubling (2'0 or 2'1)) can be performed in parallel. Apart from the performance

benefit that such a feature offers, it can potentially scramble side channel signals to identify

each one of those two operations that can become difficult for an attacker. However, the

MPL algorithm still leaks some information about the scalar bit since the outcome of point

addition and point doubling in each MPL round is stored in the different storage area (eg.

registers) depending on the processed scalar bit value. For example point doubling result is

stored in '0 when 48 = 0 and in '1 otherwise. This subtle irregularity can be identified and

exploited using profiling SCAs (e.g., template SCAs and ML SCAs) to retrieve the secret

scalar 4 [194].

Algorithm 1. Simple SCA resistant MPL
algorithm
Input: % : EC base point ∈ �� (�),
4 = (4C−1, 4C−2, ...40) ∈ �� (2: )
Output: 4 · %
1. '0 = O, '1 = %
2. For 8 = C − 1 to 0

If (48 = 0) then
(a) '1 = '0 + '1, '0 = 2 · '0
else
(b) '0 = '0 + '1, '1 = 2 · '1
end if

3. Return '0

To remedy the MPL SCA problems, SCA countermeasures fitting into two different

categories can be used, leakage hiding or leakage masking [195] [196]. In the hiding

approach, appropriate measures are included in SM computation flow so that the leakage

of point addition/doubling operation or storage area is made indistinguishable from random

noise. To achieve that algorithmically within the EC SMwe can introduce dummy operations

in the computation flow or modify the algorithm, so traces of one MPL operation are very

similar from traces of another operation (or their result storage process). Since MPL favors

parallelism that enables a designer to merge operations in time (more than one point operation
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is processed in each time frame), hiding can be achieved by scrabbling the operation traces

at the same time frame.

Masking aims at disassociating the sensitive information from the leakage trace. This

approach relies on some form of randomization (additive or multiplicative) on the sensitive

information associated with a leaky MPL point or storage operation. As originally proposed

by Coron in [197] and later extended and adapted by various other researchers [196] EC SM

masking techniques aim to randomize the EC multiplication secret scalar (4), the input point

% (base point blinding), or the input point’s projective coordinates (-,., /). The most easily

applicable are the first and the last (scalar blinding and projective coordinate blinding) since

the point blinding technique requires the introduction and storage of a random point in each

scalar multiplication [25].

8.3.3 Data Imbalance Technique - SMOTE

Data imbalance, meaning the number of instances of each class is not equal, leads to mis-

classification and can give rise to an accuracy paradox. In application domains of machine

learning, there are various techniques to handle imbalance classes for accurate modeling.

One of the techniques to address the class imbalance issue is to modify the input training

data distribution to decrease the imbalance ratio of the target classes. There is no guarantee

to have an equal amount of leakage bit information in side-channel leakage data, especially

in multi-class classification problems. In this research, we have studied SMOTE’s effect on

improving the secret data recovery attack efficiency.

Generally, for imbalance datasets, under-sampling and over-sampling techniques are used.

In under-sampling, majority class data instances are removed to bring it to the minority class

level. In over-sampling, more samples are added for the minority class instances. Under-

sampling discards data, which might contain important information required for accurate

classification. On the other hand, over-sampling increases computation time and can cause

over-fitting. To address these issues, numerous intelligent under-sampling and over-sampling

techniques have been introduced to preserve sensitive information. Kubat et al. have presented

a method for removing noise and redundant data from the majority class using one-sided
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selection [198]. Algorithms based on K-nearest neighbors (K-NN) classifiers are proposed to

remove the majority samples based on their distance from minority samples [199]. Among

all sampling techniques, the over-sampling technique of SMOTE is the most popular one.

SMOTE generates artificial samples for the minority class synthetically, using minority

samples and their minority neighbors [171]. Picek et al. presented results for SMOTE’s

performance on the side channel leakages from symmetric ciphers [132].

8.3.4 Principal Component Analysis

In the principal component analysis, the dimensionality of data is reduced to increase inter-

pretability. It uses an orthogonal linear transformation to re-position the data onto a new

coordinate system, and a new reduced smaller feature dataset is formed based on the existing

feature space [158]. The feature that explains the maximum amount of variance is posi-

tioned at the new dataset’s first location. PCA helps discard the features that capture similar

information and thus aids in creating a more parsimonious model.

8.3.5 Convolutional Neural Networks

CNN is a deep learning algorithm that takes input signals data and learns the differentiating

aspects of the target class by assigning weights and importance. Generally, CNN consists

of convolutional layers, a flatten layer, a pooling layer, and fully connected layers [72, 200].

Activation functions are used in each layer to deal with the non-linearity. The convolutional

layer performs convolution on the input features, using filters/kernel to recognize the data’s

patterns. This filter hovers over the complete data trace from left to right, based on the set

stride, and reduces the input features dimensionality by convolution. Generally, dimension-

ality can be reduced or stays the same depending upon the padding being used. For this layer,

kernel and stride are the hyperparameters which can be tuned further to obtain a good per-

forming model. The pooling layer is an approach to reduce the sample size by downsampling

the features from the feature map by summarizing features in patched regions. The intuition

of using a pooling layer is to select a dominating feature from a particular layer in a particular

region. If the feature is not dominating, then the resulting value will be small and will wear
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out with further pooling in the next layer. Hence, it helps in reducing the computational

complexity, combats over-fitting, and encourages translational invariance. It takes a filter,

but instead of applying convolution, it either takes the maximum value from the feature map

region or takes the average. Based on this, there are two main widely used pooling methods;

max-pooling and average pooling. A combination of the convolutional layer and pooling

layer forms a pair i-th layer in a neural network architecture. The number of such layers can

be increased to capture the minor low-level details. Increased convolutional layers enhance

the overall model’s computational complexity, which takes a longer time in training. The

existing proposed architectures for side-channel analysis are complex, consisting of numerous

layers with a large number of filters [23, 73]. We have selected one such complex ConvNet

architecture for comparison in this study. The existing architecture has been evaluated for

AES leakages. However, we have tested the same network for ECC leakage data, and then

we have presented results by evaluating with our proposed architecture.

8.4 Hardware Design and Implementations

As a target of the proposed deep learning side channel attacks, two EC SM hardware imple-

mentations of Binary Edwards curves (BEC) on �� (2: ) has been chosen, based on the work

of Fournaris et al. in [25]. Both implementations have the BEC intrinsic protection against

SSCAs2, use the MPL algorithm described as Algorithm 1 and exploit the parallelism in step

2a or 2b of the algorithm in order to achieve efficiency and side channel attack resistance.

In [25], point addition and point doubling operation are decomposed in their basic finite

field operations, as shown in Table 8.1, and those operations are examined for their data

dependability. Those operations that are data-independent (they do not rely on the result of

some other finite field operation) are grouped in stages to be computed in parallel using some

constrained number of parallel processing elements. In the architecture design of [25], three

modular multiplier processing elements and three modular adder processing elements are

used, operating in parallel, thus producing 11 parallel stages of grouped finite field operations

2They offer completeness and uniformity
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(shown in Table 8.2.

Table 8.1: Point Operations Partial Results [25]
Point Addition Point Doubling
(-3 : .3 : /3) = (-1 : .1 :
/1) + (-2 : .2 : /2)

(-3� : .3� : /3�) =

2(-1 : .1 : /1)
� = -1 · -2 �� = -1 · -1
� = .1 ·.2 �� = .1 ·.1
� = /1 · /2 �� = /1 · /1
� = 31 ·� �� = �� · ��
� = � ·� �� = �� · ��
� = 3131 · � �� = �� · ��
�1 = -1 + /1 �� = �� · ��
�2 = -2 + /2 �! = �� · ��
� = �1 ·�2 �� = 31 · �!
�1 = .1 + /1 �� = �� + ��
�2 = .2 + /2 �$ = 32 · ��
� = �1 · �2 �" = �� + ��
� = � +� �� = 3132 · �"
� = � + � � = �� + �$
 1 = -1 +.1 �!1 = �� + ��
 2 = -2 +.2 �!2 = �� + ��
 =  1 ·  2 �!3 = �� + ��
! = 31 ·  �-3 = �!2 + � 
*1 =  + � �.3 = �!3 + � 
*2 = � +� �/3 = �!1 + ��
*3 =*1 +*2
*4 = ! ·*3
*5 = � +*4
* = � ·*5
+1 = � · �
+2 = � · �
+3 = 31 · �
+4 = +1 + +2
+5 = +3 + +4
+6 = ! · +5
+7 = � · �
+8 = +7 + +6
+ = /3 + +8
"1 = � + �
#1 = � + �
$1 = "1 · #1
"2 = � + �
#2 = � + �
$2 = "2 · #2
%1 = � ·$1
%2 = � ·$2
-3 = + + %1
.3 = + + %2
/3 =*

As can be observed in Table 8.2, the parallel finite field operations provided in each stage

are not associated with only one point operation (point addition or point doubling) from

Table 8.1 of an MPL round. This scrabbling mechanism can potentially prohibit identifying

the performed point operation and/or storage since both point addition and doubling are

performed in parallel using the same structural blocks (processing elements). The storage

pattern (meaning, which intermediate results are stored in which register) is very similar in

every round except some multiplexer units at the end of the computation, as described in

[25]. This approach was designed to provide resistance against advanced SCAs and template
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attacks. However, by performing a Welch’s t-test 3, in [25], the authors discover that there

is still non-trivial leakage of the secret scalar key during the SM computation. So, while the

computation processing in eachMPL round (all stages) and its storage pattern is fairly regular

regardless of the secret scalar bit, there are still indications that some attack could potentially

succeed in recovering the secret scalar key. In this paper, given the above remark, we use

the proposed DL/ML attack methodology on an implementation ( denoted as unprotected

implementation) that is produced through the above-described process.

To solve the above-described leakage issue, in [25], a mechanism based on random

operations is introduced in the parallel stages tomask the values stored in the implementations’

registers. Using a random number generator integrated in the hardware implementation, a

random value A is generated in each MPL round. This A is used in two extra stages of parallel

operations that are introduced in Table 8.2 in order to multiplicatively mask the values of

all performed finite field operations involved in an MPL round. The additional operations,

colored in blue in Table 8.2, are following the random coordinates countermeasure approach,

but instead of performing randomization once per SM, the countermeasure is expanded

by re-randomizing the coordinates at every MPL round. This effectively masks/eliminates

any processing leakage association between the scalar bits and the processed MPL round

parallel operations. The Welch’s t-test on such an implementation, denoted as protected

implementation, applied in measurements of [25] indicates that indeed there is only trivial

leakage of the secret key in all MPL rounds. However, although advanced SCAs may fail

to retrive the secret scalar in the protected implementation (due to trivial leakage), profiling

attacks (e.g., ML SCAs) may be successful since the storage leakage pattern (not assessed

using TVLA) is mostly the same compared to the unprotected implementation of [25]. In this

paper, we evaluate the proposedDL/ML attackmethodology on this protected implementation

to identify its efficiency, accuracy and to explore the limits of the TVLA test as a trusted SCA

assessment approach in the presence of DL/ML attacks.

3The constant versus random scalar methodology was used following the Test Vector Leakage Assessment
technique
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Table 8.2: Paralleling BEC point addition and doubling �� (2:) operations
Inputs (-1 : .1 : /1) (-2 : .2 : /2)

Stage M1 M2 M3 Ad1 Ad2 Ad3

1 A B DA G1 G2 K1

2 G DC DB H1 H2 K2

3 H DD DE I - -

4 C DH DI J - DM

5 V2 V1 K DJ DL2 DL3

6 DO E DG U2 V4 U1

7 D V3 L DK - U3

8 DL F U4 M1 V5 N1

9 V7 V6 O1 M2 N2 U5

10 DF O2 U V8 DX3 DY3

11 - P2 P1 DL1 - V

12 rDY3 rZ3 rDX3 DZ3 Y3 X3

13 rY3 rX3 rDZ3 - - -

Outputs (-3 : .3 : /3) (-3� : .3� : /3�)

Rand Outputs (A-3 : A.3 : A/3) (A-3� : A.3� : A/3�)

- : idle r: random number

8.5 Proposed Attack Methodology and Evaluation Frame-

work

To launch a deep learning-based side-channel attack, assume the adversary is in possession

of the open copy of the device and has computational and resource capacity to obtain and

process the side channel leakage information. However, we assume that the adversary wants

to recover the secret information in requisite attack time )�, from the obtained leakage traces

!) . The proposed deep learning-based attack methodology is systematically divided into five

steps. In step 1, the leakage data !) is formatted and labeled to identify the target class for

each trace. In step 2, the prepared dataset is processed to balance the target class instances

synthetically. In step 3, the dimensionality is reduced using PCA, and in the last step,

classification is performed using the proposed CNN model. Each step is further elaborated



184
Improved Hybrid Approach for Side-Channel Analysis using Efficient Convolutional Neural

Network and Dimensionality Reduction

in Sec. 8.5.1 - 8.5.4. However, Sec. 8.5.5 describes the strategy followed in this study to

evaluate the proposed approach.

One of the critical concerns in neural networks is over-fitting while dealing with the

side-channel noisy leakages. In over-fitting, the model learns from the data so well, or we

can say it learns from the noisy patterns as well, that it creates a model with high variance.

The resulting model will fail to generalize on the unseen data. To handle the problem of

over-fitting, we have taken specific measures at various stages of the analysis. Each measure

is explained in the respective section.

8.5.1 Step 1 - Dataset Preparation

For analysis in this research work, both protected and unprotected implementations of the

EC MPL algorithm are analyzed, as explained in 8.3.2. For both implementations, to launch

bit level machine learning based side channel attack, at first data traces ) , of length () ,

are collected for each bit operation, and then each trace is labeled as target class ’0’ or ’1’,

based on the processed bit during leakage collection. The formed datasets are then processed

through a machine learning classifier to train the model. The trained model is finally tested

on unseen data to predict the key bit used for the encryption. The resulting labeled signals

are shown in Fig. 8.1. The trace where collected, following the approach in [201], using

a PicoScope 5000D Series Oscilloscope with a sampling rate of 1GS/s that was connected

through a pre-amplifier to a resistor onboard a SAKURA-X FPGA board. The description of

both the datasets is given below:

• Leakage Dataset Unprotected !�*% - This dataset consists of side-channel leakage

traces for MPL implementation on FPGA and is not protected by any countermeasure.

This dataset consists of ) = 5, 000 data traces (instances), and each instance consists

of () = 33750 samples.

• Leakage Dataset Protected !�% - This dataset consists of side-channel leakage traces

for MPL implementation on FPGA, which are protected by the countermeasures de-

scribed in Sec. 8.4. This dataset consists of ) = 5, 000 data traces (instances) and
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each instance consist of () = 39250 samples.

To handle over-fitting, we have divided our datasets further into three subparts; training

data, validation data, and testing data, in the ratio of 60:20:20 %, respectively. Training and

validation data is used during training the model. However, test data is held back and is

never shown to the model during training, which ensures that the test data’s analysis produces

reliable results during the testing phase.
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Figure 8.1: Obtained Raw Data signals after labeling (bit 0) for (a) Unprotected and (b) Protected
Implementations

8.5.2 Step 2 - Handling Class Imbalance

After obtaining the data and forming the datasets, the next step is to balance the target class

instances. An imbalance dataset can lead to an accuracy paradox by misclassifying data

due to the empowering majority class. For analysis of the side-channel leakage data, we

propose to use the class balancing technique as a mandatory step to balance the classes before

applying a machine learning classifier, for a better reliable trained model. Our presented case
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of bit-level attack is a binary classification problem where two class key bits ’0’ and ’1’ need

to be classified. To analyze the impact of the class imbalance technique, we have generated

the datasets with less number of 1’s andmore number of 0’s. To be precise, there are 1500 and

2600, samples for 1’s and 0’s, respectively. After generating the dataset, SMOTE is applied.

As explained in 8.3.3, SMOTE is a synthetic oversampling technique; we have increased our

samples for the under presented class, which is ’1’. After applying SMOTE, both classes

have an equal number of instances. The new generated samples have the same characteristics

as those of the training dataset samples.

8.5.3 Step 3- Dimensionality Reduction and Data Visualization

After handling class imbalance, we have reduced the number of features using the dimen-

sionality reduction technique, Principal Component Analysis (PCA). PCA has been used for

traditional analysis with regards to side-channel leakage data. PCA can capture and highlight

the dataset’s maximum variance in just a few principal components, hence, transforming the

useful information by eliminating the redundant features.

In our presented case, as the number of instances (traces) is less than the number of

features (no of samples per trace), so use of pre-processing or feature engineering, to reduce

the number of samples/features, can aid in reducing the computational complexity and also

will help in training a better-trained model. The extra features certainly contain redundant

information and noise. Usually, deep learning is expected to pick up the data anomalies,

but that might not always be true, especially if the ratio of instances to features is very low.

In some instances, this can give rise to over-fitting, where the model learns from the noise

instead of learning from the relationship between the secret information and leakage traces.

Due to the noisy nature of the leakage information, for machine learning-based side-channel

analysis, it is of crucial importance to select themost contributing features. Training themodel

with reduced feature dataset has various benefits, including reducing training complexity and

accurate trained model.

PCA can achieve this goal because it tries to find a linear subspace that best fits our

data. The aim is to minimize the sum of square of orthogonal distances or maximize our
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data’s spread within low dimensional subspace. Let - be our mean subtracted data. To find

subspace F such that our data have maximum spread in this subspace, we use,

F = argmax
‖F‖=1

F)-2
2 (8.1)

F = argmax
‖F‖=1

F)--)F (8.2)

If we take the Lagrangian of w and then its derivative, we got

--)F = 4_F (8.3)

This ends it up with an eigenvalue problem. If we solve Eq.8.3 our solution F will give

first principal component (largest eigenvalue). To get other eigenvalue, we need to subtract

the largest value (already found) from - and find out the next largest value and so on.

Fig. 8.2 shows the proportion of variance due to PCA components for both protected

and unprotected leakages. It can be seen that the variance of 79% and 87% is covered with

100 PCA components. The maximum variance will be covered if PCA principal components

are selected beyond 100. To analyze the effect of the principal components’ various sizes,

we have performed analysis using the number of components from the group %���� where

%���� = 200, 400, 600, 800, 1000 and 1200 principal components. Analysis results are

given in the results section.

8.5.4 Step 4 - Modeling using Deep Learning Classifier

The instances of the target class ‘0’ and ‘1’ are balanced using the synthetic data balancing

approach, SMOTE, and then the dimensionality of the data traces is reduced by applying

PCA, based on the conclusions deduced from the observations in 8.5.3. In the last step,

machine learning analysis is performed using the proposed Convolutional Neural Network

(ConvNet/CNN) architecture. The proposed architecture is simple compared to the complex

existing architectures and produces the same accuracy level in less time.
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(a) a

(b) b

Figure 8.2: Proportion of Variance for PCA components for (a) Protected and (b) Unprotected

CNN Proposed Architecture

The proposed simple CNN architecture is shown in Fig. 8.3.

There are three combinational layers in our proposed design, as shown in the summary

Table 8.3. Each combinational layer consists of a pair of convolutional layers and a pooling

layer. However, in the last two combinational layers, an extra convolutional layer is added

to extract more information before the pooling layer. There are five convolutional layers in
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Figure 8.3: Proposed Hybrid Convolutional network-based system for the secret key recovery from
the acquired side channel leakages. The figure shows the overall proposed system which consists of
Convolutional network layers, dimensionality reduction module and a class imbalance module.

the proposed architecture, consisting of 4,8,8,16, and 16 filters with specific kernel size and

stride, which enables the model to distinguish the secret key bit. Kernel size and stride are

varied between 4 and 8. In our proposed architecture, we have usedmax-pooling, in which the

maximum number is selected from a particular region. It has two primary hyperparameters,

filter and stride. Once these hyperparameters are fixed, they do not change during the learning

process. For our case, the value is set to 1-2.

Activation functions are used in convolutional layers to deal with the non-linearity of

the data. We have tested various activation functions for our analysis, as listed in the Table

8.4, and selected Scaled Exponential Linear Unit (SeLU) as it produced the best results.

Because of its ability to self-normalise, SELU has shown improved performance in various

classification tasks using feed-forward neural networks [202]. One of the advantages of SeLU

is that its internal normalisation is faster than external normalisation, which means that the

network converges faster. As the gradient problem of vanishing and exploding is impossible

in SeLU, it can be a reason for its improved performance on our netwrok.

The previous max-pooling layer’s output is flattened to form a column vector and is then

connected to the fully connected layer. Fully Connected Layer is the final layer that takes

the output of the previous flatten layer as input and then outputs # dimension vector where

# is the number of the output target classes (# = 2 in this case), and then back-propagation
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Table 8.3: Proposed CNN Model Summary

Layer (type) Output Shape Number of Parameters

�>=E13_1 199x4 20

2>=E13_2 66x8 136

2>=E13_3 21x8 264

2>=E13_4 6x16 528

2>=E13_5 1x16 1040

34=B4_1 2 34

is applied to each iteration of training during the epoch. After training over a few epochs,

the model is able to learn from the provided features and classifies them using the softmax

classification technique. We have trained our model for a longer time for 200 epochs, which

provides enough batch training cycles to analyze the model performance. In our results, it is

seen that the model performance becomes stable before 50 epochs.

Normalization and Over-fitting

Having huge differences between themaximum andminimum value in the data might degrade

the learning process. Normalization is performed to speed up the learning process, and the

model converges quickly, which results in an accurate trained model. As mentioned before,

over-fitting is one of the issues in noisy side-channel leakages. The model can learn data

patterns along with the noise. Such a model performs well on the training data but fails to

generalize on the test (unseen) data. Specific techniques can be used to avoid over-fitting,

including dropout and regularization. We have tried both and found better results with L2

regularization. It manages the weights and keeps them small in order to avoid over-fitting.

In addition to learning from the noise, the duplicate instances within the training dataset can

also result in an over-fitted biased model. To avoid this, duplicate rows are removed from the

training dataset.
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Table 8.4: Parameter tuning CNN

Parameter Value Range

Learning Rate [0.001,0.01,0.1, 0.5]

Epochs [200]

Strides 4-6

Kernel Size 5-8

Pool Size 1-2

Pool Stride 1-2

Activation function [relu,selu,elu,tanh,softplus]

Optimizer [Adam,Nadam,RMSprop,Adamax,sgd]

Initialization Mode [uniform,normal]

Batch Size [32, 100]

Hyperparameter tuning

There are certain hyperparameters related to each layer, which can be tuned to improve the

CNN performance. Table 8.4 shows the lists of parameters that are tuned to select the best

performing model. Grid search functionality, available in the Scikit library, is used. In grid

search, exhaustive search is performed, using all possible parameter combinations, and the

best performing parameters are selected based on the model accuracy.

8.5.5 Evaluation Strategy

In order to systematically analyze the affect of the proposed neural network based side channel

attack on the leakage data, analysis is further divided into four sets, as given below.

• Analysis on unprotected implementation dataset !�*% using existing model (�1)

• Analysis on unprotected implementation dataset !�*% using proposed model using

varying PCA Components sizes (�2)

• Analysis on protected implementation dataset !�% using existing model (�3)
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• Analysis on protected implementation dataset !�% using proposed model using vary-

ing PCA Components sizes (�4)

For analysis set �1 and �3, the collected raw traces/instances from FPGA implemen-

tations are processed through machine learning classifier CNN for both unprotected and

protected implementations, respectively, as proposed in the existing literature. We have

chosen the simplest existing CNN model for SCA. For analysis set �2 , and �4, analysis is

performed using our proposed model (explained in 8.5.4) for both unprotected and protected

implementations. For these sets, data has been over-sampled using SMOTE, and then PCA

is applied to change the dimensions of the data. For analysis in this study, we have tested the

various number of principal components from %���� group.

The accuracy and model training time is reported along with Receiver Operating Char-

acteristic (ROC) curves. The outcome of the analysis will help in devising a time and

resource-efficient mechanism for attacking FPGA implementations on PKC.

8.6 Experimental Setup

For implementations of the proposed deep learningmodel, python platform is used along with

Keras and scikit-learn libraries [166, 167]. The computation requirement of hyper parameter

tuning for deep learning processing is high, so NCI (National Computational Infrastructure)

Australia high-performance super-computing server has been used [168]. However, for

comparative analysis stand alone system equipment with GPU GEFORCE GTX 1080 Ti,

memory 32GB and CPU Intel Core i7 (@3.4GHz) processor is used.

8.7 Results and Discussions

Based on the proposed framework, results and analysis is presented in this section for both

!�*% and !�% datasets. Results are presented for all four analysis sets.
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8.7.1 Results on Unprotected Implementations (�1 and �2)

The results for unprotected implementations, using both existing and proposed models, are

presented here. For analysis on full length raw traces using existing models (�1), accuracy of

100% is achieved for all analysis sets. It takes 3.6 hours on a GeForce GPU system, as shown

in Table 8.5. The results are obtained after fine-tuning the model with the hyper-parameters

as mentioned in 8.5.4. For some of the optimizers, in the initial few epochs, training and

validation accuracy curves are flat because the high number of features slows down the

training process. Best accuracy is achieved with Adamax, Selu, and 0.001, as an optimizer,

activation, and learning rate, respectively.

Table 8.5: Timing for Unprotected !�*% using existing and proposed models

Analysis Set Time (sec) Accuracy

Existing Model �1 13248.42 100

Proposed Model �2 425.46 100

For analysis set �2, and �4, firstly SMOTE is applied to balance the data instance,

then the dimensionality of the raw data is reduced by pre-processing with PCA. Out of

() = 33750 samples or features, only 800 features are selected based on the presented visual

representation in 8.5.3. It has been observed that the same resulting high accuracy is achieved

in just 425.46 seconds, with Adamax, Relu, and 0.001, as an optimizer, activation function,

and learning rate, respectively.

8.7.2 Results on Protected Implementations (�3 and �4)

For analysis on �2, the raw data trace leakages from the protected implementations are

analyzed using the existing complex model. It has been observed that using existing model,

62.1 % accuracy is obtained in 3.46 hours. For analysis on the set �4, the raw data trace

leakages from the protected implementations are resampled using SMOTE, transformed using

PCA, and then processed with the proposed CNN network. With PCA processing, features

are reduced from () = 39250 to 800 only. The accuracy of 67.91% is achieved in only 321.61

seconds, as shown in Table 8.6. To further tune the model performance, hyper-parameters
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are optimized. Both the best performance results are obtained using Adamax and Selu as

optimizer and activation function, respectively. Formost of the optimizers, includingAdagrad

and Adadelta, delayed learning is observed for analysis with existing models, which happens

due to the large number of features per-instance, whereas the total number of instances is

small.

Table 8.6: Timing for Protected !�% using existing and proposed models

Analysis Set Time (sec) Accuracy

Existing Model �4 12473.28 62.1

Proposed Model �5 321.61 67.91

Training and validation, accuracy and loss, for training with the existing model on pro-

tected design is shown in Fig. 8.4. It can be seen that the training loss is decreasing, but

the validation loss starts increasing after 50 epochs, which shows that the model performs

poorly and might cause over-fitting. The over-fitting phenomenon can be confirmed from

the accuracy plot as around epoch 50; the validation accuracy slightly goes higher than the

training accuracy.

Training and validation accuracy and loss, for training with 200 epochs with the proposed

model with SMOTE is shown in Fig. 8.5. It can be seen that the training loss is decreasing

throughout the learning process. However, the validation loss decreases in the initial 25

epochs only, and after that no variation is seen, which means that the model is not learning

any further and might cause over-fitting. So the best possible results achieved, with the

protected design implementations under consideration, are 67.91%. It is also observed that

the overall training and validation loss is smaller in the proposed model than the existing

model training on the ECC Datasets.

To compare the impact of integrating SMOTE and PCA with our presented attack model,

we have also performed experiments without having SMOTE or PCA in the pipeline. The

results are depicted in Fig. 8.6. It has been seen that the validation accuracy is fluctuating

drastically, and the loss in certain cases goes beyond the training loss which shows a poor

model performance. We have also seen that applying only PCA before the classifier does
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(a)

(b)

Figure 8.4: Training and Validation (a) Accuracy and (b) Loss for the existing model on !�%

not return impressive results as well. This shows that the combination of all, PCA and

over-sampling techniques for imbalance data and our proposed CNN model, provides better

performance results than the existing complex models.

To further analyze the improvement produced by the proposed approach, Receiver oper-

ating characteristic (ROC) curves, obtained on test data evaluation, are plotted as shown in

Fig. 8.7. ROC curves are the graphical plots, illustrating the classifier’s diagnostic ability by

displaying the True Positive Rate (TPR) and False Positive Rate (FPR). It can be clearly seen

that the ratio of TPR to FPR, and the area under curve obtained using analysis performed

on the proposed model is better as compared to the ratio of TPR to FPR, and the area under
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(a)

(b)

Figure 8.5: Training and Validation (a) Accuracy and (b) Loss for proposed model on !�% using
SMOTE

curve of the analysis of the existing model analysis. It has also been observed that the best

performance has been achieved with 800 PCA components among all the test groups of PCA

components, as explained in 8.5.3.

Based on the above results, it can be seen that the time efficiency of the attack has

significantly improved using the proposed model. It is also observed that for both protected

and unprotected implementations, the accuracy either stays the same or improves, in less

training time as compared to the existing complex neural networks.
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(a) a

(b) b

Figure 8.6: Accuracy Vs Loss plot for (a) SMOTE only and (b) PCA only

Figure 8.7: ROC of Protected Implementations for (a) Existing Model and (b) Proposed Model
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8.8 Conclusion

This research work has proposed a hybrid deep learning-based side channel model based on

CNN, PCA, and SMOTE, having an optimal number of convolutional layers. Our proposed

model is computationally less complex than the existing deep learning-based models and

performs better or the same in time-efficient manner. As a test case study, we have selected a

variety of the ECC Montgomery Power Ladder Scalar Multiplication algorithm as minimal

side-channel analysis exists on ECC from a machine learning perspective. We have used

four analysis sets for our evaluation methodology, two for each protected and unprotected

ECC implementations. Our experimental results have observed that accuracy improves by

6% using our proposed approach for protected implementations (which is 67%) and stays

the same for the unprotected implementation that is 100%. We have also observed the effect

of using SMOTE on the proposed model. It is also observed that the overall training and

validation loss is less for the proposed model than the existing model training on the ECC

datasets. Overall, it can be concluded that the proposed ConvNet enables the network to train

much faster with better performance by consuming fewer hardware resources as compared to

the existing state-of-the-art methods.



Chapter 9

Data Augmentation using Generative

Adversarial Networks - Synthesizing

Realistic Leakage Signals

This chapter is an adapted version of a prepared article (Publication VII). In previous chap-

ter, the problem of small dataset, having less number of instances with high samples per

instance, is addressed by reducing the number of features. In this chapter, another avenue

is explored, i.e. the number of instances in the dataset are increased by generating fake

leakage signals using Conditional Generative Adversarial Network (CGAN) and Siamese

networks. This approach is particularly useful in scenarios where the number of instances are

very low or where number of sample for one class are higher than other (case of imbalance

dataset). The proposed model is evaluated on the symmetric and asymmetric ciphers’ FPGA

implementation leakages.

9.1 Abstract

Deep learning-based side-channel analysis performance heavily depends on the size of the

datasets and the number of instances in each target class. Both small and imbalance datasets

might lead to unsuccessful side-channel attacks. Such dataset issues might arise due to

the adversary’s constraint to collect a specific limited amount of the leakage traces in the

given time. The attack performance can be improved by generating traces synthetically or

artificially from the inadequate data instances, instead of collecting from the target device
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under attack. Generating the artificial traces, having characteristics of the actual leakage

traces, using random noise is challenging. This research proposes a data augmentation

architecture, based on conditional generative adversarial networks (CGAN) and Siamese

networks, enhancing the attack capability. The paper presents a quantitative comparative

machine learning-based side-channel analysis between a real raw signal leakage dataset and

an artificially augmented leakage dataset. The analysis is performed on the leakage datasets

of symmetric and asymmetric cipher implementations. We also investigate non-convergent

networks’ effect on the generation of fake leakage signals using two CGAN based deep

learning models. The analysis shows that the proposed data augmentation model results in a

well-converged network that generates realistic leakage traces according to the dataset under

evaluation.

9.2 Introduction

Recently, deep learning-based attacks have been extensively studied for improving the pro-

filing attacks. Profiling attacks are the class of side-channel attacks in which the adversary

is assumed to have access to the target device’s open copy. The deep learning model’s per-

formance can lower if adequate data is not provided during training, especially in scenarios

where the adversary has additional constraint of collecting limited leakage measurements.

Picek et al. have presented a profiling side-channel framework with restricted access to gen-

erate the measurements in profiling attack [203]. Moreover, scenarios where class imbalance

exists, the training model can lead to biased results. Different approaches can be used to

cater to the requirement of the data generation. Picek et al. have presented the results of

using traditional machine learning-based data augmentation techniques and concluded that

Synthetic Minority Over-sampling Technique (SMOTE) can aid in data generation for the

symmetric ciphers, which results in an attack model with better performance [28]. Gener-

ative Adversarial Networks (GAN) is another popular data augmentation technique that is

widely used in the image processing domain for generating fake images, which significantly

improves the machine learning model’s performance [204]. Only one existing study presents
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the realization of using GAN-generated fake signals as leakage signals for machine-learning-

based side-channel analysis on symmetric cipher only [205]. However, authors have used

the recommended practices and have mainly focused on the application of CGANs for the

successful side-channel attack. This study presents a new CGAN-based architecture for data

generation and provides insights for selecting the best suitable GAN-based model for data

generation for both symmetric and asymmetric algorithm implementations.

GAN’s performance for generating fake images/signals depends on the generator’s pro-

gressive learning based on the discriminator’s response. The design and selection of a GAN

play an important role in generating realistic leakage signals. A well-convergent GAN net-

work will generate traces carrying relevant/significant features similar to the original data

samples. Designing GAN-based model with optimum convergence or equilibrium point is

one of the greatest challenges for generating fake signals that contain the characteristics of

real leakage traces. Several techniques, presented for fake image generation, can help achieve

convergence, including feature matching, conditional GAN (CGAN), semi-supervised learn-

ing [206]. We propose a convergent GAN-based data augmentation model for generating fake

leakage signals by utilizing information from the existing datasets. Our presented approach

is inspired by the fake image generation presented in [207] and combines the characteristics

of the Siamese network and Conditional GAN (Siamese-CGAN). We provide a comparative

performance analysis of presented approach with the existing model. Moreover, an actual

attack is launched to show the attack’s practicality based on generated fake signals. Selecting

a suitable GAN model might give better performance as compared to the real noisy leakages.

Our contributions are explicitly listed below:

• We have presented a layered approach for generating the leakage 1-dimensional fake

signals for machine learning-based side channel analysis (ML-SCA). Our presented

approach combines Siamese network and conditional GAN characteristics with an

extra model loss monitoring layer introduced to detect the model convergence. The

performance of the proposed data augmentation technique is analyzed visually as well.

• We have provided a quantitative comparative analysis exhibiting the fake leakage trace

datasets’ effect on the side channel training model performance. These fake leakage
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traces are generated from various converging points during proposed Siamese-CGAN

model training, which helps analyze the importance of well-converged models.

• The proposed Siamese-CGANmodel is trained on datasets from symmetric and asym-

metric algorithm implementations both, using two different neural networks for gen-

erator and discriminator. Best performing neural networks are further selected for

analysis.

• Performance of the Siamese-CGAN data augmentation model is evaluated by apply-

ing the actual machine learning-based side channel attack on the generated leakage

traces using two neural network models that is MultiLayer Perceptron (MLP) and

Convolutional Neural Network (CNN).

The rest of the paper is organized as follows. Sec. 9.3 gives an overview of the related

literature, including profiled and machine learning-based side channel attacks, CGAN back-

ground, machine learning and cryptographic algorithms used for analysis, Sec. 9.4 explains

the layered GAN approach for leakage traces generation for ML-SCA, Sec. 9.5 discusses the

experiments conducted along with the results, and Sec. 9.6 concludes the paper.

9.3 Preliminaries

9.3.1 Profiled Attacks and Machine Learning Side Channel Attacks

(ML-SCA)

Profiled attack is the most powerful side channel attack in which the adversary is considered

to have access to the device’s open copy under attack. There are two phases of the attack;

profiling phase and attack phase. In the profiling phase, the adversary creates a profile of the

device with all the possibilities for the data leakages and then can use them in the attack phase

to distinguish/predict the unknown key bit [192]. Two main subsets are Template attacks

[44] and stochastic model [69]. Machine learning- based side channel attacks (ML-SCA) are

similar to profiling attacks. They also have two phases; training phases (profiling phase) and
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testing phase (attack phase). The adversary can train the model with the leakage examples

collected from the device under the target and then evaluate the trained model using unlabeled

or labeled key examples.

9.3.2 Generative Adversarial Networks (GAN)

GAN was first introduced by Goodfellow et al. in 2014 [204]. Since then, many variations of

GAN have been proposed, including Conditional GAN (CGAN), Deep Convolutional GAN

(DCGAN), Information Maximizing (InfoGAN), Stacked GAN (StackGAN) [208] [209]

[210] [211]. There are various other deep learning-based GAN architectures, which are

mainly based on DCGAN.

Generative Adversarial Network (GAN) is an architecture of the generative model for

generating plausible data. It consists of two neural networks, discriminator � and generator

�. Generator� network generates the fake data, with random noise input I and discriminator

� network discriminates between real and fake data. Real data, is labeled as ’1’ and artificially

generated fake data is labeled as ’0’. The discriminator’s task is to distinguish the real and

generated data instances, whereas the generator’s task is to improve the model based on the

feedback from discriminator. GANs are based on the concept of a zero-sum non-cooperative

game where one network (discriminator) is trying to minimize the loss, and the other network

(generator) is trying to maximize the loss, meaning the discriminator is trying to distinguish

and classify the data instances are real or fake, however, the generator is trying to generate

data traces which are alike. This makes it hard to find a good convergence point. GAN

converges when both � and � reach a Nash equilibrium, meaning that one (�/�) will not

change its actions anymore, no matter what opponent (�/�) does. This is the optimal point

adversarial loss in GANs aims to optimize the min-max problem given by equation 9.1.

There are different techniques used to improve the performance of GANs by improving the

convergence. One of such techniques is Conditional GAN (CGAN).

�G [;>6(� (G))] + �I [;>6(1 − � (� (I)))] (9.1)
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9.3.3 Machine Learning Algorithms for Analysis

Based on the deep learning-based side channel attacks (DL-SCA) performance on various

cryptographic algorithms [23, 125, 126], we have tested our newly generated datasets us-

ing the state-of-art machine learning algorithms that is, MultiLayer-Perceptron (MLP) and

Convolutional Neural Network (CNN).

MultiLayer-Perceptron (MLP)

MultiLayer-Perceptron (MLP) is a class of feed-forward neural network-based algorithm con-

sisting of one input layer, one or more hidden layers, and one output layer. Each layer consists

of nodes/neurons, except the input layer. These nodes utilized a nonlinear activation function

to learn the patterns in the data. MLP uses supervised learning-based backpropagation to

change the weights on the connections during data processing. A batch of data is presented

to these fully connected networks during each epoch for learning.

Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN or ConvNet) is a class of deep learning neural networks

and is principally based on the convolutions. A CNN architecture consists of an input and

an output layer and few hidden layers. Hidden layers are usually convolutional layers having

an activation function, followed by pooling layers that help reduce the dimension of data.

CNN has the capability of learning the patterns from noisy side channel leakages without

any preprocessing [23].

9.3.4 Cryptographic Algorithms Under Analysis

For our analysis, we have selected unprotected FPGA implementations of the Advanced

Encryption Standard (AES) and Elliptic Curve Cryptographic (ECC) primitive. The leakage

traces have been evaluated in [176] and [126] for hamming weight-based attacks, in which

each leakage trace or instance is marked as 0 or 1 based on the key bit value, which confines

our analysis to binary classification. It should be noted that the purpose of this research is
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to analyze the effect of artificially generated features in data traces for environments where

the adversary has an additional constraint on collecting leakage traces to form a dataset. The

presented methodology can be extended to produce and test the fake leakage traces for any

other cryptographic algorithms, including the protected implementations.

9.3.5 Siamese Neural Network

Siamese neural network (also called twin/identical neural network) is an artificial neural

network architecture which consists of two similar neural networks (having same weights and

parameters) and is capable of processing two different input vectors to produce comparable

output vectors [212]. The two neural networks are feedforward perceptrons which work in

tandem and trained in back-propagation manner. The idea behind Siamese neural network

is not to learn to classify the classes but to learn to discriminate between the input vectors.

Hence a special loss function, contrastive loss or Triplet Loss is used for the training the

network. For training the network, the pairs (G8, G 9 ) of input vectors are prepared; few pairs

consisting of similar vectors and few pairs consist of dissimilar vectors. The similar vector

pair is labeled as H=’1’, whereas the dissimilar pair is labeled as H=’0’. Each pair is fed to the

Siamese network and distance is computed to check the similarity. The output vectors from

each network are compared using cosine or Euclidean distance and can be considered as a

semantic similarity between projected representation of the input vectors [213]. One of the

best feature of Siamese network is that it can be used in transfer learning. Siamese networks

are at the core of few-shot learning using various learning methods including matching

networks [214].

9.4 Proposed Approach

This section explains the proposed layered GAN model used for selecting the optimal model

for generating leakage signals from the random noise.
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9.4.1 Data Splitting

The leakage data traces ! are collected from the FPGA core while AES and ECC algorithms

are performing the encryption � using the secret key  . The labeled collected traces are then

divided into two sets; Training and Testing sets. Training set is used for training Siamese-

CGAN, and testing set is used for evaluating the performance of the trained model. For fair

evaluation of the trained Siamese-CGAN model, testing set is never shown to the network

during training process.

9.4.2 Siamese-CGAN Model for Data Augmentation

In contrast to the standardGANs, conditional GANs (CGANs) perform conditional generation

of the fake data, based on the class label rather than generating signals blindly. The labels

2 of the data traces/instances are used to train GANs in zero-sum or adversarial manner to

improve the learning of the generator (�). As mentioned before, generator’s � task is to

generate the leakage signals that carry similar properties as of the original traces using the

random noise I and the latent space input ;B. The discriminator � task is to distinguish real

and fake signals. In the CGAN training process, first the discriminator � is trained with the

labeled real data traces )A40; , and then the discriminator � is trained with the fake generated

signals � (I) or )�4=. The objective function for CGAN is given by equation 9.2.

!��# = �G∼)'40; [;>6(� (G |2))] + �I [;>6(1 − � (� (I |2)))] (9.2)

In our proposed design of Siamese-ConditionalGenerativeAdversarialNetwork (Siamese-

CGAN), we are combining CGAN with the Siamese network concept. Siamese network is

an architecture in which two identical/twin networks, carrying the same weights, are trained

with two different inputs. In the proposed model, two generators�1 and�2 take two random

input noise vectors I1 and I2, and generate fake signals � (I1) and � (I2), respectively, in

Siamese fashion. Both the generators share the same network weights, and only the input is

different. The discriminator � is first trained with the labeled real data )A40; and then with

the fake data )64=, originating from the two twin generator networks �1 and �2.
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As mentioned before, convergence is a challenging issue in training GANs. In some

cases, the model converges and then starts diverging again; that is, it forgets its learned

examples. Several techniques include memory-based learning, to handle such scenarios

[215]. Training the model simultaneously with the random noise from two sources, can help

obtain a better-converged model. Moreover, to analyze the impact of convergence, we have

introduced another layer in the two-step CGAN model to analyze the model performance for

leakage traces. This layer monitors the real traces loss !A40; , generated traces loss !64=, and

GANmodel Loss !��# . Let ���#→' represent the loss difference between !��# and !A40; ,

and ���# → � represent the loss difference between !��# and !A40; then the average of

loss differences over last C iterations will be given by

!>BB�E6 =
1
C

C∑
8=1
( |���#→' | + |���#→� |) (9.3)

Figure 9.1: Proposed Siamese-CGAN architecture for ML-SCA

The model stops training when the average model loss !>BB�E6 over the last C iteration

is less than the average loss over the last C ∗ 2 iterations. The trained Siamese-CGAN model

is then used to generate the =6 fake traces )64=, containing features similar to the original

signals. )64= and)A40; , having =6 and =A instances respectively, are combined together to form
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a resultant dataset. This dataset is then used to train the machine learning model to analyze

the generated dataset’s performance on ML-SCA. A test set is set aside for a fair evaluation

before adding the generated traces into the training dataset. The test set is never shown to the

neural network during training. Proposed Siamese-CGAN specific for ML-SCA is shown in

the Fig. 9.1.

9.4.3 CGAN Models for Discriminator and Generator

For evaluating the trained Siamese-CGAN model performance, two neural networks (MLP

and CNN) are used for the generator and discriminator. These networks are addressed as

">34;� and ">34;�. ">34;� (MLP-based) is based on two fully connected layers for

the generator and the discriminator. However, ">34;� (CNN-based) has a more complex

architecture with four connected and one CNN layer. Fig. 9.2 shows the structure of both

the models. Batch normalization, LeakyRelu, and dropout layers are introduced, which

help achieve a better stable performing model and help avoid over-fitting. For ">34;�

discriminator, there is one dense layer with 512 neurons and last dense layer with Sigmoid

function. For ">34;� generator, there are two dense layers, consisting of 256 and 700

neurons. For ">34;� discriminator, there are three dense layer with 512 neurons and a

last dense layer with Sigmoid function. For ">34;� generator, there are three dense layers,

consisting of 256, 512, and 1024 neurons. The last convolutional layer uses tanh activation

function.

9.5 Experiments and Results

In our experiments, we have reduced the size of the AES and ECC leakage datasets in-

tentionally to analyze the effect of the artificially generated data traces on small datasets.

Experiments are performed on the leakage traces collected from AES and ECC FPGA im-

plementations, as discussed in Sec. 9.3. It should be noted that for all the experiments, in

the artificially generated =6 = 150 traces, there are 75 traces for each class (class bit 0 and

class bit 1). For impartial analysis, we have divided our datasets into two parts; training
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(a) Model A (b) Model B

Figure 9.2: (80<4B4 − ���#">34;B

and testing, and then used training datasets for further training the proposed Siamese-CGAN

networks to generate the fake leakage signals. We have performed experiments five times and

have reported the best results obtained for each model. We have divided our experimental

analysis into two sections. Firstly, in Sec. 9.5.1, we have compared the performance of our

proposed CGAN-based model with the existing CGAN models and analyzed them visually.

Secondly, in Sec. 9.5.2, we have provided the machine learning-based side channel analysis

of the real dataset and the dataset consisting of real and fake leakages by training with two

neural networks (MLP and CNN). For this analysis, we have also shown the comparison of

generating leakage signals from the non-converging network and a converging network. To

achieve this, we have generating fake signals from various points while training the Siamese-

CGAN network. Precisely, we had generated the signals when the model converged the best

(after 400 epochs) and generated the signals when the model was least convergent (initial

epochs).
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9.5.1 Analysis of Existing and Proposed GAN based approaches

Firstly, we have performed a comparative analysis of our approach with the existing CGAN

model. The existing CGAN network (without layered Siamese-CGAN setting) is ad-

dressed as ���#">34;�/�, whereas our proposed models are addressed as (80<4B4 −

���#">34;�/�. Model loss for the best performing models, for both AES and ECC, is

shown in Fig. 9.3 and 9.4, respectively. Fig. 9.3 a, and b presents the real, fake, and GAN

loss for training with ���#">34;� and ���#">34;� without Siamese setting, respec-

tively. However, Fig. 9.3 c, and d presents the real, fake, and GAN loss for training with

(80<4B4 −���#">34;� and (80<4B4 −���#">34;� with the Siamese setting. Sim-

ilarly, Fig. 9.4 presents the model training loss for ECC. Siamese-CGAN and CGAN models

are trained for 1000 epochs, and history is stored after every 100 epochs, so the x-axis is

scaled down by 100. It can be seen that the proposed (80<4B4−���#">34;� architecture

provides the best convergence for both AES and ECC. For AES, all model converges perfectly

except the���#">34;�. It can also be seen that the proposed (80<4B4−���#">34;�

(Fig. 9.3 d) performs better and converges early around 450 epochs as compared to the

existing ���#">34;� (Fig. 9.3 b), which converges around 800 epochs, on same AES

dataset. For ECC, the losses decrease initially, and then the model starts diverging. However,

the best convergence is obtained with the proposed (80<4B4 −���#">34;� in the initial

200 epochs (Fig. 9.4 d).

9.5.2 Analysis of Proposed Siamese-CGAN for ML-SCA

To compare the performance of the artificially generated traces datasets with the performance

of the dataset consisting of real captured traces only, we have formed three new datasets and

divided our experimental analysis into the three categories, which are discussed below. This

analysis is an actual machine learning-based side channel attack using two neural networks,

MLP and CNN. Table 9.1 and 9.2, show the performance accuracy results of both the GAN

models using neural network algorithms MLP and CNN.
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(a) a (b) b

(c) a (d) b

Figure 9.3: CGAN Model Training Loss for AES Leakages (a) ���#">34;� (b)
���#">34;� (c) (80<4B4 − ���#">34;� (d) (80<4B4 − ���#">34;�

Analysis on Real traces Dataset

In this category of analysis, we have performed experiments on the real data traces only. We

have selected =A = 300 leakage traces that are collected from the device while the encryption

is performed with the algorithm under target. No artificial/fake traces are included in the

training dataset, so =6 = 0.

For AES, it has been observed that secret key can be recovered with 92% and 91%

accuracy using MLP and CNN, respectively. For ECC, analysis of raw real data traces shows

that the secret key can be recovered with 70% accuracy using MLP and CNN. The low

accuracy of CNN is because we have intentionally reduced the number of traces to 300 only.

It should be noted that preprocessing and alignment have not been applied on these datasets.

Analysis on Real and Generated traces dataset with Maximum Convergence

In this set of analysis, the training datasets consists of equal proportion of the real traces and

the artificially generated traces =A = 150 and =6 = 150. However, traces are collected for

the epochs during which GAN model achieves maximum convergence (Max-Conv). In the
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(a) a (b) b

(c) c (d) d

Figure 9.4: Siamese-CGAN Model Training Loss for ECC Leakages (a) ���#">34;� (b)
���#">34;� (a) (80<4B4 − ���#">34;� (b) (80<4B4 − ���#">34;�

case of AES, it has been seen (Fig. 9.3) that the maximum convergence is achieved around

700 epochs for both (80<4B4 − ���#">34;� and (80<4B4 − ���#">34;�. For our

experiments, data traces are generated around 450-500 epochs for this analysis. It is observed

that with the generated traces, MLP andCNNmodel gave the best performance, and secret key

can be classified with 100% accuracy, which is better as compared to the accuracy achieved

with the real traces only. It should be noted that the total number of traces in each set is still

300. However, the artificially generated traces contains significant information, based on the

real traces, which improved the ML-SCA performance.

It can be seen from Fig. 9.4 that the model for ECC leakages does not converge well.

Convergence seems to happen around epoch 200, but then divergence is observed. The

model trained with the proposed approach shows a better convergence curve. The traces

with maximum convergence analysis are generated around 200 epochs as the model did

not converge well, hence the generated traces did not perform well. The secret key can be

recovered with an accuracy range 51 - 70% with MLP and CNN using both models, which is

nearly the same accuracy as is achieved on the real traces.
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Table 9.1: Performance results for AES Leakages using MLP and CNN.

Dataset GAN Model Acc MLP(%) Acc CNN(%)

Real 150, Generated 150 (Max-Conv) Siamese Model A 100 100

Real 150, Generated 150 (Min-Conv) Siamese Model A 53 97

Real 150, Generated 150 (Max-Conv) Siamese Model B 53 100

Real 150, Generated 150 (Min-Conv) Siamese Model B 53 99

Real 300 None 92 91

Table 9.2: Performance results for ECC Leakages using MLP and CNN.

Dataset GAN Model Acc MLP(%) Acc CNN(%)

Real 150, Generated 150 (Max-Conv) Siamese Model A 66 70

Real 150, Generated 150 (Min-Conv) Siamese Model A 29 59

Real 150, Generated 150 (Max-Conv) Siamese Model B 51 70

Real 150, Generated 150 (Min-Conv) Siamese Model B 25 66

Real 300 None 70 70

Analysis on Real and Generated traces dataset with Minimum Convergence

In this analysis, we have combined the real traces with the artificially generated traces in

equal proportion, that is =A = 150 and =6 = 150. However, traces are collected for the

epochs during which the GAN model showed minimum convergence. For AES, minimum

convergence is observed around 200 epochs. Artificial 150 traces are generated and stored

around this point and are further combined with the real 150 traces to train the ML model. It

has been observed that even with minimum convergence, the ML model is able to recover the

secret key with 100% accuracy with both GAN models. For ECC, the performance accuracy

is very low (25-30%) with artificial traces, which is expected because traces are generated

when the model did not reach full convergence. The performance is lower as compared to

the performance on the real trace dataset.
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9.6 Conclusion

Leakage trace dataset with an insufficient number of traces can be a hurdle in accurate

attack modeling using machine learning-based side channel analysis. For such scenarios,

data augmentation using Generative Adversarial Network (GAN) can be useful. We have

proposed a layered architecture (Siamese-CGAN) based on CGAN and Siamese network

that presents a well-convergent model to generate the artificial traces that possess similar

characteristics like the real traces.

We have performed two sets of analyses. In the first set of analysis, we have performed

experiments and presented visual comparative analysis between the performance of the

proposed model and the existing CGAN based models for leakage signal generation. For this

analysis, two neural network-based models (MLP and CNN) have been used for modeling

the generator and the discriminator networks. The best model is selected based on the

comparative analysis. In the second set of analysis, we have evaluated the generated fake

dataset by applying the actual machine learning-based side channel attack on the leakage

datasets from AES and ECC algorithm implementations. For this evaluation, two state-of-

the-art neural networks, MLP and CNN, are used. We have also provided the comparative

analysis between the performance of the dataset consisting of data generated from the well-

convergent network and data generated from the non-convergent network.

The proposed Siamese-CGAN model performed better than the existing simple CGAN

models for both symmetric and asymmetric datasets. The quantitative analysis results show

that the well-converged Siamese-CGAN network produces fake leakage traces which are sim-

ilar to the real collected traces. Hence, they produce a better machine learning-based model

for side-channel attacks. We have also observed that the CNN trained models performed

better than MLP for secret key recovery. We conclude that leakage traces/instances, with

significant contributing features, can be generated artificially in less time if a huge set of

traces are not available for ML-SCA. However, selecting a fully converging model might

vary for each cryptographic algorithm.



Chapter 10

Leakage Assessment Evaluation Model

based on Few-Shot Learning

This chapter is an adapted version of a prepared article (Publication VIII). In this chapter,

a deep learning based leakage assessment scheme is presented for detecting the leakages

in black-box scenarios. In previous chapters, methodologies are provided for improving

the machine learning-based side-channel attacks for recovering the secret key from profiled

attack (white-box scenario). However, in this chapter, the black-box scenario is considered

for detecting the leakages only. The prominent feature of the proposed system is that new

leakages can easily be integrated without retraining the model.

10.1 Abstract

Traditional side-channel analysis has been extended to utilize the advanced machine learning-

based techniques to recover the key from the implementations of the mathematically secure

algorithms by eliminating the need of pre-processing or alignment in profiled based scenario.

For non-profiled scenarios, especially for leakage assessment, only one deep learning model

has been proposed which is based on simple neural network (Multi-layer Perceptron). The

existing methodology assumes that the input dataset should be balanced and requires a

large number of training samples. In contrast to the existing methods, we have proposed a

leakage assessment methodology which can successfully detect the leakages with just one

training example. Moreover, multiple algorithm leakages can be integrated in a single system,

providing a standalone leakage assessment system for evaluating a device. Our approach is
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based on few-shot learning. We have evaluated our proposed methodology on the side-

channel implementation leakages of symmetric (AES) and asymmetric (ECC) algorithms

having varying levels of leakages. Our results demonstrate that leakages can be detected with

high confidence.

10.2 Introduction

Advancements in machine learning has open a new era of possible threats to the hardware

systems. One of the major threat is the exploitation of the side-channel leakage information

acquired due to the weak implementations of the cryptographic algorithm. The security risk

has increased with the introduction of a machine learning-based side-channel analysis (ML-

SCA) which has reduced the effort required by adversary to successfully launch these attacks.

The situation has given rise to the need of an advance evaluation systemwhich can certify if the

device is providing adequate amount of security. One of the possibility of evaluating a device

is to have an exhaustive evaluation against all known attacks, which is practically infeasible.

Traditionally, a device is evaluated using leakage assessment methods which are based on

point-wise statistical tests includingWelch’s t-test and Pearson’s j2-tests [216, 217]. Both the

tests can distinguish two groups (fixed-random) based on a confidence value. However, they

work best for univariate leakages only but gives impaired results for multivariate or horizontal

attacks as they analyze individual points in a leakage trace independently. Existing leakage

assessment techniques require internal details to successfully detect the leakages, hence open

a plethora of possibilities when evluating on a new algorithm.

Wegener et al. have presented deep learning based leakage assessment (DL-LA) method

to address the shortcomings of the existing leakage assessment statistical tests [218]. However,

the presented approach has limitations of computational complexity due to the requirement

of a large training set. The learning task might become more difficult when the available

dataset is very small or is imbalanced. Deep learning networks have certainly outperformed

classical methods in different domains including side-channel analysis, due to their ability of

learning the data patterns using complex statistics. However, their efficiency is still not to the
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level of human perception. A human brain can learn from an image if shown one time only.

To shorten the gap, concept of few short learning is introduced, in which network can learn

even if few images are presented.

In this study, we propose a universal leakage assessment methodology based on deep

learning and few-shot learning ([212]) to detect the leakages from the various groups of leak-

ages acquired from multiple channels (symmetric and asymmetric) and multiple algorithms,

by training with just a single example for each class. Such a system will be helpful in device

certification scenarios. The proposed scheme has been evaluated on the standard implemen-

tations of AES and ECC. For both the algorithms, leakages are acquired at different sampling

frequency to analyze if leakages can be detected from the samples having less information

about the sensitive variables.

Rest of the paper is organized as follow. Sect. 10.3 explains the related literature and

necessary background. Sect. 10.4 explains the proposed methodology. Sect. 10.6 presents

the results along with discussions. Sect. 10.7 concludes the paper.

10.3 Background and Related Work

This section introduced the necessary background related to state-of-the-art leakage assess-

ment, deep learning based side-channel analysis with profile and non-profile attack scenarios,

siamese networks and few-shot learning.

10.3.1 Leakage Assessment

Since the introduction of the side-channel attacks [75], various research dimensions have

been explored. One is to investigate the possible attacks to recover the actual underlying

sensitive variable. Other is to assess the physical vulnerability or resistance of a device

against known side-channel attacks through exhaustive verification. However, the exhaustive

verification based assessment procedure became less practical due to the introduction of

a multitude of side-channel attacks and countermeasures against these attacks. Another

concern about this procedure is that the certified ’secure-device’ might be at the risk of
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security vulnerability and trigger a key recovery in certain scenarios, which happens because

a test case vector might have been missed during assessment process [219]. Hence, realizing

the need of a generic leakage assessment methods, National Institute of Standards and

Technology (NIST) conducted "Non-Invasive Attack Testing Workshop" to stimulate the

development of evaluation tools and test methods to measure the effectiveness of migitations

against non-invasive attacks on cryptographic chips [220]. Leakage detection or assessment

focuses on the detection of the leakages only, without considering the underlying secret

parameter details, hence providing a black-box testing scenario. In the leakage detection

methods, different inputs are given to the system and leakage behaviour is recorded to further

observe the difference between the leakages. Such leakage detection system proves to be

a feasible evaluation method for the labs for certification of a device’s physical security

without the requirement of testing it against all the possible existing attacks. Few of the

proposed evaluation methods include Welch’s t-test and Pearson’s j2-test [216, 217]. Both

are hypothesis tests which are used to conclude if the groups of side-channel leakages can

be distinguished with a confidence. Traditionally, for side-channel leakage evaluations, two

groups ofmeasurements are acquired from the device under test (DUT)with fixed and random

inputs, which are then subjected to evaluation using the tests.

Welch’s t-test

Welch’s t-test is an adaptation of student’s t-test for unequal sample distribution. It is designed

to distinguish the means of two distributions and thus in side-channel context it is used to

test that the hypothesis that the two leakage groups have equal means. It can be applied to

first-order univariate analyses. Let &0 and &1 represent two groups of measurements with

the fixed and random inputs, with cardinality =0 and =1, means `0 and `1, and standard

deviations B0 and B1 respectively. The t-statistics, degrees of freedom E, confidence ? to

accept the hypothesis using student’s t probability density function, can be calculated using

following formulas.
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In side-channel context, t-statistics is evaluated by assessing the distinguishability based

on the confidence threshold. The null hypothesis is rejected is |C | < 4.5. For |C | > 4.5 and E >

1000, the confidence ? for accepting the hypothesis is smaller than 0.00001, which means it

can be concluded with 99.999% confidence that the two leakages does not belong to the same

group. If the assumption of E > 1000 does not hold then false positives might be observed.

However, in case of side-channel leakage evaluation, this is rarely seen.

Pearson’s j2-test

Due to the limitations and shortcomings of the moment-based nature, Welch’s t-test can be

used for first-order analyses mainly due to moment-based nature. For higher-order analyses

of the countermeasure protected masked implementations, Moradi et al. [217] suggested

to use Pearson’s j2-test. This hypothesis test prevents the possibility of false positives by

analyzing the full distributions and capturing information from multiple statistical moments.

For evaluation with Pearson’s j2-test, a contingency table � is constructed from the two

groups &0 and &1 having A rows and 2 columns. The j2-statistics G, the degrees of freedom

E, and the confidence ? to accept the hypothesis using j2 probability density function, is

given by following formulas.
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The procedure can easily be extended to more than two data groups. Generally, a better

confidence level achieved with j2-test as compared to the t-test, can help in identifying the

leakages from the masked implementations with low noise levels.

10.3.2 Profiled and Non-Profiled Attacks

Side-channel attack, proposed by Paul Kocher in 1996 [3], is a class of cryptanalytic attacks

in which the side-channel leakages of the mathematical secure algorithms are exploited

to recover the key. Variety of side-channel leakages including power consumption by the

cryptographic module, electromagnetic radiations emitted by the chip, timing information

of specific operation, and vibrations produced by the components due to specific operations

[4–6, 8]. In profiled side-channel attacks, and attacker has access to the open copy of

the device. She can acquire the leakages from the cryptographic device that is performing

encryption � with a secret key : . The leakages are used to estimate a profile leakage model in

profiling phase, which is then utilized to predict the key for the unknown leakage in the attack

phase. Two subsets of profiled attacks are template attacks and stochastic model [44, 69].

Template attack is theoretically the most powerful side-channel attack and is based on the
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Baye’s theorem and uses the generative model strategy (like machine learning) to estimate the

leakage function ! | (%,  ) ,having multivariate Gaussian distribution that is parameterized by

its mean (`?,: ) and covariance (
∑
?,: ), for each template (?, :). In the non-profiled attacks,

the evaluator has limited access to the closed copy of the device under target. She can only

control and observe the input and leakages of the system in a black box scenario. Generally,

this black box scenario is ideal from the evaluator’s perspective for the certification of the

embedded cryptographic device.

10.3.3 Deep Learning based Leakage Assessment

Deep learning belongs to the broader family of machine learning, which allows the system

to automatically learn the data features representations using artificial neural networks and

concepts of statistics. In recent years, machine learning (especially deep learning) has been

explored to improve the side-channel attack success probability with keen focus on recovering

the secret key with template attacks in profiled scenario [19–22, 71]. However, there is only

one study by Wegenner et. al that proposed the use of deep learning for leakage assessment

[218] and demonstrated the performance on implementation leakages of the PRESENT

algorithm. Authors have presented a deep learning (Multi Layer Perceptron) based leakage

assessment methodology which detects the leakages irrespective of the location,alignment

and statistical order of the leakages. In the presented approach group imbalance can lead to

false negatives due to the probability in the Binomial distribution.

10.3.4 Few-Shot Learning

Though humans have created artificial neural networks which have marvelous learning capa-

bility similar to the the learning ability of human beings but still far from human competence

of learning instantly based on previous experience. The huge data requirement for efficient

learning hinders the performance and efficiency of artificial neural networks. Human brain

can memorize information based on just one example or can predict something whose exam-

ple is never directly shown, whereas the previous knowledge about the generic domain can

help in correctly determining the object. This human perceptual learning phenomena is still
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a mystery. Research community has been trying to understand and has proposed techniques

based on transfer learning. In transfer learning, abstract knowledge from familiar concepts

are applied to learn about the new unknown entity. This paves the path to few-shot, one-shot,

and zero-shot learning in which exactly 1-5, 1, and 0 training examples, respectively, are

required for learning about the underlying data.

Concept of one-shot learning was introduced by Li et al. [221] for a computer vision task

in which a model was formed based on the prior knowledge transferred from previously built

models. Few-shot learning is a variant of transfer learning and is based on Siamese networks

and metric learning. Few examples of the class are presented to the network for training and

then network is evaluated on the unknown inputs and unknown classes. Few-shot learning

has numerous applications in computer vision, facial recognition, drug discovery [222, 223].

Generally, in the leakage assessment models similarity between the leakage vectors

is measured using hypothesis testing, e.g. Welch’s t-test and j2-test (as explained above).

These testsmight not be ideal formore complex data having featureswith high dimensionality.

Siamese networks offer the same similarity computations using two parallel similar networks.

Siamese neural network (also called twin/identical neural network) is an artificial neural

network architecture which consists of two similar neural networks (having same weights and

parameters) and is capable of processing two different input vectors to produce comparable

output vectors [212]. The two neural networks are feedforward perceptrons which work in

tandem and trained in back-propagation manner. The idea behind Siamese neural network

is not to learn to classify the classes but to learn to discriminate between the input vectors.

Hence a special loss function, contrastive loss or Triplet Loss is used for the training the

network. For training the network, the pairs (G8, G 9 ) of input vectors are prepared; few pairs

consisting of similar vectors and few pairs consist of dissimilar vectors. The similar vector

pair is labeled as H=’1’, whereas the dissimilar pair is labeled as H=’0’. Each pair is fed to the

Siamese network and distance is computed to check the similarity. The output vectors from

each network are compared using cosine or Euclidean distance and can be considered as a

semantic similarity between projected representation of the input vectors [213]. One of the

best feature of Siamese network is that it can be used in transfer learning. Siamese networks
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are at the core of few-shot learning using various learning methods including matching

networks [214].

10.4 Methodology

In this section, we describe overview of our proposed generic approach based on the Siamese

networks and few-shot deep learning techniques and also explain the details with respect to

the specific non-profiled and profiled scenarios. It should be noted that the proposed generic

attack is applied on the location dependent ECC, AES leakages without any preprocessing

and ASCADAES data. However, it can easily be extended to other algorithms’ data leakages.

10.4.1 Core Idea

The core idea of the proposed leakage assessment system is to determine if the attacker can

extract information or detect the leakages through the labelled leakage data traces. The label

does not necessarily need to be labelled as the actual key value (as is the case of profiled

attack). Infact, the label can represent some leakages due to the processing of the distinct

fixed inputs. Our proposed methodology is generic and can be adopted to any new leakage

groups (more than two) from different algorithm implementations as well.

The basic aim of the proposed system is to distinguish the different groups of side-channel

traces. A generic neural network acts as a distinguisher and is trained with the labelled data

to classify the unseen data traces from the validation dataset. However, the task of the neural

network in the proposed settings is not to learn the patterns from the leakages directly (regular

binary or multi-class classification task), rather the model learns from the differences between

the two input leakages traces’ patterns, by utilizing the concept of few-shot learning.

For training and evaluating the proposed system, the acquired data traces are divided into

distinct datasets; training and validation/test. Training set consists of ); traces and is used for

training the model in training phase, whereas, validation/test dataset consists of )E traces and

is used to evaluate the trained model. Obviously, the test dataset is never shown to the model

during training for a better generalized model by avoiding over-fitting. Moreover, the labels
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of test data are not shown to the network during validation process, whereas they are known

to the evaluator for assessing the success of the presented attack.

Success of the presented system depends on the number of the traces in training set and is

measured by the success rate on the test datasets through prediction accuracy. In traditional

leakage assessment, after detecting the leakage, the exact point of interest/leakages can be

found by performing sensitivity analysis (SA). SA identifies the leakage points by quantifying

how much the points contribute to the leakage function through the learnt neural network.

The contributing points/features/pixels have been detected in image processing and in for

side-channel analysis [217].

10.4.2 Attack Model Architecture

Consider an adversary/evaluator has acquired a group of leakage traces & = &0, &1, ...&#�

(where #� represents the total number of distinct groups) for power consumption or EM

radiations of the algorithms’ implementations under analysis. The input groups are divided

equally to form a training and a validation datasets consisting of total # and " instances,

respectively. Leakage instances of all the group instances consist of same size =B0<?;4B

samples. The instances of the each group are labeled (;) same as group name to form a

dataset. Next step is to form input pairs (-8, .8), where -8 represents the input pair of

leakages [G0, G1] (G0 and G1 represent an instance from the group set &, with same or

different class label ;0 or ;1), and.8 represents the pair label. Pair label.8 is different from the

target class labels and is further explained in the Sec. 10.4.3. In each pair, class label of G0 is

fixed and is combined with all the possible combinations of other classes G1. The instances

G1 are randomly selected by using random function on index. No other affine distortions or

noise is added to the signals, because each collected traces is by-default carrying varying

random noise. In Siamese network, there are two identical/twin networks which carry same

weights and share same parameters. The input pair [G0, G1] is processed by the two Siamese

ConvNets and output tensors [/ (G0), / (G1)] are produced as given by eq. 10.10, where F,

5 , and 1 represent the tensor weights, activation function and the bias.
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/ = 5 (
∑

F8 .G8 + 1) (10.10)

If the two networks are similar in every respect, then the out / for similar inputs G, should

produce similar feature vectors. For example, if &$ instance is given as input to ConvNet

and another instance of same class group &$ , but a different instance, is given as input to

ConvNet, then resulting feature vector would be similar. However, if the two leakages belong

to different classes then the output feature vectors will be different too. The element-wise

similarity score would be different in both mentioned cases, which means the similarity score

produced by the sigmoid layer (predicted output p) will be different as well. In summary, this

helps in distinguishing if the data at the input tensors was same or different. The similarity

score between the output tensor feature vectors [/ (G0), / (G1)], is computed using Euclidean

distance. The output prediction ? of the last sigmoidal layer, which joins both the Siamese

twins, is given by eq. 10.12, where ! represents the layer number, and U represents the other

parameters learnt during the training process.

? = f(
∑
9

U |/ (G0) 9!−1 − / (G1)
9

!−1 |) (10.11)

A threshold is defined to distinguish the predicted score ? from the randomly generated

difference. Let � represent the difference between / (G0) and / (G1), which will be near to

0 or 1 if the vectors G0 and G1 are similar or dissimilar, respectively. The computed sigmoid

function (given by eq. 10.12) for � (> 10−4) would be ((�) 0.5. For |� | > 10−4, the vectors

are accepted as similar by the network.

((G) = 1
1 + 4−G (10.12)

The above presented general idea stays same for profiled and non-profiled scenarios

excepts the label of groups are changed, as discussed in section below. It should be noted that

in both scenarios the purpose is to assess if the leakage exists or not. Aim is not to recover

the key. The overall attack model and evaluation scheme is shown in Fig. 10.1.
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Figure 10.1: Propose Methodology Overview

Attack in Non-Profiled Scenario

In non-profiled case, the attacker/evaluator has limited access to the closed copy of the device

under target, and cannot profile the device, thus offers a black box scenario. She can only

control and observe the input and leakages of the system. In this case, the leakages are

obtained with the fixed inputs to form the datasets for groups &. Lets say she takes the

leakages for two fixed inputs and forms groups &0 and &1, where instances G0 and G1 in

pair G0, G1 represent instances for two same or distinct class &0 and class &1. Based on the

explanation presented in 10.4.2, she can form one set of pairs with same class label, that is

instances G0 and G1 both belong to group &0. The other set of pairs will contain instances

from both groups, that is G0 and G1 consist of instances for classes belonging to the group

&0 and &1, respectively. Choice of size of 0 and 1 depends on the evaluator and can vary

between 1, 2, ...# . The formed dataset is then used for training and validation as explained

in Section .10.4.3 and 10.4.4, respectively. The trained model can distinguish that if the

unseen data instance, from validation dataset, belongs to fixed input group&0 and class&1 by

calculating the similarity score. If similarity score is high and threshold validation success is

more than 50%, then it means the leakage exists in the system and the implemented algorithm

is not providing the required level of security.
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Attack in Profiled Scenario

In profiled case, the attacker/evaluator has access to the open copy of the device. Consider

an adversary is capable of performing leakage data acquisition while the target cryptographic

algorithm is performing an encryption operation � on the device with the known key  , and

produces a cipher text �, where � = 5 (%,  ). Adversary is interested in retrieving the key

 , only by analysing the leakage information. The acquired data is for two fixed keys or key

bits, lets say  0 and  1 for group &0 and &1, respectively. Further details about the leakage

data acquisition are given in 10.5. To launch a machine-learning based side-channel attack,

adversary needs to form instances pairs as explained in 10.4.2. One set of pairs with consist

of the instances belonging to the same key class key, that is instances G0 and G1 both belong

to key group  0. The other set of pairs will contain instances from both key groups, that is G0

and G1 consist of instances for classes belonging to the group  0 and  1, respectively. Choice

of size of 0 and 1 depends on the evaluator and can vary between 1, 2, ...# . The formed

dataset is then used for training and validation as explained in Section .10.4.3 and 10.4.4,

respectively. The trained model can distinguish if the unseen data instance from validation

dataset belongs to key class  0 or  1, based on the similarity score.

Attack Extension

The presented scenarios above are discussed for only two independent groups, whereas it can

be easily extended to more than two groups as shown by experimental analysis in Sec .10.6.

10.4.3 Attack Model Training

The presented model is different from other classical deep learning-based side-channel anal-

ysis models as the classifier’s output does not classify the leakage signal directly based on the

probability, rather it calculates the similarity score denoting that the leakage signals belong

to the either of the class from group &. The network learns on the basis of the differences

between the paired examples and is able to distinguish the unknown trace when presented in

the evaluation phase. To model the problem as a supervised learning binary classification
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task, pairs [G0, G1] are labeled as . =′ 1′ if both leakage signals are same and are labeled as

. =′ 0′ if the leakage signals belong to a different target classes.

10.4.4 Attack Model Evaluation/Validation

The section describes the model evaluation strategy for the validation of the presented model.

The described problem is different from the regular classification task so a different evaluation

methodology is adopted to transform the problem into a supervised learning task. We have

followed N-way k-shot validation methodology to evaluate the model performance. Training

examples : are selected for all # classes for training the model, forming a support set. Query

or test set consists of # classes which are required to be predicted. Traditionally for image

processing tasks, unknown classes are given in test set to validate if the model can predict

the correct class.

Labeled (. =′ 1′ for similar and . =′ 0′ for dissimilar pair entities) test pairs (G0, G1) are

chosen randomly from the test (query) set and are given as an input to the trained Siamese

network. Leakage G0 is kept same and G1 is chosen from the set &, forming the four pairs.

Lets say when we train the Siamese network, then there are four possible similarity scores

outputs of the sigmoid layer, $(1, $(2, $(3, and $(4. Lets say $(1 is the output similarity

score for the similarity pair only. If model is trained correctly then out of these scores,

maximum score will be observed for the similarity pair only. This maximum similarity score

$(1 is considered as correct class prediction and rest as incorrect predictions and is given by

the eq.10.16.

Y?A4382C43 = 0A6<0G2 p

For this analysis, the network is validated #E0; times. Let #2>AA42C represent the correct

class prediction then test set correct percentage is given by ed. 10.13.

�>AA42C%4A24=C064 = (100 ∗ #2>AA42C)/#E0; (10.13)

We assume that the number of training and validation samples, ); and )E, are equal

to maximize the statistical confidence value obtained during evlauation. Evaluator needs
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to select a upper bound that a false positive occurs which generally is ?Cℎ = 10−5 in SCA

evaluations. Let E be the validation accuracy then the total number of correct classifications

can be represented by eq. 10.15. Considering a null hypothesis �0 where the neural network

does not learn anything and just predicts the class randomly then the total number of correct

guesses would be a random variable from the binomial distribution �0 : X Binom(M, 0.5)

[218]. The probability that at least (" correct classification occur in random fashion is given

by eq. 10.15 and information is leaked if P(X ≥ (") <pCℎ.

(" = E.)E (10.14)

%(- ≥ (") = 0.5"
"∑

:=("

(
"

:

)
(10.15)

10.4.5 Proposed Network Architecture

We have proposed a generic network which does not required tuning for leakages from the

different algorithms as is the case with most of the existing deep learning leakage based SCA

models.

For analysis in this study, two ConvNets are analyzed, named as ConvNet1 and ConvNet2.

ConvNet1 consists of three convolutional layers and one dense layer with filters 8, 16 and 32,

respectively, along with Max Pooling layer. ConvNet2 consists of four layers with filters 64,

128, 256, and 512, respectively, along with average pooling after each layer.

In all the network convolutional layers, Rectified Linear Units (ReLU) activation function

is used. Before feeding the input data to the network, the input data features are normalized by

scaling with the maximum absolute value. We initialized all the weights in the convolutional

layers with glorot uniform distribution. We have tried different learning rates from fast to

slow learning, for example 0.001, 0.0001, 0.00001 and 0.00006, and found that the network

was able to converge to local minima quickly when trained with 0.00006. We obtained

desired results by training the twin models with as low as 20 epochs and minibatch size

of 32 with !2 regularization (value = 24−4) for convolutional layers which helps in better
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generation of the model. For the loss function, binary loss is used. A loss function computes

the cross-entropy loss between the true labels and predicted labels. Let . (G0, G1) be the label

and ?(. (G0, G1)) be the predicted probability based on the measure of similarity between G0

and G1 for # points. For the inputs being same (label . (G0, G1) =′ 1′, similar classes), log

probability of being positive is added, that is ;>6(?(H(G0, G1))). Conversely, log probability

of being negative (label . (G0, G1) =′ 0′, different classes) is ;>6(1 − ?(H(G0, G1))). Hence

the loss can be represented by the eq. 10.16.

!>BB =
−1
#

#∑
8=1

H(G80, G81).;>6(?(H(G
8
0, G

8
1)) + (1− H(G

8
0, G

8
1)).;>6(1− ?(H(G

8
0, G

8
1))) (10.16)

10.5 Datsets

The presented methodology is evaluated on two datasets consisting of the side-channel

leakages from two standard cryptographic algorithm implementations; symmetric (AES) and

asymmetric (ECC) algorithms.

10.5.1 AES Dataset

Dataset for AES power consumption leakage is collected from the FPGA implementation,

using Sakura-X evaluation board [80], and TektronixMDO series oscilloscope (having 1GHz

bandwidth and 5GS/s sampling frequency). Sakura-X is a specialized board designed for the

side-channel leakage data acquisition. A resistor is connected in series with the FPGA core

to collect the power consumed by the system. The operating frequency of FPGA is reduced

to �B = 3"�I and the sampling frequency of oscilloscope is set to �B = 2.5 �I. Key byte

:8 (where 8 = 2,3,..,254) is sent to the device, which triggers the encryption process. The

leakage data traces for power consumption are collected while encryption � is performed

with plain text %<, where (where < = 1,2,..,10). Each )%,8 for 8Cℎ key bit, of trace length

);4=, consists of ( 9 samples (where 9 = 1,2..,);4=).

For data collection, a stand alone application is developed using C and Matlab libraries.
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Data collection process is completely automated which requires just initial input parameter

settings from the user. Data collection process has be divided into the following steps,

performed using the developed application.

• Step 1 - Take input parameters (number of samples, key length) from the user;

• Step 2 - Configure the oscilloscope using Matlab libraries;

• Step 3 - Send the ROM address of the key from PC to FPGA through the control unit

interface;

• Step 4 - Send the trigger signal to start encryption on FPGA;

• Step 5 - Initiate the process of leakage data collection and store in data file;

• Step 6 - After FPGA completes ECC processing, receive the encryption output and

store in file.

10.5.2 ECC Dataset

The second dataset selected for ECC evaluations is the power consumption leakages of scalar

multiplication operation of ECC implementations presented by Weissbart et al in [125]. The

dataset is collected from the Ed25519 implementation of WolfSSL 3.10 (open source library

written in C) on Pinata development board using LecroyWaverunner z610i oscilloscope. The

Pinata board for SCA evaluations by Riscure, consists of 32-bit STM32F4 microcontroller

with an ARM-based architecture, running at 168 MHz clock frequency.

10.6 Experiments and Results

In this section, we present the experimental verification of the suitability of our proposed

methodology for side-channel leakage assessment and classification strategy. We attempt to

provide a real world scenario as the leakage traces are not preprocessed, and are not consider-

ing the circumstances of theoretical relevance, that is for AES, S-box only measurements are

not targeted, rather a complete key is classified. We are bench-marking the presented model
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performance by performing experiments of existing and acquired datasets. Moreover, we

have performed experiments on different algorithms implementations datasets to analyze the

impact with respect to both symmetric and asymmetric ciphers. We have divided our experi-

ments into three case studies; first set of analysis is performed to analyze the performance on

the ECC and AES datasets using ConvNet1. Second set of experiments analyze the impact

on four groups from both symmetric (AES) and asymmetric (ECC) leakage with underlying

ConvNet2 model. For the last set of experiment, we have analyzed the performance on the

classes which are present in query set only and were never presented in the support set during

training.

For all the experiments each model is trained for 1-shot, 5-shot and 10-shot learning with

1,5, and 10 training examples for each class, respectively. #E0;=200 validation query sets

are tested to evaluate the model. We have performed four set of experiments by forming

four combinations � 9 (where 9 = 4) datasets of the pairs to train and evaluate the presented

model. Each 9 combination datasets contains all four group labels, whereas one group label

is selected as a maximum similarity score at a time. These four independent models are

trained for the experimental analysis only to analyze the affect of keeping one pair as . = 1

on classification of others. For the first combination �1 of the pairs, G0 is set to ��(0 and

G1 is taken from the group &0 = ��(0, &1 = ��(1, &2 = ���0, &3 = ���1, one-by-one.

Pair (��(0, ��(0) is labeled as . =′ 1′, as it represents the true similarity score, named

as ’similarity pair’. The rest of the pairs ((��(0, ��(1), (��(0, ���0), (��(0, ���1))

are labeled as . =′ 0′, representing dissimilar classes, named as ’dissimilarity pair’. For

the second combination �2, pair (��(1, ��(1) is labeled as . =′ 1′, and rest of the pairs

((��(1, ��(0), (��(1, ���0), (��(1, ���1)) are labeled as . =′ 0′. Same is repeated

for the rest of the two classes. Each combination of pairs is used to train the network,

resulting in independent trained network. Trained networks for all these four combinations

are evaluated one-by-one independently using the scheme presented in 10.4.4.

For the proposed system, a standalone python-based application is developed which takes

input leakage datasets from the multiple sources. As a test case, AES, and ECC leakage

datasets are presented to the system for above mentioned three set of experiments. The
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application splits data and forms separate vectors for all the classes in the group &. Pairs

(G0, G1) of the classes are formed based on these vectors for each class labels. Traces for

forming the pairs are chosen randomly.

The results are presented in Table 10.1.

Case Study 1: ECC and AES datasets with ConvNet1 and ConvNet2

For this case study, ConvNet1 and ConvNet2 architectures are used for Siamese network. The

validation score is computed for all four classes from the group. Support and query set have

training and testing samples for the same classes. For the ConvNet1-based Siamese network,

it is observed that for the classes belonging to ECC groups the traces can be distinguished

with high probability. Training with 10-samples per class gives the best results. However,

training with 1 and 5 samples gives results above 90% for both classes. For AES groups

classes, one of the class group can be distinguished with above 90%, whereas other one gives

better results with 1-shot learning as compared to other two.

For the ConvNet2-based Siamese network, ECC group classes can be distinguished with

a better accuracy if trained with single training example only. However, poor performance

is observed for AES group classes. Results on AES group classes show that the leakage

exists as it has shown similarity with other traces 50-70.5% times. There are two reasons of

poor validation accuracy on AES; one is the low sampling frequency selected for the AES

leakage data acquisition, other is the selected points of interest. For AES, leakages for only

one encryption round are selected for analysis, which does not contain sufficient information

about the secret sensitive entity. It is observed that the overall performance has dropped while

training with a complex neural network.

Case Study 2: Testing on Unseen Classes

In previous two cases, it is seen that the proposed attack model can successfully distinguish

between the traces for both AES and ECC datasets. To analyze the model effect on unknown

classes, in this case study we have given the classes in the query set whose samples are not

shown to the network during training. It is observed that the classes whose samples are not
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Table 10.1: Accuracy on the test dataset

Dataset Class 1-shot 5-shot 10-shot

���0 91.5 96 96.5

ECC-AES-ConvNet1 ���1 94.5 94 98.5

��(0 70.5 64 65

��(1 90.5 88 89

���0 97 97.5 87

ECC-AES-ConvNet2 ���1 87 90 91

��(0 53.5 48.5 50.5

��(1 44.5 57 51

���'1 57.5 60 66

ECC-AES-Unseen Classes ���'2 64.5 71 66.5

��('1 84.5 81.5 81.5

��('2 100 100 100

shown to the model, can still detect the leakages with more than 57% in all cases (more than

84% in AES case). It is also observed that in some cases training with 10 examples can

improve the accuracy by 2-3% which is trivial.

Our proposed approach produces a single evaluation metric for distinguishibility of the

leakages. However, in existing leakage assessment approach based on statistical analysis,

individual univariate statistical tests are required to be performed. To lower the chances of

false positives, we have performed analysis on 200 different random traces acquired with

random input plain texts. Validation results showing above 50% accuracy shows that the

a leakage can be detected from the random samples as well. In secure product evaluation

false positive would be damaging. We do not claim that false positive will not occur. We

have presented a model which eliminates the need of various separate test for various attacks,

rather we stress that various algorithms can be combined in a single evaluation kit to identify
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if the leakage exist. If the system found a leakage then sensitive analysis can be performed

to find the exact point of leakage. In contrast to the existing DL-LA methodology, which

requires M training samples, our proposed methodology can identify the leakages using just

few training examples.

10.7 Conclusion

We have introduced a novel methodology for leakage assessment which eliminates the re-

quirement of huge datasets for training the neural network. Moreover, it provides a unified

platformwhere multiple algorithms’ implementation leakages can be combined in one system

with a standard one metric, which eliminates the need of individual univariate statistical tests.

Our proposedmethodology can be used for detection of leakages from the white-box (profiled

(open access to the device)) or black-box (non-profiled attacks (closed access to the device))

scenarios. Our proposed method can successfully identify the leakages from classes which

are never used in training but belong to same group population. Leakages which are acquired

with high sampling frequency demonstrated better leakage detection results as compared to

the leakages obtained using low sampling frequency.
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Chapter 11

Conclusion and Future Work

11.1 Conclusion

Weak implementations of a mathematically secure cryptographic algorithm imposes a great

security risk to the cryptographic devices deployed in the IoT-based systems. With the intro-

duction of machine learning to side-channel analysis along with the high-speed processing

systems, this risk has dramatically increased. Machine learning and artificial intelligence

are ever-evolving and new standards and techniques are constantly being introduced to im-

prove the performance. This thesis investigated different avenues of side-channel attacks, and

proposed powerful and promising side-channel attack methodologies exploiting emerging

machine learning and deep learning techniques. The proposed methodologies are assessed

on the real hardware-acquired side-channel leakages from different cryptographic chips and

analysis is performed through developed hardware and software systems using different

lanaguage platforms and libraries including Python, C#, MATLAB, Keras and Scikit-learn.

The key contributions of this dissertation can be summarized as follows:

• A novel hybrid feature engineering scheme based on time-domain and frequency-

domain signal properties, and feature extraction/selection is proposed. The proposed

scheme is evaluated for both symmetric (Publication I) and asymmetric (Publication

III) algorithms. For the symmetric algorithm AES, the different signal properties’

combinations returned varying results for all three machine learning classifiers. How-

ever, best performance of 91.4% accuracy is obtained using Multi-Layer perceptron

for the frequency-domain features set. Moreover, feature extraction (PCA) mainly

improves the results for SVM classifier. Also, the secret key can be recovered from
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the asymmetric ECC leakage traces with 88-90 % accuracy using Random Forest and

simple neural network (Multi-Layer Perceptron). Overall trend shows that the pro-

posed feature engineering techniques with frequency-domain features can recover the

secret key from the highly noisy data. This accuracy reaches 100% if only the aligned

noise-free portion of the trace is used.

• Hyperparameter optimization plays a vital role in improving the accuracy of the ma-

chine learning trained models. In the presented research work, various hyperparam-

eters for the machine learning algorithms have been tuned carefully to improve the

performance. Chapter 4 presented the detailed hyperparameter tuning for the AES

implementation leakages. However, the hyperparameter optimization is performed for

all the models and schemes presented in this research. The final reported results are

the ones obtained with the best trained model.

• Depending on the targeted key location (either a key bit or a key byte), various machine

learning-based attack models can be formulated, leading to binary class or multi-class

classification problems. In this study, three machine learning-based attack models are

proposed (Publication IV) and are evaluated on the electromagnetic leakages of the

countermeasure-protected and unprotected ECC algorithm FPGA implementations,

along with the quantitative analysis for selecting the best attack model. In addition to

assessing these attacks on the raw leakage traces, these attacks have also been evaluated

on feature-engineered datasets. Moreover, keeping in view the noisy nature of the

leakages in the real world scenario, leakage traces were selected to have more noise

than useful information, i.e. 3% of the trace contains the relevant, useful information

and 97% of the trace consists of the irrelevant noise. Based on the results, the secret

key from the unprotected implementations can be recovered with 96% accuracy using

GBB attack model. However, for the ECC implementations secured with the masked

countermeasures, the key can be recovered with 50-75% accuracy for the presented

attacks. This demonstrates that the relationship between the secret key and the leakage

data can be detected using the presented attack and hence the countermeasure is not
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providing the required security level.

• For asymmetric ciphers, particularly ECC, the residue number system (RNS) is con-

sidered to be a strong countermeasure due to its parallel processing moduli. We have

proposed a machine learning-based evaluation methodology for data-dependent and

location-dependent attacks, along with the efficient novel hybrid feature engineering

techniques, to recover the secret key from the dataset consisting of high-dimensional

complex features due to the inherent parallel processing of RNS (Publication V). It

is observed that the presented ML-SCA requires less preprocessing and gives better

results for location-based profiling attacks, hence leading to realistic attack scenar-

ios. The secret key can successfully be recovered from the unprotected and protected

RNS-ECC SM implementations with 99% and 95% accuracy, respectively. Moreover,

the impact of state-of-the-art and proposed hybrid feature engineering techniques have

been analyzed as well. It is seen that PCA, LDA, T-test, and RF-based feature se-

lection/extraction provide improved accuracy results. For this analysis, a comparative

analysis is given with state-of-the-art template attacks. In previous studies, template

attacks are performed on RNS-ECC, and the key is recovered by attacking the aligned

portion of the trace only. However, our proposed scheme outperforms the existing

template attack because it can recover the secret key by processing the complete trace

instead of the aligned portion only. We conclude that machine-learning based side-

channel attacks on PKC provide a realistic efficient attack scenario to recover the secret

information as they require less pre-processing than the template attacks on RNS-ECC

implementations.

• Efficient machine learning classification greatly depends on the structure/mechanics

of the input datasets. Datasets having a low instance-feature ratio may result in a

poorly-fitted model that might fail to generalize. To address this challenge, we have

proposed a hybrid approach based on the CNN and dimensionality reduction and

provided comparison with the existing complex schemes (Publication VI). Using our

proposed CNN-based attack model, the attack efficiency improved by 6% for the
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protected ECC MPL SM BEC implementation leakages and 100% for the unprotected

MPL leakages. The overall model training loss for our presented efficient architecture

is less in comparison to the existing complex models. Our proposed ConvNet enables

the network to train much faster and perform better by consuming fewer hardware

resources, unlike the existing state-of-the-art methods.

• Leakage dataset with an insufficient number of leakage instances/traces in general, or

an insufficient number of instances per class, can be a hurdle for an inaccurate attack

modeling using machine learning-based side-channel analysis. To manage this issue

well, we have proposed a data augmentation scheme based on CGAN and Siamese

network (Siamese-CGAN), capable of generating artificial/fake data for each class that

possesses similar characteristics as that of the original leakages (Publication VII). The

presented scheme’s performance has been evaluated using two popular neural networks,

MLP and CNN, on the artificially generated data from the well-convergent and non-

convergent networks for both symmetric and asymmetric algorithm implementation.

Our analysis results show that the presented scheme results in a well-converged network

that generates realistic leakage traces according to the evaluation dataset.

• We have also presented a leakage assessment and evaluation model that can take input

leakages from multiple channels and multiple sources and successfully distinguish

the leakages (Publication VIII). The presented system has been trained using the

symmetric (AES implementation from FPGA) and asymmetric (ECC leakages from

32-bit STM32F4 microcontroller with an ARM-based architecture) leakages, and it is

found that the leakages can be easily identified with high probability. Moreover, the

presented system is flexible and leakages from more sources and different algorithms

can be easily integrated.
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11.2 Future Work

Machine learning-based side-channel analysis is an emerging research area, which has left

the traditional (classical) side-channel analysis far behind. In this dissertation, we have ex-

plored and presented new side-channel attacks by exploiting state-of-the-art machine learning

techniques. In future, the following aspects of ML-SCA can be further explored.

• In this study, simple machine learning algorithms (including SVM, NB, RF, Decision

Trees) and deep learning algorithms (CNN and MLP) are explored. However, more

deep learningmodels and architectures likeRecurrentNeuralNetwork (RNN) should be

investigated for improving side-channel attacks especially Long Short-Term Memory

(LSTM). LSTM is a special kind of artificial recurrent neural network. It differs

from the standard feedforward networks in that it has memory and utilizes feedback

information when making decisions. It would be interesting to explore if the memory-

based neural networks can help in classifying the secret information in real-time.

• In this research, we have presented a hybrid leakage assessment model using few-shot

learning for processing datasets from three sources. This idea can be extended to add

the data from multiple algorithm sources and multiple channels to provide a universal

evaluation tool.

• Transfer learning is a machine learning technique in which a network is trained for

one task and is then re-used for some another task, instead of training from scratch

for the second. This provides a more straightforward generalization of the network on

the new dataset. We have proposed transfer learning in the form of few-shot learning

task. However, the idea can be extended for combining the power and electromagnetic

side-channel leakages. A neural network trained for leakages of one source/channel can

be re-used to exploit the leakages’ weights from the other source. This can lead to an

efficient attack model due to the similar signal properties of power and electromagnetic

signals.

• We have proposed a data augmentation technique based on CGAN. Further GAN
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based techniques can be explored, for example, Fisher GAN, Autoencoder instead of

discriminator (EBGAN), Mean/Covariance Minimization GAN (McGAN) etc. More-

over, according to the No Free Lunch theorem, various datasets might produce varying

results for the same machine learning algorithm. Consequently, various further cryp-

tographic algorithms can be explored.

• With the advances being made in neural networks and the processing units’ increased

processing capability, an efficient standalone desktop and web-based application can

be built, which can classify the given input leakages using various existing machine

learning and deep learning-based architectures. There are currently many classical

side-channel analysis commercial tools with limited integrated ML-SCA functionality.

However, we are planning to develop an open-source, easy-access toolwhich can exploit

the feature engineering techniques and machine/deep learning to ease the process of

secure cryptographic algorithm evaluation.

• Moreover, based on the proposed efficient less resource-consuming attacks, it is pos-

sible to design and develop a mobile-based or a small hardware-based system using

Tensorflow lite TinyML.
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